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Preface

Does Science Go Wrong?

Recently, the Economist (2013) stated on its front page “How science goes

wrong,” thereby calling attention to the discovery that much research is of poor

quality. According to the Economist (2013, p. 11), “[a] rule of thumb among

biotechnology venture-capitalists is that half of published research cannot be

replicated.” The Economist (2013) concludes that modern scholars trust published

research too much and do not put enough effort into the verification of results.

Nobel laureate Randy Schekman bemoaned the “toxic influence” (cf. Sample 2013)

of the Impact Factor. Specifically, he emphasized that a high citation count does not

necessarily indicate high-quality research; rather the citations might display an

eye-catching, provocative topic or simply be wrong (Sample 2013). Consequently,

Schekman declared that his lab would boycott the most highly ranked journals.

In a similar vein, it has been criticized that “[t]ypically, a measure found to be

ill-conceived, unreliable, and invalid will fall into disrepute and disuse among

the members of a scientific community, remarkably this has not been the case

with the impact factor [. . .]” (Baum 2011, p. 464).

Moreover, research often does not produce what is needed because of artificially

created “competition without markets” (Binswanger 2011). In research, some

key characteristics of markets are absent. In particular, there is (1) no unlimited

market entry for suppliers and consumers, (2) low transparency, (3) no price that

determines buying and selling decisions, and (4) no maximization of profits or

benefits. Instead, research is characterized by production of public goods and

fundamental uncertainty concerning outcomes. There exist no clear-cut measures

for determining what research is good or bad.

Because measuring research quality is difficult, publications or citations

are frequently used as a proxy for research quality. However, such quantitative

indicators ultimately lead to a performance paradox (Frost and Brockmann 2014;

Meyer 2005; Meyer and Gupta 1994; Osterloh 2010). Performance indicators lose
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their ability to distinguish good and bad performance and lead to unintended

side effects. Examples of such side effects include decreases in intrinsic work

motivation, slicing of articles into as many publications as possible, and scientific

misconduct (e.g., data fabrication). In addition, “[a]ny evaluation system in which

the mere number of a researcher’s publications increases his or her score creates a
strong disincentive to pursue risky and potentially groundbreaking work [. . .]”
(Alberts 2013, p. 787). Setting wrong incentives using indicators leads to useless

outcomes and thus to deformation of research organizations. Consequently,

research that has no relevance to the economy, society, and state is conducted.

The Lancet reports that 85 % of research investment is misallocated and asks, “[. . .]
how should the entire scientific enterprise change to produce reliable and accessible

evidence that addresses the challenges faced by society and the individuals who

make up their societies?” (Kleinert and Horton 2014, p. 2).

In summary, today, research organizations face many challenges: (1) false

allocation of funding; (2) low reliability and reproducibility of results; (3) a focus

on research quantity instead of quality, which leads to a performance paradox;

(4) irrelevance of research; and (5) mainstream non-risky research.

The background of these challenges are the “audit explosion” (Power 1999,

2005) and the fundamental reform in the governance of research organizations

that has occurred since 1990. A shift to so-called entrepreneurial universities

and New Public Management was introduced, fueled by the idea to strengthen

competition among scholars and to make researchers more accountable to the

taxpayers (Stensaker and Benner 2013). In addition, a shift of the form of

knowledge production from mode one to mode two was observed. Mode one

knowledge production is defined as a disciplinary matrix with stable institutions,

whereas mode two is characterized by blurring distinctions between different

disciplines and also between science and technology (Gibbons et al. 1994).

In response to recent developments, and in particular to “Impact Factor

games,” in 2012, the American Society for Cell Biology and a group of editors

and publishers of scientific journals initiated The San Francisco Declaration

on Research Assessment (DORA). As of 2014, the DORA has been endorsed

by 10,963 individuals and 484 organizations, including the Swiss National

Foundation.1 The central recommendations proposed by DORA are the following:

(1) eliminate the use of journal-based metrics, such as the Impact Factor,

(2) evaluate research content-based with own means, and (3) use the possibilities

that arise from online publications and social media.

To conclude, a simple transfer of performance measurement methods used

in private, for-profit organizations into the academic context—as suggested by

New Public Management—is not suitable (Osterloh 2010).

The German Federal Ministry of Education and Research (BMBF) has realized

the need for research concerning the reform of higher education and research

governance at an early stage. BMBF launched a comprehensive research program

1Looked up on July 5th 2014.
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titled “Research Regarding the Higher Education System” (“Hochschul-

forschung”). The overall goal of this research program is to provide usable and

scientifically grounded knowledge to politicians and managers of higher education

institutions (http://www.hochschulforschung-bmbf.de/1256.php). To achieve

this overall goal, as part of this research program, BMBF launched different

subprograms, such as “New Governance of Science,” “Economics of Science,”2

and, recently, the program “Performance Evaluations in Academia.” In the wake of

the program “New Governance of Science,” Grande et al. (2013) published an

insightful book titled “Neue Governance der Wissenschaft,” which we consider to

be an excellent starting point for our book. The authors address the changing

relationship between government control and societal expectations regarding the

science system as a whole. They state that the traditional governance system

was characterized by a combination of high autonomy for professors and a

high degree of academic self-organization within universities; however, it was

also characterized by a detailed regulation by the state from outside. In contrast,

New Public Management is characterized by hierarchical structures within the

universities on the one hand and by comprehensive governance mechanisms from

the outside (e.g., target agreements, university councils, and accreditation agencies)

on the other hand. Our book complements their insights by focusing on internal

governance, i.e., we primarily consider the opportunities and threats of New Public

Management within research organizations.

Conceptual Basis

We define “governance” as coordination and regulation of different activities

and interests of actors, organizations, or systems (Whitley 2011). According to

control theory, we differentiate among three ideal types of governance mechanisms

(Frey et al. 2013; Osterloh and Frey 2011; Ouchi 1977, 1979): (1) output control

(i.e., markets or competition based on indicators),3 (2) process control,4 and

(3) input control (i.e., socialization and selection into self-organized communities

or peers). In addition, we distinguish two types of process control: bureaucratic

control (command and monitoring) and peer control (control according to agreed-

upon mechanisms regarding adequate procedures). In reality, governance is usually

characterized by a mixture of these governance types. In the context of research

organizations, New Public Management led, on the one hand, to a shift towards

output control (i.e., performance indicators) and an attenuation of peer control and,

2Note that the research project that led to the publication of this book was funded as part of the

program “Economics of Science” (“Wissenschaftsökonomie”).
3 Goal-oriented program (“Zweckprogramm”) in the terminology of Luhman (1977).
4 Conditional program (“Konditionalprogramm”) in the terminology of Luhman (1977).
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on the other hand, to a shift toward bureaucratic control and to an attenuation of

input control.

As soon as collegial bodies are replaced by professional managers, indicators

that measure output become important. In contrast with peers, professional

managers do not possess the expert knowledge that is required for both peer

and input control. Therefore, professional managers need indicators to be able

to execute their governance functions internally and to ensure accountability to

external agencies. “Governance by numbers” sets in, which implies both opportu-

nities and risks.

Such opportunities and risks concern outward or inward effects. Positive

outward effects include the following: first, the ivory tower breaks down, and

research performance is made more visible to external actors and the public.

Second, the willingness to provide state and private funding for research and the

higher education system might increase. Third, higher interest and participation

of laypeople in science (“citizen science”) might result. Positive inward effects

might result frommore-objective and standardized performance criteria, which lead

to increased fairness. “Old boys’ networks,” “club government,” and sometimes

unfounded claims to fame are weakened (Power 2005; Wenneras and Wold 2000,

2001). Second, transparency is increased, which enables more autonomy for the

research organizations in relation to state governments (Hicks 2012; Lange 2008;

Wissenschaftsrat 2011).

Negative outward effects of risks include the following: first, a diminished

understanding of the process of scientific work, which is characterized by

uncertainty of scientific outcomes, serendipity effects, a need for autonomy,

and a lack of efficiency in favor of higher effectiveness, for example. Second,

promotion of a “winner-takes-all” or “hit parade” mentality is favored. Only

cutting-edge research is considered; research that is fundamental but is necessary

for breakthroughs suffers as a result. Third, marketing, public relations, and

rankings management might become paramount concerns. Negative inward effects

might result from multitasking and lock-in effects (Osterloh and Frey 2014).

Researchers, faculties, and universities increasingly orientate themselves by first

considering visibility in terms of numbers (e.g., publication and citation rankings)

rather than research content. This might lead to inadequate hiring or funding

decisions. Second, the multidimensionality of academic performance is neglected,

and researchers may focus only on citation numbers, thereby neglecting other

(especially long-term) performance dimensions, such as teaching performance

and third-mission goals. Third, the inherent risk of research outcomes is not

sufficiently considered. Fourth, researchers may experience crowding-out or over-

justification effects (Deci 1971). In other words, an intrinsically motivated “taste

for science” may be replaced by an extrinsically motivated “taste for publication”

or even a “taste for rankings” (Binswanger 2010; Osterloh 2010).

The following contributions in this book give an overview of the risks and

opportunities of the shift toward more “entrepreneurial” research organizations.

First, we consider performance management according to New Public Management

as a whole. Second, it is asked to which extent the emphasis that New Public
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Management places on output control is based on reliable performance measure-

ment methods. Third, we pose the following question: what motivates researchers,

extrinsic or intrinsic motivation, or both? The fourth part examines which condi-

tions on the organizational and state levels foster or impede creative research. The

fifth part considers Internet and new social media and asks whether the shift from

production and dissemination of paper-based research to online activities changes

knowledge creation and evaluation. The sixth part considers knowledge production

in the business world. Could it be that “entrepreneurial” universities can learn

something from real enterprises that differs from what New Public Management

teaches us? Part seven collects diverse applied contributions, including case and

country studies that illustrate nicely the advantages and disadvantages of recent

reforms in research governance. The final part consists of the fairy tale “Cinder-

ella,” which teaches us to never trust tailored measures.

Governance of Research Organizations: Contributions

of Our Book

Part I of the book considers the recent shift in research and performance

management in the direction of output-oriented criteria and of strengthening the

power of university management. On the whole, the authors present a critical view

of this shift.

William H. Starbuck opens with the metaphor of research organizations as a

disintegrating boat on a stormy sea. He focuses on research organizations in the

United States, which often seem to pioneer developments in other parts of the

world, and on the behavioral sciences. The sea is composed of universities that

struggle to adapt to market pressures concerning, for example, internationalization,

rating systems, and the spread of the Internet. The boat consists of the publishing

industry, which is threatened by electronic open-access journals. The crew is the

researchers, who are characterized by great difficulties in distinguishing among

good, mediocre, and bad research. This difficulty is demonstrated, for example,

by low inter-rater reliabilities in peer review processes. Nicolai et al. (2015)

demonstrate that this problem is not restricted to the behavioral sciences. Starbuck

encourages scholars to use such inconsistencies to gain more freedom from

reviewers, editors, and governments, which, he argues, can be achieved.

Mathias Binswanger highlights the problem that competition in research is

different from competition in the market for goods or services. Research produces

common goods whose market value is characterized by high uncertainty. Often

these goods are not marketable at all. Therefore, evaluating the performance

of research using measurable outputs or orchestrating competition in research

artificially produces fake competition without markets and unintended negative

side effects. Artificial “competitions without markets” distract from the content

of research and crowd out intrinsic motivation. For example, this effect occurs in
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the form of competition for excellence, competition for funds, competition to be

published, and competition for top positions in rankings.

Richard M€unch analyzes changes within university management in the wake

of “entrepreneurial universities” by comparing the US and German systems.

In both countries, there is a growing dominance of university management

of departments. However, in the United States, management concentrates on

fundraising from private sources and—at least in the case of rich universities—

lets the departments decide about research issues. In contrast, most German

universities are publicly funded. To gain visibility and legitimacy in the eyes

of the public and to impress external university councils, indicators such as

third-party funds have become prominent. According to Münch, in Germany,

this change has fuelled the so-called Excellence Initiative, large research clusters,

and large-scale research collaborations. To achieve this aim, strategic management

of universities, including tight control of departments, is strengthened. Self-

coordination within the departments is weakened. The author demonstrates

such a development with the example of the “Technische Universität München”

(which calls itself an entrepreneurial university). He strongly disagrees with this

development because, in his view, it undermines diversity and trust, which are

preconditions of creative research.

Amanda H. Goodall and Agnes B€aker demonstrate how such dangers can

be mitigated: by choosing excellent researchers instead of managers as leaders of

the university. In general, in knowledge-intensive organizations, “expert leaders”

have a deeper understanding of the core tasks of such organizations and higher

credibility among their subordinates than do managers. They also hire better

coworkers, create a more appropriate work environment, and are able to give better

constructive feedback than managers. These advantages lead to more trust and

trustworthiness within the organization and consequently to better performance.

These insights caution against adopting a managerial leadership model in research

organizations. Instead, it is argued that “expert leaders” can combine what in the

research governance literature is often characterized as a conflict between the goals

of the scientific community and the goals of an organization. Such a conflict is

addressed in the next contribution.

Otto H€uther and Georg Kr€ucken argue that in Germany, professors have

traditionally enjoyed high autonomy and have strong linkages to their scientific

community. In contrast, their linkages to the university in which they are

employed are weak. High autonomy of professors is bolstered by the low personnel,

organizational, and resource powers of the universities. The personnel power

of universities is low because there exists an external market for professorships

due to the ban on internal calls (“Hausberufungsverbot”). The organizational

power of universities vis-à-vis professors is low because of lifetime tenure.

Resource power is low because of the fixed-term funding that professors enjoy,

which has been confirmed by law. However, universities today have to fulfill

diverse tasks that do not always fit into the interests of professors, including high

teaching duties and integration of women, minorities, migrants, and scholars from

lower social classes. To strengthen the power of universities compared with the
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power of professors, reforms, such as the introduction of internal tenure tracks,

monetary incentives, and more powerful university leaders, have been undertaken.

However, these measures may have unintended side effects. Professorships might

become less attractive compared with research positions outside universities.

The final contribution in Part I by Stefanie Ringelhan, Jutta Wollersheim, and
Isabell M. Welpe presents a literature review of performance and incentive systems.

They also present the results of their own empirical research. According to the

differentiation between output, input, and process control, they indicate which tools

and evaluation methods are applied and linked to monetary and nonmonetary

incentives. According to their own study, which was conducted across German-

speaking business and economics faculties, output control prevails. In contrast with

this result, young scholars expressed that they consider qualitative (process-

oriented) criteria more important. Consequently, the authors recommend putting

more weight on input control and qualitative feedback.

To summarize the contributions to Part I, there is consent among the authors that

the present shift to more “entrepreneurial” research organizations bears more

disadvantages than advantages.

Part II of the book addresses performance measurement in research, which is

the basis of performance management. How can performance in academia be

measured? Markets do not work in research because of the low marketability of

research; thus, peer review is decisive (Arrow 1962; Merton 1973; Nelson 1971).

Peer review is the backbone of all other types of research evaluation, including

the number of publications in scholarly journals, the chance of obtaining funds,

and positions in rankings. All these indicators are fundamentally based on peer

review. Because publication in a highly ranked journal is often taken as an indicator

of the quality of a manuscript,5 journal peer reviews serve as gatekeepers to

career progress, recognition within the scientific community, and income. In

many countries, recent reforms have linked scholars’ salaries to their numbers of

publications in highly ranked journals. Therefore, the quality of performance

management in research organizations depends on the quality of peer review.

Today, the most important form of peer review is pre-publication double-blind

peer review. This type of review determines whether a scientific contribution

will be published. In this review procedure, the author(s) and the—usually two

to four—reviewers do not know each other.6 Recently, this method has come

under scrutiny. It is argued that such peer review lacks reliability, transparency,

prognostic quality, and consistency over time (e.g., Campanario 1998; Starbuck

2003, 2006). The most important criticism is the lack of reliability, i.e., the lack of

agreement between two or more reviewers on the quality of a manuscript. To

examine this criticism, the contribution of Alexander T. Nicolai, Stanislaw Schmal,

5 This assumption is very questionable (Baum 2011; Osterloh and Frey 2014; Osterloh and

Kieser 2015).
6More precisely, the reviewers and authors are supposed to not know each other, which might

often not be the case.
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and Charlotte L. Schuster considers inter-rater agreements for five management

journals and compares them with inter-rater agreements in chemistry and physics.

The results demonstrate that in all subject areas, inter-rater agreement is low, even

in highly ranked journals. It is not the case that in chemistry and physics, which are

characterized by a relatively high consistency of paradigms, inter-rater reliability is

higher than in management research, which encompasses multiple paradigms.

These results indicate a certain randomness of the peer review process. They

explain why type 1 errors (rejection errors) and type 2 errors (acceptance errors)

are common (Engwall 2014).

Can the stated problems with double-blind peer review be mitigated using

bibliometrics? Does aggregation of independent judgments compensate for

individual reviewers’ biases through error compensation and the inclusion of

broader perspectives? Do bibliometrics represent the “collective wisdom” (Laband

and Tollison 2003) of a scientific community? The contribution of Stefanie
Haustein and Vincent Larivière gives an overview of bibliometric indicators

such as the Science Citation Index, the Journal Impact Factor, and the H-index.

The authors then highlight the misuse and adverse effects of bibliometrics,

such as honorary authorship, “salami publishing,” “impact factor games,” and

personal impact factors. Consequently, possible error compensation through the

use of bibliometrics is balanced by the unintended negative consequences of

bibliometrics. In particular, the authors argue against the view that high-impact

journals always publish high-quality papers. This view is also questioned by the

extremely skewed citation counts in journals, including high-impact journals

(Baum 2011).

The biases of bibliometrics are carried into international university rankings,

which suffer from additional problems. Using the examples of the Shanghai

Ranking, Times Higher Education Ranking, and Taiwan Ranking, Ulrich Schmoch
demonstrates that the position in these rankings heavily depends on sub-indicators

that are not visible (e.g., the size of the university, its research vs. teaching

orientation, and the age of the institution). The ranking positions are further

biased by language effects and by a bias concerning social sciences and humanities.

For example, a high position in the Shanghai Ranking can be expected when

universities are large, when they focus on medicine and natural sciences rather

than humanities and social sciences, and when they are located in English-speaking

areas. Performance management should never be legitimated with such ranking

positions.

Are there any performance indicators that are useful for performance manage-

ment? The contribution of Stefano Nigsch and Andrea Schenker-Wicki discusses an
approach that has been widely applied in the industrial analysis and public service

domains, called Frontier Efficiency Analysis, which relies on Data Envelope

Analysis (DEA). In contrast with the university rankings mentioned above, Frontier

Efficiency Analysis always relates outputs to inputs and does not favor large

universities with certain foci. It accounts for existing diversity in teaching and

research tasks, for example, for scale economies, and for changes in efficiency over

time. The authors demonstrate the usefulness of this approach using studies from
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the United Kingdom, Australia, Germany, and Italy, and cross-country studies.

They recommend using this approach in combination with other performance

measures, in particular for comparing subunits of medical and social sciences

departments, for example.

Part III of the book asks whether researchers can be motivated by monetary

or nonmonetary incentives and which is the impact of the shift of traditional

universities to “entrepreneurial” universities. Are researchers primarily intrinsically

motivated to solve puzzles? What role do extrinsic incentives such as money and

reputation play? Three empirical papers are presented to answer these questions.

Alice Lam bases her work on self-determination theory to explain the mix of

monetary and nonmonetary incentives of researchers. Using in-depth interviews

and questionnaires performed at five UK research universities, she identifies three

patterns of motivation. The “reluctant commercializers” are motivated mainly

by recognition and prestige as extrinsic incentives. Commercialization is at odds

with their goals. The “committed commercializers” have fully integrated the norm

of entrepreneurialism, i.e., they strive for money because of extrinsic reasons.

However, they also derive intrinsic satisfaction from participating in commercial

ventures as well as from solving puzzles. The “strategic commercializers” are

intrinsically motivated in their commercial activities and see them as an extension

of their research that satisfies their intellectual curiosity. Lam demonstrates that

intrinsic and extrinsic motivations do not exclude one another. Researchers are

motivated by a complex mix of incentives. It would be a mistake to consider

commercialization to be at odds with creativity. However, it would also be a

mistake to focus only on financial rewards to motivate researchers.

Uwe Wilkesmann also draws on self-determination theory. He asks whether the

application of New Public Management in universities results in a contradiction

between profession and organization, as Hüther and Krücken (2015) discuss

in this book. He also asks whether the introduction of monetary incentives

strengthens conflict between intrinsic and extrinsic motivation. He answers these

questions on the basis of two surveys of German professors at research universities

and at universities of applied sciences. He concentrates on academic teaching.

He finds that the new steering instruments such as pay for performance and

performance-related budgets do not increase the conflict between professional

identity and organizational commitment; in fact, quite the opposite is true.

Concerning motivation, he presents a crowding-out effect, i.e., a contradiction

between extrinsic and intrinsic motivation, except for awards. These results give

insight into two usually under-researched topics, namely teaching, and universities

of applied sciences.

The third contribution in this section by René Krempkow considers in detail

awards as incentives in academia. Awards are interesting because they are clearly

extrinsic incentives but do not crowd out intrinsic motivation, as Frey and

Neckermann (2008) and Frey and Gallus (2014) have demonstrated. The author

discusses the potential of awards as incentives in comparison with income, the

possibility to realize one’s ideas, and the reputation gained by publishing in highly

ranked journals. Based on survey research performed among selected medical
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faculties, he finds that publication aspects (such as Impact Factors) have the highest

importance for scholars but that awards are also perceived as important. To evaluate

how the potential of awards can be exploited, the author takes stock of awards in

Germany. He presents a great variety of 400 different awards and fellowships in the

medical field. With respect to prize money, these awards range from less than one

thousand to as much as five million euros.

Part IV analyzes under which conditions creativity in scientific research is

fostered or impeded at the university and national levels.

Martin Quack considers the university level. He presents strong support for the

importance of what we have called input control. He argues that numbers such as

citation counts, Impact Factors, the Hirsch-index, and amount of research funding

acquired should not be applied as criteria for hiring researchers. Rather, the most

important criteria are that people are good department citizens, are good teachers,

and have the potential to become great researchers. To determine the potential of

a researcher, a group of competent and trustworthy experts should thoroughly

examine every person and every research proposal. Such a time-consuming and

costly evaluation minimizes the risk of severe errors. It allows academic freedom

by enabling generous appointment contracts, which are the main precondition for

creative research.

Gunnar €Oquist and Mats Benner consider the national level. They compare

the research governance conditions of two countries—Denmark and Sweden—

that have otherwise similar conditions. Both countries are small and have

predominantly publicly funded research systems and similar levels of public

spending. However, the countries have different scientific impacts. According to

relative citation rates, Denmark performs much better than Sweden. Although such

indicators should be handled with care, they can be used to compare performance

on a highly aggregated level. The authors discuss potential reasons for these

differences. First, they find that Denmark is much more strongly oriented toward

academic excellence on an international level, whereas Sweden has concentrated on

local industrial and labor market needs. Its higher education institutions have

developed such that all professional education is integrated into the university

system. Second, universities in Denmark are centrally governed, whereas in

Sweden, the autonomy of universities and departments has increased, but they

have become dependent on external money. Third, in Denmark, recruitment is

based on international competition. In Sweden, recruitment and career systems

have been relaxed in terms of the required academic merits. Fourth, in Denmark,

faculty positions are financed by budgets that are under the control of universities.

In Sweden, budgets are oriented primarily toward research questions that are

of strategic importance for the country.

Both contributions in Part IV demonstrate that on both the organizational and

state levels, the university system needs, first, a high degree of internal autonomy

versus external influences, and second, rigorous and thorough selection of scholars

to foster creativity.
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In Part V, we again consider the issue of performance measurement. It is asked

which novel approaches to evaluate the quality of research exist. In particular,

novel approaches that are closely intertwined with the Internet are discussed.

Katrin Weller presents an overview of webometrics or altmetrics. These are

metrics that are based on user activities in social environments such as Twitter,

ResearchGate, blogs, and other social media. Altmetrics can help locate interesting

research and can tell something about the attention that such research has gained by

counting bookmarks or downloads, for example. Altmetrics may uncover the

impact of work that is not published in peer-reviewed journals. However, as soon

as altmetrics are used for evaluations, “gaming of altmetrics” may occur. Therefore,

altmetrics open new possibilities to attract attention, but whether they can be used

to measure scholarly quality remains an open question.

Sascha Friesike and Thomas Schildhauer consider “Open Science,” which

concentrates on content rather than metrics. They trace the change in publication

behavior from paper-based toward open and collaborative Internet-based behavior.

In this manner, knowledge generation has become accessible to everyone. This

change may constitute a cultural shift in how knowledge is created and dissemi-

nated. However, the incentive systems in science are still based on paper-based

research. Making one’s research public causes a social dilemma. For individuals,

it would be rational to not share one’s knowledge publicly until it is published

in a highly ranked journal or is patented. There have been attempts to put incentive

structures in place to promote Open Science. Such attempts include data sharing

policies of journals and requirements that accompany project funding, such as

Horizon 2020. However, as long as academic reputation is linked to publications

in highly ranked journals, this social dilemma remains.

Christian P. Hoffmann analyzes social media in a communication framework

and highlights that success measurement in universities is implemented primarily

by analyzing scientific communication. The author asks how success measurement

is altered by the use of social media. It is argued that new media broaden perfor-

mance measurement opportunities, such as citations, bookmarks, and downloads.

Although online metrics may also have their shortcomings, such as a filtered or

selective view, social media provide insights into conversations and personal

networks and thus enable a richer and more differentiated understanding of the

university’s communication success.

Margit Osterloh and Alfred Kieser consider the problems with peer reviews,

in particular the problems with double-blind peer review that are addressed

by Starbuck (2015) and Nicolai et al. (2015) in this book. They ask how use of

the Internet could improve the peer review process. Peer review is—despite its

problems—at the heart of scholarly performance evaluation and scholarly

discourse. Today, double-blind peer review is considered a sacred cow, although

there is considerable evidence that such reviews suffer from low reliability,

low prognostic quality, low constituency over time, a lack of transparency, and

other problems. The authors argue that inconsistency of peer reviews is not a

problem but rather a source of valuable insight, as soon as there is an open review

process that fuels scholarly discourse. Such discourse can be enabled by the Internet
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in the form of open post-publication peer review. Such review strengthens open

scholarly debate, enhances the quality of peer review, and makes peer review a part

of the scholarly reputation system. Moreover, it impedes the opaque power of

reviewers and ranking games.

Part VI shifts to the question of to what extent the governance of research

organization can learn from other knowledge-intensive organizations. Nancy
R. Edwards and Berthold U. Wigger draw insights from private businesses that

New Public Management has disregarded: for-profit firms in the form of profes-

sional partnerships. These firms are not governed in a command-and-control man-

ner. Instead, they are governed in the form of self-regulated communities that are

characterized by input control (socialization and rigorous selection) and peer

control (mutual process control). Traditional governance in academia shares a

similar approach, whereas the “entrepreneurial university” disregards such insights

by strengthening output instead of input and peer control.

Sven Grzebeta also considers knowledge-intensive companies. Based on

an extensive literature review, the author addresses the following question:

“What is the best approach to designing an effective incentive program

for innovation in a knowledge-intensive business context?” He argues that a

“one-size-fits-all” approach for incentivizing innovation is misleading and provides

the following general recommendations for achieving a fit: (1) clearly define a

program’s goal, (2) strive for consistency between the program and existing

policies, (3) implement fair and transparent rules, and (4) communicate intensively

and provide feedback. He stresses that innovation programs should be designed in a

manner that fosters creativity and enables support throughout the organization.

Additionally, the author calls for adequate rewards that reflect the value added to

the firm by submitting an idea as part of an innovation program.

Part VII of the book encompasses country and case studies and applied contri-

butions regarding performance management and measurement.

The first contribution by Thomas W. Guenther and Ulrike Schmidt complements

the conceptual contributions in this book by empirically investigating management

control systems of 176 higher education institutions in Germany, Austria, and

Switzerland. They consider management control systems as “formal, routine-

based systems which help to maintain or alter organizational activities to increase

efficiency and effectiveness.” Based on a survey of heads of university manage-

ment, the authors observe that management control systems and measures are

used interactively and with medium intensity. Comparing the different countries,

the authors find that the use of management control instruments is more intense

in Austria and Switzerland than in Germany. Based on their empirical findings, the

authors discuss potential implications for different stakeholders. They state

that higher education institutions and their top management should focus on the

question of how to use management control instruments. Institutions should

develop procedures and techniques regarding how to supervise and consult higher

education institutions to determine the optimal design and use of management

control systems.
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Focusing on one of the German-speaking countries, Austria, Otto A. Altenburger
and Michaela M. Schaffhauser-Linzatti provide deeper insights into performance

measurement at universities. The authors compare studies that apply ABIV

(i.e., “Arbeitsbericht des Institutsvorstands”) with studies that apply the ICR

(i.e., Intellectual Capital Report) as reporting tools in an academic context.

ICR-based studies differ from ABIV-based studies primarily in terms of the quan-

titative approaches that they apply. Based on the comparison, the authors state that

the ICR includes “too many indicators and enforces excessive bureaucracy.” They

recommend that the ICR applied at universities in Austria should be either carefully

revised or questioned. Both tools suffer from an inadequate data base for applying

quantitative approaches (such as the DEA or fuzzy logic approaches). Overall,

based on their Austrian case study, they conclude that performance indicators are

not able to exactly measure performance. Information provided by such reporting

tools can only serve as an approximation and has to be interpreted with care. The

authors recommend not replacing established strategies with new ones unless there

is an urgent need to do so.

Christoph Biester and Tim Flink conduct their case study in Germany.

They provide interesting insights into professors’ perceptions of organizational

performance management techniques at a large German university. The authors

combine interviews with an online survey. In general, they observe that the

performance measurement system is perceived as positive. However, they highlight

that the degree to which measurement (especially across different disciplines) is

possible is often questioned. While acknowledging that most professors financially

profit from the performance measurement system, the authors conclude that

performance measurement has a “disciplining rather than a motivating effect on

professors.”

Also using a case study, Ana I. Melo and Cl�audia S. Sarrico investigate perfor-

mance management and measurement outside of the German-speaking region,

namely in a high-performing Portuguese university. The authors ask the following

questions: (1) How is performance measured? (2) How is performance information

used and who uses performance information? (3) Where do pressures to measure

occur, and in which way have performance management systems influenced the roles,

influences, and accountabilities of key actors? The authors find that a fully developed

performance management system is currently nonexistent. Regarding their first

research question, they observe that the degree of performance measurement varies

considerably among the different types of activities (i.e., teaching and learning,

research and scholarship, and third mission) and among the different members

of the university’s governing bodies (i.e., students, academics, nonacademic staff,

and external representatives). Concerning their second research question, they find

considerable differences in how performance information is used. With regard to

their third research question, they state that the pressure to implement performance

management systems primarily comes from external stakeholders, in particular, from

European policies and the Portuguese state. The authors highlight that scholars have

to invest much time in performing bureaucratic tasks.
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Matthias Klumpp introduces Data Envelope Analysis (DEA) as a potential

approach to compare performance across disciplines.7 DEA bears the advantage

that multiple input and output indicators are taken into account without the need to

determine the specific weightings of the indicators prior to the analyses. Based on a

sample of 88 German universities and universities of applied sciences that include

four distinct disciplines, the author demonstrates that DEA is a promising tool. It is

able to compare performance across disciplines that differ, for example, with regard

to the importance that is ascribed to journal vs. book publications. He finds that

taking the disciplinary details into account is advantageous for small- and mid-size

universities, for specialized universities, and for universities of applied sciences.

Also focusing on alternative research evaluation approaches, Harald F. O. von
Kortzfleisch, Matthias Bertram, Dorothée Zerwas, and Manfred Arndt broaden the

discussion of performance measurement by posing the following question: “to what

extent do existing methods of research evaluation take into account specific

Knowledge and Technology Transfer characteristics?” The authors stress that not

only research output but also the “third mission” is worth considering. The authors

start by providing two examples, one successful and one unsuccessful Knowledge

and Technology Transfer. They demonstrate that evaluation by the market has to be

complemented by evaluations by peers as soon as complex technologies are

considered. Based on an extensive literature review, the authors first identify

specific characteristics that should be considered in transfer-oriented research

evaluations. Second, they analyze different research evaluation approaches for

Knowledge and Technology Transfer. They come to the conclusion that the existing

research evaluation approaches mainly neglect the importance of Knowledge and

Technology Transfer.

The section ends with the contribution of Tina Seidel, which contributes to

the topic of performance management from an educational science perspective.

She presents different conceptual teaching and learning models and provides

insights into the risks and benefits that result from assessments of teaching quality

by students and instructors. Based on research findings, she concludes that in

general, considering different perspectives for evaluating instructional performance

(including the perspective of external experts) is beneficial. The author elaborates

on professional development of university instructors (e.g., via the program

“Learning to Teach”) and discusses the importance of systematically training

novices instead of utilizing “learning-by-doing” approaches.

In the final part of the book, Part VIII, Rolf Wunderer nicely demonstrates

how the academic discussion regarding incentives and performance can be

stimulated by fairy tales. Cinderella was chosen for marriage by the prince

according to just one criterion: her shoe size. What would have happened if the

doves did not give the signal “rucke di guck, rucke di guck, blood is in the shoe, the

7 See also Nigsch and Schenker-Wicki (2015) and Altenburger and Schaffhauser-Linzatti (2015)

in this book.
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shoe is too small, the right bride is still at home”? The prince would have married a

swindler. Rolf Wunderer and the entire book intend to play the role of the doves.

Outlook

Several fundamental changes have occurred in the last decade(s); thus, it is

currently not possible to investigate the long-term effects. Failures of governance

of research organizations might not surface immediately because research projects

and their outcomes can take years to be publicized to their peers and other

stakeholders and it can take years for (un)intended effects to become visible.

Hence, our book aims to consider fundamental changes in the governance

of research organizations and to portray evolving articles that reflect on New

Public Management-style performance management. At best, we pursue an

indirect, oblique approach in achieving our goal (Kay 2010) to analyze appropriate

governance mechanisms in research organizations.

Open questions that arise from the chapters of this book include the following:

(1) How can we improve performance evaluation and performance management

in teaching? (2) What are the effects of New Public Management on applied

universities? (3) What are the selection criteria for third-party funds? (4) Which

new performance measurement opportunities might arise through the Internet and

social media? What we know for certain is that there are many grievances in

research governance and evaluation that remain a challenge in our future. Although

innovative suggestions, such as open-access publication and review, are gaining

popularity, quality assurance and acknowledgment remains an important topic for

individual scholars and for research governance as a whole.
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Issues and Trends in Publishing Behavioral

Science: A Quarrelsome Crew Struggling

with a Disintegrating Boat on a Stormy Sea

William H. Starbuck

Abstract Changes in societies and communication technologies are forcing uni-

versities and related post-secondary institutions to change quite significantly. Some

of these institutions face threats to their existence; many institutions will have to

adopt new structures and find new rationales to attract students and faculty.

Universities have long relied on academic publishers to provide evaluations of

research quality via editorial review, but the publishing industry has gone through

tremendous changes and no longer resembles the industry that once provided these

evaluations. Neither publishers nor universities have found a clear path toward

future relationships. A central issue for researchers is their inability to agree about

the quality of research. This disagreement arises partly from the complexity of

research and research reports and partly from humans’ limitations, and it creates

great ambiguity for editorial reviews and personnel reviews. Recognizing the

unreliability of evaluations, however, can free researchers to take more control

over their professional lives and can make science work better.

1 Introduction

Academic researchers in the behavioral sciences resemble the crew of a

disintegrating boat in a storm at night. However, the situation is even worse than

it appears because the crew does not have a compass and its members disagree

about where they want to go. To clarify this simile: the sea is composed of

contemporary universities and high-level technical institutes, which are struggling

to adapt to changes—both rapid and slow—in the societal demands on higher

education and in communications technology. These changes may well cause

many universities to dry up. The boat is the industry that publishes academic

research, which has been losing money and consolidating into a very small number

of surviving publishers that may soon deteriorate into mere websites. The crew is

composed of researchers in economics, management, political science, psychology,
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and sociology, who engage in endless debates among themselves about what to do,

how to do it, and whether it is worth doing.

Should we despair over the sorry state of affairs, or should we rejoice that so

many ritualistic impediments to good scholarship are falling away? The answers are

in our hands.

The next three sections consider factors that are making the sea turbulent,

causing the boat to fall apart, and impeding agreement among the crew. Then,

two concluding sections propose actions by researchers, universities, and

governments.

2 The Storm-Tossed Sea: Universities Trying to Adapt

to Social and Technological Revolutions

Universities and schools are contending with social ferment and technological

change, as they have been doing for many centuries. Idealistic students experiment

with novel ideas and challenge traditions. Changes in sources of funding and in

political environments ceaselessly perturb academic governance and policies.

However, recent decades have forced universities to confront new kinds of eco-

nomic, societal, and technological challenges and opportunities. As some univer-

sities respond to these challenges and opportunities more quickly or effectively than

others do, some universities have grown stronger and richer while others have lost.

One of the largest swells in this sea has been the long-term rise of business

schools (Starbuck and Baumard 2009). Before 1800, predecessors of modern

universities were finishing schools for sons of the wealthy, who studied history,

languages, philosophy and classic literature. The industrial revolution brought

increasing demand for education in accounting and economics. However, elites

viewed these subjects as vulgarly practical, so the first business schools appeared

outside of universities. For example, business people and academic economists

created a business school in Paris (l’Ecole Supérieure de Commerce) as early as

1819, but this school was a lonely innovator for over 60 years. When a more elite

business school (l’Ecole des Hautes Etudes Commerciales) appeared in 1881, it was

not created by an academic institution but by the Chambre de Commerce et

d’Industrie de Paris. Elsewhere, a few universities began to offer business education

soon after 1880, but this innovation spread slowly. Elite universities in the US did

not offer business education until 1908 and they limited this topic to postgraduate

masters programs.

The end of World War II brought a new flow of students, many of them veterans,

who demanded courses with practical content, and the numbers of business courses

and students began an exponential growth. In many, many universities, business

education transitioned from a somewhat disreputable, marginal activity to a major

source of revenues. By 1956, nearly 43,000 Americans per year were graduating

from collegiate business programs, but by 2011, this figure had multiplied more
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than eight times to 365,000 per year, who constituted 21 % of the graduates (http://

nces.ed.gov/fastfacts/). Nearly half of all American undergraduates take some

business courses. Growth at the graduate level has been even more explosive. In

1956, only 3000 Americans per year were graduating from MBA programs, and by

2011, this figure had soared to more than 187,000 per year. To accommodate these

students, American universities had to offer higher salaries to professors who would

teach business subjects. This policy has subsequently expanded to other subject

matters and has made salary differentials a significant issue for intramural politics.

Yet, departments in the arts and humanities depend on subsidies from the revenues

attributable to business students.

Business studies started to grow later across Europe. For example, graduate

education in business did not appear in French public universities until 1955.

French public universities have continued to pay equal salaries across fields, but

this policy has meant that the most prestigious business programs are outside the

public universities. Some of the private business schools have raised professorial

wages to levels that are internationally competitive and they are striving for high

international reputations.

Another current roiling the sea of universities has been the declining importance

of tenure. Although the granting of tenure has been a very important symbol of

achievement for many years, promises of lifetime employment greatly restrict the

flexibility of universities. Economic fluctuations alter the numbers of students who

want to study; sometimes these fluctuations are large and sudden. Economic and

social trends alter the topics that students want to study. Tenured professors have

been prone to teach topics that interest them personally even when these topics no

longer attract the interest of other people. Thus, universities have gradually been

decreasing the fractions of their faculties who receive tenure, or they have been

hiring teachers with the explicit understanding that tenure is not possible. In some

American universities, many professors now have fixed-term contracts—for, say,

5 years.

Countries that supervise universities via national governmental agencies have

generally installed various types of evaluation systems. A few of these systems

assign ratings to individual professors based on their research publications or

students’ evaluations of teaching. More of these evaluations focus on entire depart-

ments and schools, with serious implications for future budgets. These departmen-

tal evaluations take account of student demands as well as the professors’ research
and teaching.

Another cause of turbulence in the sea of universities has been the development

of rating systems, especially for business schools, but also for universities more

generally. Before general-circulation magazines began to publish ratings, the

unclear quality differences between universities and degree programs received little

discussion. Then, in the late 1980s, Business Week published a list of top business

schools. A year later, US News and World Report published a rating of colleges and
universities. Today, many periodicals produce ratings, as do some national

governments.
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These ratings have become powerful forces. Students prefer to attend more

highly rated schools. Donors prefer to give money to more highly rated schools.

Schools with higher ratings charge higher prices; their facilities are newer and more

elegant; they pay higher salaries to professors; they compete more effectively for

professors.

Academic administrators cannot ignore these publicized ratings and the flows of

funds they influence. Senior administrators pressure deans and department heads to

raise ratings. In the mid 1990s, deans and department heads began urging

researchers to publish in the most prestigious, most visible journals. One reason

was a perception that researchers from highly rated universities dominated publi-

cation in these journals; universities with lower ratings sought to imitate universi-

ties with higher ratings (Starbuck 2005). Another reason was that papers in

prestigious journals draw more citations, which raise visibility and have value as

components of rating systems. As employing universities have placed more empha-

sis on papers in prestigious journals, they have given researchers less credit for

publishing books.

These pressures to publish in highly prestigious journals have democratized

academic publishing. Researchers in the most prestigious universities have been

losing their grip on the most prestigious journals, thus undermining to some degree

the status system that administrators sought to imitate. In particular, Certo, Sirmon,

and Brymer (2010) observed that the number of different researchers who published

in the most prestigious Management journals nearly doubled in one decade, from

600 in 1988 to 1,000 in 2008. This democratization has also been making citations

in academic journals less valuable as a way to burnish universities’ reputations.
Currently, academic administrators appear to be urging professors to engage in

activities that draw the attention of mass media.

This increase in the numbers of researchers who try to publish in the most

prestigious journals is also slowing academic careers. As more researchers have

submitted papers to the most prestigious journals, the average time a Management

researcher needs to publish five papers in the most prestigious journals has doubled,

from 5.35 years in 1988 to 9.72 years in 2008 (Certo et al. 2010). At the same time,

the significance of each citation has been declining. Everyone is pressing for more

citations. Academic administrators want more citations. Researchers want more

citations. Publishers and journal editors want more citations. Thus, citations have

been multiplying. Average citations per paper have been rising more than 4 % per

year, more than 50 % over the last decade. Some of this increase probably results

from generally better communication about what papers exist, but researchers have

also generated more citations by putting more references into their papers. Refer-

ence lists have been growing around 3 % per year. When an average paper cites

more references, citations per paper increase.

The twin emphases on citations and ratings by mass media have increased the

influence of wealth, the English language, and American research values. Univer-

sities need money to support purchases of books and journals and to build facilities

that attract excellent students; fund raising has become a very important component

of universities’ operations. Many of the periodicals that issue ratings of universities
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appear in the English language, especially the periodicals that initiated the ratings.

American universities have substantial budgets for university libraries and they

employ many professors whose many papers account for a large proportion of the

citations.

Yet another major swell in the sea has been internationalization of universities—

both in actual locations and via the Internet. Universities began to establish

transoceanic programs during the 1990s. These were often programs shared by

two or three universities, so they allowed teachers to remain in their home loca-

tions; student groups traveled from site to site perhaps two or three times a year.

Then, some universities created branch campuses outside their home nations and

enrolled full-time students locally. This expansion has challenged and continues to

challenge these universities to equalize the capabilities of students across the

different campuses and to employ professors who are willing to teach in foreign

lands, at least temporarily. Both issues have been fueling controversy within

universities.

Internationalization has also been changing professional societies. Several new

societies have sprung up, especially in Europe, and existing societies that did not

have nationalistic names have expanded. In the early 1990s, over 90 % of members

of the Academy of Management were Americans; the general perception at that

time was that the Academy was an American organization although the Academy

did not have “American” in its title. Then, new members began to join spontane-

ously from many nations. The Academy’s organization did nothing explicit to

attract these new members. Indeed, for several years, the Academy’s leaders

remained unaware that important changes were occurring; they did not even discuss

the changing membership. Two decades later, the Academy has doubled in size,

and its leaders are trying to accommodate issues posed by an international mem-

bership. Nearly half of the Academy’s members are not Americans and they live in

115 nations. By contrast, several other professional societies that call themselves

“American”—the American Accounting Association, the American Economic

Association, American Finance Association—appear to have experienced no sig-

nificant increases in nonAmerican membership.

Of course, the Internet has facilitated the internationalization of both universities

and professional societies. It has also made it possible for researchers to collaborate

over large distances and large time differences. It is actually practical for collabo-

rators to work on a project nearly around the clock, with impressive effects on

productivity. I know professors who reside in houses about 1,400 miles apart and

who teach in two universities that are more than 1,200 miles from either house.

They teach online, mainly at times of day that are convenient for them.

In 2012, a major event disrupted the sea of universities—Massive Online Open

Courses (MOOCs). These activities appeared rather unexpectedly and spread very

quickly. Many of the most prestigious universities in the world are participating.

For a prestigious university, a MOOC is excellent advertising. The university places

an outstanding professor on a world stage, simultaneously displaying the high

quality of its teaching and demonstrating an altruistic commitment to learning, at

small additional cost. Some other universities are trying to exploit the MOOCs by
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offering course credit based on examinations, even to students who are not enrolled

at those universities. These activities enable the universities to attract potential

students at absolutely no immediate cost and enable the universities to take advan-

tage of the high-quality lectures offered online.

Most of this online education is experimental. Although some universities have

been exploiting the Internet for a decade or longer, most universities have ignored

these technological opportunities. They have been slow adopters, but now they face

a serious competitive threat. There will be continuing demand for housing people

between 18 and 22 who are driving their parents crazy, but is this demand large

enough to sustain all of the existing universities? It seems that most universities are

going to have to provide something better than lectures in large halls by professors

of mediocre competence.

Cellular telephones are proving to be the most widespread, fastest disseminating

technology in human history. Asia, Europe, Latin America, and the Middle East

average more than one cellphone per capita. How will universities adapt to and

exploit this technology? Very few universities have incorporated cell phones into

their teaching activities.

3 The Disintegrating Boat: Academic Publishers Fighting

to Survive in a World that No Longer Needs Them

Thirty years ago, academic publishing appeared to be a vibrant and lucrative

industry. There were many publishers, ranging from large bureaucratic firms

producing textbooks to small firms serving specialized niches. New startups

emerged frequently, and the big firms often experimented with new imprints.

However, the industry was prone toward faddish imitation. Many, perhaps most,

of the publishers’ “editors” had little interest in or understanding of the content of

their books. Rarely did they read the books they published. They concentrated on

persuading authors to sign agreements that committed books to specific publishers

but imposed no reciprocal obligations on the publishers. The editors’ indifference to
content disposed them to imitate each other. When one publisher seemed to have

success with a particular type of book, other publishers rushed to sign contracts for

similar books.

One of these fads turned the industry toward publishing more journals. During

the first half of the 1980s, academic publishers launched many new journals,

typically journals that focused on narrow market segments. Each of these journals

had very few readers and attracted few citations. However, there were many new

journals, so they collectively published many papers and attracted many readers.

Academic authors and readers urged their university libraries to buy these journals.

A few firms began to offer CD-ROMs that aggregated scores of journals. Later,

these aggregated subscriptions shifted to the Internet, which allowed libraries to

buy as many copies of each journal as would satisfy local demand. These bundles of
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journals have become extremely profitable, as university libraries have been willing

to accept substantial price increases (Forgues and Liarte 2014). University libraries

discovered that journals in electronic form are much cheaper to maintain than books

on paper, so the libraries’ budgets could cover more pages of text. Thus, the

libraries cut their purchases of books to accommodate purchases of more journals.

I have been asking academic book publishers about their markets for over

30 years. In 1980, they said that about 900 libraries in the world had standing

orders to buy every new academic book released by the highly prestigious pub-

lishers. By 2010, publishers were saying that the libraries with standing orders had

dropped to 275. University libraries had transformed from providers of books to

providers of journals, and since this reduced the demand for books, academic

publishers published ever fewer books.

In 1960, the Institute for Scientific Information (ISI) began counting and pub-

lishing citation data. These data were taken from books and journals by humans,

who made frequent data-entry errors; to find my citations, I had to examine half a

dozen variations on my initials and family name, including erroneous ones. Then, in

1992, ISI was purchased by Thomson-Reuters Corporation. Thomson ISI auto-

mated the data entry, which eliminated nearly all of the data errors; and to facilitate

this change, they stopped recording citations in books and began to count only

citations in journals. Citations to books by journal articles remain in the data, but

citations by books are no longer included. Thus, books lost a bit of their social

influence.

Meanwhile printing technology was also developing, in a direction that has

made it possible to produce new books in very small quantities without risking

much money. However, most of these new books also yield small profits. Small

publishers of printed academic books have vanished, and larger publishers have

merged with each other in search of large sales volumes. Very few firms remain, at

least as producers of books on paper.

Impacts of the Internet have been pervasive. Professors and university libraries

no longer keep paper copies of journals on shelves. Retail distribution of books has

gone strongly online. Textbooks remain very important sources of profit for com-

mercial publishers, but printed textbooks have dim long-run prospects. Although

some new textbooks are coming out as mix-and-match printed modules, other

textbooks are merely numeric codes that give short-term access to online modules.

Some universities are including online copies of textbooks in the enrollment fees

for courses. More and more authors are publishing their textbooks through online

sellers.

Many researchers are making their papers available through online databases

that charge nothing (e.g., SSRN, ResearchGate). Commercial publishers are wor-

ried that researchers are distributing their published papers very freely via their

universities’ websites and online databases. In medicine, major US and UK funding

sources are attempting to replace traditional journals with electronic open-access

journals. Forgues and Liarte (2014) have reported that open-access journals cur-

rently number around 10,000 and that 68 % of them charge nothing.
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The surviving publishers are searching for a place in the future. They are not

struggling financially; they are continuing to make large profits from textbooks and

journals (Forgues and Liarte 2014). However, publishers see pressures for change

looming ominously; it is doubtful that the current streams of profit can continue.

New journals are appearing daily and the total number of journals is exploding.

Publishers and some professional societies are hoping to persuade researchers to

pay for open-access publication, but it is doubtful that many academic researchers

have money for such payments or are willing to make them. Since most of the

benefit to academic researchers comes from the implied recognition from journal

editors, researchers who pay for publication are damning their own papers. Because

libraries are resisting further price increases, journal publishers are proposing to

price based on usage; a journal that attracts few readers would cost libraries very

little. If this policy becomes widespread, journals having large circulations will be

much more valuable than those having small circulations. Commercial publishers

say hopefully that they are planning for user growth in China, India, the Middle

East, and South America.

4 The Stricken Crew: Behavioral Researchers Debating

What to Do, How to Do It, and Whether It Is Worth

Doing

The actions of behavioral researchers imply that they have great difficulty

distinguishing between higher quality research and lower quality research. The

reviewers for journals disagree with each other about the quality of manuscripts. I

have found just 16 instances in which editors studied the agreement between

reviewers and were brave enough to publish their findings (Starbuck 2005). For

these 16 studies, the correlation between reviewers ranged from 0.05 to 0.37, and

their mean was 0.18. The reviewers for journals also disagree with long-term

citation behavior. Gottfredson (1978) calculated the correlation between reviewers’
evaluations and later citations of published papers as being about 0.21–0.27.

However, these correlations arise entirely from the highest quality manuscripts.

Reviewers’ judgments about the lower-rated 70 % of the manuscripts do not

correlate at all with later citations, and for these manuscripts, there is no correlation

between two reviewers (Starbuck et al. 2008).

These very low correlations imply that one reviewer’s judgment about a man-

uscript does not predict a second reviewer’s judgment or the number of citations the

published paper will attract. Listening to reviewers does help editors avoid pub-

lishing the very worst manuscripts that the journal receives, but the reviewers’
opinions discriminate very poorly between manuscripts that are average quality or

above. The correlations between reviewers are so low that adding a third or fourth

reviewer does not improve editorial selection. Although many editors believe that

they have superior judgment, I have not found evidence to support this belief. Some
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evidence suggests that editors are more prone to erroneous judgments or biased

judgments than typical reviewers.

I cannot quote large-scale statistics, but I believe that personnel evaluations are

roughly as unreliable as editorial decisions. I have joined colleagues in two efforts

to assess error rates by comparing promotion decisions with professors’ post-

decision achievements. In the first effort, we estimated the error rate as 33 % in

promotion decisions at a not-very-prestigious business school; the wrong decisions

were equally likely to have been ‘do not promote’ as to have been ‘promote’. In the
second effort, we estimated the error rate as 60 % in promotion decisions at three

prestigious management departments; these wrong decisions were much more

likely to have been ‘do not promote’ than to have been ‘promote’.
These statistics testify to the difficulty of executing behavioral science. Humans

are very complex systems. Dyads, groups, organizations, societies, economies,

international bodies are even more complex. Historical events never repeat them-

selves exactly. Uncontrollable factors make it impossible to replicate an experiment

exactly. Every situation involves many variables, some of them unobserved, and

most of these variables correlate with each other to some degree, which creates a

background of low-level statistical noise. Thus, study after study ends with

researchers pointing out that they had obtained only partial answers to the questions

they had initially hoped to answer; the initial experimental design had left important

factors uncontrolled; there is need for future research to answer the new questions

that the study had exposed. Indeed, in many, many cases, random combinations of

variables or random changes in variables explain the observed data as well as the

theories proposed by researchers (Denrell et al. 2013; Peach and Webb 1983;

Levinthal 1991; Schwab and Starbuck 2012). Webster and Starbuck (1988) inves-

tigated 15,000 correlations published in three prominent management journals.

These correlations had very similar distributions in all three journals, with means

and medians close to 0.09. Researchers obtained larger samples when they were

finding smaller correlations, and 69 % of the correlations were positive. When

studying such data, researchers have very high likelihoods of finding statistically

significant correlations. Researchers who choose two variables at random, taking no

account of causal relations between these variables, have a 67 % chance of finding a

statistically significant correlation. If the researchers examine three pairs of ran-

domly chosen variables, they have a 96 % chance of finding at least one statistically

significant correlation.

Behavioral researchers make their work even more difficult for themselves by

claiming to have created new theories when they actually relabeled the variables in

old theories (Webster and Starbuck 1988). Journal editors publish these restate-

ments without comment. For example, in the seventeen and eighteenth centuries,

mathematicians and economists created a theory of behavior based on the idea that

choices maximize some kind of expected value. This idea is central to contempo-

rary microeconomics, but it has also appeared in many different areas of behavioral

research with different labels on the variables. For instance, in the latter part of the

twentieth century, at least three researchers published theories asserting that effec-

tive “leadership” maximizes sums and products of variables that look very much
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like probabilities and valuations. Each of these innovators claimed credit for having

proposed a new theoretical formulation.

Behavioral researchers also make their tasks more difficult for themselves by

misrepresenting how they performed studies. Evidence indicates that a high per-

centage of published papers reflect HARKing—Hypothesizing After Results are

Known (Bones 2012; Kepes and McDaniel 2013). Bedeian et al. (2010) found that

92 % of business professors knew a researcher who had “developed hypotheses

after results were known”. Mazzola and Deuling (2013) examined papers in seven

industrial-psychology journals that had investigated 1,684 hypotheses: Researchers

had claimed that data fully supported 73 % of these hypotheses and had partially

supported another 15 %. Mazzola and Deuling also noticed that many researchers

had tested unstated hypotheses, had failed to test stated hypotheses, and had drawn

inferences about hypotheses that they neither stated nor tested. Because ex post

theories inevitably claim to explain relations between randomly selected variables,

they offer researchers weak bases for future theorizing.

The low correlations between two reviewers and between reviewers and cita-

tions also testify to the fallibility of human judgments. Because humans are simple

creatures, they have difficulty understanding their complex environments. The

Ashby’s (1960) Law of Requisite Variety points out that for humans to understand

their environments, their comprehension abilities must be as complex and diverse

as their environments. Yet, humans find it virtually impossible to comprehend

relationships that involve four or more variables (Box and Draper 1969; Faust

1984). Human minds try to classify almost everything into binary categories, and

thereby, to ignore fine distinctions and to imagine weak relations to be strong.

Humans see nonexistent phenomena that their minds say ought to be there (Singer

and Benassi 1981) and they remember events that never occurred (Kiesler 1971;

Loftus 1979; Nisbett and Wilson 1977).

Journal editors and reviewers demonstrate such biases in their evaluations of

manuscripts. They award higher ratings to papers by researchers who work in

prestigious universities, to papers written in the English language, to papers that

include algebraic equations (even when the equations are irrelevant), and to papers

that endorse the reviewers’ own public statements (Ellison 2002; Eriksson 2012;

Mahoney 1977, 1979; Nylenna et al. 1994; Peters and Ceci 1982). Mahoney (1977)

observed that reviewers disguise their biases by making comments about research

methods rather than about the substance of findings. Reviewers praised the methods

when studies reported findings consistent with the reviewers’ own previous find-

ings, and reviewers pointed out methodological defects when studies contradicted

the reviewers’ own previous findings.

Evaluating research pushes human capabilities toward their limits because the

manuscripts that report research are very complex stimuli. Gottfredson (1978),

Gottfredson and Gottfredson (1982), and Wolff (1970) found that reviewers for

psychological journals agree rather strongly with each other about the qualitative

properties manuscripts should possess. They agree that manuscripts should exhibit

good writing style; they should discuss interesting topics; they should present

elegant theories; they should analyze relevant data, their statistical methods should
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be appropriate; and so forth. However, agreement between reviewers disappears

when they judge specific manuscripts. Judging an actual manuscript forces

reviewers to decide which of many properties are more important and how that

specific manuscript scores on each of many dimensions.

5 Implications for Universities, Schools, and Governments

Disagreements among scholars about the value of research, teaching, and even

ideas might imply that there is little to gain from aggregation or organization. Some

profound intellectual contributions have come from people who worked alone. Yet,

supportive social contexts have benefited scholarly work. Scholars need contexts

that provide them with necessities such as food and shelter, and thinking usually

benefits from discussion. Both large-scale and small-scale social contexts have

sometimes been remarkably stimulating (Dizikes 2011). During the nineteenth

century, Vienna spawned significant developments in economics, mathematics,

medicine, music, philosophy, physics, and psychology, at least; this outpouring of

ideas involved numerous “private seminars” that brought small groups of scholars

together for discussions in their homes. During the 1960s, two dozen faculty and

doctoral students at Carnegie Institute of Technology (later renamed Carnegie

Mellon University) were extremely influential in revolutionizing research about

business by inventing several new fields of study and redefining several others;

daily periods of discussion played important roles in their efforts (Starbuck 2014).

Because examples such as Vienna and Carnegie seem to have demonstrated the

potential value of social interaction, it seems curious that universities and schools in

general make so little effort to create social interaction. Universities use class

schedules as the primary mechanisms for coordinating the activities of professors.

As long as professors appear in their assigned classrooms regularly without evoking

student protests, administrators assume that the organization is functioning cor-

rectly. In many universities, professors inhabit their offices only during formally

announced office hours, so their encounters with their professorial colleagues are

infrequent and brief. Groups of professors assemble infrequently, and most of these

meetings are ritualized presentations of research by visiting speakers or job candi-

dates. It is rare that a university’s formal managerial system attempts to draw

faculty and students together for regular and frequent discussions (not presenta-

tions) of new ideas, work in progress, or potential projects. Most universities and

schools lack comfortable spaces for casual discussions.

Of course, most universities and schools have little reason to encourage intel-

lectual development. Only a small fraction of universities draws significant revenue

from research grants and technological innovations. Some universities have been

operating in traditional ways for hundreds of years; they expect their reputations

and established clienteles to continue to supply them more than adequately; and

they bask in the prestige of alumni in high positions. Many universities are

controlled by governments that place very little importance on knowledge
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development; they see education as intergenerational transmission of established

beliefs. These governments provide minimal funding and measure accomplishment

by the numbers of students per professor, so their universities have few opportuni-

ties to attract nongovernmental funds and they make little effort to attract more

students because they already have too many.

Relations between intellectuals and governments have been troubled and unsta-

ble throughout human history. To erase the lingering influence of traditions and to

stifle dissent, the First August Emperor of China attempted to kill every literate

person and to destroy every written document. A panel of Athenians voted for the

death of Socrates, probably because they saw his probing questions and sarcasm as

challenges to the current government’s legitimacy; and Socrates, who had the

option of leaving town, may have proceeded to commit suicide in order to demon-

strate his disgust over Athens’ current rulers.
Involvement by governments in universities has often indicated ignorance by

politicians as well as their efforts to control or influence ideas. Recent examples

include beliefs about evolution, genders, global warming, racial differences, reli-

gion, and warfare. Some governments see education as a way to preserve the high

statuses of elites or to suppress dissidents. Other governments try to use education

to promote and consolidate political changes. Other governments announce policies

toward education to symbolize their promises to make changes in the future. Still

other governments see education as a means to greater tax revenues in the future.

All of these expectations and goals have shifted abruptly. The one consistency has

been that politicians have tried to control or influence universities, and education

more generally, in pursuit of political agendas, not to improve scholarship or

intellectual development.

Many universities, schools, and governments have had conflicts with scholars

about voice and territory. A significant fraction of scholars, although certainly not

all, believe they should be able to make their own decisions about what to say. They

criticize governments’ policies, they reveal information that their employers want

to keep secret, they travel to foreign lands and form friendships with foreign people,

and they lead or participate in public protests. Whereas all governments and most

universities define themselves geographically, many scholars act as if geographic

boundaries are irrelevant or detrimental. Physical scientists especially act as it the

same physical laws operate throughout the universe, and social scientists tend to see

differences between people or societies as mysteries crying for investigation.

The Internet and widespread social media are raising issues about the perme-

ability of territorial boundaries, the audiences who hear about administrative

actions, and the possibility of containing secrets. People everywhere are becoming

better informed about events everywhere else. Language differences and societal

customs are becoming less and less important. Such evolution is challenging the

fundamental premises on which most universities and governments have defined

themselves and is creating new competitions among them. There will be winners

and losers. In domains such as technological innovations in products or production,

the most successful actors have usually been those who moved second. First-

movers have paid the costs of adopting new technologies that still required major
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improvements, whereas second-movers have avoided such costs yet they have

innovated early enough to gain market share or to obtain price advantages.

6 Implications for Researchers

Stormy seas seem likely to extend far ahead. Human societies are changing rapidly

and give no sign of stabilizing; communications technologies are changing at least

as rapidly as societies. To survive, universities will have to adapt to both kinds of

changes. Universities are receiving less consistent funding from governments and

they are having to take more responsibility for generating revenues, so curricula

may have to change more often than in the past. Practices that assume stability—

such as tenure or long-term employment contracts—may become utterly impracti-

cal, at least for universities that lack large capital endowments. Professors may face

much more frequent evaluations of their performance.

Over recent decades, American universities have hired a large underclass of

poorly paid “contingent faculty” who work on short-term contracts, often on a part-

time basis (Nelson 2010). According to the American Association of University

Professors (www.aaup.org), contingent faculty comprise nearly half of all faculty

and they are providing roughly two-thirds of all instruction. They usually teach

basic courses. The “contingent faculty” are unionizing and demanding better

working conditions, higher pay, and higher status.

Some professors complain that they tire of teaching the routinized, low-level

courses. These complaints may become much less frequent, as MOOCs make it

unnecessary for most universities to teach such courses. Students can obtain the

basic content over the Internet, via either programmed texts or highly skilled

lecturers, so local instructors will be limited to tutorials. Although some students

complain that lecturers are inferior to online sources, more students say they prefer

lecturers. However, students in online and lecture courses perform similarly on

examinations.

Taking advantage of cellular telephones may prove to be a challenge to profes-

sorial ingenuity. Cell phones do not tolerate verbose messages or complex inter-

connections between ideas, and most human minds welcome simplicity. How can

professors and universities counteract these twin pressures? At some elite business

schools (at least), groups of professors have begun to discuss ways to create useful

cell-phone “apps”.

The disintegrating academic publishing industry seems to be a challenge for

publishers but a boon for professors and the universe of learners. Already, many

researchers are building new boats to transport their ideas and research findings via

the Internet. Many authors of textbooks are distributing and advertising their books

without the aid of commercial publishers.

A central issue is how universities can satisfy their needs for evaluation without

publishers. In the twentieth-century economy, academic publishers obtained man-

uscripts at very low cost from professors who received no significant revenues from
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their research reports. Universities paid the professors to write these documents,

paid professors to edit academic journals, and then bought the published books and

journals. Many professors engaged in these activities because they genuinely love

doing research. Many professors were flattered to be chosen as editors or reviewers,

and universities acknowledged the value of these activities. Many other professors

disliked doing research or found the processes of editorial evaluation very unpleas-

ant, and when such people minimized their publication efforts, they became largely

invisible to evaluation processes that focused on research papers in prestigious

journals. Although some of these abstainers may take more interest in publishing

research if they do not have to conform to the preferences of reviewers and editors,

they remain an elusive challenge that universities have not addressed.

The evidence cited above indicates that universities have been placing too much

confidence in the accuracy of editorial evaluations and in the quality gradations

across journals. The most prestigious journals publish fewer of the very worst

papers than do the least prestigious journals, but low prestige journals publish

some of the most cited papers (Starbuck 2005). The highest quality manuscripts

may be rejected by as many as five journals before seeing publication. Ratings of

journal quality are largely public-relations facades, and they reinforce similarly

fuzzy ratings of the universities.

It does researchers no good to bemoan the demise of long traditions or the

ambiguity of research evaluations. Social and technological changes are inevitable.

By participating in the adaptions to these changes, researchers may be able to steer

change. No one intends to evaluate manuscripts poorly. Unreliable evaluations

result from the complexity of the research processes and research reports and

from human limitations.

Merely recognizing that research evaluations are unreliable can be liberating.

Reviewers’ opinions are only their opinions and the probabilities are very high that

other reviewers will have very different opinions. Yet, many researchers attribute

more value to reviewers’ opinions than they deserve. By recognizing the

unreliability of editorial review, researchers gain freedom to exert more influence

over the fates of their manuscripts.

A large majority of manuscripts elicit invitations to revise, some more encour-

aging and others more negative. As editor of Administrative Science Quarterly, I

observed that only about half of the researchers who received invitations to revise

actually submitted revised manuscripts that differed noticeably from their earlier

manuscripts. The other half of these researchers either submitted very superficial

revisions or never resubmitted. Thus, a significant fraction of researchers were

withdrawing from editorial evaluation. Although some editorial demands are

unreasonable or ignorant or unethical, editors and reviewers do not intend to appear

unreasonable or ignorant or unethical; they are just fallible humans struggling with

very difficult tasks. Researchers should also keep in mind that they too are fallible

humans struggling with very difficult tasks. The challenges from editors and

reviewers often disclose problems with study design, or data interpretation, or

writing style, and attending to these problems makes science work better.
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Peter and Olson (1983, 111) urged behavioral scientists to look upon research as

“the marketing of ideas in the form of substantive and methodological theories”.

Researchers need to win audiences for their work—to induce potential readers to

read and to convince actual readers that ideas and theories are credible and useful.

To achieve these goals, researchers need to tailor their manuscripts to the perceptual

frameworks of potential readers. Feedback from editors and reviewers can provide

useful information about the perceptual frameworks of potential readers.

Although researchers should value the inputs from editors and reviewers as

information about the potential consumers of their research, they dare not depend

on editors, reviewers, or colleagues to tell them what is right. The ultimate

decisions about what to do must come from inside researchers themselves,

expressing their own expertise, ways of thinking, and ethics.
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organisationnel, Tome III, chapitre 1: Théorie des organisations, motivation au travail.

Engagement Organisationnel, De Boeck, Bruxelles, pp 15–58

Starbuck WH, Aguinis H, Konrad AM, Baruch Y (2008) Tradeoffs among editorial goals in

complex publishing environments. In: Baruch Y, Konrad AM, Aguinis H, Starbuck WH (eds)

Opening the black box of editorship. Macmillan, Basingstoke, pp 250–270

Webster EJ, Starbuck WH (1988) Theory building in industrial and organizational psychology. In:

Cooper CL, Robertson I (eds) International review of industrial and organizational psychology

1988. Wiley, London, pp 93–138

Wolff WM (1970) A study of criteria for journal manuscripts. Am Psychol 25:636–639

18 W.H. Starbuck



How Nonsense Became Excellence: Forcing

Professors to Publish

Mathias Binswanger

Abstract In current academic systems professors are forced to publish as much as

possible because they are evaluated and ranked according to the number of their

publications and citations in scientific journals. This “publish or perish”-principle

results in the publication of more and more nonsense. This tendency can only be

stopped by abolishing the currently pervasive competition for publication. In the

past, researchers who had nothing to say were not incentivized to publish but

nowadays they also have to publish continually. Non-performance has been

replaced by the performance of nonsense. This is worse because it results in an

increasing difficulty to find truly interesting research among the mass of irrelevant

publications.

A number of perverse incentives are associated with the competition for publi-

cation. This includes strategic citing and praising, endless variation of already

existing models and theories, and emphasizing formal and mathematical skills,

while deemphasizing the content of a paper. Furthermore, in order to maximize the

number of publications, scientists also try to squeeze out as many publications as

possible from minor ideas (salami tactics), increase the number of co-authors, try to

become ever more specialized in already highly specialized scientific disciplines

and, in the most extreme case, just fake experiments and results. Engaging in all

these activities is basically a waste of time as it does not foster the advancement of

science. Instead, it crowds out the intrinsic motivation of professors and other

scientists, which is essential for creativity.
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1 Introduction: The Illusion of Promoting Efficiency

by Setting up Competitions

Once upon a time it was believed that professors and scientists mainly engage in

research because they are interested in understanding the world they live in, and

because they are motivated to come up with new explanations and solutions. This

was not always true but it was accepted not to tell a country’s best academics which

kind of research they should do (Kohler 2007; Schatz 2001). Academic work was

not assessed systematically, as it was tacitly assumed that academics would strive

for excellence without having to be forced to do so.

Today we live in a different world. To ensure the efficient use of scarce funds

(which nevertheless are growing in the EU since 2001!),1 the government forces

professors and their academic staff, to continually take part in competitions, which

are set up in order to promote “academic excellence” (Binswanger 2010, 2013).

What caused such a drastic change in science policy? Why did universities forget

about their noble purpose of increasing knowledge and degenerated instead into

ranking-minded fundraisers and publication factories?

Ironically this degeneration is rooted in the now-fashionable and omnipresent

search for excellence, where universities are supposed to outperform each other.

Germany started an Excellence Initiative in order to boost its international com-

petitiveness. Switzerland aimed to become one of the top five countries for inno-

vation by supporting excellence (Gassmann and Minsch 2009). And the European

Union, with the so-called Lisbon-strategy of 2000, had hoped to turn the EU into the

most dynamic knowledge-based economy by 2010 (Lisbon European Council

2000). Amongst this childish race for excellence, it was overlooked that not

everybody can be more excellent than everybody else. The fallacy of composition

applies once more. Instead, the term ‘excellence’ became a meaningless catchword.

The German philosopher Jürgen Mittelstrass (2007, p. 4, translated by the author)

writes:

Until now, no one took offence at the labeling of excellent cuisine, excellent performance,

excellent academics or excellent scientists. [. . .] In the case of science this changed since

science policy has occupied this term and talks about excellent research, clusters of

excellence and excellence initiatives, in endless and almost unbearable repetitions.

Yet, how do we actually distinguish between an excellent and a not so excellent

professor? In reality no one really knows, least of all the politicians who enthusi-

astically launch such excellence initiatives. But setting up competitions is supposed

to solve the problem. It is assumed that competitions will automatically reveal the

best researchers so it will not be necessary to care about neither content nor purpose

of research. This illusion became prominent under the Thatcher government in

England in the 1980s and then soon spread to other countries as well (Binswanger

1 See Research and development expenditure, by sectors of performance (Eurostat Code:

tsc00001).
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2010, p. 44). The Thatcher government, guided by its faith in markets and compe-

tition, would have loved to privatize all institutions engaged in academic research

and to let markets decide who is doing excellent research. However, this proved to

be impossible. Basic research constitutes, for the most part, a common good which

cannot be sold profitably on markets. Privatization would therefore crowd out basic

research. Thus, as a second-best solution, competitions without markets were

promoted, which nevertheless were termed markets (e.g., internal markets,

pseudo-markets), even though this is a false labeling.

Related to the euphoria about markets and competition, there was also a constant

suspicion regarding independent research taking place within “ivory towers”,

where scientists engage in such obscure activities as the search for truth. Conse-

quently, the former British minister of education Charles Clarke characterized “the

medieval search for truth” as obsolete and unnecessary (cited from Thorpe 2008).

Modern universities are supposed to produce applicable knowledge, which has the

potential to increase economic growth. Universities should think “entrepreneur-

ially” and adjust to economic needs (see Maasen and Weingart 2008). For this

reason, governments in many countries, and particularly in the EU, started to

establish gigantic national or supranational research-funding programs. Instead of

making funds directly available to universities, they have to compete for these

funds, so that only the “best” get a chance to do more research. This is supposed to

ensure that practice-oriented and applicable knowledge is created and that govern-

ment funds are not wasted. Hence universities are forced to construct illusionary

worlds of applicability and to pretend that all research serves a practical purpose

(Körner 2007, p. 174).

Therefore, the major challenge is the question how to impress research commis-

sions responsible for the distribution of funds in order to get additional funding.

Mostly researchers try to impress by showing how many successful projects they

did in the past, how many articles they already published and how much they were

networking with other important scientists in the particular field. In this way,

measurable “excellence” is demonstrated, which increases the probability of getting

more funds as well. The assumption seems to be that our knowledge increases

proportionally to the amount of scientific projects, of publications, and of network-

ing activities, which in turn is supposed to lead to progress and growth. This naı̈ve

ton ideology is widespread among politicians and bureaucrats.

Consequently, modern universities are not focused any more on gaining knowl-

edge. On the one hand, they became fundraising institutions determined to receive

as much money as possible from government research-funding programs or private

institutions. And on the other hand, they became publication factories, bound to

maximize their publication output. Hence, the ideal professor is a mixture of

fundraiser, project manager, and mass publisher (mostly as co-author of publica-

tions written by his or her assistants as he or she has no more time to do research),

whose main concern is a measurable contribution to scientific excellence rather

than increasing our knowledge. Moreover, in order to make sure that professors will

deliver their contribution to excellence, faculty managers have been recruited for

each department in addition to traditional deans. They act like CEOs in private
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companies and they are supposed to implement new strategies for becoming

increasingly excellent. Research becomes a means in the battle for “market shares”

of universities and research institutions (Münch 2009a, pp. 148–164).

Universities which on the surface expose themselves as temples of scientific

excellence, constantly have to participate in project- and publication-contests,

where instead of medals, winners are rewarded with elite or excellence status

and, as far as professors a concerned, with exemption from teaching duties, and

sometimes also with higher salaries (pay for performance). This is the case,

notwithstanding the fact that many projects and publications do not have the

slightest importance for people outside and often even inside the academic system.

But these measurable outputs play a central role in today’s research rankings, such

as, for example, the German CHE Research Ranking of German universities (see

Berghoff et al. 2009).

In this contribution we focus on the competition for publication. In fact this

competition consists of two closely connected competitions, which are of crucial

importance in the current scientific system:

The competition among scientists to get published in scientific journals, in which

peer-reviews play a major role.

The competition for rankings based on publications and citations, which are

important for individual scientists as well as for research institutes and

universities.

Both kinds of competitions will be analyzed in more detail. It will be shown how

they result in perverse incentives, which incentivize scientists to strive for excel-

lence by engaging in nonsense activities.

2 Competing to Get Published: The Peer-Review Process

In almost every academic discipline, publications are the most important and often

the only measurable output. Therefore, it seems to be straightforward to measure a

scientist’s output or productivity by the number of his publications. For is it not the

case that many publications are the result of a lot of research, consequently

increasing our relevant knowledge? Should not every scientist be driven to publish

as much as possible in order to achieve maximum “scientific productivity”? The

answer to these questions will be a clear “no”, if you are familiar with the academic

world. Indeed, more publications increase the amount of printed sheets of paper, but

this number tells us as little about the relevance of a scientist’s research activity

than the number of notes played by a musician tells us about the quality of a piece of

music.

Of course, measurements of scientific output are more sophisticated than just

counting the written pages published by a scientist. Relevant publications are

published in professional journals, where submitted papers have to go through the

so-called “peer-review process”. This should ensure that only “qualitatively
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superior” papers are published, which then can be considered to be “true scientific

publications”. Thus, strictly speaking, the competition among scientists is to pub-

lish as many articles as possible in peer-reviewed scientific journals.

However, there exist strict hierarchies among scientific journals, which are

supposed to represent the average “quality” of articles published in these journals.

In almost every scientific discipline there are a few awe-inspiring top-journals

(A-journals), and then there are various groups of less respected journals (B- and

C-journals), where it is easier to place an article, but where the publication does not

have the same relevance as a publication in an A-journal. Publishing one’s work in
an A-journal is therefore the most important and often also the only aim of modern

scientists, which allows them to ascend to the “Champions League” of their

discipline. Belonging to this illustrious club makes it easier to publish further

articles in A-journals, to secure more research funds, to conduct even more expen-

sive experiments, and, therefore, to become even more “excellent”. In this fashion,

the “Taste for Science”, described by Merton (1973), which is based on intrinsic

motivation and which was supposed to guide scientists, is replaced by the extrin-

sically motivated “Taste for Publications” (Binswanger 2010, p. 150).

Looking at the development of the number of scientific publications, it seems

that scientists are actually accomplishing more and more. Worldwide, the number

of scientific articles has increased enormously. The number of scientific publica-

tions in professional journals increased from approximately 3,965,000 in the years

from 1981 to 1985 to about 10,573,000 in the years from 2005 to 2009 (SBF 2011,

p. 10), which corresponds to an increase by 270 %. The annual growth rate

calculated on this basis was around 4.2 %. In the decade from 2000 to 2009 this

growth rate even increased to 5.6 %. Therefore, the number of scientific publica-

tions grows faster than the global economy and significantly faster than the pro-

duction of goods and services in North America and Europe, where the majority of

publications is coming from SBF (2011, p. 11).

Once we begin to examine the background of this increasing flood of publica-

tions it quickly loses its appeal. A closer look reveals that the peer-review process is

highly problematic. This supposedly objective procedure for assessing the quality

of articles in reality often resembles a random process (Osterloh and Frey 2008). A

critical investigation discovers a number of facts that fundamentally question the

peer-review process as a quality-ensuring procedure (cf. Atkinson 2001; Osterloh

and Frey 2008; Starbuck 2006). It generally appears that expert judgments are

highly subjective, since the consensus of several expert judgments is usually low.

One reason is that many peers, who are mostly busy with their own publications,

will not actually read, let alone understand, the papers they are supposed to

evaluate. There is not enough time for reviewing and usually there are also more

rewarding things to do. Therefore, peers quite often pass the articles on to their

assistants, who have to draft reviews as ghostwriters (Frey et al. 2009). No wonder

that under such conditions important scientific contributions will often be rejected.

Top-journals repeatedly rejected articles that later on turned out to be scientific

breakthroughs and even won the Nobel Prize. Conversely, plagiarism, fraud and

deception are hardly ever discovered in the peer review process (Fröhlich 2007,
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p. 339). In addition, unsurprisingly, reviewers assess those articles that are in

accordance with their own work more favorably, and on the other hand, are more

likely to reject articles that question their own research (Lawrence 2003, p. 260).

Due to the just-described peer-review process, the competition for publication in

scientific journals results in a number of perverse incentives (see also Anderson

et al. 2007). To please reviewers, a potential author makes all kinds of efforts. To

describe this behavior Frey (2003) rightly coined the term “academic prostitution”,

which—in contrast to traditional prostitution—is not the result of a naturally

existing demand, but is induced by the forced competition for publications. In

particular, the peer-review process is associated with the following perverse effects.

2.1 Strategic Citing and Praising

When submitting an article to a journal, the peer-review process induces authors to

think about possible reviewers who have already published articles dealing with the

same or similar topics. And they know that editors often consult the bibliography at

the end of an article when looking for possible reviewers. Therefore, it is quite easy

to guess, who the potential reviewers will be. To flatter them the author will

preferably quote as many as possible and praise their work (for instance as a

seminal contribution or an ingenious idea). Moreover, an additional citation is

also useful for the potential reviewer himself because it improves his or her own

standing as a scientist. Conversely, an author will avoid criticizing the work of

potential reviewers, as this is likely to lead to rejection. Accordingly, this attitude

prevents the criticism and questioning of commonly accepted approaches. Instead,

it leads to replication of established knowledge through endless variations of

already existing models and tests.

2.2 Sticking to Established Theories

In any scientific discipline there are some leading scientists who dominate their

field and who often are also the editors of top journals. This in turn allows them to

avoid publication of approaches or theories that question their own research.

Usually this is not difficult, since most authors already try to adapt to currently

prevailing mainstream theories in their own interest. The majority of the authors

simply want to publish articles in top journals, and this makes them flexible in terms

of content. They present traditional or fashionable approaches that evoke little

protest (Osterloh and Frey 2008, p. 14). In this way, some disciplines (e.g.,

economics) have degenerated into a kind of theology where heresy (questioning

the core assumptions of mainstream theories) is no longer tolerated in established

journals. Heresy takes place in a few marginal journals specializing in divergent

theories. But these publications rarely contribute to the reputation of a scientist.
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Therefore Gerhard Fröhlich observes that (2003, p. 33) similar conditions prevail as

in the Catholic Church: censorship, opportunism and adaptation to the mainstream

of research. As a consequence, scientific breakthroughs rarely take place in peer-

reviewed journals nowadays.

2.3 Impressing by Technicalities Instead of by Content

Since it does not pay off to question commonly accepted theories and research

methods, authors have shifted their creativity to the development of increasingly

sophisticated models and research methods. Simple ideas are blown up into highly

complex formal models which demonstrate the technical and mathematical exper-

tise of the authors and signal importance to the reader. In many cases, the reviewers

are not able to evaluate these models because they have neither the time nor the

motivation to carefully check them over many hours. Therefore, formal brilliance is

often interpreted as a signal for quality and it helps to immunize authors from

criticism. Peers, who are not working within the same narrowly defined research

field just need to believe what insiders “prove” to be right in their complicated

models.

By emphasizing formal aspects instead of content, sciences increasingly move

away from reality Precision in fictitious models is more important than actual

relevance. The biologist Körner writes (2007, p. 171, translated by the author):

“The more precise the statement [of a model], the less it usually reflects the scope of
the real conditions which are of interest to or available for the general public and
which leads to scientific progress.”

2.4 Undermining Anonymity by Building Expert Networks

In theory, the peer-review process should make sure that publication opportunities

are the same for all potential authors. Both the anonymity of the authors and the

reviewers are supposed to be guaranteed by the double-blind principle. But com-

petition under such conditions would be too much of a hassle for established

professors at top universities. After all, why did they work hard in the past and

made a scientific career, if at the end they are treated like a newcomer, whenever

they submit a paper to a journal? The critical debate on the peer-reviewed process

discussed in the journal Nature in (2007) however showed that established scientists

are “less anonymous” than other potential authors in the peer-review process. They

know each other and are informed in advance which papers of colleagues and their

co-authors will be submitted. In research seminars or informal meetings, they

present new papers to each other, which successfully undermines anonymity of

the peer-review process.
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3 Competing for Top-Rankings by Maximizing

Publications and Citations

Despite the great difficulties of publishing articles in professional journals, the

number of publications is constantly growing and the number of journals is also

increasing. Publications are important for rankings of individual scientists as well

as of research institutions and universities. Furthermore, if young scientists apply

for the post of a professor, the list of publications is usually the most important

criterion in order to decide who will get the post. No wonder that scientists do

everything to publish as much as possible despite the onerous peer-review process.

The question what to publish, where to publish, and with whom to publish domi-

nates the professional life of a modern scientist. Publication problems cause

sleepless nights and the acceptance of an article in a top journal makes their

heart sing.

But how does the number of publications actually get into the evaluation and

ranking process of scientists and their institutions? At first glance, this seems quite

simple: count all articles published by a scientist in scientific journals (or the

number of pages) and then you will get a measure for the publication output.

However, there is a problem. As was already mentioned, journals differ dramati-

cally in terms of their scientific reputation, and an article in an A journal is supposed

to be considerably “more excellent” than an article in a B or C journal. So we must

somehow take into account the varying quality of the journals in order to achieve a

“fairly” assessed publication output. To this end, an entirely new science has

emerged, which is called scientometrics or bibliometrics. The only topic of this

science is measurement and evaluation of publication output in other sciences. By

now this new discipline has its own professors and its own journals, and conse-

quently the measurements are also becoming more complex and less transparent,

which in turn justifies even more bibliometric research.

A measure which has become particularly popular is the so-called “Impact

Factor” (Alberts 2013). Nowadays this factor is commonly used in order to assess

the “quality” of a journal. The Impact Factor of a particular journal is a quotient

where the numerator represents the number of citations of articles published in that

particular journal during previous years (mostly over the last 2 years) in a series of

selected journals in a given year. The denominator represents the total number of

articles published in that journal within the same period of time. For example, if a

journal has an Impact Factor of 1.5 in 2013, this tells us that papers published in this

journal in 2011 and 2012 were cited 1.5 times on average in the selected journals

in 2013.

The Impact Factors used in science today are calculated annually by the Amer-

ican company Thomson Scientific and get published in the Journal Citation

Reports. Thomson Scientific in fact became a monopolist in the calculation of

impact factors, although the exact method of calculation is not revealed, which has

been criticized repeatedly (see, e.g., Rossner et al. 2007). “Scientists have allowed
Thomson Scientific to dominate them” (Winiwarter and Luhmann 2009, p. 1). This
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monopoly enables Thomson Scientific to sell its almost secretly fabricated Impact

Factors to academic institutions at a high price, although in many sciences less than

50 % of today’s existing scientific journals are included in the calculation

(Winiwarter and Luhmann 2009, p. 1).

The competition for top rankings by maximization of publications and citations

leads to additional perverse incentives, which can be experienced at almost every

university and research organization. They are described in more detail below.

3.1 Using Salami Tactics

Knowing that the ultimate goal in current science is the maximization of relevant

publications, researchers often apply the principle of “doing more with less”, which

has also been termed “salami tactics” (Weingart 2005). New ideas or records are cut

as thin as salami slices in order to maximize the number of publications. Minor

ideas are presented in complex models or approaches in order to qualify for an

entire article. As a consequence, further publications can be written by varying

these models and approaches. No wonder that the content of such articles gets

increasingly irrelevant, meaningless, and redundant. Hence, it is becoming difficult

to find new and really interesting ideas in the mass of irrelevant publications.

The most extreme form of a Salami tactic is to publish the same result twice or

more. Such duplication of one’s own research output is of course not allowed, but in
reality often proves to be an effective way to increase one’s “research productivity”.
As we have seen above, the peer-review process frequently fails to discover such

double publications. Therefore, an anonymous survey of 3,000 American scientists

from the year 2002 shows that at least 4.7 % of the participating scientists admitted

to have published the same result several times (Six 2008). And in reality this

percentage will probably be even higher as not all scientists will admit their

misbehavior in a survey even if it is anonymous.

3.2 Increasing the Number of Authors per Article

It can be observed that the number of authors publishing articles in scientific

journals has substantially increased over recent decades. For example, in the

“Deutsche Ärzteblatt” the average number of authors per article has risen from

1 author per article in 1957 to 3.5 in 2008 (see Baethge 2008). This is, on the one

hand, due to the fact that experiments have become increasingly complex and that

they are no longer carried out by single scientists, but rather by a team. An

evaluation of international journals showed that today’s average number of authors

per article in modern medicine is 4.4, which is the highest number of all disciplines.

This is followed by physics with 4.1 authors per article. In psychology, the average
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is 2.6 authors per article, while in philosophy, still free of experiments, the average

number of authors of an article is 1.1 (Wuchty et al. 2007).

However, the increase in team research is not the only reason for the constant

increase in the number of authors per article. There is also the incentive to publish

as much as possible and to be cited as often as possible. So, especially those who

have some power in the academic hierarchy (professors or project leaders) try to use

their power by forcing other team members to include them as authors in all

publications of the research team. And the larger a team is, the more publications

with this kind of “honorary authorship” are possible. Conversely, it is often

advisable to a young scientist to include a well-known professor as a co-author

because—also thanks to the lack of anonymity in the peer-review process (see

Sect. 2)—this improves the chances of publication (see above).

The growing number of co-authors not only increases the publication list of the

participating authors themselves, but also the number of direct and indirect “self-

citations” (Fröhlich 2006), which triggers a snowball effect. The more authors an

article has, the more all participating authors will also quote this article. “I publish
an article with five co-authors and we have six times as many friends who quote us.”
(Fröhlich 2007).

3.3 Becoming More and More Specialized

To meet the enormous demand for publication, new journals for ever more nar-

rowly defined sub-categories of a research discipline are constantly launched. Thus,

the total number of worldwide existing scientific journals is estimated between

100,000 and 130,000 (Mocikat 2009), and each year there are more (Ware and

Mabe 2012). By becoming increasingly focused on highly specialized topics

chances for publication are improved (Frey et al. 2009). It often pays off to

specialize in an exotic but important-sounding topic, which is understood only by

very few insiders, and then to establish a scientific journal for this topic. Conse-

quently, the few specialists within this field can promote their chances of publica-

tion by writing positive reviews for each other so that they will all end up with more

publications.

Let us just take the topic of “wine” as an example: There is the “Journal of Wine

Economics”, the “International Journal of Wine Business Research”, “Journal of

Wine Research”, the “International Journal of Wine Marketing,” and so on. These

are all scientific journals, which cover the topic of wine on a “highly scientific”

level dealing with wine economics or wine marketing. It would not be surprising if

soon we will also have specialized journals for red-wine economics and white-wine

economics.
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3.4 Engaging in Fraud

Last but not least, the competition for publications and citations also leads to fraud.

“The higher the pressure to increase productivity, the more likely it is to resort to
doubtful means” (Fröhlich 2006). The assumption that universities are committed to

the search for truth (Wehrli 2009) becomes more and more fictitious. Modern

universities are exclusively committed to measurable excellence and the search

for truth often does not help much in this respect. No wonder that quite a few cases

of fraud have recently been discovered.

A good example is the former German physicist Jan-Hendrik Schoen, born 1970,

who was celebrated as a German prodigy in the beginning of the new millennium.

For some time it was believed that he had discovered the first organic laser and the

first light-emitting transistor, and, accordingly, he was highly praised and received a

number of scientific awards. At the peak of his career, as a 31-year-old rising star at

Bell Laboratories in the United States, he published an article every week, of which

17 were even published in highly respected journals such as “Nature” or “Science”.

No one seemed to notice that this is simply impossible if you do proper research.

Instead the scientific community of Germany was proud to present such a top

performer. But after some time, co-researchers doubted his results and it turned

out that they mostly had been simulated on the computer. An interesting fact is, as

Reich (2009) writes in her book “Plastic Fantastic” that these frauds would prob-

ably never have even been discovered, had Schoen not exaggerated so much with

his publications. Otherwise, he would probably be a respected professor at a top

university by now.

Cases of fraud such as the example of Jan Hendrik Schoen mainly occur in

natural sciences, where the results of experiments are corrected or simply made

up. In social sciences, however, empirical research has often reached a degree of

irrelevance, where it does not matter anymore, whether results are faked or whether

they are the “true outcome” of an experiment or a survey. They are irrelevant in one

way or the other.

Conclusion
Forcing professors to publish by setting up competitions for publication,

results in the production of more and more nonsense, which does not add to

scientific progress. This is true in spite of the fact that the number of citations

of articles also increases along with the number of publications. But the

increase in citations of useless publications is not a sign of increased disper-

sion of scientific knowledge. Presumably, many articles even get quoted

unread. This has been shown by research that documents how mistakes

from the cited papers are also included in the articles which cite them (Simkin

and Roychowdhury 2005). Therefore, more and more articles are published

but they are read less and less.

(continued)
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The whole process represents a vicious circle that can only be escaped by

stopping competitions for publication in their current form. In the past,

researchers who had nothing to say were not incentivized to publish. But

today even uninspired and mediocre scientists are forced to publish all the

time even if they do not add anything to our knowledge. Non-performance

has been replaced by the performance of nonsense. This is worse because it

increases the difficulty to find truly interesting research among the mass of

irrelevant publications.

But the nonsense does not only concern the publications themselves. It

also involves many corresponding activities, which are the result of the

perverse incentives, set by the competition for publication. This includes

strategic citing and praising, endless variation of already existing models

and theories, and using mathematical artistry while not caring too much about

the content of a paper. Furthermore, in order to maximize the number of

publications, scientists also try to squeeze out as many publications as

possible from minor ideas (salami tactics), increase the number of

co-authors, try to become ever more specialized in already highly specialized

scientific disciplines and, in the most extreme case, just fake experiments and

results. Engaging in all these activities is basically nonsense, which does not

foster the advancement of science.

Another serious consequence of the permanent competition for publication

is the demotivating effect on professors and other scientists. Their intrinsic

motivation is increasingly crowded out by the principle of “publish or per-

ish”. This principle replaced the “Taste for Science” (Merton 1973), which

however is indispensable for scientific progress. A scientist, who is not truly

interested in his work, will never be a great scientist. Yet exactly those

scientists, who are intrinsically motivated, are the ones whose motivation is

usually crowded out the most rapidly. They are often rather unconventional

people who do not perform well in standardized competitions, and they do not

feel like constantly being forced to publish just to attain high scores. There-

fore, a lot of potentially valuable research is crowded out along with intrinsic

motivation. But intrinsic motivation (Merton’s Taste for Science) is a neces-
sary condition for true excellence.
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Soziologie

Nature (2007). Peer review blog. Available via: http://blogs.nature.com/peer-topeer/2007/09/

peer_review_and_scientific_con.html

NZZ (2004) Unruhe auf einem Spitzenplatz. Sonderbeilage zum Forschungsplatz Schweiz. Neue
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Science in the Hands of Strategic

Management: The Metrification of Scientific

Work and Its Impact on the Evolution

of Knowledge

Richard Münch

Abstract Following the global triumph of New Public Management (NPM),

universities are required to improve their performance in research and teaching

by strategic management. The entrepreneurial university striving for monopoly

rents in terms of competitive advantages as regards the availability of money and

prestige on the outside is coupled with the audit university on the inside, which tries

to improve research and teaching by quality management. Both are complemented

by the third-party funded university, which targets its research to recruiting third-

party funds. This essay focusses on the non-intended effects counterproductive to

progress in knowledge that are triggered by this transformation of universities in the

context of the German science system’s specific backdrop. The evaluation of the

statute of a Technical University will serve as an example here concerning its

quality management regarding the system of appointments and careers.

1 Strategic Management of Universities: The USA

and Germany

The global movement that strives towards transferring the principles of strategic

management of businesses to organizations, which genuinely do not produce any

economic individual goods to be traded on the market, has long since reached the

universities. It promises an increase of the universities’ performance in research and

teaching. Nevertheless, the fact that universities do not produce any individual

goods for private use in the first instance, but instead assume a professional

trusteeship for education and knowledge as collective goods, nurtures first doubts

with regard to the promise of raising universities’ achievements by way of strategic

management. As a rule, the transfer of the principles of strategic management to
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universities generates a double hybrid, which ensures that the intended effects do

not arise. Instead, unintended effects appear that are counterproductive and involve

worsening performance (Kieser 2010; Münch 2014), if we take the promotion of

progress in knowledge and the widest and most profound education of university

graduates as the uncontested yardstick. We will do this in the following sections by

focusing on progress in knowledge as the primary target of science.

Strategic management creates a double hybrid as it overlaps, on the one hand,

the functional requirements of professional trusteeship for a collective good. On the

other hand, its own form is shaped by the culturally anchored institutions in the

different national systems of higher education. We will use here the specific case of

the introduction of strategic management at German universities. The statute for

quality management of the Technical University Munich (TUM) related to its

system of appointments and careers will serve as an example. The TUM document

reveals how strategic management is translated into quality management on the

inside.

Compared to the USA, above all, special features of the transfer of strategic

management shine up in Germany, which were less evident in the USA up until

recently, but have gained in significance in the meantime. In the USA, fund-raising,

augmenting a university’s assets by profitable investments and by investing funds in

prestigious research has become a vital task of university managements due to the

guiding role of the leading private universities and the dependence of both private

and public universities on private sponsors. As a result, universities necessarily

require professional management to ensure an effective administration of the

available funds and, if possible, increase them further. Traditionally, however, the

university management is faced by strong departments that administrate their

research and teaching matters in a completely autonomous way in the USA. The

appointment of new colleagues, their evaluation and promotion across the various

career levels is completely in the hands of the department (Parsons and Platt 1973).

From the appointment of an assistant professor right through to the last career step

of a distinguished university professor, everything is in the hands of the department

in question. Appointments are negotiated with the department chair and not with the

university management. The university’s strategic management does not have a

direct impact on these affairs, and will influence them indirectly only in as far as a

department recognized by the scientific community can expect the university

management’s financial support. However, the way in which achievements are

consolidated is exclusively a matter of the department. As a result, strategic actions

and quality assurance remain very close to the genuine demands of research and

teaching. Strategic action implies, above all, the appointment of promising young

scientists to junior faculty and of reputed colleagues to senior faculty. Quality

assurance is geared toward a single person in his/her particular field and can,

therefore, take the particular requirements, situation and performances into account

in each case. It takes place in the decision on salaries and teaching loads and on the

promotion to the next step of one’s career immediately in the department.

Two changes have, however, increased the university management’s influence
on the departments in the USA, too, and have unbalanced their relationship: (1) the
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grown proportion of third-party funds in funding universities, and (2) the public

power of rankings (even of privately established rankings such as the US News &

World Report) along with the orientation of sponsors to rankings. Both changes

imply that university managements link funding of departments to the latters’
position in rankings more than before. Hence, the inevitable standardization and

simplification of measuring performance in research and teaching by numbers

increasingly affect the departments’ strategic action and quality assurance from

the outside. Consequently, the leeway for diversity—the crucial source of progress

in knowledge—is restricted (Espeland and Sauder 2007, 2009; Sauder and

Espeland 2009). In the USA, this development is discussed under the keyword

“academic capitalism” (Berman 2012; Lorenz 2012; Münch 2011, 2014; Slaughter

and Leslie 1997; Slaughter and Rhoades 2004).

The excesses of academic capitalism in the USA include especially the growing

dominance of the university management over the departments. This is demon-

strated especially by the exorbitantly rising staff numbers and top incomes of the

top managers. Their managerial habitus has introduced the typical practices of

businesses striving to position themselves on the market at the universities, too.

Research and teaching are increasingly considered private goods that serve for

making profit. This development is mirrored by the top incomes of top managers in

universities, but also by the top incomes of “star scientists” or “global”, that is

globally active and visible professors (Ginsberg 2011). At the same time, an ever

growing part of teaching is taken over by “adjunct faculty”, i.e., low-paid teachers

with temporary jobs. Up to 75 % of teaching in the BA curriculum is, in the

meantime, covered by adjunct faculty with temporary appointment (Ginsberg

2011). The rising competition of so-called for-profit universities has contributed

substantially to this process. It is claimed that they achieve billion-dollar profits

with a business model that yields highest tuition fees at the lowest cost. This

development is accompanied by high student loans that can often not be paid

back and by drop-out quotas of 60 % and more (Frank 2013; Ginsberg 2011;

Kempf 2014). These for-profit universities invest a mere 17.4 % of their budget

into teaching, which usually consists of online courses. The highest amount of their

income is allocated to management, marketing and profits. Another crucial element

of the colonization of departments by the university managements’ profit-making

interests is the orientation of research to generate patents, whose number has risen

tremendously since the Bayh Dole Act of 1980. This Act allows universities to cash

patent yields generated with the help of federal funding themselves (Rudy

et al. 2007; Washburn 2005). Studies show that knowledge and resources are no

longer generally shared in research fields where this new entrepreneurial habitus

has gained a foothold, but are shared with strategically selected partners only

(Kurek et al. 2007; Shibayana et al. 2012). Ever since the universities in England

have been mainly financed by tuition fees and research funds recruited in compe-

tition, a similar development can be observed there (Brown and Carasso 2013;

Collini 2012, 2013; McGettigan 2013). The latest development is the increasing use

of business finance methods in running the university, linking fees and loans

directly to performance measures like work processes in business. In this respect,
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a kind of financialization of the university is emerging (McGettigan 2013). In the

Netherlands, the reform act of 1997 and the transfer of real estate to the universities

have also paved the way to their increasing financialization. Running the university

requires loans and their hedging by derivatives, which call for an increasing number

of finance managers in the administration. These managers introduce finance

models into the university, implementing a strong governing management along

with splitting up the university into internal markets with all its consequences of

metrification of research and teaching (Engelen et al. 2014).

In Germany, this development towards an increased orientation to rankings and

their both standardized and simplified measuring of performance by numbers set in

with a delay of around 20 years, though against a completely different backdrop

than in the USA. The task of winning private sponsors for fund-raising, of investing

funds in a profitable way and of allocating them to the departments does not exist

for German university managements. The necessary culture of private sponsoring

on the part of affluent citizens is lacking here, i.e., sponsors who balance the state’s
low tax income when compared to the GDP according to their private ideas and thus

determine in a private setting what public tasks will be carried out to what extent

and in what way. In Germany, in contrast, a culture of public responsibility for

public goods still reigns that is based on the idea of the culture state rooted in the

nineteenth century, which shaped the exemplary foundation of the Berlin university

in 1810 according to Wilhelm von Humboldt’s organization plan.

Nevertheless, the entrepreneurial university is also making its way in Germany

(Kieser 2010). In its recently published recommendations, the German Science

Council puts enormous emphasis on improving the strategic capacities of the

university management (Wissenschaftsrat 2013). Due to the lack of private fund-

raising, the glance of a German university management, which is monitored from

outside by rankings, is geared to serving the numbers used by these rankings. In this

context, the acquisition of third-party funds holds first place in the indicators used

not least of all due to its easy measurability. Because it is easier to collect, to

standardize, to understand and to present the acquisition of third party funds to the

public than other measures such as bibliometrics, altmetrics or peer review, it has

become the dominating indicator of research performance in Germany. Hence,

German university managements must interfere more in faculties and departments

than their American counterparts, if they want to report visible achievements in

acquiring third-party funds and to succeed in rankings. The Excellence Initiative of

the Federal Government and the States has underlined this by the fact that the

university managements were represented as applicants during the assessment of

the applications. As not each type of research is suitable for acquiring third-party

funds, this way of proceeding results in a one-sided focus on strongly third-party

funded research and hence affects the diversity of research programs. The strategi-

cally planning university management tries to concentrate research in clusters so as

to raise the opportunities for acquiring comprehensive funding for research collab-

orations that goes far beyond individual research. Research that cannot be inte-

grated into a cluster will find only little legitimacy.
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This interference of university managements into the matters of faculties and

departments is made easier in Germany when compared to the USA by the fact that

the professorial self-administration traditionally allows the senate to decide ulti-

mately on all matters of research and teaching with the rector acting as primus inter

pares. Appointment negotiations were held by the rector on behalf of the senate and

in accordance with the ministry, which did not follow the university’s proposal only
in absolute exceptions, i.e., usually contested cases. The new laws on higher

education in the individual states limit the senate’s decision-making competence

considerably, and with it the preceding power of the faculty councils. In appoint-

ment processes, they only have a consulting role and can make statements, but no

longer possess any binding decision-making power. In contrast, the university

management’s decision-making competences were substantially extended both on

the outside towards the ministry and to the inside towards the senate and the faculty

councils. This process is linked with a strongly extended monitoring of the univer-

sity managements from the outside, which is provided by the new university

councils, but which is increasingly determined by rankings due to the latters’
lacking proximity to research and teaching. Hence, due to its lacking possibilities

of standing out by fund-raising, German university managements must interfere in

the faculties and departments more than their American counterparts in order to

maintain their standing in the struggle for visibility based on simplifying numbers.

It also means that research is subjected to measures of producing visibility and to a

kind of quality assurance that are in contrast with the genuine requirements of

promoting progress in knowledge.

University managements’ interests must be geared to establishing research

collaborations that allow for large-scale recruitment of third-party funds to generate

external visibility. The German Research Foundation (DFG) supplies the necessary

funds with its coordinated programs, which unite 59 % of the funding budget (DFG

2012). The run to such programs, i.e., collaborative research centers, Ph.D. pro-

grams, research groups, excellence clusters and graduate schools is correspondingly

strong, especially in the framework of the Excellence Initiative. Competition has

become ever fiercer and granting quotas have dropped accordingly. The expense

linked with pre-investments, the generation of critical mass in particular research

fields and with application activities for third-party funds has increased enor-

mously. The application and evaluation of research collaborations rob an increasing

amount of time from the parties concerned which then lacks to carry out their own

research. Along with the large-scale acquisition of third-party funds, the number of

staff is growing who do research in a dependent position and with little opportuni-

ties to advance their careers. This trend goes hand in hand with a particular feature

of the German university: the organization of research and teaching by chairs

manned by a chair-holder and a series of assistants who do their research under

his guidance, even long after their Ph.D. graduation. Scientific staff at German

universities covers only 15 % professors, 17 % assistants with unterminated con-

tracts, and 68 % assistants with terminated contracts. In the USA, we find 85 %

professors—of these 24 % assistant professors—and 1 % assistants with

unterminated contracts and 14 % assistants with terminated contracts (Konsortium
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Bundesbericht wissenschaftlicher Nachwuchs 2013). However, we have to recog-

nize here that the increasing financialization of the American university has put

undergraduate teaching on the shoulders of a growing number of adjunct faculty

with terminated contracts (Ginsberg 2011), who do not show up in these statistics.

Large-scale research in special research areas or excellence clusters keeps

collaboration within the confines of the university to a large extent and neglects

the fact that most often collaboration is needed across the boundaries of universi-

ties, as has been pointed out by Kaube (2013). Kaube refers to Peter Blau’s (1973)
classical study, which shows that research advances across university structures and

beyond these in freely chosen cooperations. Strategic management, in turn, will

encase it within the confines of the university. The vast amount of collaborative

research along with the oligarchical structures in Germany sees to it that large part

of research is not done freely and does not enter into cooperations freely beyond

institutional boundaries, but is confined within strategic institutional concepts and

is put under both external and internal control. We can talk here of a third-party

funded university, which puts the chaos of free research under the control of

external evaluation and internal hierarchy. Restricting the chaos immanent in

research means that diversity will shrink as will the scope available for progress

in knowledge. Diversity is important for possessing a rich pool of ideas, research

programs and methods, which is nurturing any research that aims to overcome

existing limits of knowledge. This is the major and still valid teaching of Paul

Feyerabend’s (1970/1993) plea for pluralism in science (see also Galis et al. 2012;

Page 2010).

2 Tightening Control: Recent Developments in the Quality

Management of Universities in the German Context

So far we have learned that the strategic management of US-American research

universities has far more opportunities of fund-raising from private sources than the

management of German universities and concentrates largely on increasing these

funds and investing them in well performing departments and research centers. The

top ranking universities have become extremely rich in this way. Rich universities

can provide space for risky ideas, programs and methods and can be patient with

regard to the progress made by their individual members. This is a major source of

following new lines of research. The less rich universities, in contrast, forming the

middle class of higher education are more strongly compelled to follow the

mainstream and to exert tighter control on student and faculty performance in

order to maintain their position. In comparison with the internationally leading

elite of US-American top universities, German universities are middle class and,

hence, have to apply similar measures of tighter control in order to secure interna-

tional competitiveness. Because the German university management lacks the

affluence resulting from private funds, it is particularly strongly driven to direct
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publicly funded research together with leading scientists at the cost of spontaneous

developments within and across departments. It has to streamline research by

organizing it in clusters and it has to control performance closely to guarantee

success. This is why quality management is now increasingly tightening control at

German universities as will be shown in this section.

In the German context, the translation of the university’s strategic management

into quality management subjects research to a particularly tight-meshed control

system. This is proven by an assessment of the statute of the TUM’s quality

management with regard to the system of appointments and careers (TUM 2012).

It is not a unique feature, but highlights the general trend spreading to all univer-

sities in a particularly striking manner. The statute establishes very tight control of

research and teaching, from the university management down to the individual

mentors whose job is to guide the appointed young scientists. TUM has, at least,

dared a step forward and has gradually introduced a greater number of tenure track

assistant professorships. It is intended to raise their proportion to around 30 % of the

faculty. Nevertheless, the chair principle will not be abandoned. Assistant pro-

fessorships simply serve as a first step on the way to a chair. Hence, this is not a real

adjustment to the American department structure that does not know the chair

system.

The university management’s considerably wider interference in the appoint-

ment of new colleagues and quality assurance in the departments when compared to

the USA is mirrored by the central position of the TUM Appointment and Tenure

Board. It is charged by the university’s executive board “with ensuring that the

quality of tenure track appointment processes and tenure evaluations aligns with

TUM’s strategy across all subjects and faculties” and to see to it that “candidates

selected dovetail with TUM’s development plans” (TUM 2012, p. 78). The mem-

bers of this central body include the managing vice president for research and

innovation (chair), ten TUM professors with permanent contracts and an external

member from the Max Planck Society. Apart from the vice president for research

and innovation they are appointed for a 3-year term by the university’s executive
board and can be re-elected after that period (TUM 2012). All appointments and

evaluations must be submitted to this central advisory body of the university’s
executive board. On the faculty level, appointments and assessments are in the

hands of faculty search and evaluation committees. They not only initiate appoint-

ments, but also subject the appointed professors to thorough quality controls at all

stages of their careers. Assistant professors are additionally accompanied by two

mentors to whom they have to report every year. After 2 and 4 years each, a basic

evaluation takes place, which decides upon the take-over to the next career level. If

the evaluation turns out positive, the candidate will be taken over to the permanent

position of an associate professor, usually after 6 years. It is in each case the TUM

Appointment and Tenure Board, which gives recommendations on appointments

and promotions to the next career step to the university’s executive board that takes
the ultimate decision. Hence, everything happens under the close supervision of the

university’s executive board that acts strategically to the outside and exercises tight
control on the inside. The extent of these measures probably depends on the fact
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that the certainty needs of the legally trained German administration are transferred

into the new system of New Public Management. Numbers now provide that kind of

certainty which was guaranteed by watertight paragraphs in the past. It is estimated

that the legally trained administration staff tends especially towards recovering lost

certainties by numbers, target agreements and contracts.

Appointments and career systems guided by business administration are used by

an ever increasing number of universities and seem to be mainly driven by the fear

that scientists do not know what to do and might lead an easy life at the expense of

the university budget and the tax payers. This view of research and teaching has

been born from the spirit of McKinsey and is completely inappropriate for the

genuine requirements of creativity in research. The fear of freedom issues from

institution economics’ principal-agent model, which business administration

applies to ensure management effectiveness. The principal, who depends on the

agent, is busy keeping the agent under control. This disagrees basically with the

model of professional trusteeship based on the ethical obligation to the professional

community that has so far marked the self-understanding of university professors.

Business-like quality management and its obsession with control and numbers

(Balanced Score Card) has meanwhile been heavily contested in enterprises, too

(Kieser 2000; Lawrence and Sharma 2002; Pandey 2005; Schneidermann 1999). It

is inappropriate for supporting creativity in science (Amabile 1998). Studies reveal

that creativity in science needs freedom from control, freedom to fail, because

every achievement is based on learning from failures (Heinze et al. 2009;

Hollingsworth 2006). When scientists have to report every year on what they

have done from their first year to the most advanced levels, they can only learn

strategic behavior of how to produce numbers, but cannot unfold actual creative

strengths that will flourish only in an environment of genuine academic freedom.

The new business-like quality management at the university breathes the spirit of a

culture of mistrust, while trust should be essential for exercising trusteeship, which

is at the core of scientific work. Little trust is paid to newly appointed young

scientists when they have to deal with a wide range of qualifying accompanying

programs and are guided by their mentors (TUM 2012). In this way, only subordi-

nating normal scientists are reared instead of self-assured scientists who are confi-

dent to leave beaten tracks and deviate from the ruling thoughts.

There is an explanation why control is so crucial to the new appointment and

career systems. If we assume the viewpoint of science for which it does not matter

where new knowledge is created as long as it is considered a collective good (which

is basically at risk in the case of patent-related research), neither much expense is

needed in the search for the best brains (they will exist somewhere) nor for their

control. It can be simply left to chance. At the same time, it guarantees the diversity

of locations and paradigms. Failures at one place will be compensated for by

commitment and progress at other places. It can easily be accepted that around

80 % of cited knowledge is generated by approximately 20 % of scientists. And the

new control system will change nothing about this situation, just because of the

limited capacity of paying attention to published research results of every scientist.

It is also counterproductive to measure every scientist with the yardstick of high-
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performers. This can only result in broad paralysis among scientists with only

average achievements. Nor is it reasonable to subject scientists dedicated to their

work 60–80 h every week to increasingly tighter controls instead of trusting in the

whole system of academic freedom that will create new knowledge somewhere,

wherever this might be.

From the entrepreneurial, most extremely the financialized university’s view-

point, the world of science looks completely different. It cannot stay calm with

regard to the place where knowledge is generated and scientists are active. To

provide justification for its stakeholders, it must produce success figures year by

year in as short-sighted a way as the management of stock-market companies, must

supply successful appointments, more third-party funding, more publications, and

more awards. It must enter a cut-throat competition on the outside, since the number

of creative scientists is limited. And it must exercise control on the inside, since it

cannot afford any failures. Nevertheless, the nature of science is based on many

failures that are necessary to generate few achievements. If all universities act like

enterprises, there will be no tolerance at all left for failures, everything must be kept

under control. Carrying this consistently to conclusion, it would involve the end of

curiosity and creativity in science. The only reason why this will not happen so

quickly is that controls are not carried out everywhere to the same extent and that

there is still underlife underneath the formal controls even in the worst of control

systems as much as there is an underlife in any closed organization as Goffman

(1961/1991) demonstrated in his famous study on asylums. To reassure the con-

trollers, the desired keywords and figures are included in the organization’s report
to the controllers, but the liberty is reserved not to act in precisely that way.

Anyway, the observers are not present when research is done. Sociology offers us

the neoinstitutionalist explanation saying that many control measures are applied

not because it is assured that they are effective and efficient, but because they

provide legitimacy in view of globally ruling models (Meyer and Rowan 1977). We

then have the opportunity to decouple actual practice from the external formal

structure, but we also run the risk of seeing scientific practice colonized by the

formal structure. According to Michael Power’s (1997) Audit Society, this is a form
of comforting. The control system tells the scientists what to do to gather scores and

tells the controllers what to keep in mind when assessing research achievements.

The problem arising here is that an imaginary world of controlled achievements is

generated and we do not see what happens behind the scenes and how far creativity

is restricted (Falk and Kosfeld 2006; Frey 1997, 2003, 2007; Osterloh and Frey

2008).

Ultimately, both those controlling and those controlled will suffer from an

excessive control system, since its practicing robs them more and more of the

time needed for research and since their thinking and acting is squeezed into

confines that are deadly for the unfolding of creativity. The new control system

requires professors to pursue a level of commitment as controllers that is not

wholesome for their actual work. It starts with the double quality control in

appointment processes on a faculty and university level and reaches right through
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to the annual controls of the progress made by young scientists. When will time be

left for research?

When transferring the strategic management of American universities to the

situation in Germany, we come across a far-reaching interference of university

managements in research and teaching, which is exclusively in the hands of the

departments in the USA. Summarizing the difference between the USA and Ger-

many, we might say that the American university managements make big business

in sponsoring and fund-raising and leave decisions on research programs more

frequently to the departments, though NPM has empowered the management and

weakened the departments in the USA, too, in recent times. In Germany, in contrast,

university managements need the departments far more to be able to acquire third-

party funds by large-scale research collaborations, which can then be presented to

the outside as an achievement made by the university management.

Quality management in business-administrative terms involves excessive uni-

versity monitoring and thus makes scientists first and foremost employees of the

university working for the latter’s benefit and prestige. In contrast, their loyalty to

the scientific community, which is far more crucial for progress in knowledge, is

pushed to the background. Nevertheless, it is still the scientific community that is

the first evaluation instance to assess research, and not the university. This holds

true at least as long as we are interested in promoting scientific progress. Well

socialized scientists have internalized primarily striving for knowledge and, in the

second instance, striving for recognition by the scientific community (Bakar 2012;

Bourdieu 1975; Dunwoody et al. 2009; Frey 1994; Jacobsen and Andersen 2014;

Jindal-Snape and Snape 2006; Osterloh and Frey 2008; Toren and King 1982). This

ambition determines their habitus, and they are driven by the competition for

progress in knowledge and recognition by the scientific community. It is underlined

by citations, invitations, cooperations and awards as far as such features of achieve-

ment are not turned into standardized measure, which also have their own short-

comings. Interfering in this genuinely scientific process of quality assurance by way

of business-administrative monitoring according to the principal-agent model

would destroy the functionally required backdrop for the unfurling of progress in

knowledge instead of supporting it. This also includes the common practice of

decorating PowerPoint presentations for scientific lectures with an eye-catching

logo of the university where research and teaching is done. In the hallowed halls of

science not even this kind of advertising is appropriate, since it undermines the

scientific community whose strength is required when it comes to fueling genuinely

scientific quality assurance. We see here a growing conflict between the particular

interests of the university management and the universalistic ethos of the scientific

community, which is represented by the different specialist communities.
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3 Why Science Needs Freedom to Fail to Advance

Knowledge

After their master exams at the very latest, promising young scientists should be in a

position to unfold their own ideas in their Ph.D. thesis, present them to their

supervisors and acquire their Ph.D. degree. This applies even more for Habilitation

or working as an assistant professor. As early as during the Ph.D. stage it should be

clear to the scientists what they have to do to get ahead, since from the very

beginning, orientation to the relevant research literature and the publication of

their findings determine their work. This must be explored by the scientists them-

selves in early independence and supported by a well-meaning and curious but not
controlling environment. This is how established professors should work with their

young colleagues in order to be rewarded by very successful careers. We witness

today that the younger colleagues are no longer familiar with this practice and are

very frightened when they are unable to keep their young scientists on a short leash

by way of Ph.D. contracts. Apart from the comprehensive gearing to the production

of standardized peer reviewed journal articles, no farther reaching achievements of

this practice are recognizable, which follows the principle of replacing mutual trust

with contractual relationships. It is, however, crucial for a scientific career to ensure

that nobody will give any orders to a young scientist of 30 years or more as regards

the contents and way of his/her research and teaching. The only way of interfering

can be agreement or disagreement in a scientific discourse among equals. In

teaching bachelor or master courses, the crucial criterion is the students’ under-
standing or not understanding of the subject matter in study courses, and their

genuine feedback in the form of more or less successful achievements in written

and oral exams. These are the genuine scientific yardsticks of good teaching, and

not the satisfaction of customers in the standardized evaluation of study courses by

the central quality assurance body. Of course, this academic freedom also involves

dropouts, failures and withdrawal. However, orienting the entire system to avoiding

such negative results will restrict science’s potential to unfold, far too much to be

justified.

How scientific knowledge is narrowed down to an overly homogeneous and

one-sided perspective on reality by excessive quality control is demonstrated by the

history of economics and its devotion to neoclassical model-building (Hodgson

2001; Hodgson and Rothman 1999). The financial crisis of 2008 has led many

prominent economists to call for a return of economics from its splendid isolation

and to open the doors to other disciplines like anthropology, psychology and

sociology (Hodgson 2009). They see economics trapped in its model-building

without contact to other disciplines. Institutional economics, behavioral economics,

neuro-economics and most recently identity economics have paved the way for this

recognition of the need for more diversity and collaboration with other disciplines.

What is especially remarkable in our context is how much its dedication to quality

assurance has driven economics into its splendid isolation. Internal and external

controls have worked together in producing this splendid isolation. Striving for
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acknowledgement as a hard science that is good enough to be awarded the prize of

the Swedish Riksbank in memory of Alfred Nobel every year since 1969 has paved

the way for this development internally. In this way, scientific quality assurance has

put objectification far ahead of creativity emerging from diversity. A study on the

effects of the Research Assessment Exercise (RAE) and the work of the Quality

Assurance Agency (QAA) in Britain comes to the following conclusion: “As

suggested above, the RAE and the QAA combined with the anti-heterodox procliv-

ities of mainstream economists produced the dominance of mainstream economics

in British universities that is so visible today [. . .] Mainstream economists also used

the RAE [. . .] promoting only a single paradigmatic view and eliminating dissent-

ing voices.” (Lee 2007, p. 322; see also Lee et al. 2013). The peer reviewed journal

article has become the vehicle of guaranteeing quality though strikingly low inter-

rater reliabilities call the validity of this quality measure into question. The first step

toward external control was counting the impact of journals by dividing the number

of published articles by the number of citations. A further step was the use of such

measures for decisions in hiring committees for professorships. Turning impact

measures into rankings such as the ranking of economists and economics depart-

ments published by the Handelsblatt is the crucial step from internal to external

control making all simplifying and misleading effects of ruling by numbers (Porter

1995) a new reality that guides research and publication strategies of scientists.

The reign of the impact factor and its stratification of the world of publications

into A, B and C journals is largely responsible for the consolidation of economics as

a hard science, but also for its running into the dead end of pure model building with

little explanatory power when it comes to understanding and explaining the more

complex nature of reality. Objectification has grown at the expense of diversity and

creativity. This development has largely been driven by the superimposition of

external on internal control. External needs for metrification called for by quality

management have captured internal scientific quality assurance to lead economics

into the dead end of pure neoclassical model building. In the meantime, there has

been mounting critique of such negative effects of the impact factor’s reign

(Campbell 2008; Falagas and Vangelis 2008; Kurnis 2003; Seglen 1997; Vauclay

2012). It narrows down science to reproducing established paradigms and methods,

compels scientists from the beginning of their career to follow strategies of confir-

mation so that there is no chance of learning from failures, which is important for

scientific progress. It rewards conservative publication strategies, and it is mislead-

ing because it attributes a majority of articles high significance though their own

citation rate might be rather low, just because the high impact factor of the journal

in which they have been published—resulting only from a minority of highly cited

articles—serves as quality measure. The San Francisco Declaration (2012) wants to

ban the impact factor from the evaluation of scientific work. It has been signed by

many scientists all over the world. Leading scholars have published a widely

supported open letter to mobilize the scientific community against the Handelsblatt
ranking of management science (Kieser and Osterloh 2012). Nevertheless, the

seizure of internal scientific quality assurance by external quality management

will make it very hard to make this ban a reality. How much science needs freedom
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for diversity in order to advance knowledge, however, can still be learned from Paul

Feyerabend’s Against Method (1970/1993).

Conclusion
Added to the traditional structures prevailing at German universities, strategic

management forms a hybrid that binds progress in knowledge in a novel way.

The university rector as primus inter pares, who chairs appointment and

retention negotiations on behalf of the senate and the faculty, becomes a

president who exercises this right to a larger extent under his own guidance

and has to report to the university council. At the same time, the academic

bodies—senate and faculty council—have lost much of their decision-

making competence. In this way, standardized and simplifying external

evaluation tools provided by rankings become the crucial parameters of the

university management’s strategic management. In contrast, internal criteria

close to research and teaching and their diversity lose in significance. An

essential consequence of this implementation of strategic management at

German universities is a more comprehensive interference of the university

managements in the faculties and departments. This interference aims at

establishing large-scale research groups and acquiring third-party funds and

is pursued by target agreements and strategic appointments. This striving for

collaborative research goes hand in hand with the German universities’
oligarchic chair structure, which is still in stark contrast with the American

department structure. Hence, large part of research takes place under the

control of external evaluation and internal hierarchy. This will restrict the

representation and institutionalization of diversity on the level of professorial

positions. The entrepreneurial university’s strategic management breaks

down the chaos of research to calculable standard yardsticks. It cannot

tolerate the normal chaos of science. For strategic management there is no

space for failure. From its viewpoint it is unthinkable, for example, to see

only 10 out of 100 research projects succeed. To control this risk, the

entrepreneurial university subjects research to a seamless quality manage-

ment, which sweeps away even the last crumbs of academic freedom and any

leeway for creativity. Strategic management does not serve the progress in

knowledge, but the increase of ostensible success figures behind which

substantial losses are hidden. Scrutinized more closely, numbers of success

such as the growth of third-party funding turn out to be nothing but an illusion

serving to make the university management shine, which can thus justify its

top salaries that are meanwhile common practice in the USA.
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A Theory Exploring How Expert

Leaders Influence Performance in

Knowledge-Intensive Organizations

Amanda H. Goodall and Agnes Bäker

Abstract Leadership has been deemed, by some earlier scholars, to be less neces-

sary in organizations that are knowledge-intensive. It has been assumed that

because experts and professionals are driven largely by intrinsic motivation, extrin-

sic management and leadership factors are less important. We believe this assump-

tion is wrong. Leaders have been shown in recent studies to have a considerable

influence on organizational performance in universities, research institutes, hospi-

tals and in high-skill sports settings. What matters, we argue, is the kind of leader.

Experts and professionals need to be led by other experts and professionals, those

who have a deep understanding of and high ability in the core-business of their

organization. Our contribution will summarize the literature on the relationship

between expert leaders and organizational performance, and then we will present a

theory of expert leadership in a new model that outlines the possible transfer

processes through which expert leaders generate better organizational performance.

1 Introduction

In 1996 Google was created by two Stanford University Ph.D. students, Larry Page

and Sergey Brin, as part of their research. Although it has become a billion dollar

empire, Google continues to promote its scientific credibility. Almost all members

of the Google board hold at least one computer science or engineering undergrad-

uate degree, Master’s degree or Ph.D. There are two university presidents on the

board—Stanford’s John Hennessy and the former Princeton President Shirley

Tilghman, both of whom are eminent scholars; and proud mention is made by the
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founders of their links with the National Academy of Engineering and other

scientific bodies.

Putting scientists on corporate boards may seem counterintuitive to some;

similarly, the idea of leadership may appear anomalous to knowledge-workers

(Jung 2001). This is partially because of the assumption that knowledge workers

are somehow feline (e.g., Davies and Garrett 2010), and as cats cannot apparently

be herded, leadership of knowledge workers is, therefore, not possible.1 Because

experts and professionals are more likely to be driven by intrinsic motivation

(Amabile 1993), it has sometimes been assumed that management and leadership

practices are less important. This is not correct. Organizations of very different

kinds perform better when good management practices are in place (Bloom and

Van Reenen 2007; Bloom et al. 2010a; McCormack et al. 2014). Similarly, there is

evidence that knowledge-intensive organizations (hereafter KIOs) perform more

effectively under the right kind of leadership (e.g., Goodall 2009a, b). Although

management practices are important to performance outcomes, the evidence sug-

gests that organizational leaders should be more than managers; they should be

individuals who have a deep knowledge of the core-business2 activity of their

organizations, what we term ‘expert leaders’. For example, the core-business of a

research university is scholarship. Universities were found to have improved in

their performance if they were led, a number of years earlier, by presidents (vice

chancellors, rectors) with strong research records (Goodall 2006, 2009a, b). The

same finding exists at the academic department level. In a recent study assessing the

success of US economics departments over time, we found that departments

improved the most over a 15-year period if they were led by Chairs whose own

research was highly cited (Goodall et al. 2014). A relationship between the core-

business knowledge held by a leader and organizational success has been found in a

number of settings: basketball (Goodall et al. 2011), hospitals (Goodall 2011), and

Formula 1 Championships (Goodall and Pogrebna forthcoming). The suggestion

from these studies is that leader characteristics should align with the organizations

core-business activity.

The issue of expert leaders vs. leaders with a predominantly managerial back-

ground is germane because over the last few decades’, major firms have moved

away from hiring CEOs with technical expertise, towards selecting leaders who are

generalists (Frydman 2007; Bertrand 2009). An extreme example of a sector that

has gone over to manager-CEOs and away from technical experts is that of

healthcare. In the past, qualified doctors ran hospitals. In the United States

(US) today only 4 % of hospitals are led by medically trained doctors (Gunderman

and Kanter 2009). Similarly, in the United Kingdom (UK), most CEOs are now

professional managers (Goodall 2011). The evidence and supporting arguments

1 It is notable that despite popular belief cats are a social species and they adhere to hierarchies.
2 The core business is defined here as the primary or underlying activity; it is that which is

considered to be the most important or central endeavor in an organization, and it generates the

most attention and income.
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presented here suggest that the pendulum may have swung too far away from core-

business functions towards management functions in the selection of leaders in

many sectors.

In this chapter we will focus on leadership in KIOs. In Sect. 2 we summarize the

evidence in support of expert leaders and draw from research in other fields.

Section 3 elaborates on the concept of expert knowledge. In Sect. 4 we explore

why organizations headed by experts appear to perform better. That is, what are the

transmission channels through which expert leaders may generate better perfor-

mance? We try to explain these processes through a theory of expert leadership

(Goodall 2012; Goodall and Pogrebna forthcoming) presented here in a new

conceptual framework. Finally, in Sect. 5 we discuss the potential weaknesses

associated with expert leaders and Sect. 6 concludes.

2 Expert Leaders and Organizational Performance

To estimate leaders’ effects on organizational performance in an exact way within

real-world settings is known to be problematic (Antonakis et al. 2010; Blettner

et al. 2012). Nevertheless, there is a growing research literature that claims to have

captured leaders’ influence on performance. Much of the work attempts to separate

CEO effects from industry or firm effects to calculate the explanatory power of

leaders and their characteristics (e.g., Waldman and Yammarino 1999; Mumford,

Scott, Gaddis, and Strange 2002; Bertrand and Schoar 2003; Jones and Olken 2005;

Bennedsen et al. 2007; Mackey 2008).

In the context of KIOs, recent studies have shown that leaders can have a

positive effect on organizational performance (e.g., Goodall 2009a, b, 2014). In

these studies the key leader characteristic that is observed, and is associated with a

change in performance, is described as ‘expert knowledge’. Expert knowledge has
two components: industry experience and expert ability in the core business

activity. Expert knowledge is not viewed as a proxy for management ability or

leadership experience, both of which are always necessary as suggested above.

However, the earlier studies outlined above do not measure these factors. A key

suggestion is that expert knowledge about the core business should be viewed as a

first-order requirement when hiring panels appoint organizational leaders (Goodall

and Pogrebna forthcoming). Once this is established, other important factors can be

scrutinized as a secondary process; for example, the more subjective attributes like

style of leadership (transactional/transformational), personality (charisma/traits), or

the nature of their relationships (leader–member exchange). These secondary

factors are likely to be disparate. This expert leader proposition may be especially

important in KIOs, where work tasks are less structured and workers often need

greater autonomy to be creative (Amabile and Gryskiewicz 1989).

Employee creativity is known to be enhanced when supervisors themselves have

creative expertise. Mumford et al. (2002) summarize this research, drawn predom-

inantly from the psychology literature. They report that to lead creative individuals
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requires both “technical and creative problem-solving skills” since, as the authors

suggest, “they provide a basis for structuring an inherently ill-defined task and

because they provide the credibility needed to exercise influence” (2002, p. 712).

The earliest of these studies, Andrews and Farris (1967), examined scientists’
productivity. The ability of the supervisor as a scientist was the best predictor of

a researcher’s creative performance, when compared with other factors such moti-

vation, maintaining group relationships, and the amount of autonomy granted to

staff. These results were replicated in a similar study by Barnowe (1975).

A positive association between leaders’ expert knowledge and firm performance

has also been found in other KIOs. For example, in a study of US hospital CEOs,

Goodall (2011) found that hospitals led by medically trained doctors, as opposed to

professional managers, were more likely to be ranked higher in performance. In the

sports setting of US basketball, coaches who were former All-Stars players with

long playing careers were associated with the greatest winning success (Goodall

et al. 2011). In the competitive industry of Formula 1 Championships, the perfor-

mance of constructor teams (e.g., Ferrari, Mercedes, McLaren) were examined

across the whole history of the industry. Team principals who were former racing

drivers made the best leaders (Goodall and Pogrebna forthcoming). In these studies

between 8 and 15 % of organizational performance is explained by the expert

knowledge effect.

The research on expert leaders links to the literature on CEO origin, that attempts

to identify a link between firm performance, among other outcomes, and whether a

CEO has been hired from outside a firm or sector, or promoted from within (see

Kesner and Dalton 1994; Shen and Cannella 2002; Wiersema 1995; Zajac 1990;

Karaevli 2007; Zhang and Rajagopalan 2004, 2010) and therefore possesses expert

knowledge. The evidence, that is ambiguous, in general reveals that insider and

outsider CEOs bring different perspectives that may prove beneficial under differ-

ent conditions; these are dependent upon, for example, pre or post-succession, firm

performance during periods of environmental munificence or turbulence, the level

of strategic change that is introduced, and so on (Harris and Helfat 1997; Karaevli

2007; Zhang and Rajagopalan 2010).

What can be observed is that outsider CEO hires have risen since the early 1990s

(Lucier et al. 2003). A study on CEO succession in the world’s largest 2,500 public
companies revealed that in 2011 22 % of new CEOs came from outside their

organization, compared to 14 % in 2007 (Booz & Co 2011). This study also showed

that insider CEOs tend to stay for longer and leave their companies with higher

shareholder returns, supporting our proposition that expert knowledge contributes

positively to leadership performance.
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3 Expert Knowledge in the Core-Business

What is meant by expert knowledge? There are over 4,000 academic articles that

mention the term ‘expert knowledge’ in the disciplines of computer science,

ecology and environmental science, engineering, medicine, psychology and soci-

ology. In the social sciences the term tends to be linked to experts; those who have

acquired a focused knowledge and expertise such that it affects how they perceive

the world (see Ericsson et al. 2006). Experts differ from non-experts in a number of

ways: knowledge is represented and bundled differently, they tend to think more

holistically about problems (Bradley et al. 2006), and experts are more likely than

novices to use abstract concepts to solve problems (Sembugamoorthy and

Chandresekaren 1986).

Expert knowledge is acquired through a combination of technical education,

domain-specific knowledge, practice and experience (Chase and Simon 1973; de

Groot 1978); it combines explicit and tacit knowledge (Nonaka and Takeuchi 1995)

and it might also be thought of as a deep understanding that aids intuitive decision-

making, akin to wisdom (Tichy and Bennis 2007). We suggest that when a leader

has expert knowledge in the core-business it influences decision-making through a

process of ‘expertise-based intuition’ (Salas et al. 2010), an idea that combines the

work on intuition and decision-making (e.g., Tversky and Kahneman 1981; Burke

and Miller 1999; Lowenstein 2000; Gigerenzer 2007) with the literature on exper-

tise (Ericsson et al. 2006). Salas et al. (2010) argue that it is intuition informed by

expertise that leads to effective intuitive decision making. Performance is attained

through mechanisms of expert decision-making derived from domain-knowledge,

experience and practice (Ericsson et al. 1993; Salas et al. 2010).

As suggested above, our interpretation of expert knowledge is that it is tied to the

core business of the organization through two mechanisms: the first is expert ability

in the core business activity. This can be explained by an example from earlier

studies of university leadership and organizational performance (Goodall 2006,

2009a, b). In some UK universities it has been possible for non-research focused

academics to go into senior leadership positions (e.g., vice chancellors); these heads

may include academics who dropped out of research completely at an early stage in

their career, or those who maintain minimal research output. The evidence shows

that university presidents who follow this kind of career trajectory are associated

with reduced organizational performance, compared with presidents who were

instead among the best researchers (Goodall 2006, 2009a, b). Thus, better

researchers go on to make better university presidents.

The second factor we suggest that contributes to expert knowledge is industry

experience, which accounts for the amount of time a head or supervisor has worked

in an industry. This idea links directly with the research on CEO origin, outlined

above, and to a new study showing that supervisor’s competence is the single

strongest predictor of workers’ well-being (Artz et al. 2014). The authors examine

data from three different sources. In a cross-section of 1,600 British workers,

satisfaction levels are shown to be higher among individuals whose supervisor
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could if necessary step in competently to do their job; and in pooled cross-sections

totaling 27,000 individuals, workers’ job satisfaction is found to be highly corre-

lated with the perceived competence of supervisors. Finally, in a cross-section of

6,000 young U.S. workers, the job satisfaction of employees is found to be

positively associated with whether the supervisor worked his or her way up within

the company, or started the company (Artz et al. 2014). Supervisor competence and

industry experience are shown to be associated with workers’ job satisfaction; this

is important because happier workers also make more productive workers (Edmans

2012; Oswald et al. forthcoming).

Arguably, industry experience is valuable, but not in isolation. For example, it

might be claimed that managers in hospitals have a great deal of knowledge about

healthcare administration, finance and health policy because they have worked in

the sector for many years. However, professional managers do not have expert

knowledge in the core-business of hospitals which is the practice of medicine; only

clinically-trained medics have this.

4 How do Expert Leaders Positively Influence

Organizations?

Mumford et al. (2002) review the psychology literature to partially answer the

question: why does a leader’s technical expertise matter to the performance of their

creative subordinates? They report, first, that the evaluation of creative people and

their ideas can only be done by individuals who share their competencies; in short,

it takes one to know one (or competently assess one). Second, leaders who share the

same creative and technical perspective and motivation as their followers can

communicate more clearly; finally, in relation to performance, they can better

articulate the needs and goals of the organization. We build on these ideas to try

and address the question: how do expert leaders influence organizational perfor-

mance? In our conceptual framework in Fig. 1, we suggest there are two main

channels through which expert leaders, in contrast to manager leaders, have a

positive impact on performance. First, experts diverge in their decisions and actions
from professional managers; and second, their expertise serves as a signal to

insiders and outsiders—always holding constant management and leadership

experience.

Next we summarize our model of expert leadership.

4.1 Expert Leaders

Expert knowledge, we argue, should be viewed as a first-order requirement, after

controlling for management skills and leadership experience which are factors
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required by all senior executives. Expert knowledge of the core-business is not a

substitute for management skills and leadership experience. All leaders must be

competent in these areas. Consequently, not all experts will make good managers

and leaders.

Proposition 1 Expert knowledge is not a proxy for management skills and lead-

ership experience, both are necessary prerequisites.

4.2 Decisions and Actions

Leaders are involved in multiple decisions and actions. To explain performance

differences between expert leaders and manager leaders, we focus on those deci-

sions and actions where the two types of leaders might reasonably differ. These are:

(1) making knowledge-based strategic decisions, (2) creating a suitable work

environment and providing adequate goals, and informed evaluation to core

workers, and (3) hiring behavior.

4.2.1 Knowledge-Based Strategy

A knowledge-based strategy is that which combines a leader’s expert knowledge of
the core business with the strategic direction of their organization. We propose this

happens in two ways: first, experts make better strategic choices compared with

Fig. 1 Model of expert leadership: conceptual framework

A Theory Exploring How Expert Leaders Influence Performance in Knowledge. . . 55



manager leaders because their preferences align with what is best for the organiza-

tion; second, expert leaders are intrinsically motivated by the core-business activity,

which we believe makes it more likely that experts will adopt the long view.

To become a successful expert, whether in architecture or engineering, an

individual will normally focus intensely on their subject and sector for a number

of years, thereby amassing a deep knowledge base. This is often referred to in the

literature as domain knowledge; that which has been acquired through education,

training, and experience within a particular context. Aligning a leader’s own career
preferences and priorities with the requirements of the core business will, we argue,

shape decision-making and organizational strategy. An example can be found in

Barker and Mueller (2002), who show that research and development (R&D)

spending is significantly increased in firms where CEOs have advanced science-

related degrees (Barker and Mueller 2002; see also Narayanan 2001).

This proposition connects with Hambrick and Mason’s (1984) Upper Echelons
(UE) theory (see Carpenter et al. 2004 for a review). UE theory argues that top

managers make strategic choices that are reflections of their own values and

cognitions. Members of the top management team will be influenced in their

decision-making by individual and group demographic factors (such as age, edu-

cation, functional track, top management team heterogeneity). UE theory focuses

on the top management team (TMT) demographics, whereas we concentrate on

CEO characteristics or generally any leaders characteristics.

Because of the extensive time and effort necessary to develop expertise to a high

level, experts are more often self-motivated—driven by intrinsically motivated

curiosity—rather than by purely extrinsic factors, such as money (Amabile 1993,

1996). Intrinsic motivation is defined as ‘the drive to do something for the sheer

enjoyment, interest, and personal challenge of the task itself (rather than solely for

some external goal)’ (Hennessey and Amabile 2010, p. 581). We suggest that

leaders who are intrinsically motivated by the core-business may be more likely

to adopt strategic choices that follow a long view with regards income and profit

generation. In contrast, it is the adoption of a short view—or short-termism

(Laverty 1996; Palley 1997; Marginson and McAulay 2008)—that is often linked

by scholars (Nesbitt 2009; Dallas 2011) and commentators (e.g., Matthew Bishop

in The Economist, Nov 13, 2009) to the financial crisis of 2008. CEO short-

termism, demonstrated, for example, in the length of CEO decision horizon, is

linked to a preference for investments with faster paybacks, which may be to the

detriment of long-term value creation (Antia et al. 2010). Instead, we suggest that a

long term strategy as adopted by expert leaders may increase organizational

performance.

Proposition 2 Expert leaders implement more profitable organizational strategies

than manager leaders.
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4.2.2 Work Environment, Goal Setting and Evaluation of Core

Workers

Expert leaders might be described as being the first among equals because they

originated from the core workers. Having been ‘one of them’, expert leaders

understand the culture and value system of core workers, and also their incentives

and motivations. We argue that expert leaders are, therefore, more likely to create

the right conditions for core workers, compared with leaders who are non-experts

(e.g., those who ceased working in the core-business activity early in their careers,

or are professional managers). As work environments are known to be important to

employees’ creativity and to their creative performance (Shalley 1991, 1995;

Oldham and Cummings 1996), we argue that expert leaders will increase the

performance of KIOs by creating the right work environment for the core workers.

When the work environment complements the creative requirements of the job,

individuals report higher job satisfaction and lower intentions to quit (Shalley

et al. 2000), increasing organizational performance. The best core workers are

expensive because they are in demand. Thus, if key employees are to be held

onto, KIOs must offer competitive incentives and a fertile work environment.

How can leaders create the right work environment for knowledge workers?

Suggestions from the literature on the role of supervisors in promoting creativity

include: support and encouragement, effective communication, appraisal, and

mentoring, and ensuring that appropriate human resource practices are in place

(Drazin et al. 1999; Mumford 2000; Mumford et al. 2002; Oldham and Cummings

1996; Shalley et al. 2000; Tierney et al. 1999; Tierney 2008). Following Mumford

et al. (2002) but applying their reasoning not only to creative industries, we argue

that expert leaders are better placed to evaluate the ideas of their core workers and

offer constructive feedback, because they have the same technical expertise as

those being appraised (Mumford et al. 2000; Basadur et al. 2000). An important

aspect with respect to the specific context of KIOs, is that these kinds of organiza-

tions require risk-taking insofar as new ideas often stem from unknown phenomena.

Failure must therefore be tolerated (Watkins and Marsick 1993); expert leaders who

originated from the core workers may be more likely to accept and tolerate failure

and to live with the ambiguity of the context (Alvesson 1993). A key reason why

managerial processes have been so widely introduced in various settings may be

because managers do not understand how to assess, monitor or feedback to knowl-

edge workers. If managers do not share expert knowledge with core workers then

arguably trust will also be absent. A lack of trust may lead to the introduction of

overly cumbersome management systems, and inappropriate assessment may create

a counterproductive climate, leaving employees feeling unfairly treated and

demotivated.

Tying in with evaluation and feedback is the setting of goals, as a prerequisite for

appraising performance. To increase motivation, goals should be set in such a way

that they are neither too low, nor too high (Locke et al. 1981). However, it may be

hard for non-experts to establish the right balance, because they do not understand
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the complexity of key tasks and projects. Whereas experts, who understand the

competencies and abilities of their employees, are more likely to set goals that are

both attainable and challenging (Mumford et al. 2002). Indeed, if a firm wants to be

among the best in its field, then, we argue, the board should hire a leader who is

already one of the best in that same field. As it is the leader’s responsibility to

establish the quality threshold in an organization, if an outstanding expert is hired as

leader, the bar is automatically raised. Also, importantly, it may be easier for a

leader to be an effective quality enforcer if she or he has first met the standard that is

to be imposed (i.e. the standard bearer should first bear the standard).

Evaluating the performance of core worker, setting appropriate goals and giving

constructive feedback are important factors for a productive work environment.

Autonomy is also important for knowledge workers (Bucher and Stelling 1969;

Robertson and Hammersley 2000; Robertson and Swan 2003). Work environments

that are found to be managed by supervisors who are supportive and not overly

controlling foster creativity (Oldham and Cummings 1996). Expert leaders under-

stand the conditions that are required because, as suggested above, they have direct

knowledge of the field and understand the culture and value system of core workers,

their incentives and motivations. Thus, they will likely trust their employees with

greater autonomy. In contrast, to compensate for their lack of core-business knowl-

edge, a non-expert or a professional manager may be more likely to use managerial

processes that they (as managers) have learned through training, and also from their

own experience of being supervised by other managers.

Proposition 3 Expert leaders create a more appropriate work environment for core

workers than manager leaders.

4.2.3 Standard Bearers in Hiring Choices

Most CEOs and HR directors would likely agree that hiring the best people is

central to the success of any organization. Individuals who have excelled in their

field of expertise (top scientists, surgeons, etc.) might be expected to hire others

who are also outstanding in their field. If higher quality core workers are employed,

this is likely to lead to improved organizational performance. Homophily in hiring

and promotion happens when recruiters seek to ‘reproduce themselves in their own

image’ (Kanter 1977). That people select others who are like themselves is a form

of assortative matching (Becker 1973). We suggest that an outstanding expert may

be more likely to recognize other similar talent, and be willing to hire someone who

is more able than they are. For example, in a school setting, the undergraduate

backgrounds of principals’ (school heads) are found to correlate with the academic

undergraduate backgrounds of the teachers a head hires. Principals who attended

more selective universities are more likely to hire teachers who have stronger

academic backgrounds, which is shown to produce better student outcomes

(Baker and Cooper 2005).
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It has been suggested that people find it hard to hire others who are better than

themselves.3 Sometimes, negative self-feelings can be traced directly to, and are

antecedents of, processes of social comparison (Festinger 1954). Job satisfaction

and happiness have been shown to be related to how the self compares with similar

others (Stiles and Kaplan 2004; Clark and Oswald 1996; Luttmer 2005).

Proposition 4 Expert leaders hire better employees than manager leaders.

4.3 Expertise as a Signal

We have argued that expert leaders make different decisions and take different

actions compared with manager leaders. But they may also signal different mes-

sages about themselves and their organizations to their own workers and to

outsiders.

4.3.1 Signals Credibility

Expert leaders may appear credible and command more respect because of their

proven track record in the core-business activity. The idea that credibility legiti-

mizes leaders’ authority is well documented in the literature (e.g., Bass 1985;

Bennis and Nanus 1985; Kouzes and Posner 2003). This approach focuses on the

social interactions between leaders and their followers. We suggest that expert

leaders are viewed as credible because they have ‘walked-the-walk’ to a high

standard. It also signals that a head understands the culture and value system,

incentives and priorities of those being led. A manager leader might have equal

levels of executive power, but expert leaders are likely to have both power and

influence particularly among the core workers. Although credibility can be acquired

because of expert knowledge, arguably, in the long run, it must be maintained

through good performance. This is why in the conceptual framework in Fig. 1 we

show that the decisions and actions of a leader flow towards credibility. As workers

are able to observe the decisions and actions of their leader as well as the conse-

quences of those decisions and actions, the importance of expertise for creating

credibility may be reduced over time.

3 This is captured in a statement attributed to André Weil, a French mathematician from the

mid-twentieth century, in his ‘Weil’s Law of university hiring’: ‘First rate people hire other first

rate people. Second rate people hire third rate people. Third rate people hire fifth rate people.’
Likewise, the American writer Leo Rosten is cited as having said, ‘First-rate people hire first-rate
people; second-rate people hire third-rate people.’ In interviews with university presidents (Goo-

dall 2009a), a number of heads commented on the need to put the most outstanding scholars on

hiring panels to ensure that the best academics are hired.
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Proposition 5 Because expert leaders are more credible than manager leaders,

they are more willingly followed by core workers.

4.3.2 Signals Work Conditions

The credibility of a CEO or president may send an important signal to the firm’s
current employees; it also signals information to potential employees who may be

at an informational disadvantage with respect to organizational characteristics like,

for example, the work environment. If the firm is headed by an expert leader this

might suggest to potential core employees that an appropriate work environment

exists (for reasons explained earlier). Signaling that an optimal work environment

exists in an organization may expand the applicant pool of potential outstanding

core workers and thereby increase performance.

Proposition 6 Expert leaders attract better potential employees than manager

leaders.

4.3.3 Signals Strategic Priorities

Finally, hiring an outstanding expert leader may also signal credibility to a wider

audience. For example, an organization’s board may choose to hire a noted expert

or specialist to send out a signal about strategic priorities to employees, and also to

external stakeholders such as shareholders, customers, suppliers, the media, and

donors.

Proposition 7 Expert leaders appear in a more positive light for external stake-

holders than manager leaders.

5 Discussion: The Potential Vulnerabilities of Expert

Leaders

We have so far presented a positive view of expert leaders and explained how

organizational performance may be enhanced (see Fig. 1). However, it is also

important to consider the potential shortcomings associated with the individual

characteristics of specialists. We have identified four possible drawbacks associated

with expert leaders in knowledge intensive settings which are outlined below.4

4 These are the most common critiques raised by those attending presentations of this work and

also in media interviews.
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(1) Experts may have an overly narrow perspective. Being intrinsically motivated,

to the extent that experts are, will likely require shutting out the world for some

years lest it distracts from the goal in hand. This intense focus may have a

detrimental effect on other areas of personal development. It might also stifle

original thinking or lead to ‘groupthink’ (Janis 1971). In the case of a hospital, a
critic might suggest that an expert surgeon may be less able to make judgments

about other fields, like acute care or preventative medicine, and, therefore, a

generalist or lay person may be better placed to weigh up competing arguments.

This, we believe is incorrect. Arguably, a general manager may also have a

contracted perspective if, for example, he or she has come from a finance

background or marketing. Another often heard suggestion is that managers

and administrators make it possible for core workers to have more time to focus

on their own priorities, for example, patient care. This is an ideal scenario;

however, the opposite situation may happen if administrators design manage-

rial systems without consideration about how these processes will affect core

workers. Universities and hospitals are places where these types of complaints

are common place. Finally, a discrepancy may also arise in performance

management and assessment, especially in the provision of complex services,

such as healthcare or education. The priorities of an expert will likely differ

from those of a manager.

(2) There is a risk that professional rivalries may occur between an expert leader

and other experts. This is often perceived to be a potential problem in univer-

sities, because of fears that disciplinary favoritism might distort organizational

priorities (e.g., the London School of Economics never hire’s internal faculty
members to become Director for this reason). We reject this criticism because it

is unclear why prospective rivalries would be any more likely in KIOs than in

other kinds. In universities among other settings, there has been a preference

(bearing on the extreme) to hire external candidates into leadership roles. It is

unclear how this pattern emerged, however it is likely to have been introduced

by head-hunters who cannot charge clients for internal candidates. Hiring only

externals may have its benefits, insofar as it brings in new blood and possibly

new and better practices; but it is also likely to change the culture of an

organization, and, importantly, it fails to recognize the potential of internal

candidates and capitalize on their loyalty to the institution.

(3) Industries often decline in prominence because of outdated norms and opera-

tions, which may require an injection of new blood and new systems from

outside (Spender 1989). In the UK public sector, and more generally around the

world, a New Public Management (Hood 1991) led to a revolution in the

delivery of public services. Professional managers may have assumed greater

powers in organizations because of the recognition that modern management

practices contribute towards successful performance (Bloom and Van Reenen

2007). Experts and professionals may have been less inclined to adopt innova-

tive managerial applications. This could in part be explained by the generic

style of management training offered. Experts and professionals tend to be

reluctant leaders and managers. But if an appropriate form of training were
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made available (e.g., bite-sized portions, the right incentives, use of common

language with reduced jargon), take-up may be enhanced. We have promoted

the idea that being a successful manager alone is not a sufficient condition for

effective leadership; but, correspondingly, we have also argued that experts

must also be excellent managers if they are to take on leadership positions.

(4) Finally, the success that experts accrue in one field, may imbue them with the

belief that success is as likely in all fields they later engage with, thus inducing

hubris. There is a tendency for successful people (both experts and non-experts)

to attribute their ascent to their own brilliant talent—as predicted by social

psychology’s attribution theory (Heider 1958). For example, a successful

surgeon praised for his or her technical skills, more adored because of saving

lives, might over-attribute to their own talent. Success, arguably, comes also

from luck, networking and providence. It has been suggested that leaders need

empathy if they are to be effective (Maccoby 2000; Kelletta et al. 2006).

Intrinsic motivation combined with self-motivation may weaken the specialist’s
ability to place themselves in others’ shoes.

Conclusion

Those hiring senior leaders in knowledge intensive settings, from hospitals to

technology firms, may be inclined to appoint CEOs who are talented man-

agers but have little or no expertise in the core business of the organization.

The arguments laid out in this chapter suggest that this is a mistake. KIOs

should, according to the evidence, look for leaders who have expert knowl-

edge (those who understand the core-business, and are competent in the

organization’s core activity). In this chapter we present a model of expert

leadership that builds on previous conceptual literatures and evidence. The

framework in Fig. 1 suggests that organizations will perform more effectively

when led by expert leaders, as compared to capable general managers.

Given our promotion of expert leadership, this paper is implicitly critical

of the empirically-documented rise of the professional manager and general-

ist CEO. Whilst acknowledging possible vulnerabilities, we argue that expert

leaders can be expected to improve organizational performance through both

their actions and decisions, and also the signals they convey. Specifically, we

propose several mechanisms through which expert leaders might improve

firm performance: by implementing a knowledge-based strategy; by creating

an attractive environment for core workers, and appropriate goal setting and

evaluation; by hiring the best workers; and finally, by signaling credibility to

current and potential employees and other important stakeholders.

We argue that these mechanisms might be especially relevant in

knowledge-intensive settings, where: (1) The relevance of organizational

strategy for staying competitive might be especially strong (knowledge-
based strategy); (2) Workers effort cannot be easily measured and therefore

(continued)

62 A.H. Goodall and A. Bäker



requires appropriate or technical appraisal (evaluation); (3) Failure needs to

be tolerated by managers in experimental settings such as KIOs (work
environment); (4) Knowledge-workers can be among the most expensive to

retain, therefore requiring the right incentive structures and work environ-

ment (work environment); and (5) Performance is more closely tied to

employees’ ability (hiring).
The theoretical framework in Fig. 1 raises propositions in the form of

transfer mechanisms to be tested in new research.5 Furthermore, the theory of

expert leadership outlined here draws from studies of organizations that are

either knowledge-intensive (e.g., research groups, academic departments,

universities, hospitals) or high-skill (e.g., basketball teams and Formula

1 Championships). These settings have been examined partly because mea-

suring productivity is relatively uncomplicated; for example, it is possible to

apportion research outputs and citations to individuals, groups and institu-

tions. Similarly, hospitals are publicly ranked according to quality measures,

and so on. However, the question of how the expert leader proposition will

fare in other kinds of settings—the boundary conditions of our theory—will

need to be established empirically in future research.
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Incentives and Power: An Organizational
Perspective

Otto Hüther and Georg Krücken

Abstract Over the last years new incentives for professors were introduced into

the German university system in order to strengthen the external motivation and the

productivity of professors. At the same time a critical reflection has begun, in which

the effects on internal motivation and deficiencies concerning the measurement and

the overall effects on the science and higher education system were discussed. In

addition to these criticisms, we will argue from an organizational perspective. From

that perspective, incentives are a central aspect of power in organizations. This

allows us to put incentives in a broader perspective, in which also other forms of

power in higher education organizations come into light. Such forms are the power

over resources, careers, and, ultimately, membership. The article argues that due to

the specificities of the German university system and its organizations, the nexus

between power and incentives is rather weak as compared to other systems.

However, such a structure is not per se problematic. It generates a specific set of

advantages and disadvantages with regard to the missions of universities in a

knowledge society and some critical side-effects of a strong nexus between

power and incentives can thus be avoided.

1 Introduction

In the past decades, higher education in Europe has undergone significant reforms

(Paradeise et al. 2009; de Boer et al. 2007b; Krücken et al. 2013). Many of the

changes made pertain to the governance of higher education, the expansion of

organizational management capacities, the courses offered and modes of financing.

In addition to targeting organizational and structural aspects of higher education,

the reforms are also laid out to affect the motivational structures of academic staff.

In this regard, strategies involving new incentive structures linked to performance

have been introduced. Attempts to set incentives in the form of remuneration and
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resource allocation amongst professors are particularly pertinent. While tradition-

ally in science studies, recognition from academic peers was considered the most

relevant incentive for researchers as part of an intrinsic motivational framework

(Hagstrom 1965; Luhmann 1992; Merton 1973), current reforms aim to introduce

more extrinsic motivational structures. These reforms are therefore at least implic-

itly accompanied by the suspicion that academics have been deliberately

underperforming and aim to mobilize productivity reserves in universities.1

The reforms are somewhat controversial. It has been postulated that an increased

emphasis on external incentives is likely to undermine academics’ intrinsic moti-

vation. Such effects are widely discussed in the crowding out theory of motivation

(e.g., Frey and Oberholzer-Gee 1997; Osterloh and Frey 2000). Other researchers

point out that measuring academic performance is generally highly problematic

with possibly unforeseeable effects on the academic system as a whole (e.g.,

Maasen and Weingart 2006; MacRoberts and MacRoberts 1996; Martin and

Whitley 2010; Osterloh and Frey 2009; Espeland and Sauder 2007). The academic

system could be affected if academics increasingly set out to tailor their projects

around the new performance criteria (e.g., Osterloh 2012). According to critics, this

could lead to a mainstream research culture (Münch 2006; Lee 2007) built around

determining the smallest possible unit of content fit for publication (Butler 2003).

In the literature, the effects of monetary and non-monetary incentives are mainly

considered in regard to effects at the level of the individual researcher, research

groups and/or to the academic system as a whole (e.g., Stern 2004; Jansen

et al. 2007; Heinze et al. 2009; Bruneau and Savage 2002; Partha and David

1994; Sutton 1984; Merton 1973; Hagstrom 1965). The effects at the internal

organizational level of formal scientific organizations are hardly analyzed.

Among other reasons, this is surprising because a great deal of monetary incentives

and resource allocation takes place within the organization ‘university’. Effects on
the organization are therefore to be expected. If the analysis of incentives focuses

on the internal organizational level, then the incentives are part of the power

structure of the organization. In this case, the organization positively sanctions

desired behavior. The capacity to enact positive sanctions comprises only one

aspect of an organization’s power structure; the potential to enact negative sanc-

tions makes up the other side of the coin. The aim of this paper is to place the effects

of newly enacted incentive structure reforms in relation to the power structures in

German universities. Our organizational perspective is of particularly relevance

because most of the recent reforms with regard to the scientific system in Germany

are indeed organizational reforms of universities (Hüther 2010). Research on

organizational change indicates that the success of such reforms strongly depends

on the power structure within the organizations (e.g., Royston and Hinings 1996;

Hannan and Freeman 1984; Cyert and March 1963). Therefore, the capacity of

changing the German scientific system and the internal power structure of

1 The discussion shares many parallels with that currently underway in regard to the public sector

as a whole (Frey et al. 2013).
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universities are heavily intertwined. Furthermore, our perspective relates the dis-

cussion of incentives in the social system of science to a central issue in organiza-

tional research: the issue of power in organizations.

Generally, it can be said that in comparison to universities in other countries,

German universities traditionally exercised hardly any power over their operational

core, the academic staff (Paradeise et al. 2009; Hüther and Krücken 2013). Conse-

quently, academics could hardly be obligated to adhere to organizational goals.

Before giving evidence of the increasing importance of organizational goals, one

should stress that for a long time the traditional power structure was seen as an

advantage of the German system as compared to other national system, in particular

at the end of the nineteenth and the beginning of the twentieth century, when the

success of German academia had been recognized world-wide (Ben-David 1971;

Flexner 1930). One could argue that the high autonomy of professors and their

major orientation towards the scientific community instead of their formal univer-

sity setting better suits creative research and, ultimately, scientific progress as

compared to planning via organizational goals (Partha and David 1994; Krücken

2008). However, for at least three reasons a stronger role for the university as an

organization vis-à-vis its professorial members can be witnessed since the mid

1990s.

First, with the expansion of higher education the teaching function of universi-

ties is becoming of ever-increasing importance. Currently, a bit more than 50 % of

the relevant age cohort study at German higher education institutions (BMBF

2014). In this, a global trend towards the massification of higher education is

expressed (Trow 2010; Schofer and Meyer 2005). Organizational goals and struc-

tures are of paramount importance in the realm of teaching, while the research

function of universities is based on research networks and scientific communities,

and to a far lesser extend it is bound to the university as an organization.

Second, one can see that the goals of universities have been multiplied over time

(Schimank 2001). While the traditional missions of universities consist in teaching

and research, in addition to these two missions universities are currently expected to

promote the direct transfer of knowledge and technology (Krücken 2003), to

integrate women, people from lower social classes and migrants (Shils 1991) and

to offer continuing education (Wilkesmann 2010).

Third, as Brunsson and Sahlin-Andersson (2000) claim, there has been a trend

since the 1980s towards constructing public sector organizations as complete

organizations with identity, hierarchy and rationality. The organizational form of

the arena, in contrast, is losing ground. The traditional German university is

prototypical for this organizational form, in which „members perform their tasks

relatively free from control by the local leadership. Instead, they (. . .) are controlled
by, external parties“(Brunsson and Sahlin-Andersson 2000, p. 734). Arenas can be

regarded as highly functional, for example, in the field of knowledge production.

Nevertheless, they are losing legitimacy in their broader socio-political environ-

ments. Therefore, the organizational form of what Brunsson and Sahlin-Andersson

(2000) call ‘complete organization’ is gaining importance among universities

(Krücken and Meier 2006; de Boer et al. 2007a), health care organizations (Preston
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1992; Reay and Hinings 2005; Bode 2010) and public organizations as such (Pollitt

and Bouckaert 2004).

The three reasons have led to question the adequacy of the German university

model as one cannot simply assume that university professors are intrinsically

motivated to pursue teaching in an era of mass education as well as additional

organizational goals, which both are in open conflict with the research function of

universities. While the functionality of a relatively weak organizational power

structure within universities has proven its fruitfulness for research as individual

researchers are internally motivated to carry out this task, it is doubtful whether

such a power structure is adequate for the pursuit of mass education and additional

organizational goals. In addition, the legitimacy of the arena model, which under-

lies the traditional German university, has been questioned in a variety of organi-

zational sectors.

One possible reaction to the processes described above is to establish stronger

linkages between university professors and the organization and, thereby, changing

the power structures within universities. We assume that exactly this happened by

the introduction of performance-related pay and restricted resource allocation. The

rationale is based on the assumption that such new incentive structures enable the

organization to create the motivation to further their multiple and in part new

organizational goals. The reforms can also be interpreted as one aspect of the

transformation of universities into ‘complete organizations’. In addition to the

classical steering bodies of the higher education system—the state on the one

hand and academic self-organization on the other—the organization and its lead-

ership are now assuming additional steering functions (Krücken and Meier 2006).

However, significant limitations are also clearly visible, which we will discuss in

this paper.

To illustrate the changes to the power structures in Germany, the article focuses

on three central formal power structures in organizations: the promotion or hin-

drance of careers within the organization (personnel power), the possibility of

exclusion from the organization (organizational power) and the provision of

resources to and remuneration of individuals (resource power).2 In the following,

these power structures will be analyzed not so much in terms of their coercive

nature, but in terms of their potential to create motivation for desired behavior. It is,

however, necessary to define what we mean by organizational power within the

framework of this article before we concentrate on the various power structures.

2 For more details on these three power structures in German higher education institutions see

Hüther and Krücken (2011, 2013).
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2 Power in Organizations

Power is one of the fundamental and central concepts in organizational research.

There is, however, no scientific consensus on how power should be defined or

which methods should be used to examine power phenomena in organizations

(Diefenbach et al. 2009). Whereas classic texts on organizational research focus

more strongly on formal power (Blau and Scott 1969; Mayntz 1968; Luhmann

1964; Etzioni 1964), within the last two decades the focus has shifted towards

informal power, self-disciplining and legitimation of power (Clegg et al. 2006,

pp. 290–319; Diefenbach and Sillince 2011; Kärreman and Alvesson 2004; Brown

and Lewis 2011). There is no doubt that these recent developments in the analysis

of power in organizations are highly relevant. Nonetheless, in the following we will

use a more traditional understanding of power with a strong focus on formal power.

We do this because our interest is the motivational effect of power in universities.

Since there is hardly any research available in this area we use formal power

structures as a starting point.

Our definition of power is as follows: in a social relationship, power exists when

it is mutually assumed that one actor has control or influence over something the

other actor desires. The base and the degree of power are therefore determined by

the desires of the subordinate and the importance of the desire (Emerson 1962). As

Scott noted: “The power of superordinates is based on their ability and willingness

to sanction others—to provide or withhold rewards and penalties (. . .) what con-
stitutes a reward or a penalty is ultimately determined by the goals and values of the

subordinates in the relation” (Scott 1981, p. 276). In organizations such as univer-

sities we can find many power relations based on many desires. Nevertheless,

important parts of the power relations in organizations are typically attached to

formal positions and the ability to sanction subordinates. Usually a superordinate

decides over who can remain within an organization and therefore has organiza-

tional power. A superordinate also decides over careers or can at least exert

considerable influence through his or her assessments of the subordinates’ perfor-
mance. Furthermore, in most cases a superordinate decides over resource allocation

and performance-related pay. In the following we will use the example of German

universities to examine whether the university as an organization really has the

sources of power to decide about who stays in the organization and may pursue a

career, and the allocation of resources and performance-related pay.

2.1 Personnel Power

In numerous organizations the actions of members are among other things

influenced by the fact that their superordinates can affect their careers within the

organization. Members are therefore motivated by the prospect of having a career

(Luhmann 1980). German universities cannot apply this motivational instrument
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that Luhmann (1980) called Personalmacht (personnel power) to most of the

academics working within their structures.

First of all, it is important to consider the career tracks of German academics. It

is striking that after a professorship3 has been attained, no further career steps

within the German academic system are intended. There is, however, a distinction

between professorships (C2 to C4 or W2 to W34). The C4 or W3 professorships

come with a higher salary and more resources. But the organizations cannot exploit

these differences for motivational purposes because moving from a lower into a

higher professorship within one university is usually impossible. This is due to the

German Hausberufungsverbot. The Hausberufungsverbot is a traditional part of the
German academic system and means that members of the university issuing the call

usually may not or should not be considered for the open position. On the one hand,

this ban is backed by law, although exceptions are possible. On the other hand it is

enforced by informal norms provided by the shared convictions of the professors

who view it as a legitimate means to prevent patronage. The combination of formal

and informal rules means that in practice to accept a call or to move into a higher

graded professorship means to change university. In other words, the market for

professorships in Germany is an external labor market (Musselin 2005).

This has consequences. Although the desire to have a career within the academic

system is an important source of motivation for academics, decisions about careers

are not made within their particular work organization. In the German case, this

means that the organization is not able to motivate its academics to pursue those of

its goals that do not coincide with those of the academic system. Career prospects

can hardly be utilized to motivate professors to excel at teaching or fully engage in

academic self-administration. The German Hausberufungsverbot leads to career

prospects and ambitions being channeled into motivation for research and reputa-

tion building, which are the overarching criteria for a successful career in the

academic system. In addition, research is far more visible and easier to evaluate

for other universities that decide about careers, in contrast to teaching and partic-

ipation in academic self-administration.

The situation for the vast majority of positions below the professorship is slightly

different. Here, promotion within the organization from graduate student to a post-

doctoral position is possible and common. An internal labor market, characterized

by patronage, can be clearly seen. It starts with professors recruiting their graduate

students from within their student body. Recruiting postdoctoral staff is also

characterized by personal contacts, and staff associated with the professor’s own
chair are often preferred (Enders and Bornmann 2001; Enders 2008). It should be

noted that personnel power does exist at the level of the professorship. By offering

career prospects, professors can motivate their staff to commit to a wide range of

3 For reasons of simplicity we will not consider the Junior Professors because they hardly figure in

the German system. Only 4 % of professors are Junior Professors (Statistisches Bundesamt 2013).
4 In contrast to other systems, this distinction is usually not directly visible to outsiders. Normally

one can not find this information on the professors’ websites or their business cards.
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behaviors, including behaviors that further the academic career of the professor

more than those of their staff. The explanation is that the dependency of the staff on

the professor relates to their prospects for further qualification and therefore their

chances of remaining within the academic system at all. The professor’s support is
mandatory for both a doctorate and a habilitation. In Germany, the doctoral and

habilitation phase traditionally has little structure (Röbken 2007) and the still

prevalent “master-apprentice model” (Bosbach 2009) not only influences age, the

type of support etc. but also the power structures and sources of motivation within

the university. For the staff, there is personal loyalty towards the professor and not

the organization. Put bluntly, the professor has something to offer and can therefore

be a central force for external motivation.

Overall, it can be said that German universities as organizations cannot motivate

their operational core of academics by means of career incentives. They can neither

hinder nor help careers. As we have shown in our introduction there were histor-

ically good reasons for the rather weak power structure within German academia, in

particular with regard to the research function of universities. However, in many

other university systems around the world we find different power structures.5

There are either clearly structured internal career paths within a university (e.g.,

USA, UK) or there is at least no strict house ban on internal calls—or if there is, it is

not as rigidly enforced by informal norms as in Germany (e.g., France, Italy). Not

only professors are affected by these career paths, but also the vast majority of the

staff with academic duties in higher education (Hüther and Krücken 2011, 2013).

Internal career paths towards a professorship are therefore possible in a number of

other national university systems. If such an internal career is possible, those who

pursue it will, to a much greater extent, be subject to an organizational logic. The

organization can thus utilize career prospects and ambitions as incentives but also

as negative sanctions to motivate desired behavior. This will make it possible to

include behaviors not centered on the academic system (in particular, publications),

but around the multiple other goals of the organization (such as the development of

further education programs, the provision of additional services for students or

regional economic cooperation).

The effective prevention of careers within universities in Germany is also a

unique feature in comparison to other professional organizations. Sociological

profession theory suggests that in contrast to other occupational groups, profes-

sionals are more likely to pursue careers between different organizations (Scott

1966). However, this does not mean that the organizations in question do not try to

break this logic, at least partially. Internal careers of medical doctors in hospitals for

example, are quite common. The same applies to large law firms with their

distinctive internal career patterns (Heinz et al. 2005). The complete renunciation

of this organizational power instrument within the German university system is thus

neither typical in an international comparison of higher education systems nor in

5 See, for example, Musselin (2010), Enders (2000b).
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comparison with other professional organizations, business firms or public

administration.

2.2 Organizational Power

In addition to personnel power, there is a second source of power in most organi-

zations based on the power to exclude members: organizational power. According

to Luhmann (1980), organizational power is characterized by the power of organi-

zations to exclude members if they fail to meet the minimum standards of the

organization. Minimum standards include the acceptance of the formal rules within

an organization or refraining from actions which are counterproductive to the

organization’s goals. Organizational power is therefore a means to shore up at

least the basic motivation of the members to pursue the organization’s goals. But
here as well, German universities can hardly use this source of power to motivate

their academics.

Let us take a look at the professors first. It becomes obvious that organizational

power as a foundation for motivation cannot be utilized. There is no procedure for

“how a professor could be fired even if he or she is lazy, incompetent or no longer

needed” (Dilger 2007, p. 109).

The reason for this is that the vast majority of professors in Germany have life

tenure with a special civil servant status. Furthermore, freedom in research and

teaching is guaranteed by the German constitution in Article 5, paragraph 3. This

freedom is closely connected with the German tradition of the independence of

professors (Baker and Lenhardt 2008). Due to the traditionally high status of

professors in the German system and the highly detrimental effects of the Third

Reich on the individual autonomy and the freedom in research and teaching

German professors are protected by the constitution, also vis-à-vis the organization

in which they are embedded. This leads to a strong, secure position of professors

toward their organization which makes it extremely difficult to dismiss a professor.

A credible threat of exclusion from the organization is therefore nearly impossible.

The organization’s leadership would have to take recourse to risky legal action in

order to assert its organizational power which, considering the high costs in terms of

time and personnel and the uncertain outcome, only happens very rarely. Summing

up: Organizational power is not relevant to professors. The organization has no

credible sanctions at its disposal and therefore cannot generate motivational effects.

Organizational power is also ineffective towards the great majority of other

academic personnel. As with personnel power, organizational power over academic

staff rests with the professors. Professors, not deans or university management “hire

and potentially fire” (Dilger 2007, p. 103) junior academic staff. It is therefore

professors who decide about the inclusion or exclusion of junior members of the

organization. The fact that professors and not institutes or faculties are the gate

keepers for academic careers up to the level of the professorships is a result of the

traditional German chair structure with its emphasis on professorial independence.
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We also find here, as before with personnel power, that power and the resulting

motivational possibilities are concentrated in the hand of professors.

Overall, it can be said that organizational power as a means of motivating

behavior plays no part in the German system at the organizational level. Although

we can assume that academics do not want to be excluded from the organization,

this decision is not made by the organization: neither for the professors who usually

have life tenure, nor for the young academics with their fixed-term contracts. This

lack of organizational power at German universities is unique in international

comparison. Firstly, the special employment status as a civil servant and the

resulting general lack of grounds for dismissal of professors does not exist in

many countries. If it did, as in Sweden (Askling 2001), it has since been abolished.

In the Netherlands and Great Britain professors can be excluded from the organi-

zation (de Weert 2000; Fulton 2000). In the American system, a strengthening of

organizational power can be observed. Latest figures show that the tenure-track

system is declining and short-term contracts, which do not have to be renewed, are

on the rise at higher education institutions.6 Whereas personnel power through the

career incentives offered by the tenure track was prevalent in the 1970s in univer-

sities in the USA, today the use of organizational power by the use of short-term

contracts has become easier. Similar developments can also be observed at British

universities (Kreckel 2008; Fulton 2000).

It has been shown above that neither personnel nor organizational power plays a

part in supporting the motivation of professors in Germany. In relation to the

academic staff below the level of professor, the chair holder has access to both

sources of power. Since the professors are not firmly bound to the multiple

organizational goals it is at least questionable whether professors motivate their

staff towards the organization’s goals. This is a severe problem for the university

because it cannot orientate its members towards its multiple goals (e.g., teaching,

academic self-administration, knowledge transfer), nor does it have the power to

enforce such an orientation.

2.3 Power over Resources

Since German universities have hardly any career incentives or sanctions, the

question arises of whether there are alternatives to these typical sources of power

in organizations. A central alternative is the power over resources. In this case,

power is built up by the allocation of resources in order to give incentives both to

6 The number of tenured academics in the USA declined from 65 % in 1980/1981 to 49 % in 2007/

2008 [cf. National Center for Education Statistics (NCES)]. According to Chait (2002, p. 19) the

number of part-time professorships nearly doubled from 22 % in 1970 to 41 % in 1995. According

to Donoghue (2008) this trend is particularly dramatic in subjects like humanities from which no

immediate economic utility can be expected, or at higher education institutions that are orientated

toward profit and/or training.
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single members or to organizational units (Hüther and Krücken 2013). In the

following we will concentrate on the individual level of academics.

At the individual level, the recent changes to professors’ remuneration and fixed-

term funding are of particular relevance in Germany. In principle, both of these

reform measures strengthen the organizational potential for exercising power.

Following our previous line of argumentation, the innovation is that granting or

withdrawing funding and bonuses is delegated to the university as an organization

and are no longer the object of negotiations between the professor and the relevant

state ministry, as was the case in the traditional system. In principle, as Musselin

(2013) stated, these reforms change the relationship between academics and their

university. This becomes especially apparent with performance-related pay that can

be granted for exceptional achievements in the fields of research, teaching and/or

academic self-administration. Incentives are therefore possible for behavior that is

central to the organization but that is not necessarily of equally high importance to

the academic system.

However, problems are recognizable with both the remuneration and the fixed-

term funding. First, it should be noted that in the German case both sources of

power can potentially only be exercised over certain groups of members. The new

dynamic of the remuneration and funding structures is initially only applicable to

professors; other academic staff is not directly affected. A direct motivational effect

can therefore only pertain to the professors. Indirectly, the new incentives could

reach other academic members via the professors if they use their organizational

and personnel power according to the incentive systems.

Second, there are limits to the efficacy of the application of variable remuner-

ation and funding structures that are primarily related to differences between sub-

jects and disciplines. Performance-related pay will not be an attractive incentive to

professors who have sources of income from outside the university. This can quite

often be the case in medical, law or engineering departments. Precisely the same

differences apply to the fixed-term funding of chair resources. Classic liberal arts

and humanities subjects, in which research is chiefly individual research, are more

independent in this respect than more strongly networked sciences that, like most of

the natural sciences, require significant human and material resources in order to be

able to conduct research at all (Jansen et al. 2007). Therefore, we can assume that

performance-related pay and resources will only be sought after by some professors

for whom they can then work as motivational incentives. However, motivational

effects will not or only hardly be possible among professors who do not seek the

incentives or do not think they are important.

In addition, negative sanctions, such as reducing funding and other resources, are

limited by law. Professorial resources cannot be reduced at will because the

constitutional right to freedom of research and teaching guarantees minimal

resources for a professor (Seidler 2004; BVerfG 2010, p. 114). Negative sanctions

can therefore only be applied in a limited way. Not only the resources but also the

remuneration of professors is guaranteed by the constitution. In 2012 the constitu-

tional court ruled that the regulations governing performance-related pay of pro-

fessors were unconstitutional because the basic salary without the incentives was

78 O. Hüther and G. Krücken



too low (BVerfG 2012). The federal states that have already drafted new laws have

incorporated a higher basic salary but a lower performance-related bonus (HRK

2012). It is to be expected that the motivational effects of performance-related pay,

which has been questioned in the literature cited in the introduction, will further

diminish in the future.

A further point is important: incentives—as opposed to sanctions—are expen-

sive. If the rewards are really meant to be motivating, they have to be paid out.

Incentives cost money and demand flexible financial resources. Both areas,

performance-related resources and performance-related pay, face problems.

When performance-related pay was introduced, the overall amount of money for

the salary of professors was not increased. No extra funding for incentives was

provided, which means that possible performance-related bonuses are very small. It

can be assumed that there is not enough money for incentivizing professors. If this

is the case, the possible motivational effect diminishes because despite good

performance no or only a very small amount of performance-related bonuses are

available. However, as we assume a particular strong intrinsic motivation among

professors, such incentivizing strategies can negatively affect this motivational base

as research on the crowding out phenomenon has shown consistently (e.g., Frey and

Oberholzer-Gee 1997; Osterloh and Frey 2000).

Incentives based on resources face a similar problem. First, it is necessary to

mention that the German university system is comparatively underfinanced (OECD

2012, p. 244). Again this leads to the question of whether incentives can be a

credible strategy for motivation if finances are tight. Second, it is doubtful that

within the German system the universities have sufficient freely disposable funds

for incentives. In recent years, so called global funds have been introduced to

increase flexibility in the allocation of funds. However, in practice the new flexi-

bility has little effect because, for example, existing personnel plans at universities

still dictate how most of the funds are used (Schubert and Schmoch 2010). Overall,

it can be seen that the attempts to introduce motivational incentives by means of

positive sanctions via resources in Germany are limited by a lack of funding. Due to

legal restrictions on negative sanctions, funds can rarely be generated by negatively

sanctioning low performing professors and departments.

In accordance with the literature on motivation in academia cited in the intro-

duction, we can say that the reforms so far have been unilaterally directed at

bolstering the organizational level by means of allocating financial resources so

that economic capital becomes the dominant steering medium. It could be objected

that in academia and higher education money is the wrong steering medium

because it is not capable of affecting the behavior of academics or academic self-

organization (Minssen and Wilkesmann 2003; Luhmann 1992). Even if this is not

true, the effect of incentives in the academic system is different than, for example,

in business firms. Since in the academic system reputation is the more important

currency than money, we can assume that money will only have a steering influence

if reputation is simultaneously increased. This would also explain, for example,

why financial incentives for better teaching have been more or less ignored by

professors in Germany (Wilkesmann and Schmid 2012).
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3 Summary and Discussion

Overall, it can be said that German universities traditionally had only very limited

means to motivate academics to achieve the multiple goals of the organization.

Universities could exercise neither career incentives nor threats of exclusion. In

international comparison, the strong emphasis on academic freedom marks a

significant weakness of the organizational level with respect to the individual

academic. Despite the many reforms in Germany, there is still a considerable

weakness of both personnel and organizational power. The newly introduced

incentive systems have, however, strengthened the organizational level because

decisions about the level of remuneration and resources are made within the

universities. The organization can better motivate academics to pursue its multiple

goals. Incentives therefore change the power structures within universities to the

benefit of the organization and its leadership. From this perspective the new

incentives can be viewed as one aspect of how German universities are becoming

actors in their own right.

But the article has also shown that there are severe problems associated with

incentives based on remuneration and resources. In agreement with the literature on

motivation cited in the introduction, it is doubtful whether professors actually

pursue the incentives offered or deem them relevant to themselves. If the incentives

are not pursued or are not important to the academics, the power they could give to

the organization and its leadership is limited. Consequently, the motivational effect

also has to be viewed as limited. In addition, incentive systems are cost intensive

and for an underfunded system in which the option to impose negative sanctions is

severely restricted by the constitution and public sector employment legislation, as

in Germany, they can hardly be considered an appropriate means of motivation.

We would like to address two pertinent issues resulting from our analysis. First,

what comparative advantages and disadvantages do result from the peculiar power

structure within German universities? Second, what are sensible options in order to

strengthen the organizational level vis-à-vis its individual academic members?

Let us begin with the first question. The weakness of the organizational level

with respect to the individual academic might be considered as strength with regard

to the pursuit of the universities’ research function as academic freedom is a

precondition of scientific creativity. The strong individual orientation at trans-

organizational and trans-national research networks and scientific communities

goes hand in hand with a weak organizational level. However, with regard to

other goals of universities (e.g., mass education, continuing education, knowledge

and technology transfer) the current power structure might be more problematic.

The internal motivation to pursue such goals in many cases is rather low. As such

motivation is not cherished by the wider scientific community and the weak

organizational power structure can hardly motivate either, universities might sys-

tematically fall short of such goals and, ultimately, lose legitimacy. Here, a more

nuanced discussion on the multiple goals and related means of universities is

needed. Furthermore, one should add that the effects of attempts at strengthening
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the organizational level of universities become increasingly visible in a variety of

European countries (Paradeise et al. 2009). Such effects to a large extent include

unintended effects (e.g., Capano 2008; Mignot 2003; Enders et al. 2013). To give

just one example: In Great Britain, the strengthening of the organizational level

vis-à-vis its individual academic members between 1992 and 2007 has led to a

decrease of their organizational commitment, and the percentage of universities

professors who contemplate leaving academia for good is the highest in interna-

tional comparisons (Jacob and Teichler 2011, p. 49, 142). Taking such an

unintended effect into account might advice caution on shifting the power balance

between the organization and its academic members.

With regard to the second question we would briefly like to discuss two concrete

options to strengthen the organizational level vis-à-vis its individual academic

members: the shift from a chair to a department system, and the introduction of

tenure track positions. Both options are vividly discussed, and partially also

implemented in Germany.

One might strengthen the organizational level by shifting to a department system

as it has been done in a variety of national systems before (Neave and Rhoades

1987; Enders 2000a). In this case, the dean, not the university leadership will be

strengthened. For the German system, we expect strong resistance among pro-

fessors who will lose some of their power vis-à-vis the dean and little efforts

among the deans to exercise their power. Though the formal power structure of

the dean has increased in most higher education laws of the states in Germany

(Hüther 2008), empirical studies show that this increase is hardly reflected in

changing practices among deans (Scholkmann 2011). Furthermore, the new

power structure is also limited by legal constraints as the Constitutional Court

recognizes the individual level of the professor as the most important one when it

comes to the defense of academic freedom, while the organization and organiza-

tional units like departments are rather seen as a possible threat to such freedom

(Baker and Lenhardt 2008; BVerfG 2010). Another way of strengthening the

organizational level and its power is the introduction of tenure track positions.

This allows for organizational careers up to the level of the full professor. In the

terminology we employed in the article ‘personnel power’ can be exercised and the
role of the organization and its leadership becomes more important as compared to

the traditional system. Multiple organizational goals can be connected more easily

to the career trajectories of individual within their university setting. However, also

here one must expect a variety of unintended effects, which result from introducing

an entirely new career system within a university system that for a long time had

been based on the premise that academic careers do not take place within the work

organization, but outside.

At the end of our article we would like to point out some relevant future research

perspectives. Combining our perspective from power and organizational theory

more closely with the perspective of motivational theory on the topic could yield a

very interesting perspective for future research that goes beyond this article. The

focus would be on both the relationship between the individual and the organization

and also on the effects of incentive strategies on the academic system as a whole. In
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general, manifold unintended effects might result from different reform efforts

aiming at shifting the power balance between the organization and the individual

that are worthwhile to explore (Krücken 2014). An additional perspective would be

to widen the notion of power we chose. As we focused mainly on formal aspects of

exercising power, one should also try to incorporate informal aspects of power.

University organizations in particular are characterized by manifold mechanisms

for exercising power that are not tied to formal rules but are very important in

creating desired behavior. The same is true for the aspects of self-disciplining and

legitimation of power emphasized by the more recent power concepts which we

mentioned in the beginning of Part 2.

The article also highlights that an international comparative perspective on

power structures would be desirable for research on universities. Whereas changes

in the overall governance structures have been well studied, hardly any material on

the power structures on the organizational level is available. This would be partic-

ularly important to better assess the preconditions and effects of the new incentive

systems. In the German case, for example, we cannot find any amplifying effects

between the three observed power structures. This is due to the extreme weakness

of both organizational and personnel power. However, the article also showed that

organizational and/or personnel power is stronger in other higher education sys-

tems. The question of the type of interaction between the power structures and its

influence on the effects of the new incentive systems is, in our opinion, a central

question for future research.
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der qualitätsbeurteilung in der wissenschaft? In: Wilkesmann U, Schmid C (eds) Hochschule

als organisation. Organisationssoziologie. VS Verlag, Wiesbaden, pp 209–221

Osterloh M, Frey BS (2000) Motivation, knowledge transfer, and organizational forms. Organ Sci

11(5):538–550

Osterloh M, Frey BS (2009) Research governance in academia: are there alternatives to academic

rankings? CESifo working paper. http://papers.ssrn.com/sol3/Delivery.cfm/SSRN_

ID1460691_code968850.pdf?abstractid¼1460691&mirid¼1. Accessed 15 Apr 2014

Paradeise C, Bleiklie I, Ferlie E, Reale E (eds) (2009) University governance: western European

comparative perspectives. Springer, Dordrecht

Partha D, David PA (1994) Toward a new economics of science. Res Policy 23(5):487–521

Pollitt C, Bouckaert G (2004) Public management reform: a comparative analysis. Oxford

University Press, Oxford

Preston AM (1992) The birth of clinical accounting: a study of the emergence and transformations

of discourses on costs and practices of accounting in U.S. hospitals. Acc Organ Soc 17(1):63–

100

Reay T, Hinings CR (2005) The recomposition of an organizational field: health care in Alberta.

Organ Stud 26(3):351–384
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Performance Management and Incentive

Systems in Research Organizations: Effects,

Limits and Opportunities

Stefanie Ringelhan, Jutta Wollersheim, and Isabell M. Welpe

Abstract This chapter gives an overview on the effects, limits and opportunities of

the different performance management and incentive systems employed in research

organizations. Specifically, we discuss the existing performance management and

incentive systems in research organizations as well as their advantages and disad-

vantages, and provide theoretically—as well as empirically—grounded recommen-

dations for performance management and incentive systems in research

organizations. In particular, we provide two recommendations. First, we advocate

focusing on input governance as well as on trust in the intrinsic motivation of

scholars, and independence as ways to ensure quality. Second, with regard to

incentive systems, we recommend emphasizing informal-interpersonal

acknowledgment.

1 Introduction

The investigation of performance management and incentive systems in research

organizations1 is important for three reasons. First, a profound understanding of

appropriate performance management and incentive systems serves as a basis for

successfully mastering challenges arising from the increasing competition

concerning excellence in research and teaching within and between nations. Sec-

ond, governments and the public are increasingly interested in evaluating the

performance of scholars and research organizations. Consequently, performance

management and incentive systems have changed. In Germany, the funding system

builds increasingly on output instead of input control (Schmoch 2009) in order to

measure whether funding by the state (based on tax payments) is used efficiently. It

is unclear whether this transformation is based on a profound understanding of
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academic performance. Third, current performance management and incentive

systems have repeatedly been called into question in both the private and public

sectors (Jacquart and Armstrong 2013; Weibel et al. 2010). Scholars point to

distinctive characteristics of knowledge-oriented organizations such as research

organizations (Binswanger 2011; Keller 2012; Minssen and Wilkesmann 2003;

Osterloh 2010; Ringelhan et al. 2013; Schmoch et al. 2010) highlighting their

unstandardized and complex tasks, many of which require creativity. Additionally,

they often aim at education and knowledge generation. No functioning market

exists for such tasks (Binswanger 2011). Furthermore, Weibel et al. (2010) dem-

onstrate that pay-for-performance often produces hidden costs, for example, a

decrease in intrinsic motivation. Thus, we propose that a positive relationship

between pay-for-performance and academic performance is questionable.

What should performance management look like in order to be appropriate for

research settings? Thus far, no systematic comparison of different performance

management and incentive systems exists. In addition, alternative concepts and

recommendations for performance management and incentive systems tailored for

research settings are scarce (e.g., alternatives to pay-for-performance). Therefore,

we aim to address this research gap by giving a literature-based systematic over-

view of (1) input and output performance management systems, and (2) existing

monetary and non-monetary incentive systems. Note that incentive systems are part

of performance management systems. Based on this overview, we derive recom-

mendations for an appropriate performance management and incentive system for

research organizations.

Our book chapter is structured as follows: In the next section, we present existing

performance management and incentive systems in research organizations. There-

after, we discuss our own empirical results on performance management and

incentive systems, supplemented by results reported in the literature. Finally, we

consolidate the existing conceptual and empirical knowledge by giving practical

recommendations and by pointing to future research avenues.

2 Performance Management and Incentive Systems

in Research Organizations

2.1 Performance Management Systems in Research
Organizations

Performance management systems can ideally be categorized as output, process

and input control. These three control forms are outlined in the following, one after

the other, starting with output control. Note that quantitative and qualitative eval-

uations methods are not necessarily equivalent to output and input control. For

example, informed peer-review may be described as a qualitative evaluation of

scholars, which is comprised of quantitative and qualitative information.
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Performance management systems in the form of output control have been

introduced to higher education institutions with the rise of New Public Management

(Wilkesmann and Würmseer 2009), in response to the call to become more com-

petitive, efficient, effective, and accountable to stakeholders (Geuna and Martin

2003; Lange 2008; Melo et al. 2010; Wissenschaftsrat 2014). According to the

German Wissenschaftsrat (2011), the new management system has been introduced

in Germany for two reasons: first, to allocate resources in an indicator-based way,

and second, to reward excellent performance. Generally, there are two main ways in

which behavior is governed by output governance mechanisms: (1) indirectly, for

example, by more transparency through rankings (Wissenschaftsrat 2011) and

(2) directly, for example, by performance-based remuneration.

Indirect output governance mechanisms are characterized by a shift to entrepre-

neurial models; this has been fostered by New Public Management (Vilalta 2001).

This leads to two indirect output control mechanisms: first, (quasi) competition

(Binswanger 2011), for example, by relatively more third-party funding in higher

education (Wilkesmann and Würmseer 2009); and second, more transparency, for

example, by rankings of scholars or organizations (Wissenschaftsrat 2011).

Direct output controls consist of, for example, the distribution of funds according

to outputs, performance-based payment and target agreements (Forschungsge-

meinschaft 2012; Jaeger 2006a; Jaeger et al. 2005; Jansen et al. 2007; Melo

et al. 2010; Sousa et al. 2010; Wilkesmann and Schmid 2011). Direct output control

also involves more autonomy for higher education institutions while increasing

external governance by stakeholders (Hicks 2012; Lange 2008), as well as introduc-

ing own (global) budget responsibility (Wilkesmann and Würmseer 2009). Further-

more, interim evaluations of junior professors as well as research and teaching

evaluations also represent direct output control methods (Wilkesmann andWürmseer

2009). Note that interim evaluations of junior professors, as well as research and

teaching evaluations, are not necessarily direct output controls, but they can be.

In output control, measurable performance indicators were established to govern

and distribute funds (Forschungsgemeinschaft 2012; Jaeger 2006a; Jaeger et al. 2005;

Jansen et al. 2007; Melo et al. 2010; Sousa et al. 2010; Wilkesmann and Schmid

2011). Examples measuring teaching include numbers of exams or graduates. Exam-

ples for assessing research performance include third-party funding, number of

doctoral students, or number of publications and citations (Wissenschaftsrat 2011).

Which indicators can and should be used, for example, in formula-based

budgeting, is highly debated (Aguinis et al. 2012; Baum 2011; Fiedler

et al. 2008; Gendron 2008; Goodall 2009; Jansen et al. 2007; Kieser 2010, 2012;

Schimank 2005; Wilkesmann and Würmseer 2009; Wissenschaftsrat 2011).

Researchers have questioned whether performance indicators can measure perfor-

mance in an exact and objective way, distinguishing good from bad performance

(Wissenschaftsrat 2011). According to critics, performance in academia is manifold

and complex; therefore, qualitative evaluation should be emphasized (Aguinis

et al. 2012; Goodall 2009; Harmon 2006; Jansen et al. 2007; Keller 2012; Melo

et al. 2010; Osterloh 2012; Schmoch et al. 2010).

While in some European countries, a wide and regular evaluation of higher

education based on outputs was launched, for example, in the UK with the Research
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Assessment Exercise in 1986 (Hicks 2012), such evaluation in Germany started

much later (Jansen et al. 2007). The German Wissenschaftsrat (2013) concludes

that the use of research ratings (which may not be only quantitative) supports the

governance of research organizations by strategic steering and the provision of a

performance proof. Furthermore, it considers comparing performance evaluations

an important tool for governing research organizations. Research and teaching

evaluations are applied as a quality management tool (Wilkesmann and Würmseer

2009).

To avoid undesired adaptation of scholars, the German Wissenschaftsrat (2013)

proposed use of a wide variety of governance instruments, intending that output

control is not the sole basis of evaluation. Previous research has discussed alterna-

tive ways of evaluating the quality of research performance and identified

(informed) peer-review (Moed 2007; Osterloh 2010; Wissenschaftsrat 2011).

Informed peer-review refers to a qualitative evaluation which is informed by

quantitative and qualitative indicators. For interim evaluations of junior professors’
research performance (Wilkesmann and Würmseer 2009), (informed) peer-review

may be used. For example, the Netherlands has an evaluation system implemented

based on peer review. The system is not used for distribution decisions but rather to

develop strategies (Geuna and Martin 2003; Hicks 2012). In addition to (informed)

peer review, post-publication review is also supported as an alternative and qual-

itative method of research evaluation (Kriegeskorte 2012).

Though New Public Management considers mainly output control, this is not the

only form of management control. According to management control theory (Ouchi

1977, 1979), in certain situations, process and input control have to be applied (Frey

et al. 2013; Frey and Osterloh 2011; Osterloh 2010; Ouchi 1979). In contrast to

output control, process control can be applied when measurability of the outcome

might be low. However, process control requires precise knowledge of the cause-

and-effect relationship. Different forms of process control are, for instance, peer

control as applied in accreditation of research organizations, and regulations when

their abeyance is controlled for (Kaulisch and Huisman 2007; Wissenschaftsrat

2011). In the accreditation process, performance is evaluated, for instance, by the

number of foreign professors, and creative performance is standardized.

According to management control theory, input control should be used (Frey

et al. 2013; Frey and Osterloh 2011; Osterloh 2010; Ouchi 1979) when both the

measurability of the outcome and the cause and effect relationship are low (difficult

to determine and assess). In other words, input control should be applied when

output and process control are not possible, as well as when tasks are complex and

ambiguous, as in academia (Keller 2012).

Input control is exerted in academia, for example, in the United States. In US

research universities, a formal periodic performance control on the basis of defined

criteria (output control) is not widely used, according to Kieser (2010). Rather

universities, such as Harvard, use the performance management method of relying

on the basic principle of a thorough selection of qualified scholars (by a rigorous use

of academic standards) who are then backed-up and can work autonomously (Letter

to the New York Times, August 13th 1945, cited in Kieser (2010); see also www.
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fas.harvard.edu/~research/greybook/principles.html). By this means, Harvard trusts

in the intrinsic motivation of scholars, thus exerting input control. Furthermore, to

trust in intrinsic motivation, independence should be granted to scholars as, for

example, guaranteed by article 5 of the Basic Law for the Federal Republic of

Germany. Applicants to research organizations (“input”) can be evaluated against

diverse selection criteria such as the ability for critical thinking, as well as an urge

for exploration and experimentation, and professional standards (Osterloh and Frey

2011). Input control is also supported as the method of choice by some scholars

(Osterloh and Frey 2011; Ouchi 1979).

The previous detailed explanation of management controls in research organi-

zations is summarized in a tabular overview; Table 1 displays performance man-

agement systems discussed in the literature.

Table 1 Overview of performance management systems applied in research organizations

divided by management control methods: output control, input control and process control

Management

control method

Governance

mechanism Performance management tool Evaluation method

Output control Indirect • Constitution of (quasi)

competition

• Performance indicator

• More transparency (e.g.,

through rankings)

Direct • Distribution of funds

• Performance-based

payment

• Target agreements

• Autonomy and budget

responsibility

• Central evaluation (e.g., of

teaching)

Input control Indirect • Selection of qualified

scientists

• Qualitative evaluation

and selection criteria for

applicants, such as profes-

sional standards (e.g., crit-

ical thinking, as well as an

urge for exploration and

experimentation)

• Trust in the intrinsic motiva-

tion of employees

• Independence as, for

example, guaranteed by

article 5 of the Basic Law

of the Federal Republic of

Germany

Process control Direct • Accreditation of research

organizations

• Peer control, for

example, in the accredita-

tion process (evaluation of

performance, for example,

by the number of foreign

professors)

• Regulations that are obeyed
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2.2 Incentive Systems in Research Organizations

Incentives are traditionally set to enforce a certain desired behavior according to the

reinforcement theory, operant conditioning and the law of effect2 (Luthans and

Stajkovic 1999; Stajkovic and Luthans 2003; Wissenschaftsrat 2011). Incentives in

the higher education system can be given at an institutional level [e.g.,

performance-related budgeting (Wilkesmann and Schmid 2012)], at an individual

level (Wissenschaftsrat 2011), or at the faculty level, and in a monetary or in a

non-monetary form (Colyvas et al. 2002; Lam 2011; Staatsministerium 2005). In

the following paragraphs, we first address monetary incentives reported in the

literature, followed by non-monetary incentives. We also address whether these

incentives are given at an institutional (or faculty) level or at an individual level.

Monetary incentives at the institutional level might be, for example, an award of

centers of excellence to universities (Hicks 2012; Kaulisch and Huisman 2007), or

target agreements at the faculty level which are linked to monetary incentives. With

the award of a center of excellence, performance-based funding follows. Target

agreements were introduced in Germany to higher education institutions at the end

of the 1990s (Jaeger 2006b). Target agreements are reported as a way by which

goals can be linked to financial incentives at a faculty level (Herrmann 2001), for

example, at the Technische Universität München (Germany). At most German

universities (87 %), target agreements are linked to budgeting (Jaeger 2006b). At

the individual level, there are several monetary incentives, which are discussed in

the following. In German higher education institutions, a new incentive system, the

so-called “W-Besoldung”, was introduced in 2004 in compliance with the

Bundestag’s adoption of an amendment to the Framework Act in 1998 (Geuna

and Martin 2003; Wissenschaftsrat 2011). Prior to 2004, professors in research

organizations were paid according to the so-called “C-Besoldung”. In the “C-

Besoldung” system, adjustments of remuneration required appointment as profes-

sor to another research organization (Süß 2007). Otherwise, remuneration differ-

ences only occurred by an automatic age progression (seniority wage system)

(Wilkesmann and Schmid 2012). In 2004, variable remuneration schemes were

introduced as part of the “W-Besoldung” in order to enhance motivation and thus

performance of professors (Süß 2007; Wissenschaftsrat 2011). Specifically, the

“W-Besoldung” system incorporates a considerably lower base salary—down to

two-thirds of the relative previous level (Wissenschaftsrat 2011)—but allows

variable performance remuneration—up to one-third of the salary (Wilkesmann

and Schmid 2012). Variable performance remuneration can be granted in the

following three cases (Bundesgesetzblatt 2002): (1) when renegotiations with a

professor are held to retain the professor at the research organization if the professor

received a job offer from another research organization (Schäffer 2005); (2) in the

case of special performance in research, teaching, art, continuing education and

teaching of young academics; or (3) when carrying out a function or fulfilling a

2 The law of effect states that a positive or pleasant outcome of a behavior leads to an increasing

frequency of displaying this specific behavior.
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special task in the research organization’s self-administration or governance.

Corresponding guidelines for the allocation of the variable remuneration have

been defined by the respective Land and the respective organization, which possess

autonomy in this area. The total amount of variable remuneration must be allocated

in such a way that the average remuneration costs of the W2, W3, C2 and C4

professors equal the average remuneration costs for these professors in the year

2001 (Bundesgesetzblatt 2002). Thus, in the variable remuneration system of

higher education institutions, it is not possible to increase or decrease general

labor costs. Specific criteria for a high research performance (e.g., third party

funding, patents) may therefore vary across research organizations according to

their individual strategic goals. At the Institute for Research Information and

Quality Assurance (Germany), for example, publication activities of scholars are

considered in determining performance-based payment and discussed in job and

appraisal interviews (Wissenschaftsrat 2014).

Hicks (2012) states that in many countries (e.g., United Kingdom, Germany,

Australia) traditional command-and-control systems are replaced with quasi-market

incentives in research. While in the old system, government agencies used to

distribute funds directly to each individual scholar independent of relative perfor-

mance, a broader shift to performance-based funding occurred. Research organiza-

tions provide such external (e.g., monetary) incentives in order to align the behavior

of academics with the goals of the research organization (following the general idea

of the principal-agent theory) (Minssen and Wilkesmann 2003; Wissenschaftsrat

2014). This movement also includes competition for funding, which displays the

quasi-market side of the reform (Hicks 2012). Countries vary in the use of

performance-based research funding. For example, in Norway and Italy, the share

of performance-based funding out of total funding is 2 %, while it is 6 % in Australia,

10 % in New Zealand, and 25 % in the United Kingdom (Hicks 2012).

With regard to remuneration for special performance, for example, Kieser

(2010) elaborates on the implementation of the performance bonus system for

professors at the University of Konstanz. At the University of Konstanz, professors

who meet expectations with regard to their performance (or fall short of expecta-

tions) receive their basic salary (level 0). For professors who exceed the perfor-

mance usually expected of professors, a performance bonus system is implemented

that ranges from level 1 (performance in research, teaching, young academics
advancement and/or continuing education that exceeds the performance that
would usually be expected of professors) to level 5 (exceptional, internationally
recognized and fundamental contributions in research and/or teaching, young
academics advancement and continuing education of exceptional researchers of
international and interdisciplinary reputation), with an additional level (above

level 5) for exceptional researchers.3 To stay within the limits of allocation, a

certain percentage of allocation across levels is fixed, for example, only 2 % are

3 It is not further explained in Kieser (2010) how exceptional performance at the University of

Konstanz is defined and how it is evaluated.
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allowed to be absolute top researchers (above level 5). For top researchers, no

specific bonus is specified at the University of Konstanz.

Another example is the European Business School (Germany), which provides

bonuses from gross profits attained through advanced education of the European

Business School, to professors in accordance to their performance (Schäffer 2005).

In addition to these variable remuneration possibilities, scholars can also attain

bonuses in the form of prize money when winning an award (Krempkow 2015;

Wilkesmann and Schmid 2012).

Additionally, there are two more monetary incentives present at research orga-

nizations. One is the allowance of additional tangible means, for example, third-

party funds providing specific tangible assets (Wilkesmann and Würmseer 2009).

Another monetary incentive is the allowance of additional human resources, for

example, for the recruitment of additional employees (Jaeger et al. 2005;

Wilkesmann and Würmseer 2009). For the allocation of tangible means and

human resources, target agreements are often applied in German universities

(Jaeger et al. 2005; Wilkesmann and Schmid 2011).

Apart from these monetary rewards, there are also non-monetary incentives for

academic performance. At the institutional level, accreditations and regulations are

present (Frey and Osterloh 2011; Kaulisch and Huisman 2007; Osterloh 2010;

Ouchi 1979; Wissenschaftsrat 2011).

At the individual level, there are also non-monetary incentives which are

discussed next. The scientific community can reward performance in several

ways. One possibility is a formal-symbolic acknowledgement of exceptional per-

formance in the form of, for example, an award, prize, or certificate (Schäffer 2005;

Wilkesmann and Schmid 2012; Wilkesmann and Würmseer 2009), or also in the

form of rankings (Hicks 2012). Furthermore, the scientific community can reward

performance via informal-interpersonal acknowledgment (e.g., praise by col-

leagues) (Deemer et al. 2010; Minssen and Wilkesmann 2003). Such formal or

informal acknowledgments are important, because they contribute to an increase in

academic reputation (Minssen and Wilkesmann 2003). This is an important point to

consider, as reputation and acknowledgments are major motivators for researchers,

next to intrinsic motivation (Lam 2011). Hence, major motives of scholars arise

from themselves (intrinsic motivation) or are externally provided, for instance, by

their peers (acknowledgment). Therefore, governance of research organizations has

only restricted (in)direct performance management possibilities via providing exter-

nal incentives (Minssen and Wilkesmann 2003) and providing work conditions that,

for example, foster autonomy which, among other things, is beneficial for intrinsic

motivation. The vital importance of reputation within the scientific community is

also supported by Hicks (2012), who states that the competition for prestige

generated by performance-based funding schemes creates a powerful incentive

within research organizations. Next to these formal-symbolic or informal-

interpersonal acknowledgments, material (non-monetary) acknowledgments can

be distributed in the form of, for example, advanced education, a dedicated research

laboratory, or dedicated teaching rooms (Jaeger et al. 2005; Wilkesmann and

Würmseer 2009). The European Business School, for example, offers attendance

at advanced education (seminars) in combination with their awards (Schäffer 2005),
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which can support career advancement. Another non-monetary incentive in

research organizations is an increase in autonomy/freedom of scope, for example,

with regard to personal planning, or time provided in the form of a research-free

semester or exemption of teaching duties (Wissenschaftsrat 2011). The European

Business School, for example, provides a teaching load reduction of 2 hours

per week per semester for the three researchers who perform best (Schäffer

2005). Furthermore, in the case of new contracts, a research-free-semester (sabbat-

ical) can take place at the European Business School when the ex-ante defined

research goals are met. Other non-monetary incentives that are used in research

organizations include (1) increased responsibility, for example, for one’s own

budget (Wilkesmann and Würmseer 2009), for additional employees, or (external)

lecturers; (2) additional resources, for example, more scientific employees, who

support one’s own research or teaching (Jaeger et al. 2005); as well as (3) target

agreements contracted between the research organization and an individual scholar

(Herrmann 2001; Hippler 2013; Jaeger 2006a, b; Jaeger et al. 2005; Schäffer 2005;

Wilkesmann and Schmid 2011; Wilkesmann and Würmseer 2009; Wissenschaftsrat

2011). By now, most German higher education institutions have established target

agreements with professors and/or faculties (Jaeger et al. 2005).

The monetary and non-monetary incentive systems in research organizations

explained above are presented in a detailed, tabular form in Table 2.

Table 2 Overview of monetary and non-monetary incentive systems applied in research organizations

Incentive type

Governance

level Specific incentive

Monetary

incentives

Institutional • Awarding centers of excellence to universities inclusive

of performance-based funding

Faculty • Target agreements linked to financial incentives

Individual • “W-Besoldung” (remuneration system in Germany)

• When renegotiations with a professor are held

• In case of special performance

• When carrying out a function in research organization’s
self-administration/governance

• Quasi-market incentives and competition

• Prize money

• Allowance of additional tangible resources

• Allowance of additional human resources

• Target agreements linked to financial incentives

Non-monetary

incentives

Institutional • Accreditation

• Regulations

Individual • Formal-symbolic acknowledgment

• Informal-interpersonal acknowledgment

• Material acknowledgment

• Increase in autonomy

• Increased responsibility

• Additional resources

• Target agreements
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3 Empirical Results on Performance Management

and Incentive Systems in Research Organizations

In this chapter, we report primarily our own findings and complement these with

findings from the literature. We start with a report on studies about performance

management tools applied in research organizations. We also address contextual

and psychological factors influencing the effects of such performance management

tools. This is followed by a discussion of how research and teaching performance is

measured and how it should be measured. In the following paragraphs, motivational

effects of monetary and non-monetary incentives are contrasted.

Economists generally draw different conclusions regarding the effectiveness of

pay-for-performance (Jacquart and Armstrong 2013). There are studies in the

literature that report positive effects of performance-based financial rewards for

easy and creative tasks (Bradler et al. 2012). However, pay-for-performance is also

criticized in the literature. For example, Jacquart and Armstrong (2013) report that

higher pay actually fails to foster performance of executives and instead under-

mines intrinsic work motivation, inhibits learning, leads to ignoring stakeholders,

leads to neglecting long-term effects of their own decisions, and encourages

unethical behavior. Moreover, a goal displacement effect at the individual level

and a lock-in effect at the institutional level may be the result of pay-for-perfor-

mance (Frey and Osterloh 2011). Hence, the mentioned authors make the following

four propositions: reduce compensation, eliminate incentive plans, strengthen

democracy and employee ownership, and use more validated hiring methods for

top executives. Similar suggestions are given by DeNisi and Smith (2014), who

propose that bundles of human resource practices aligned to the organization’s
strategic goals can create a climate for performance. These aspects might also be

important to consider in a higher education setting.

The importance of managing employees and focusing on their concerns is

emphasized by the results of our cross-sectional survey of young scholars (doctoral

students, postdoctoral students, junior and assistant professors) in the fields of

business or economics. Our study supports the crucial role of intrinsic and extrinsic

work motivation, as well as that of job satisfaction in academia. Our findings reveal

that intrinsic work motivation, extrinsic work motivation and job satisfaction have a

direct influence on research performance (Ringelhan et al. 2013). According to our

study, intrinsic work motivation increased job satisfaction, whereas extrinsic work

motivation did not increase job satisfaction. This finding highlights the particular

importance of intrinsic work motivation for performance management in academia

(Ringelhan et al. 2013; Wollersheim et al. 2014a). Interestingly, the contextual

factor of whether a university was involved in the excellence initiative (e.g.,

graduate schools and/or clusters of excellence) moderated the effect of extrinsic

work motivation on academic performance (Wollersheim et al. 2014a). Specifi-

cally, Wollersheim et al. (2014a) observed that highly extrinsically motivated

scholars who were employed by faculties that were involved in the excellence

initiative performed significantly worse than highly extrinsically motivated
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scholars who were employed by faculties not involved in the excellence initiative.

Another individual factor that influenced academic success was gender

(Wollersheim et al. 2014a), with women outperforming male scholars.4

To analyze how scientific performance is measured and how it should be
measured, we compared results from our survey among university professors on

German-speaking business and economics faculties with results from our survey of

young scholars at German-speaking business or economics faculties (Wollersheim

et al. 2014b). Professors indicated that research performance currently is measured

primarily by quantitative criteria at their faculties, such as by the number of

publications (especially highly ranked journal publications), acquired/spent third-

party funding, as well as the reception of a job offer from another research

organization, awards, or the number of (post)doctoral students. These results

indicate that, currently, qualitative criteria are used less than quantitative criteria

to evaluate research performance at German-speaking business and economics

faculties. Regarding the question of how research performance should bemeasured,

our survey among young scholars at German-speaking business and economics

faculties revealed that qualitative research performance criteria were considered to

be significantly more important than qualitative research performance criteria.

Specifically, young scholars rated scientific knowledge gain (the qualitative

research performance criterion rated highest in our survey) significantly higher

than the number of publications in highly ranked journals (the quantitative research

performance criterion rated highest in our survey). These results have been

supported by our student survey. A similar result pattern is present for teaching

performance criteria. Here, qualitative teaching performance criteria have also been

rated higher than quantitative teaching performance criteria. In particular, teaching

independent working, learning, and problem solving (the qualitative teaching

performance criterion rated highest in our survey) was rated significantly higher

than scale and scope of teaching (the quantitative teaching performance criterion

rated highest in our survey) (Wollersheim et al. 2014b).

Furthermore, our survey of young scholars provides insights into the effects of

monetary and non-monetary incentives (Wollersheim et al. 2014b). The results of

our study indicate that acknowledgment by the supervising professor motivated

more to show central working behaviors in research (e.g., to pursue creative

research ideas) than did autonomy with regard to the research topic or monetary

incentives for good research performance. Furthermore, the young scholars partic-

ipating in our study evaluated informal-interpersonal acknowledgment (e.g., praise

by a supervising professor) as more motivating for their own research performance

than other non-monetary incentives such as formal-symbolic acknowledgment in

the form of awards or certificates (Wollersheim et al. 2014b). This result was

supported by our survey of professors, indicating the crucial importance of

non-monetary incentives, such as acknowledgment, to increase the performance

of employees in knowledge-intensive settings.

4 However, this effect was not robust when using research performance rather than academic

performance as the criterion.
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4 Recommendations for Theory and Practice

and Conclusions

Different performance management and incentive systems have their advantages

and disadvantages. Output control may increase accountability (Geuna and Martin

2003; Lange 2008; Melo et al. 2010; Wissenschaftsrat 2014). However, the mea-

surement of qualitative performance in particular in the multidimensionality of

academic performance is difficult. On the other hand, an input control also has its

drawbacks, for example, group-thinking and cronyism among peers (Osterloh

2010). Nonetheless, due to the measurability problem as well as the difficulty in

distinguishing between cause and effect, input control appears to be the more

suitable management technique compared to output control in academia (Osterloh

2010). Input control should accordingly be implemented via a profound selection of

employees, socialization of employees (internalized norms and standards), and via

the application of responsibility and trust as central concepts. Another benefit of

input control is the supposed sustainment of the ‘taste for science’ (intrinsic

motivation), while New Public Management output control is proposed to substitute

a ‘taste for publication’ (extrinsic motivation) for the taste of science (Osterloh

2010). Hence, unintended effects may take place as a result of New Public Man-

agement output control, which also imposes quasi-markets and may hinder mean-

ingful advancements in science (Binswanger 2011; Hicks 2012; Lange 2008;

Wilkesmann and Würmseer 2009). Furthermore, as a result of such an attentional

shift to quantifiable research output, teaching can fall behind (Wissenschaftsrat

2011). A major change set in place by New Public Management output control is

the introduction of monetary incentives in the form of performance-based remu-

neration. Given that performance-based remuneration aims for excellence, an

objective and transparent performance-based remuneration may increase equity

perceptions (Hicks 2012). A strong incentive effect of performance-based remu-

neration may accrue from the competition for reputation and status which

performance-based remuneration creates (Hicks 2012). Geuna and Martin (2003,

p. 277) examined the advantages and disadvantages of performance-based mone-

tary incentives and conclude, “while initial benefits may outweigh the costs, over

time such a system seems to produce diminishing returns.” In line with this

conclusion, Mukherjee (2013) proposes that a research organization cannot be

governed solely from above. Hence, we suggest placing more emphasis on input

control, intrinsic motivation of employed scholars, trust, autonomy and praise.

Based on our literature review and our empirical results, we derived the follow-

ing recommendations for the design of an adequate performance management and

incentive system in research organizations, as well as for future research in this

field.
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4.1 Recommendations for Practice

(1) In the realm of input control, conduct a thorough and careful selection of

scholars. Ideally, intellectually gifted scholars with high professional norms

should be selected (Kieser 2010; Osterloh and Frey 2011; Ouchi 1977, 1979).

(2) Account for intrinsic work motivation, which can increase job satisfaction and

can in turn increase research performance (Ringelhan et al. 2013).

(3) Consider the multidimensionality of academic performance (Aguinis

et al. 2012; Goodall 2009; Harmon 2006; Jansen et al. 2007; Keller 2012;

Melo et al. 2010; Osterloh 2012; Schmoch et al. 2010) rather than focusing, for

example, solely on research performance.

(4) Focus more on quality than on quantity with regard to the evaluation of

academic performance (Wollersheim et al. 2014b).

(5) Focus more on acknowledgment rather than monetary incentives; in particular,

informal-interpersonal acknowledgment appears to be motivating

(Wollersheim et al. 2014b).

The most central recommendations for an adequate performance management

and incentive system in research organizations are summarized in Fig. 1. These

were derived based on our own empirical studies and on existing literature. While

input control already addresses recruitment aspects such as a thorough selection of

scholars, management of performance by output control and incentive systems

addresses post-recruitment aspects, which should be refined in order to be applied

in a more adequate manner in academia.

Fig. 1 Recommendations for an adequate performance management and incentive system in

research organizations
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4.2 Recommendations for Future Research

(1) Further develop existing performance indicators. In doing so, as many aca-

demic performance dimensions as possible should be considered and the

perspectives of various research stakeholders must be embraced.

(2) Contemplate incentives for research organizations for input rather than output

governance.

(3) Evaluate organizations that attempt quality control of research organizations,

for instance, accreditation organizations, which set standards and greatly influ-

ence research organizations.

(4) Empirically analyze in depth the effects of different non-monetary incentives

on performance in research and teaching.

In conclusion, performance management and incentive systems in research

organizations face severe problems. Drastic changes in governance have been set

in place with New Public Management. However, a proactive search for alternative

or additional evaluating and governing mechanisms arose. This led to the investi-

gation of solutions for performance management and incentive systems in research

organizations. It also lays the foundation for highly interesting and relevant studies

in the field of science economy.
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Part II

Performance Measurement



Interrater Reliability of the Peer Review

Process in Management Journals

Alexander T. Nicolai, Stanislaw Schmal, and Charlotte L. Schuster

Abstract Peer review is an established method of assessing the quality and

contribution of academic performance in most scientific disciplines. Up to now,

little is known about interrater agreement among reviewers in management

journals. This paper aims to provide an overview of agreement among the judg-

ments of reviewers in management studies. The results of our literature review

indicate a low level of agreement among reviewers in management journals.

However, low consensus is not specific to management studies but widely present

in other sciences as well. We discuss the consequences and implications of low

judgment agreement for management research.

1 Introduction

In order to make a scientific contribution, research work has to be shared within the

scientific community and come under discussion and scrutiny (Beyer et al. 1995). In

management studies, as in any other academic discipline, scholarly journals serve

as a platform for scientists to communicate their work to each other. Peer review is

the predominant process through which manuscripts are evaluated prior to publi-

cation. It is a “key quality control mechanism” (Campanario 1998, p. 181; Rowland

2002) and has a “gatekeeping role” (Beyer et al. 1995, p. 1219). Publication in

academic journals is regarded as an indicator of the “quality of role-performance in

a social system” (Zuckerman and Merton 1971, p. 66). Review processes thus play

a significant role in an author’s career development, salary, and recognition within

the scientific community (Frey 2003; Hunt and Blair 1987; Ketchen and Ireland

2010; Miller 2006). Since the rankings of departments and universities are also

frequently based on publications in peer-refereed journals (Frey 2003, p. 211), the

decisions of reviewers have a significant impact on academic systems in general.
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Given the importance of peer review, it is not surprising that this method

“arouses very diverse emotions, beliefs, and ambitions. It angers, it reassures, it

intimidates, it tramples egos, and it puffs them up” (Starbuck 2003, p. 348). At the

same time, peer review is a heavily discussed topic, also in management studies

(Miller 2006; Nicolai et al. 2011; Starbuck 2003). The most widely discussed

aspects of peer review include validity, generalizability, accuracy, and bias

(Campanario 1998; Marsh et al. 2008). In particular, the biases that affect peer

review receive a lot of attention. Scholars from various disciplines, including the

sociology of science, have named up to 25 different biases that can affect the

fairness of peer review.1 Campanario (1998), for instance, discusses evidence for

bias towards positive and statistically significant results, as well as for bias against

replication (Hubbard et al. (1998) show that bias against replication also applies to

the area of Strategic Management). Gans and Shepherd (1994) discuss bias against

fundamentally new ideas and refer to later Nobel Laureates whose manuscripts

were often rejected in the first instance. Other scholars argue that some authors are

favored over others who produce the same or even better quality which results from

biases of reputation (Beyer et al. 1995; Merton 1968; Miller 2006). Other authors

discuss a possible gender bias (Bornmann 2008).

Biased judgments and, accordingly, a lack of fairness are certainly among the

most discussed issues in peer review. Still, the proponents of peer review argue that,

although this method is imperfect, it is “more effective than any other known

instrument for self-regulation in promoting the critical selection that is crucial to

the evolution of scientific knowledge” (Bornmann 2011, p. 202).

One of the “most basic”, “damning”, and “broadly supported” criticism of peer

review is “its failure to achieve acceptable levels of agreement among independent

assessors”, which makes peer review unreliable (Marsh et al. 2008, p. 161f).

According to Mutz et al. (2012, p. 1), differing reviewer judgments of manuscripts

are “[o]ne of the most important weaknesses of the peer review process.” The

reliability of peer review is typically studied by measuring “interrater reliability”

(Bornmann 2008, 2011). Cicchetti (1991, p. 120) defines interrater or interreferee

reliability as “the extent to which two or more independent reviews of the same

scientific document agree.”

This article aims to discuss dissensus among reviewer judgments regarding the

acceptance, revision or rejection of a manuscript. We specifically provide an

updated overview of studies on the degree of consensus among reviewers in the

peer review process of papers for publication in management journals. We compare

the empirical results of management studies with those of studies from other

disciplines. Finally, consequences of high dissensus that is observed among

1 See Bornmann (2008, p. 26) and Cicchetti (1991, p. 129) for a list of literature on peer review

research discussing different biases. See also Campanario (1998) who discusses fraud, favoritism,

self-interest, the connections among authors, reviewers, and editors, as well as the suggestibility of

particularistic criteria in the context of double-blind reviewing.
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reviewers and its implications for management studies and the academic system are

discussed.

2 Interrater Reliability in Management Studies

There is a controversial debate on the most appropriate statistical measure for

interrater reliability (see for an overview Conger and Ward 1984; or Whitehurst

1984). Cicchetti (1991, p.120) points out that an appropriate statistical method

should account for the number of referees, the matching procedure, and the degree

of reviewer agreement that can be attributed to chance alone. Considering the points

mentioned by Cicchetti (1991), interclass correlation (ICC) and Cohen’s kappa (k)
are argued to be the most appropriate measures of interrater reliability (Bartko

1976; Cicchetti 1980; Spitzer and Fleiss 1974; Tinsley and Weiss 1975). Interclass

correlation provides reliability estimates of assessments made by two or more

referees of the same manuscript. Full agreement between reviewers is indicated

by the value 1.0 (Shrout and Fleiss 1979; Whitehurst 1984). Cohen’s kappa is a

statistical method for identifying the degree of agreement between two or more

raters that is above the agreement that could be expected by chance (Fleiss and

Cohen 1973). It ranges from �1 to 1. Negative values indicate poorer agreement

than would be expected by chance, 0 indicates chance agreement, and positive

values are interpreted as chance-corrected percentage agreement (Landis and Koch

1977; Weller 2001).

Interrater reliability in management journals is a seldom analyzed issue. Our

systematic research of the relevant literature identified five studies that analyze the

level of agreement among reviewers in management studies. Table 1 presents the

results of five studies including three management journals: Academy of Manage-
ment Journal (AMJ), Administration Science Quarterly (ASQ), and a German

journal, Zeitschrift f€ur F€uhrung und Organisation (ZFO). The table shows the

methods each study applied, the results it obtained, and the qualitative interpreta-

tion of the authors.

The studies presented here cover the period between 1976 and 2005. Cummings

et al. (1985) initiated the debate on disagreement among referees in the manage-

ment discipline. They analyzed the statements of reviewers on manuscripts sub-

mitted to the AMJ between 1976 and 1978. In 34 of 81 cases the authors found that

the reviewers’ recommendations were inconsistent. This corresponds to a disagree-

ment rate of almost 42 %, indicating that there was no common ground among the

reviewers’ evaluations.
The next study, which was published 10 years later by Beyer et al. (1995), picks

up the issue of interrater agreement in management sciences. Using a data sample

of 400 manuscripts submitted to the AMJ from 1984 to 1987, Beyer et al. analyzed

the effects of author, manuscript and review process characteristics on the publi-

cation decisions in the first and final review. They calculated an indicator for

reviewer disagreement as the standard deviation of the five-point scaled submission
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ratings. Even though this was not their main focus, some of their results provide

interesting insights into interrater agreement in the AMJ. For new submissions the

authors report a disagreement of 0.69 (averaged intra-paper SD). One may argue

that this is not an extremely high value for a five-point Likert scale (Miller 2006,

p. 429). However, a closer look at the results indicates an almost equivalent

averaged dispersion from the mean value by 0.62, which may lead to a difference

of more than one level on the scale.

Starbuck (2003) evaluated the review process from the editorial point of view.

Drawing on his own experience as an editor for the ASQ in the late 1960s, he

calculated the correlation among three-point scaled peer review recommendations

of around 500 manuscripts. It resulted in a significant but almost negligible coef-

ficient of 0.12. This value indicates a very low level of agreement among reviewers.

Further results on dissensus are discussed by Miller (2006). He mostly agrees

that there is low agreement among reviewers in sociological and psychological

research as a whole, but critically questions whether this is the case in the AMJ.
Using a randomly drawn sample of 68 cases from Rynes editorship, he calculated

the disagreement rate and the standard deviation of recommendations. He comes up

with a disagreement rate of 37 %, which is similar to the result reported by

Table 1 Interrater agreement in management studies

Journal/Authors Agreement

Sample

size Categories Author’s interpretation

Academy of Man-
agement Journal
(AMJ) (Cummings

et al. 1985)

42 %

disagreementa
81 None

Academy of Man-
agement Journal
(AMJ) (Beyer
et al. 1995)

SD¼ 0.69 400 5 None

Administrative Sci-
ence Quarterly
(ASQ) (Starbuck
2003)

ρ¼ 0.12 Pear-

son product–

moment

correlation

~500 3 “Little agreement among

reviewers” (p. 348)

Academy of Man-
agement Journal
(AMJ) (Miller 2006)

37 %

disagreement

68 5 “Dissensus is present at AMJ

but certainly not to the extent

that it could be” (p. 429)

Zeitschrift F€uhrung
+Organisation
(ZFO) (Nicolai
et al. 2011)

ρ(full
sample)¼ 0.19

ρ(rejected)¼
0.02

ρ(accepted)¼�
0.25b

142 5 “Weakly positive relation-

ship between the evaluations

of academics and practi-

tioners” (p. 60)

ρ¼ Pearson product–moment correlation; SD¼standard deviation
aIn 34 of 81 cases the authors found that the reviewers’ recommendations were inconsistent
b“Full” indicates a sample consisting of rejected and accepted manuscripts; “Rejected” indicates a

sample consisting only of rejected manuscripts; “accepted” indicates a sample consisting only of

accepted manuscripts
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Cummings et al. (1985). Likewise his results on within-paper standard deviation2

correspond to Beyer et al. (1995). As mentioned earlier, the level of both results

indicates the existence of considerable dissensus among AMJ reviewers.
Nicolai et al. (2011) examined disagreement among the reviewers of a German

management journal. This study is a special case in that the authors analyze a

so-called bridge journal, the ZFO, which uses double-blind reviews conducted by

one academic and one practitioner. The study’s sample consists of 142 manuscripts

submitted to the ZFO between 1995 and 2005. All examined recommendations are

based on a five-point Likert scale. Correlation analysis reveals a significant

( p< 0.05) but relatively low correlation (0.19), which implies an almost negligible

relationship among the reviewers. Further analyses indicate a substantial difference

in agreement between accepted and rejected manuscripts. The correlation coeffi-

cient of reviews for rejected papers was insignificant different from zero. In

contrast, the coefficient for accepted papers is significant ( p< 0.10) but negative

(�0.25), which suggests a weak inverse relationship between the recommendations

of academics and of practitioners.

Another study, which analyzes authors’ opinions instead of directly comparison

of review judgments, is not presented in Table 1. Bedeian (2003) analyzed the

experience of 173 authors whose manuscripts were accepted for publication in the

AMJ or the AMR between 1999 and 2001. In particular, Bedeian asked the leading

authors how satisfied they were with the consistency of the different referees’
comments (Bedeian 2003, p. 334). More than half of the respondents—a total of

107 (62 %)—were satisfied with the uniformity of the reviewers’ statements.

Another 34 (20 %) were neither satisfied nor dissatisfied, and 31 (18 %) were

unsatisfied with the degree of agreement among the reviewers’ recommendations.

Bedeian (2003, p. 333) concluded that the “authors expressed satisfaction with the

consistency of the editor and referee comments among one another.” However, this

result should be interpreted with caution. As Miller (2006, p. 429) points out, the

nature of Bedeian’s sample is biased towards successful authors. Indeed, Bedeian

(2003, p. 335) himself states that as “several authors noted, they would have

responded to various survey items differently had their manuscripts been rejected.”

The results of all studies presented here that directly analyzed interrater agree-

ment mostly indicate low consensus among reviewers in management studies.

Moreover, the works indicate that dissensus in management studies seems to be

independent of editor, journal, or period covered by the data. However, the methods

these studies use (disagreement rate, correlations etc.) hardly make it possible to

qualify the level of agreement or make comparisons between different studies and

different measures. Furthermore, frequency statistics and correlation measures do

not consider chance agreement among raters and present an additive bias

(Whitehurst 1984). For this reason, in our literature review we also gathered the

qualitative statements that the authors of these works have made (see column 5 in

Table 1). All in all, these statements demonstrate that the degree of interrater

2 The author or Miller (2006, p. 429) do not report numerical results.
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agreement was smaller than expected. Starbuck (2003, p. 349) concludes that

“knowing what one reviewer had said about a manuscript would tell me almost

nothing about what a second reviewer had said or would say.”

Some authors explain dissensus among reviewers with the “low paradigm

development” of an academic discipline (Beyer et al. 1995; Miller 2006; Starbuck

2003). “Low paradigm development” refers to a lack of common assumptions,

terminology, theory, and methodology (e.g., Pfeffer 1993; Zammuto 1984). These

authors follow Lodahl and Gordon (1972), who used Kuhn’s concept (1962) of the
scientific paradigm to classify the major sciences as “low-paradigm” or “high-

paradigm” disciplines. On the basis of the state of technological development and

the level of consensus within each field of research, the social sciences are classified

as “low-paradigm” disciplines, whereas the natural sciences, such as physics or

chemistry, are classified as “high-paradigm” disciplines (Lodahl and Gordon 1972).

According to this scheme, management studies can be classified as a “low–

paradigm” field (Beyer et al. 1995, p. 1230; Pfeffer 1993). Beyer et al. (1995) argue

that in the social sciences there are no universal scientific criteria on the basis of

which generally accepted decisions could be made. Whitley (1984, p. 780)

describes management studies as a “fragmented type of scientific field” with a

high degree of technical and strategic task uncertainty. In contrast to mathemati-

cians or economists, management researchers do not coordinate or control their

work in keeping with a “global view” of their discipline (Whitley 1984, p. 799f).

The level of agreement in management studies can be described as “multitude,

vague, and ever changing. Researchers do not behave as if agreements exist about

some beliefs and perceptions being correct” (Starbuck 2003, p. 348). Thus, “low-

paradigm” development, as well as the immaturity of an academic discipline, can

be a reason for the inconsistent (usage of) judgment criteria in the review process

and dissensus among reviewers (Beyer et al. 1995).

3 Interrater Reliability in Other Sciences

If the “low-paradigm” character of management studies is the reason for dissensus,

agreement should be higher in “high-paradigm” disciplines. On the basis of the

classification metric of Lodahl and Gordon (1972) of “low-” and “high-paradigm”

disciplines, we summarize in Table 2 the results on interrater reliability among

reviewers in two disciplines classified as “high-paradigm”: chemistry and physics.

We identified studies on referee agreement in journal submission and grant

application processes. Zuckerman and Merton (1971) examined the referee system

as a whole and analyzed the patterns of decision-making among editors and

reviewers in The Physical Review (PR). Examining 172 manuscripts evaluated by

two referees between 1948 and 1956, the authors calculated a rate on full

112 A.T. Nicolai et al.



disagreement3 of about 3 %. This finding indicates a very high level of agreement.

However, other sets of results from this study draw a slightly different picture. As

the authors state, two-thirds of these recommendation judgments reveal “minor

differences in the character of proposed revisions” (Zuckerman and Merton 1971,

p. 67, footnote 3). Unfortunately, no further information is given on the recom-

mendation range or its variance. Thus, the evaluation of those results is hardly

possible.

Lazarus (1982) examined the issue of interrater agreement in physics. He claims

that the agreement rate among reviewers on the question of accepting or rejecting a

Table 2 Interrater overview in “high-paradigm” disciplines

Journal/Authors Discipline Agreement

Sample

size Categories

Author’s
interpretation

The Physical
Review (PR)
(Zuckerman and

Merton 1971)

Physics 3a–67 %b dis-

agreement

rate

172 2–4 “Agreement was

very high” (p. 67)

Physical Review
Letters (Lazarus
1982)

Physics 85–90 % dis-

agreement

rate

None

Angewandte
Chemie (Daniel
1993)

Chemistry K¼ 0.2 856 4 “Reviewer agree-

ment must be

described as rather

unsatisfying”

(p. 23)

Angewandte
Chemie
(Bornmann and

Daniel 2008)

Chemistry K¼ 0.1–0.21 1,899 4 “Low level of

agreement among

referees’ recom-

mendations”

(p. 7174)

Grants within

Committee on

Science and

Public Policy

(Cole et al. 1981)

Chemical

dynamics

53 % (share

of total

variance)

50 12 “Substantial

reviewer variance”

(p. 884)

Grants within

Committee on

Science and

Public Policy

(Cole et al. 1981)

Solid-

state

physics

47 % (share

of total

variance)c

50 12

K ¼ Cohen’s kappa
aRefers to full disagreement that one referee recommended acceptance and the other rejection
bRefers to minor differences between referees
cPercentage of total variance in reviewers’ ratings accounted for by differences among reviewers

of individual proposals (Cole et al. 1981, p. 884)

3 Full disagreement implies that one referee recommended acceptance and the other rejection.
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manuscript in Physical Review Letters is about 10–15 %. This corresponds to a

disagreement rate of about 85–90 %, which is more than twice as high as the

disagreement rate in management journals. Unfortunately, Lazarus (1982) does not

provide further details on this analysis.

Interrater reliability in chemistry was examined in Daniel (1993) and in

Bornmann and Daniel (2008). Both studies used the referees’ recommendations

of the Angewandte Chemie, which is a journal published by the German Chemical

Society (Gesellschaft Deutscher Chemiker, GDCh, Frankfurt am Main). As a

measure of agreement, both studies used Cohen’s kappa (Fleiss and Cohen 1973).

In the earlier study, Daniel (1993) examined a sample of 856 manuscripts covering

the mid-1980s. His calculations revealed a Cohen’s kappa of 0.20, implying that

agreement among the reviewers’ judgments of these manuscripts is 20 % higher

than would be expected by chance. Following the guidelines of Landis and Koch

(1977) on how such measurements should be interpreted, this corresponds to a low

level of agreement among reviewers.

In the subsequent study, Bornmann and Daniel (2008) used a larger sample of

1,899 manuscripts refereed in the year 2000. They applied a more advanced

statistical method, weighted Cohen’s kappa, which takes into account the different

level of agreement between two or more referees. Depending on the weighting

parameter, their kappa coefficients range between 0.10 and 0.21. That is, reviewers

agreed on 10–21 % more manuscripts than could have been expected by chance.

Thus, the more recent study shows an even lower degree of agreement among

reviewers in the journal Angewandte Chemie.
Further results on interrater agreement in high paradigm disciplines can be

derived from the analysis of Cole et al. (1981). The authors analyzed interrater

reliability in a grant application process. Their data sample consisted of 150 pro-

posals in chemical dynamics, solid-state physics, and economics—50 from each

discipline—and about 12 reviewers for each proposal. In order to avoid making

statistical assumptions, the authors used the analysis-of-variance approach to deter-

mine the level of consensus among referees. The variance in the ratings is

decomposed into variation in the quality of a proposal, in the review procedure,

and in the reviewers’ judgments. The authors’ results show that most of the variance

in the ratings of the proposals is due to reviewer disagreement and not to differences

in content or methodology. In fact, in chemistry dynamics the variance in the

reviewers’ ratings accounted for 53 % of the total variance. In solid-state physics

this value reached 47 %. In both cases, the variance among the reviewers of the

same proposal is almost twice as high as the variation in the quality of proposals.

The authors conclude by saying that “[c]ontrary to a widely held belief that science

is characterized by wide agreement [. . .] our research both in this and other studies

in the sociology of science indicates that concerning work currently in process there

is substantial disagreement in all scientific fields” (Cole et al. 1981, p. 885). Other

articles presenting overviews of the reliability of peer review or meta-analysis also

did not find “any effect of [the] discipline” (Bornmann et al. 2010, p. 7) on interrater

agreement among reviewers (Cicchetti 1991; Weller 2001).
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The results presented in Table 2 indicate that also in “high-paradigm” disciplines

interrater agreement is low. In view of that, the argument that dissensus among

reviewers is a consequence of the “low-paradigm” nature of management studies

seems fragile. On the contrary, dissensus among reviewers who assess works

submitted to academic journals appears to be a common issue in science.

Conclusion
Interrater reliability is a topic that “goes to the heart of peer review” (Miller

2006, p. 426). The advancement of knowledge would be impossible if

scientists were not able to reach a certain degree of consensus (Pfeffer

1993, p. 611). If a work of research is rigorous, it can be expected that two

independent reviewers will agree on its quality (Bornmann 2011, p. 207). Our

overview on interrater reliability in peer review conducted for management

journals shows that this is often not the case: there seems to be little consensus

among reviewers in management studies. Some authors attribute this ten-

dency to the “low-paradigm” and fragmented nature of management research,

as a result of which, inconsistent judgment criteria may be applied in the

review process (Beyer et al. 1995, p. 1255). However, a low degree of

interrater agreement is not specific to management studies. Also “high-para-

digm” fields exhibit a high degree of reviewer disagreement. Thus, the hope

that consensus might grow as the paradigm of management studies develops

seems delusive. Dissensus could even increase if, as some authors (e.g.,

Cohen 2007) suggest, management journals integrate more and more

science-external audiences into the peer review process (see Nicolai

et al. 2011 for a critical discussion).

A high degree of dissensus illustrates the central role of journal editors for

two reasons. First, the editor’s opinion is given greater prominence if the

reviewers’ recommendations point in different directions. Second, the editor

chooses the referees, and the result of a review might depend more on the

selected reviewer than on the quality of the submitted manuscript. Kravitz

et al. (2010, p. 4) found that, “recommendations were more consistent for

multiple manuscripts assigned to the same reviewer (intra-class correlation

coefficient rho¼ 0.23) than for multiple reviewers assessing the same man-

uscript (rho¼ 0.17).” Overall, low reliability implies a certain randomness of

the peer review process. Consequently, publication in journals should not

serve as the only measure of scientific performance. Instead, researchers

should triangulate different kinds of evidence about scientific quality

(Starbuck 2005, p. 197). An alternative form of measuring scholarly perfor-

mance is to use its communications or hyperlinks on the World Wide Web.

Webometrics is based on “link analysis, web citation analysis, search engine

evaluation and purely descriptive studies of the web” (Thelwall 2008, p. 611).

Examples of such measures are hyperlinks between pages (Aguillo

(continued)
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et al. 2006) or numbers of external inlinks received by one’s website (Tang

et al. 2012). A further development on webometrics is provided by the so

called altmetrics indicators. Those additionally take into account social

bookmarking services and the number of downloads (see for an overview

of altmetrics indicators Weller (2015)). Those measures are mainly unat-

tached by reviewer judgments, but are available on a large scale and mostly

immediately after publications. Moreover, these indices additionally assess

the impact of readers and not only citers (Thelwall et al. 2013).

The statistical tests that the studies included in this overview applied to

examine reviewer agreement are the subject of an ongoing methodological

debate (Kravitz et al. 2010; Weller 2001). For example, percentages of

agreement and Pearson product–moment correlation present numerous prob-

lems, while raw frequency counts do not distinguish agreement by chance

alone and thus include both true and chance agreement (Watkins 1979). The

correlation approach corrects for random agreement; however, as a measure

of association rather than reliability, this statistic does not provide any

information on the level of disagreement among reviewers. In fact, it can

obtain perfect correlation even if the referees never agreed exactly but

disagreed proportionally (Hendrick 1976; Whitehurst 1984). Kravitz

et al. (2010, p. 4) criticize the methods that many studies apply to analyze

the assessments of reviewers: they assume that judgments vary along one

latent dimension of publishability and merit but that this “can hardly be tested

by calculating kappa or intraclass correlation coefficients.” In a similar vein,

Hargens and Herting (1990) also criticized the latent-dimension approach. As

Hargens and Herting (1990, p. 14) argue, by using the row–column associa-

tion model of Goodman (1984), it is possible to “derive information about the

distances between recommendation categories empirically rather than requir-

ing arbitrary assumptions about those distances.” The authors recommend

that researchers should analyze these issues before calculating any disagree-

ment measures.

It should be noted, however, that low interrater agreement is not neces-

sarily a sign that the review process is not working well. Editors might

deliberately choose reviewers with complementary expertise and opposing

perspectives to obtain recommendations on different aspects of a piece of

research (Hargens and Herting 1990, p. 2). It is open to debate whether the

choice of reviewers with complementary competences can explain the low

agreement rates observed among reviewers. So far, very few studies have

analyzed comparatively the content of reviewers’ comments to identify the

reasons behind their disagreement (Bornmann 2011, p. 226). An analysis of

this issue could shed light on an interesting discrepancy. Reviews, which

usually are not publicly available, are characterized by very different points

of view and often harsh criticism (Miller 2006). The published debate in

(continued)
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management studies is much more consensual. Negational or critical citations

in scholarly management articles are very rare (Schulz and Nicolai 2014). A

better understanding of why exactly the opinions of reviewers differ could

contribute not only to the improvement of the reviewing process, but also to

the progress of the scholarly management debate in general.
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The Use of Bibliometrics for Assessing

Research: Possibilities, Limitations

and Adverse Effects

Stefanie Haustein and Vincent Larivière

Abstract Researchers are used to being evaluated: publications, hiring, tenure and

funding decisions are all based on the evaluation of research. Traditionally, this

evaluation relied on judgement of peers but, in the light of limited resources and

increased bureaucratization of science, peer review is getting more and more

replaced or complemented with bibliometric methods. Central to the introduction

of bibliometrics in research evaluation was the creation of the Science Citation

Index (SCI) in the 1960s, a citation database initially developed for the retrieval of

scientific information. Embedded in this database was the Impact Factor, first used

as a tool for the selection of journals to cover in the SCI, which then became a

synonym for journal quality and academic prestige. Over the last 10 years, this

indicator became powerful enough to influence researchers’ publication patterns in

so far as it became one of the most important criteria to select a publication venue.

Regardless of its many flaws as a journal metric and its inadequacy as a predictor of

citations on the paper level, it became the go-to indicator of research quality and

was used and misused by authors, editors, publishers and research policy makers

alike. The h-index, introduced as an indicator of both output and impact combined

in one simple number, has experienced a similar fate, mainly due to simplicity and

availability. Despite their massive use, these measures are too simple to capture the

complexity and multiple dimensions of research output and impact. This chapter

provides an overview of bibliometric methods, from the development of citation

indexing as a tool for information retrieval to its application in research evaluation,

and discusses their misuse and effects on researchers’ scholarly communication

behavior.
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1 Introduction

The evaluation of researchers’ work and careers, which traditionally relied on peer

review, is increasingly substituted or influenced by publication output and citation

impact metrics (Seglen 1997b; Rogers 2002; Cameron 2005). Bibliometric indica-

tors are more and more applied by governments and other funding organization

mainly because of their large-scale applicability, lower costs and time as well as

their perceived objectivity. The goal is to optimize research allocations and make

funding both more efficient and effective (Moed 2005; Weingart 2005).

Bibliometrics and citation analysis go back to the beginning of the twentieth

century, when they were used by librarians as a tool for journal collection devel-

opment. Although mentioned much earlier by Otlet (1934) in French (bibliométrie),
it is Pritchard (1969) who is mostly associated with coining the term bibliometrics
as a method

to shed light on the processes of written communication and of the nature and course of

development of a discipline (in so far as this is displayed through written communication),

by means of counting and analyzing the various facets of written communication.

(Pritchard 1969, pp. 348–349)

However, it is only with the creation of the Science Citation Index in the early

1960s that bibliometrics became a method that could be massively applied to

analyze patterns of scholarly communication and evaluate research output. Over

the last 20 years, the increasing importance of bibliometrics for research evaluation

and planning led to an oversimplification of what scientific output and impact were

which, in turn, lead to adverse effects such as salami publishing, honorary author-
ships, citation cartels and other unethical behavior to increase one’s publication and
citation scores, without actually increasing one’s contribution to the advancement

of science (Moed 2005).

The goal of this chapter is to inform the reader about bibliometrics in research

assessment and explain possiblilities and limitations. The chapter starts with a brief

historic summary of the field and the developments of its methods, which provides

the context in which the measurement of scholarly communication developed. An

overview of indicators and their limitations is then provided, followed by their

adverse effects and influence on researchers’ scholarly communication behavior.

The chapter concludes by summarizing the possibilities and limitations of

bibliometric methods in research evaluation.

2 Development of Bibliometrics and Citation Analysis

Bibliometric analyses are based on two major units: the scientific publication as an

indicator of research output and citations received by them as a proxy of their

scientific impact or influence on the scholarly community. Early bibliometric

studies, at that time referred to as statistical bibliography, were mostly applied to
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investigate scientific progress and later library collection management. For exam-

ple, Cole and Eales (1917), which can be considered the first bibliometric study,

examined the scientific output of European countries in anatomy research based on

literature published between 1543 and 1860. By defining publications as the main

unit of measurement to assess scientific activity in certain research areas, they laid

out the basis for future bibliometric studies (De Bellis 2009). Ten years later, Gross

and Gross (1927) were the first ones to carry out a citation analysis of journals, in

search for an objective method for the management of their library collection.

Pressured by limited budgets and physical space in libraries opposed to the ever-

growing volume of scholarly documents published, they extracted citations to

journals from 3,663 references listed in the 1926 volume of the Journal of the

American Chemical Society, thus compiling a list of most cited journals to sub-

scribe to. In doing so they equated citations received by journals with their

importance in the disciple, setting the stage for citation analysis in both library

collection management and research evaluation. Bradford (1934) further influenced

librarians and collection management through his famous law of scattering, stating

that the majority of documents on a given subject are published in a small number

of core journals. Together with Lotka’s (1926) law on the skewed distributions of

papers per author, Zipf’s (1949) law on word frequencies in texts, as well as Price’s
(1963) work on the exponential growth of science, Bradford formed the basis of the

mathematical foundations of the field of bibliometrics. It did, however, take the

development of a global and interdisciplinary citation index, i.e., Garfield’s Science
Citation Index (SCI), for bibliometric methods—and citation analysis as its key

aspect—to enter into the area of research policy and evaluation. Citation indexes

were the key to evaluative bibliometrics and research evaluation because they

provided the database and made global and large-scale analyses feasible. The

development of the Institute of Scientific Information (ISI) and the SCI gave rise

to both the practical application of bibliometrics in research evaluation and infor-

mation retrieval and theoretical and empirical research of citation analysis and

bibliometric indicators.

2.1 The Science Citation Index

After World War II it was believed that economic growth and scientific progress

were intertwined and the latter could be controlled and steered towards specific

goals, resulting in the era of big science and hyperspecialization (De Bellis 2009). It

is in this context that citation indexing developed as a means to cope with the flood

of scientific literature. With the growth of publication output, the scientific land-

scape had become complex and the amount of literature unmanageable. Garfield’s
citation indexes aimed at making the information overload manageable creating a

“World Brain” (Garfield 1964) of scientific information through automatic indexing

based on references. Garfield adopted this method from Shepard’s Citation, a

citatory service in the field of law established in 1873 to keep track of the
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application of legal decisions (Garfield 1979). Citations were assumed to be the

better descriptors and indexing terms as symbols of a document’s content than

natural language such as terms derived from document titles (Garfield 1964).

Garfield believed that the community of citing authors outperformed indexers in

highlighting cognitive links between papers especially on the level of particular

ideas and concepts (Garfield 1983, p. 9), an approach resembling the pheonomenon

known today as crowdsourcing. This is the theoretical foundation that citation

indexing is based on.

As a multidisciplinary citation index, the SCI was initially developed for infor-

mation retrieval and not for research evaluation. Along these lines, the Impact

Factor was initially developed by Garfield as a tool to select the most relevant

journals for coverage in ISI’s SCI, with a particular focus on cost efficiency. As the
mean number of citations received in 1 year by papers published in a journal during

the 2 previous years, the Impact Factor selects the most cited journals regardless of

output size (Garfield 1972).

Garfield’s law of concentration, a further development of Bradfield’s law of

scattering combining all fields of science, showed that the majority of cited

references referred to as few as 500 to 1,000 journals, justifying a cost-efficient

coverage approach (Garfield 1979). Based on the Impact Factor, 2,200 journals had

been identified by 1969 as “the world’s most important scientific and technical

journals” (Garfield 1972, p. 471) and became fully indexed by the SCI. The ISI

citation indexes fostered further developments of the field of bibliometrics in

general and of citation analysis in particular, both empirically and theoretically.

By enabling large-scale publication and citation analysis of different entities from

micro (author) to macro (country) level, the SCI provided the basis for quantitative

research evaluation. Garfield himself underlined the potential of citation analysis in

research evaluation and outlined the usefulness of the Impact Factor for librarians,

editors and individual scientists (Garfield 1972; Moed 2005).

2.2 Theory of Publication and Citation Analysis

Original research results are typically formally communicated through publica-

tions. Thus, publications can be regarded as proxies of scientific progress at the

research front (Moed 2005). They do, however, not capture the entire spectrum of

scientific activity. In most of the medical and natural sciences, the journal article is

the main publication format used by researchers to disseminate and communicate

their findings to the research community, claim priority of findings and make them

permanent. Peer-review and editorial work ensure a certain level of quality control,

and details on the methods provide the means for colleagues to replicate the

findings. Given this central importance of articles for scholarly communication,

sociological research has considered that, by counting papers, we obtain an indi-

cator of research activity.
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Citation analysis is based on the assumption that a document referenced in a

subsequent paper marks the intellectual influence of the cited document on the

citing paper. Since the number of cited items is usually restricted by the length of

the publication, a reference lists should not be considered a complete list but a

selection of the most influential sources related to a piece of work (Small 1987).

The number of citations received is thus assumed to reflect the influence or

scientific impact of scholarly documents and mark their contribution to progress

and advancement of science. This assumption is based on the argument by sociol-

ogist Robert K. Merton (1977, pp. 54–55) that “if one’s work is not being noticed

and used by others in the system of science, doubts of its value are apt to rise.”

Merton’s normative approach regards citations as the “pellets of peer recognition”

(Merton 1988, p. 620) within the scientific reward system, a symbol of acknowl-

edging the knowledge claim of the cited source. The work by Merton’s students
Stephen and Jonathan Cole (Cole and Cole 1973) and Harriet Zuckerman (1987),

which analyzed Merton’s theories from an empirical perspective, have shown

positive but not perfect correlations between citation rates and qualitative judgment

by peers, thus providing an early framework for the use of bibliometrics in

assessing, albeit imperfect, scientific influence (Moed 2005).

2.3 Bibliometrics and Peer Review

Peer review is the most important instrument when it comes to judging or ensuring

the quality of scientists or of their work. It is applied at each level of a researchers’
career, from submitted manuscripts to the evaluation of grant proposals, as well as

to their suitability for academic positions or scholarly awards. Based on Merton’s
set of norms and values conveyed by the ethos of science, in a perfect setting peer

review should be based entirely on the scientific quality and disregard any personal

interests (Merton 1973). In reality, judgements could be influenced by prejudices

and conflicts of interest of the referee, are sometimes inconsistent or often contra-

dict each other (Martin and Irvine 1983). In addition, peer review is time and cost

intensive. This has generated, for some, the need for faster and more cost-efficient

methods. Studies (e.g., Cole and Cole 1967; Martin and Irvine 1983; Rinia

et al. 1998; Norris and Oppenheim 2003) correlating peer judgement with citations

found positive but not perfect correlations, indicating that the two approaches

reflect similar but not identical assessments. Given the limitations of both methods,

none of them leads to a perfect, unbiased quality judgement. In the evaluation of

research output, peer review and bibliometrics do thus not replace each other but

are best used in combination.

The Use of Bibliometrics for Assessing Research: Possibilities, Limitations. . . 125



3 Bibliometric Analyses

3.1 Basic Units and Levels of Aggregation

Aggregation levels of bibliometric studies range from micro (author) to macro

(countries) with different kinds of meso levels in between such as institutions,

journals or research fields and subfields. Regardless of the level of aggregation,

publication activity of particular entities is determined through the author and

author addresses listed in the article (De Lange and Glänzel 1997). A paper

published by author A at Harvard University and author B at the University of

Oxford in the Astrophysical Journal would thus count as a publication in astro-

physics for authors A and B on the micro, Harvard and Oxford on the meso and the

US and the UK on the macro level. Since co-publications serve as a proxy of

scientific collaboration, the same publication would provide formal evidence of

authors A and B, Harvard and Oxford and the US and UK collaborating in

astrophysics research. Publications can be counted fully, i.e., each participating

unit is credited with one publication, or fractionally, assigning an equal fraction of

the paper to each entity (Price 1981), that is 0.5 to each of the two entities per

aggregation level in the example above. The latter is particularly helpful to compare

scientific productivity of research fields with different authorship patterns. While

single-authored papers are quite common in the humanities, the list of authors in

experimental physics can include more than a hundred names, because research is

carried out at large international facilities (Larivière et al. 2006). The number of

authors per article and international collaboration is increasing over time for all

fields of research (Abt 1992; De Lange and Glänzel 1997). Hence, the probability

that a researcher contributes to a paper is, thus, very different from one field to

another.

Similarly, different fields have different rules when it comes to authorship

(Pontille 2004; Birnholtz 2006). For example, the act of writing the paper is central

to authorship in the social sciences and humanities, while, in the natural and

medical sciences, the data analysis plays an important role. As a consequence, a

research assistant who analyzed the data in sociology would not typically be an

author of the paper—and thus be included in the bibliometrics measures—while in

natural and medical sciences, this task could lead to authorship. This is exemplified

by the very large number of authors found in high-energy physics, where all

members of the research team—which can amount to several hundreds—will sign

the paper, even several months after they left the experiment (Biagioli 2003). Thus,

the adequation between ‘research activity’ and bibliometrics depends on the

discipline.
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3.2 Data Quality

Another aspect that is essential in bibliometric studies is the quality of data. This

involves the selection of a suitable database and cleaning of bibliographic metadata.

Author and institution names come in many different forms including first names

and intitials, abbreviations and department names or spelling errors and they may

change over time (synonymy problem). On the other hand, the same name might

refer to more than one person or department (homonymy problem). Disambiguation

and cleaning author names and institutions is fundamental to computing meaningful

bibliometric indicators used in research evaluation.1 It is most successful if either

publication lists are verified by authors or on a larger scale if cleaning is carried out

by experts supported by powerful rule-based algorithms computing the probabili-

ties based on similarities of document metadata including author addresses,

co-authors, research fields and cited references (Moed 2005; Smalheiser and Torvik

2009). It should be assumed that the individual author would be able to identify his

or her own publications. As the authors themselves should know best which papers

they have written, a registry with unique and persistent author identifiers which

researchers can link with their publications, would solve author homonymy and

synonymy problems. ResearcherID2 represents such a registry within Web of

Science and ORCID3 has recently been launched as a platform-independent and

non-profit approach to identify and manage records of research activities (including

publications, datasets, patents etc.). For such a system to fully replace author name

disambiguation for evaluative bibliometrics, it would have to be based on the

participation of the entire population of authors during the period under analysis

including those that are no longer active in the field or even alive. As this is not very

likely such registries can be used to support the disambiguation process but cannot

entirely replace data cleaning in bibliometric analyses.

3.3 Bibliometric Indicators

Provided a cleaned dataset, entities such as authors, institutions or countries can be

compared regarding their publication activity and citation impact using

bibliometric indicators. Among those frequently used in research evaluation, one

can distinguish between basic and normalized metrics, time-based and weighted
indicators are other kinds of citation indicators. Since they are more common in

journal evaluation—e.g., cited half-life (Burton and Kebler 1960) or Eigenfactor

1 It should be mentioned that, despite the fact that bibliometrics should not be used alone for

research evaluation, individual level disambiguation is often needed in order to assess groups of

researchers.
2 http://www.researcherid.com
3 http://orcid.org
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metrics (Bergstrom 2007) and SCImago journal rank (Gonzalez-Pereira

et al. 2010)—than in research assessment of authors, institutions and countries,

they are not included in the following overview for reasons of space.

3.3.1 Basic Indicators

Basic or simple bibliometric indicators include the number of publications and

citations, which are size-dependent measures. Mean citation rates try to account for

output size by dividing the total number of citations received by an entity by the

number of its publications. Basic citation rates can be limited to certain document

types, include or exclude self-citations or have different citation and publication

windows. That is, they can be calculated synchronously� citations received in

1 year for documents published during previous years� or diachronous-

ly� documents published in 1 year cited in subsequent years (Todorov and Glänzel

1988). Without fixed publication and citation windows or accurate normalization

for publication age, an older document has higher probabilities of being cited.

Basic publication and citation indicators are influenced by different publication

patterns of disciplines and also by the size or age of the measured entitity. Using

basic instead of normalized (see Sect. 3.3.2) metrics, a researcher from the medical

sciences would thus seem more productive and to have higher citation impact than a

mathematician, because medical scientists contribute to more papers and their

papers contain a larger number of and more recent references than those in

mathematics. Comparing the publication output and citation impact of authors,

institutions, journals and countries without an accurate normalization is thus like

comparing apples with oranges. A university with a large medical department

would always seem more productive and impactful than those without.

Mean citation rates are the most commonly used size-independent indicator of

scientific impact. Due to the highly skewed distribution of citations per paper—as a

rule of thumb, 80 % of citations are received by 20 % of documents and many are

never cited, especially in the humanities (Larivière et al. 2008)—the arithmetic

mean is, however, not a very suitable indicator since other than in a normal

distribution it is not representative of the majority of documents (Seglen 1992).

The median has been suggested as more appropriate due to its robustness (Calver

and Bradley 2009), but since it disregards the most frequently cited document, it

cannot fully represent the citation impact of a set of papers. Providing the standard

deviation with the mean and additional distribution-based indicators such as cita-

tion percentiles, for example, the share of top 1 or 5 % highly cited papers as a

measure of excellence, seem more appropriate (Tijssen and van Leeuwen 2002;

Bornmann and Mutz 2011).

Journal Impact Factor As noted above, the Impact Factor was developed out of

the need to select the most relevant journals to include in the SCI regardless of

output size:
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In view of the relation between size and citation frequency, it would seem desirable to

discount the effect of size when using citation data to assess a journal’s importance. We

have attempted to do this by calculating a relative impact factor—that is, by dividing the

number of times a journal has been cited by the number of articles it has published during

some specific period of time. The journal impact factor will thus reflect an average citation

rate per published article. (Garfield 1972, p. 476)

The journal Impact Factor is a certain type of mean citation rate, namely a

synchronous one based on citations received in year y by papers published in the

2 previous years, i.e., y-1 and y-2. As such the above-mentioned limitations of

arithmetic means to represent non-normal distributions apply (Todorov and Glänzel

1988; Seglen 1992). An extreme example of the susceptibility of the Impact Factor

to single highly-cited papers is that of Acta Crystallographica A, which increased

24-fold from 2.051 in 2008 to 49.926 in 2009 because of a software review of a

popular program to analyze crystalline structure cited 5,868 times in 2009

(Haustein 2012).

In addition to being a mean citation rate, the Impact Factor has other limitations

and shortcomings. It includes articles, reviews and notes as publication types while

citations to all document types are considered, leading to an asymmetry between

numerator and denominator (Moed and van Leeuwen 1995; Archambault and

Larivière 2009). This asymmetry has led journal editors to “optimize” their

journals’ publication behavior (see Sect. 4). Another shortcoming of the journal

Impact Factor is its short citation windows, which goes back to convenience and

cost-efficiency decisions made in the early days of the SCI (Martyn and Gilchrist

1968; Garfield 1972). Garfield (1972) found that the majority of citations are

received within the first 2 years after publication. For some disciplines 2 years

are not long enough to attract a significant number of citations, thus leading to large

distortions (Moed 2005). Since its 2007 edition, the Journal Citation Report (JCR)

includes a 5-year Impact Factor but the 2-year version remains the standard. The

asymmetry between numerator and denominator, which was caused by computa-

tional limitations in the 1960s and could easily be solved by document-based

citation matching, however, still exists.

H-index Introduced by a researcher outside the bibliometric community physi-

cist Jorge E. Hirsch, the h-index has had enormous impact on the scholarly and

bibliometric community (Waltman and van Eck 2012) due to its attempt to reflect

an author’s publication output and citation impact with one simple integer.

Although initially perceived as its strength, the oversimplification of the two

orthogonal dimensions of publications and citations (Leydesdorff 2009), is actually

its greatest weakness. Hirsch (2005) defined the h-index of an author as follows:

A scientist has index h if h of his or her Np papers have at least h citations each and the other
(Np h) papers have h citations each. (Hirsch 2005, p. 16569)

In other words, for any set of papers ranked by the number of citations,

h indicates the number of papers for which the number of citations is equal to or

higher than the corresponding ranking position, i.e., an author has an h-index of

10, if 10 of his papers were each cited at least 10 times. The set of documents from
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the first to the hth position are part of the so-called h-core. The indicator does not

take into account the total number of publications or citations, so that two

researchers with the same h-index could differ completely in terms of productivity

and citation impact as long as they both published h papers with h citations.

Besides the fact that the metric tries to oversimplify a researcher’s impact and is

size-dependent, the h-index is also inconsistent. For example, if two authors gain

the same number of citations even for the same co-authored document, their

h-indexes increase by 1 only if the additional citations move the paper up in the

ranking from a position outside to inside the h-core. Thus an identical citation

increase even for the same paper can lead to different outcomes for two researchers

(Waltman and van Eck 2012). Similarly, given that the maximum of the h-index is

the entity’s number of publication, the h-index is more strongly determined by the

number of publications rather than the number of citations. Thus, the h-index

cannot be considered as a valid indicator of research productivity and impact.

3.3.2 Normalized Indicators

As mentioned above, certain biases occur caused by differences in publication

behavior between research fields, publication growth and speed, different document

types, time frames and/or database coverage. To allow for a fair comparison of

universities or researchers active in different subject areas, normalized citation

indicators try to counterbalance these biases. A full normalization of biases is a

difficult and so far not yet entirely solved task due to the complexity of processes

involved in scholarly communication.

The most commonly used field-normalized indicators are based on the so-called

a posteriori, ex post facto or cited-side normalization method, where normalization

is applied after computing the actual citation score (Glänzel et al. 2011; Zitt 2010).

The actual or observed citation value of a paper is compared with the expected

discipline-specific world average based on all papers published in the same field in

the same year and in some cases the same document type. Each paper thus obtains

an observed vs. expected ratio, which above 1 indicates a relative citation impact

above world average and below 1 the opposite (Schubert and Braun 1996). An

average relative citation rate for a set of papers—for example, all papers by an

author, university or country—is computed by calculating the mean of the relative

citation rates, i.e., observed vs. expected citation ratios, of all papers (Gingras and

Larivière 2011; Larivière and Gingras 2011). As observed citation impact is

compared to field averages the cited-side normalization relies on a

pre-established classification system to define a benchmark. A paper’s relative

impact thus depends on and varies with different definitions of research fields.

Usually classification systems are journal based thus causing problems particularly

for inter- and multidisciplinary journals. An alternative to the cited-side method is

the citing-side or a priori normalization, which is independent of a pre-established

classification system because the citation potential is defined through citing
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behavior, i.e., the number of references (Leydesdorff and Opthof 2010; Moed 2010;

Zitt 2010; Waltman and van Eck 2010).

Although normalized indicators are the best way to compare citation impact of

different entities in a fair way, the complex structures of scholarly communication

are difficult to capture in one indicator of citation impact. It is thus preferable to

triangulate methods and use normalized mean citation rates in combination with

distribution-based metrics to provide a more complete picture.

4 Misuse and Adverse Effects of Bibliometrics

Adverse effects, misapplication and misuse of bibliometric indicators can be

observed on the individual as well as the collective level. Researchers and journal

editors look for ways to optimize or manipulate the outcomes of indicators targeted

at assessing their success, resulting in changes of publication and citation behavior,

while universities and countries reward publishing in high-impact journals. The

more bibliometric indicators are used to evaluate research outputs and as a basis for

funding and hiring decisions, the more they foster unethical behavior. The higher

the pressure, the more academics are tempted to take shortcuts to inflate their

publication and citation records. Misapplication and misuse of indicators such as

the cumulative Impact Factor are often based on the uninformed use of bibliometric

methods and data sources and develop in an environment where any number beats

no number. The most common adverse effects and misuses of bibliometrics are

described in the following.

Publishing in Journals That Count The importance of the Web of Science and

the journal Impact Factor have led researchers to submit their papers to journals

which are covered by the database and preferably to those with the highest Impact

Factors, sometimes regardless of the audiences (Rowlands and Nicholas 2005). For

example, results from the Research Assessment Exercise in the UK show that the

share of publications in journals in the social sciences increased from 49.0 % in

1996 to 75.5 % in 2008.4 At the same time, more and more publications are

published in English instead of national languages (Engels et al. 2012; Hicks

2013). Although this can be seen as a positive outcome, it has adverse effects on

the research system as it can lead to a change in scholars’ research topics, especially
in the social sciences and humanities. More specifically, given that journals with

higher Impact Factors are typically Anglo-American journals that focus on Anglo-

American research topics, scholars typically have to work on more international or

Anglo-American topics in order for their research to be published in such journals

and, as a consequence, perform much less research on topics of local relevance. For

instance, at the Canadian level, the percentage of papers authored by Canadian

authors that have “Canada” in the abstract drops from 19 % in Canadian journals to

4 http://stadium.open.ac.uk/webcast-ou/documents/20130410_Jonathan_Adams_Presentation.ppt
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6 % in American journals (compilation by the authors based on the Web of

Science).

Salami Publishing and Self-Plagiarism Increasing the number of publications by

distributing findings across several documents is known as salami slicing, duplicate
publishing or self-plagiarism. This practice, where one paper is sliced into many

small pieces to increase the number of countable output resulting in the smallest

publishable unit, or when results from previously published papers are republished

without proper acknowledgement, is regarded as unethical as it distorts scientific

progress and wastes the time and resources of the scientific community (Martin

2013). The extent of such practices has been found to range between 1 and 28 % of

papers depending on the level of the plagiarism (Larivière and Gingras 2010),

which can span from the reuse of some data or figures to the duplication of the

entire document. With the increase of the use of quantitative methods to assess

researchers, we can expect such duplication to become more important and, thus, to

artificially inflate the output of researchers.

Honorary Authorship and ghost authorship, i.e., listing individuals as authors

who do not meet authorship criteria or not naming those who do, are forms of

scientific misconduct which undermine the accountability of authorship and author-

ship as an indicator of scientific productivity. Flanagin et al. (1998) reported that

honorary authors, also called guest or gift authors, appeared in 19.3 % of a sample

of 809 medical journal articles with US corresponding authors published in 1996,

while 11.5 % had ghost authors. A more recent study based on 2008 papers showed

that the share of papers involving ghost authorship (7.9 %) had significantly

decreased, while that with honorary authors (17.6 %) remained similar (Wislar

et al. 2011). Honorary authorship represent one of the most unethical ways to

increase publication output, since researchers are added to the author list who

have not contributed substantially to the paper. In some extreme cases, authorship

was even for sale. Hvistendahl (2013) reports about an academic black market in

China, where authorship on papers accepted for publication in Impact Factor

journals were offered for as much as US$ 14,800. Some journals try to prevent

this unethical practice by publishing statements of author contributions. However,

for the sample of papers in Wislar et al. (2011) publishing author contributions did

not have a significant effect on misappropriate authorships. Similarly, within the

context of international university rankings, universities in Saudi Arabia have been

offering “part-time” contracts of more than US$ 70,000 a year to highly-cited

researchers, whose task was simply to update their highly-cited profile on Thomson

Reuters’with the additional affiliation, as well as sign the institution’s name on their

papers, with the sole purpose of increasing the institution ranking in the various

university rankings (Bhattacharjee 2011). In a manner similar to salami publishing,

these practices inflate scholars’ research output and distort the adequacy of the

indicator regarding the concept, i.e., the research activity of authors and institutions

which it aims to measure.

Self-citations To a certain extent, author self-citations are natural, as researchers
usually build on their own previous research. However, in the context of research

evaluation, where citations are used as a proxy for impact on the scientific
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community, self-citations are problematic as they do in fact not mirror influence on

the work of other researchers and thus distort citation rates (Aksnes 2003; Glänzel

et al. 2006). They are also the most common and easiest way to artificially inflate

one’s scientific impact. Studies found that author self-citations can account for

about one quarter to one third of the total number of citations received within the

first 3 years, depending on the field, but generally decrease over time (e.g., Aksnes

2003; Glänzel et al. 2006; Costas et al. 2010). The common definition of author

self-citations considers mutual (co-)authors of citing and the cited papers, i.e., a

self-citation occurs if the two sets of authors are not disjoint (Snyder and Bonzi

1998). Self-citations can be removed from bibliometric studies to prevent distor-

tions particularly on the micro and meso level. The correlations between citations

and co-citations on a larger aggregation level were shown to be strong so that it is

not necessary to control for self-citations on the country level (Glänzel and Thjis

2004). Another way to artificially increase one’s citation counts, which cannot be

easily detected, is citation cartels, where authors agree to cite each other’s papers.
Increasing the Journal Impact FactorDue to its importance, the Impact Factor is

probably the most misused and manipulated indicator. There are several ways how

journal editors “optimize” the Impact Factor of their periodicals, a phenomenon

referred to as the ‘numbers game’ (Rogers 2002), ‘Impact Factor game’ (The PLoS
Medicine Editors 2006) or even ‘Impact Factor wars’ (Favaloro 2008). One method

is to increase the number of citations to papers published in the journal in the last

2 years, i.e., journal self-citations, by pushing authors during the peer-review

process to enlarge their reference lists (Seglen 1997a; Hemmingsson et al. 2002).

Thomson Reuters monitors journal self-citations and suspends periodicals

suspected of gaming. In the 2012 edition of the JCR, 65 titles were red-flagged5

and thus not given an Impact Factor. Editors of four Brazilian journals went even a

step further and formed a citation cartel to inflate each other’s Impact Factors

through citation stacking, which is not as easily detectable as journal self-citations

(van Norden 2013). Another approach to manipulate the indicator is to foster the

publication of non-citable items, which collect so-called ‘free citations’ to the

journal by adding to the numerator but not the denominator (Moed and van

Leeuwen 1995; Seglen 1997a).

Cumulative or Personal Impact Factors Aside from the Impact Factor being a

flawed journal indicator, its worst application is that of cumulative or personal

Impact Factors. Developed out of the need to obtain impact indicators for recent

papers, which have not yet had time to accumulate citations, the journal Impact

Factor is used as a proxy for the citations of papers published in the particular

journal. The problem with using the journal Impact Factors as an expected citation

rate is that due to the underlying skewed distributions, it is neither a predictor nor

good representative of actual document citations (Seglen 1997a; Moed 2002).

Recent research also provided evidence that this predictive power is actually

decreasing since the 1990s (Lozano et al. 2012). Although the citations of papers

5 http://admin-apps.webofknowledge.com/JCR/static_html/notices/notices.htm
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determine the journal citation rate, the opposite does not apply. To go back to the

Acta Crystallographica A example mentioned in Sect. 3.3.1, of the 122 articles and

reviews published in 2007 and 2008, only the one highly cited document (49 cita-

tions) obtained as many citations than the Impact Factor value of 2009 (49.926), all

other documents were cited less than 17 times, and 47 % were not cited at all during

that year. Even though this shows that the Impact Factor is not at all a good

predictor of citation impact, the cumulative Impact Factor, i.e., adding up Impact

Factors for the papers published by a researcher, is frequently applied, most often in

the biomedical fields, where grant committees ask cumulative Impact Factors of

applicants and researchers list them in their CVs. Despite these deficiencies, the

Impact Factor is still applied as a “cheap-and-cheerful” (Adam 2002, p. 727)

surrogate for actual citations because it is available much faster. Although proven

to be meaningless (Seglen 1997b), financial bonuses are awarded and hiring and

tenure decisions based on the cumulative Impact Factors (Adam 2002; Rogers

2002; The PLoS Medicine editors 2006; Cameron 2005). It is hoped that the recent

San Francisco Declaration on Research Assessment (DORA) can put an end to this

malpractice.

Conclusions
This chapter has reviewed the framework, methods and indicators used in

bibliometrics, focusing on its application in research evaluation, as well some

of its adverse effects on researchers’ scholarly communication behavior. It

has argued that such indicators should be interpreted with caution, as they do

not represent research activity—let alone scientific impact—but, rather, are

indicators of such concepts. Also, they are far from representing the whole

spectrum of research and scientific activities, as research does not necessarily

lead to publication. Along these lines, bibliometric indicators do not provide

any insights on the social or economic impact of research and are, thus,

limited to assessing the impact of research within the scientific community.

Hence, these indicators have to be triangulated and applied carefully, adapted

to the units that are assessed. For example, while bibliometric data could be

quite meaningful for assessing the research activity of a group of physicists in

the United States, it would likely be much less relevant for historians in

Germany, who typically publish in books and national journals. There is not a

one-size-fits-all bibliometric method for research evaluation but, rather, sev-

eral types of methods and indicators that can be applied to different contexts

of evaluation and monitoring. On the whole, these indicators can certainly not

offer a legitimate shortcut to replace traditional peer review assessments,

especially at the level of individual researchers and small research groups.

However, to assess the global output on the meso or macro level,

bibliometrics can be quite useful, as it is perhaps the only method that can

be used to compare and estimate strengths and weaknesses of institutions or

(continued)
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countries. Most importantly, entities, such as researchers and institutions,

should not be ranked by one indicator, but multiple metrics should be applied

to mirror the complexity of scholarly communication. Moreover, quantitative

metrics need to be validated and complemented with expert judgments. In

addition to the importance of the application context of bibliometrics, atten-

tion should also be paid to data quality. This involves using adequate data-

bases such as Web of Science or Scopus—instead of a blackbox like Google

Scholar—and data cleaning in particular regarding author names and institu-

tional addresses. Normalized indicators need to be used to balance out field,

age and document type biases.

The Impact Factor has dominated research evaluation far too long6 due to

its availability and simplicity, and the h-index has been popular because of a

similar reason: the promise to enable the ranking of scientists using only one

number. For policy-makers—and, unfortunately, for researchers as well—it

is much easier to count papers than to read them. Similarly, the fact that these

indicators are readily available on the web interfaces of the Web of Science

and Scopus add legitimacy to them in the eyes of the research community.

Hence, in a context where any number beats no number, these indicators have

prevailed, even though both of them have long been proven to be flawed. The

same could in this book to new social-media based metrics, so-called

altmetrics (see Weller 2015). The reason for the popularity of indicators

such as the Impact Factor and h-index is that alternatives are not as simple

and rightly available. Relative indicators that adequately normalize for field

and age differences and percentile indicators that account for skewed citation

distributions require access to local versions of the Web of Science, Scopus or

other adequate citation indexes, and are much more difficult to understand.

Multidimensional approaches are more complex than a simple ranking

according to one number. Still, this is the only way fair and accurate evalu-

ations can be performed.

The current use of simple indicators at the micro level—such as the Impact

Factor and the h-index—has side effects. As evaluators reduce scientific

success to numbers, researchers are changing their publication behavior to

optimize these numbers through various unethical tactics. Moreover, the

scientific community has been, since the beginning of the twentieth century,

independent when it comes to research evaluation, which was performed

through peer-review by colleagues who understood the content of the

research. We are entering a system where numbers compiled by private

firms are increasingly replacing this judgment. And that is the worst side

(continued)

6Only recently the San Francisco Declaration on Research Assessment (DORA) took a stand

against the use of the Impact Factor in article and author evaluation.
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effect of them all: the dispossession of researchers from their own evaluation

methods which, in turn, lessens the independence of the scientific community.
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The Informative Value of International

University Rankings: Some Methodological

Remarks

Ulrich Schmoch

Abstract Global university rankings are critically discussed concerning their

outcome, e.g., pointing to contradictory results. In contrast, this paper examines

three issues with the example of three well known rankings (Shanghai, Times and

Taiwan). First, on which methods, in particular on which indicators are they based?

Second, are there fundamental deficits of concept and systematic biases? Third, can

one predict good or bad ranking scores, based on the respective concept? In addition

with the example of German universities there are two factors on performance

measurement discussed, disciplinary cultures and size of the university. In sum, the

usefulness of global rankings is considered to be highly questionable. Measures in

science policy should not be legitimated with such rankings.

1 Introduction

In 2003 the first so called Shanghai ranking was published. It triggered an enormous

resonance. As early as 2004, the international organization UNESCO-CEPES

(Centre Européen pour l’Enseignement Supérieur) held a conference on interna-

tional rankings and established an “International Expert Group Created to Improve

Higher Education Rankings”. A report about this event and a comparative analysis

of ratings in different countries (Dill and So 2005) had a significant effect1

reflecting the considerable interest in this topic. The different contributions can

be classified into three major types (Teichler 2011, p. 59): (1) Publications by actors

and sympathizers of the “ranking movement”, (2) fundamental critics and sceptics

of rankings, and (3) publications by higher education researchers.
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The most frequent criticism regarding global rankings refers first to methodo-

logical shortcomings and second to the detrimental consequences for the higher

education systems in different countries (e.g., Marginson 2007; Ishikawa 2009 or

Rauhvargers 2011). The first discourse deals with a comparison of the results of

different rankings (Mu-Hsuan 2011; Marginson 2007; Aguillo et al. 2010; Liu and

Cheng 2005 or Marginson and Wende 2007). It finds differences, but also similar-

ities, with specific issues. Examples are the consequences of the skewed distribution

of the underlying data (Florian 2007), the inadequate use of bibliometric

sub-indicators (Raan 2005) or the inappropriate definition of institutions in the

bibliometric searches (Liu and Cheng 2005), thus the typical problems of clean and

consistent data in large data sets. The second criticism as to the negative impacts on

higher education systems focuses on the “push toward concentration of resources

and quality” and “steeply stratified systems” (Teichler 2011, p. 65f, see also Kehm

2014) or the neglect of education (Hazelkorn 2011). The higher education institu-

tions (HEIs) and the responsible policymakers are aware of rankings. Positive

results are published in annual reports. The pursuit of an improvement in rankings

is a major argument for radical measures such as the fusion of institutions. Kehm

(2013) reports that some universities recruit highly cited professors and special

ranking managers to boost their ranking position. To support the validity and

usefulness of rankings, some authors refer to the similarity of the outcome of

different rankings (e.g., Mu-Hsuan 2011). This is, however, no meaningful prove

because similar rankings may have similar shortcomings. To investigate whether

appropriate criteria to measure the performance of universities in an international

comparison are chosen it is necessary to look at all partial indicators and their

combination. Because of this methodological fussiness the claim that rankings

improve the transparency as to the performance of universities must be critically

considered.

To do so, in a first step, I will compile the criteria of the most popular rankings,

focusing on those rankings which lead to one-dimensional league tables (Sect. 2).

Based on this information, I identify several basic methodological problems

(Sect. 3) implying quite different results of different rankings. Most important,

one is able to predict which universities will have good or bad ranking positions

beyond a closer look at their specific performance. Thus ranking positions largely

depend on methodology, not on performance. In the next part, the often claimed

relevance of “critical mass” and the comparability of different disciplines in

rankings will be analyzed on an empirical basis (Sect. 4). The chapter concludes

with a fundamental assessment with regard to the informative value and usefulness

of international rankings of universities.
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2 Criteria and Methodological Concerns of the Most

Popular Rankings

2.1 Criteria of the Most Popular Rankings

The most popular international rankings of universities in the form of league tables

are the

– Shanghai Academic Ranking of World Universities (ARWU)

– Times Higher Education Ranking (THE) and

– Ranking of the Higher Education Evaluation and Accreditation Council of

Taiwan (HEEACT).

The U-Map, U-Multirank or the Leiden Ranking cover different clearly distinct

dimensions and do not aim at simple league tables (Marginson 2007; Aguillo

et al. 2010; Mu-Hsuan 2011; Vught and Ziegele 2012; Ziegele and Vught 2013).

I will not discuss the latter in more detail in this chapter. The most influential global

ranking, the Shanghai Ranking (ARWU), is based on the sub-indicators

documented in the general description of ARWU (Table 1) as to the ranking of

the total universities (covering all fields).

ARWU covers more than 1,000 universities worldwide and publishes the results

for the 500 best universities for the activities in total and for the five sub-fields

“natural sciences and mathematics”, “engineering/technology and computer sci-

ences”, “life and agriculture sciences”, “clinical medicine and pharmacy”, and

“social sciences”. Furthermore, tables are offered for the five disciplines mathe-

matics, physics, chemistry, computer, and economics, thus a further breakdown of

Table 1 Sub-indicators of the Shanghai Ranking as to the methodology linked to the ranking

tables by fieldsa

Code

Weight

(in %) Sub-indicator

Alumni 10 Alumni of an institution winning Nobel Prices and Fields Medals

Award 15 Staff of an institution winning Nobel Prices and Fields Medals

HiCi 25 Highly cited researchers in the Web of Science (WoS)

PUB 25 Papers indexed in Science Citation Index-Expanded (SCI) and the Social

science Citation Index (SSCI)

TOP 25 Percentage of papers published in top 20 % journals of SCI or SSCI

fields to that in all SCI or SSCI journals
aThe sub-indicators in engineering are defined in a specific way, the sub-indicators for the totals

slightly differ from those as to fields

Source http://www.shanghairanking.com/ARWU-FIELD-Methodology-2013.html
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selected sub-fields is made. The Times Higher Education Ranking (THE) comprises

the areas of analysis listed in Table 22:

These five sub-areas of assessment are based on 13 sub-indicators. Besides the

totals, the Times Ranking differentiates by the six sub-fields “arts and humanities”,

“clinical pre-clinical and health”, “engineering and technology”, ”life sciences”,

“physical sciences”, and “social sciences”. Thus, the sub-fields are similar to those

of the Shanghai ranking, but not identical. On the Times website, the number of

included universities is not indicated; but the ranking obviously covers several

hundred universities, and the data for the best 400 universities are documented. The

Taiwan Ranking of the Higher Education Evaluation and Accreditation Council of

Taiwan (HEEACT) covers the sub-indicators listed in Table 3.

Thus, in the case of the Taiwan Ranking the indicators are exclusively

bibliometric ones. The ranking is differentiated by the six sub-fields “agriculture”,

“clinical medicine”, “engineering”, “life sciences”, “natural science”, and “social

sciences”. In addition, a finer disaggregation by 13 subjects/disciplines is made.

500 universities are included in the ranking system.

Table 2 Areas of analysis of the Times Ranking

No Area of analysis Weight (in %)

1 Teaching: the learning environment 30

2 Research: volume, income, reputation 30

3 Citations: research influence 30

4 Industry income: innovation 2.5

5 International outlook: staff, students and research 7.5

Source http://www.timeshighereducation.co.uk/world-university-rankings/2013-14/subject-rank

ing/subject/arts-and-humanities/methodology

Table 3 Criteria and sub-indicators of the Taiwan Ranking

Criteria

Weight

(in %) Sub-indicators

Weight

(in %)

Research

productivity

25 Articles of the last 11 years 10

Articles of the current year 15

Research impact 35 Citations of the last 11 years 15

Citations of the last 2 years 10

Average citations of the last 11 years 10

Research

excellence

40 h-index of the last 2 years 10

Highly cited papers 15

Articles of the current year in highly cited

journals

15

Source http://nturanking.lis.ntu.edu.tw/BackgroundMethodology/Methodology-enus.aspx#2

2 http://www.timeshighereducation.co.uk/world-university-rankings/2013-14/subject-ranking/sub

ject/arts-and-humanities/methodology
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2.2 Methodological Concerns Regarding the Most Popular
Rankings

A closer look at these indicator sets of the different rankings points to various

methodological concerns. The most important of them will be discussed in the

following section.

First, all three rankings are based on a set of sub-indicators which are com-

bined—with more or less arbitrary weights—to one integrated indicator, so that a

simple ranking and the generation of league tables are possible. A major disadvan-

tage of such a so-called composite indicator is that in the final value the underlying

sub-indicators are not visible. A change of the sub-indicator weights can imply a

change of the ranks (Grupp and Mogee 2004). The different indicator sets—in

particular the Taiwan one—suggest that all performance indicators proposed in the

science policy arena are mixed together to prevent every type of critique. In the

Taiwan Ranking topical and longtime indicators are combined, highly cited papers

and papers in highly cited journals are associated to the popular h-index, produc-

tivity, impact and excellence are put together. In the end, the reasons for a good or

bad position in the ranking cannot be determined. Instead of the often claimed

increase of transparency (Marginson 2007), the composite indicators increase

obscurity.

Second, some of the sub-indicators prove to be less appropriate. For example,

the sub-indicator of Nobel Prizes in the Shanghai ranking refers to extremely rare

events, a characteristic which is not consistent with the target of the regular

graduation between the different rank positions. Thus, it is not surprising that the

distribution of the Shanghai scores is quite skewed and that the universities on the

upper ranks have also high values of the Alumni sub-indicator linked to the Nobel

Prizes.

In the case of the Taiwan ranking, the criteria of research impact and research

excellence address the same aspect of quality, so that a double counting of quality is

induced again, implying a skewed distribution.

In the Times Ranking, the industrial income has a weight of 2.5 %, thus it has no

real impact on the final score. In the Shanghai Ranking, a similar indicator

(“FUND”) is only considered for engineering, so that again the impact on the

total score is negligible. These sub-indicators obviously have an alibi function to

illustrate that all relevant aspects are considered.

Third, the Shanghai and the Taiwan Rankings do not account for teaching at all.

Thus, the performance measure is exclusively oriented toward research. With

regard to the broad spectrum of university activities, this approach is one-sided

and too narrow. For students who primarily look at universities with excellent

teaching the restriction on research is inadequate. Of course, the assessment of

the performance in teaching is quite difficult, in particular in an objectively

comparative way at an international level. In the case of the Times Ranking, the

teaching sub-indicator is made up of further five sub-indicators:
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Reputation survey (15 %)

Ratio of students to staff (4.5 %)

Doctoral to bachelor’s degrees (2.25 %)

Doctorates per academic staff (6 %)

Institutional income scaled against academic staff numbers (2.25 %)

The survey of the Times Ranking with reference to teaching is performed by

Thomson Reuters and refers to the reputation in research and teaching. Thus, the

survey is not exclusively oriented toward teaching. Furthermore, it is questionable

whether any senior expert is able to objectively assess the quality of teaching. He or

she studied in a specific field some decades earlier. Consequently, any judgment

about the own university is arguable, even more so than that about other universi-

ties, in particular those in foreign countries. In addition, Bowman and Bastedo

(2011) show that the survey results of subsequent years are not independent. It is

also questionable, if sub-indicators such as “doctorates per academic staff” really

reflect teaching quality.

In the Shanghai Ranking, four out of the five sub-indicators are based on

absolute numbers and have a substantial weight. This means that the ranking

implicitly assumes that the size of a university is linked to the level of performance.

This assumption is often formulated as the need for a “critical mass” for achieving

relevant scientific research performance. The disputable validity of this supposition

will be discussed further below. The Times Ranking scales all absolute values

against the staff numbers. In principle, this approach appears to be more reasonable.

However, the Times collect all data from the universities themselves. Then one

cannot be sure that the universities collect their data according to comparable

standards. Scholars with experiences of different national academic systems, e.g.,

the French versus the US-American one, will have doubts whether these systems

are really comparable. Also it is well known that the OECD invests enormous

cleaning efforts in making the numbers on research staff internationally compara-

ble. So it is quite probable that the staff numbers in the Times Ranking are not

comparable, but it is not clear whether there are systematic country effects and in

which direction they influence the outcome. In the Taiwan Ranking, the number and

impact of the articles and citations are normalized by the full-time faculty obtained

from the websites of the universities. Again, the question of international compa-

rability comes up. In the excellence category, the number of highly cited papers and

that of articles in highly cited journals are not normalized.

Fourth, all rankings refer to the publication database Web of Science (WoS) or

its sub-databases SCI and SSCI in a substantial way (Shanghai: three sub-indicators

with a weight of 75 %; Times: the sub-indicator of research influence is completely

based on the WoS and has a weight of 30 %; 6 % of the sub-indicators of the

research category are based on the WoS as well; Taiwan: All sub-indicators are

based on WoS-data, i.e., 100 %). The relevant use of the WoS implies that the final

results of the rankings are significantly dependent on the WoS. All distortions of the

WoS are directly transmitted to the outcomes of the rankings. Major distortions of

the WoS are:
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Language bias: The majority of journals indexed in the WoS are US-American.3

More than half of the publications in the WoS are published in US journals. This

implies that authors from non-US-countries are less represented in WoS than US

ones. This observation was discussed as language bias, English versus non-English

journals. So it is not surprising that Raan et al. (2011) diagnose severe language

effects in the WoS with substantial disadvantages for French and German authors.

This observation primarily affects countries with a large domestic language area

such as France, Germany, Italy, Spain or Japan (Schmoch et al. 2011). Authors

from smaller countries generally publish more in English-language journals, as few

domestic journals with a high international reputation exist. The United States

represents a large domestic market so that articles in US journals have a broad

readership and in consequence the citations of articles in US journals are quite high.

Thus, the language bias is also a bias towards the United States (Michels and

Schmoch 2014; Schubert and Michels 2013; Mueller et al. 2006). In any case, US

universities will have a substantial advantage in rankings due to the input from

the WoS.

Bias in favour of medicine: The historic core of the WoS is medicine, and to this

day, medicine is the largest field in the WoS by far. Almost a quarter of all articles

in WoS is classified in medicine. As a result, universities with a medical department

have better pre-conditions to achieve a good rank.

Bias to the disadvantage of social sciences: Social sciences and the humanities

account for less than 10 % of the WoS articles. This low number is due to the fact

that many articles in the social sciences and humanities are not published in

journals, but as contributions to books (Hicks 2004). Furthermore, in the social

sciences and humanities, many papers are published in domestic journals in the

native language and are not covered by the WoS. Again, countries with large

domestic language areas are more affected by this phenomenon (cf. the above

explanations as to the language bias). The publication and citation cultures in

different disciplines differ considerably. In particular the average number of papers

per scientist and the number of citations per paper vary substantially. For example,

in 2010, the average citation rate of German papers in medicine was about 8.0, in

mathematics 2.0. In standard bibliometrics, this phenomenon has been known for

many years. Various methods are applied to normalize by field in order to make

different disciplines comparable.4 In none of the rankings such standardizations are

used. The critique by Raan (2005) on the Shanghai Ranking highlights this special

shortcoming. At a university, there is always a mixture of many disciplines and its

accidental strengths in fields with high paper per scientist ratios may imply a good

rank. This mixture of disciplines may be the major reason why Ioannidis

et al. (2007) find a decreasing precision with growing institutional entities. The

consequences of normalization of citations are shown further below. At first sight

the problem of field differences seems to be solved by field-specific tables which

3Defined by the location of the headquarter of the publisher.
4 Examples of a normalization are discussed in Sect. 3.1.
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are offered by each of the three rankings. But the differentiation is very coarse and

the variation within a field is still rather large so that the rankings at the field level

are an improvement, but not a satisfying solution.

3 Why Different Rankings Lead to Different Results

3.1 Comparing the Three Most Popular Rankings

At first sight, it may be assumed that the global rankings by different providers lead

to similar results. A more detailed look at the sub-indicators and their combination

to final scores clearly shows that the results must be quite different. The following

example of three German universities illustrates that the positions in the rankings

vary considerably (Table 4). For example, the position of the FU Berlin in the total

ranking according to Shanghai is extremely bad, according to the Times quite good,

and according to Taiwan again bad. The bad ranks in Shanghai and Taiwan may be

linked to the considerable weight of bibliometric indicators in these rankings and

the low coverage of the social sciences and humanities in WoS. About half of the

academic staff of the FU Berlin works in the social sciences and humanities. But

there are also analogies between the three rankings, e.g., referring to the good

position of the University Heidelberg which has a large medical department in the

total assessment.

The contingency of the ranking positions becomes even more obvious in an

international comparison. We again take TU Munich and University of Heidelberg

as examples of Germany. We compare them to the well-reputed US-American

universities Harvard and MIT, as well as to the University of Lund in Sweden and

the well-known Swiss Federal Institute of Technology in Zurich (ETH Zurich) as

examples for smaller countries. In addition to the three rankings Shanghai, Taiwan,

Table 4 Position of three selected German universities according to different global

rankings, 2013

Shanghai Times Taiwan

University

Total

rank Medicine

Total

rank Medicine

Total

rank Medicine

TU Munich 50 101–150 87 >100 89 107

FU Berlin >500 >200 86 >100 231 254

University of

Heidelberg

54 76–100 63 40 56 39

Sources Websites of the Shanghai, Times, and Taiwan rankings, own compilation
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and the Times, I computed the rank positions based on to two bibliometric citation-

based indicators: The Crown Indicator5 suggested by the CWTS group at the

University Leiden6 and the Scientific Regard (SR) suggested by Grupp

et al. (2001). In the case of the Crown Indicator, the citations to each publication

are normalized by the average citation rate in the field of the publication with

almost 250 fields (subject categories) defined in the WoS. This differentiation is

much more fine-grained than the few fields suggested in the global rankings.

However, the average rates are still dominated by publications in US journals, as

the latter are the most frequent ones in the WoS. The Scientific Regard normalizes

the citations per publication by the average citation rates of the journal where the

publication is included. This measure implies an even finer disaggregation of fields

and compensates for the dominance of US journals.7 Figure 1 is organized in such a

way that the highest value for each approach is put to 100. As a first observation, the

skewed distributions in the Shanghai and Taiwan Rankings are illustrated. In the

Times Ranking the distance between the positions of Harvard and MIT is less large,

according to the Crown Indicator both are almost at the same level, and according to

the SR index, the level of Harvard is much lower. Second, the position of the other

Fig. 1 Position of selected universities according to different ranking approaches (Sources
Websites of the Shanghai, Times, and Taiwan rankings, Web of Science, own compilation)

5 In its latest version.
6 CWTS (Centrum voor Wetenshap- en Techologie Studies, engl. Center for Science and Tech-

nology Studies), Leiden, Netherlands is a leading research center in bibliometrics.
7 For a more detailed explanation of the SR index cf. Michels and Schmoch (2014) and Schmoch

et al. (2012).

The Informative Value of International University Rankings: Some. . . 149



four universities is generally at a similar level, but is different for each approach.

E.g., the ETH Zurich holds a strong position in the Times Ranking, but less strong

as to the Crown Indicator or the SR index. To sum up, the rankings lead to arbitrary

results. In the case of Shanghai, the Times and Taiwan, the underlying reasons are

diffuse. In the case of the two citation-based indicators, one is able to follow the

reasons for the ranking. However, major performance dimensions, are not covered,

in particular teaching.

3.2 The Relation of Size and Performance

In the Shanghai ranking, the size of a university is implicitly linked to its perfor-

mance. To check this assumption, we collected the number of publications in WoS

for the natural sciences for almost 80 German universities and in addition the

referring staff numbers in the natural sciences from the so-called EUMIDA data

set.8 The scatter plot of the number of publications per staff versus the staff number

as proxy for the size of the university shows a positive moderate correlation of

r¼ 0.46. In the lower part the correlation is quite strong up to a size of about

300 staff members, then the relation between size and publication intensity is quite

flat—even slightly negative (Fig. 2). As a consequence, for the whole range a

Fig. 2 Publications per staff in the natural sciences indexed in WoS by staff number for German

universities, 2008 (Sources WoS, own compilations)

8 Download from http://datahub.io/de/dataset/eumida
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logarithmic relation appears to be more appropriate than a linear one. It is plausible

for the natural sciences that larger universities can provide better laboratory equip-

ment and that, after a certain threshold, further improvement is almost impossible.

The relation between staff size and publication intensity might be different for the

social sciences. In any case, the assumption that larger universities achieve a higher

performance is appropriate only up to a certain threshold. As a consequence, in the

Shanghai Ranking very large universities are overrated.

A further observation is the considerable variation of the publication intensity by

university. The main reason is the high variation of the publication habits in the

different sub-fields of larger field such as the natural sciences. This finding illus-

trates that the differentiation by about five large fields in the three rankings

considered is insufficient. The data set for German universities allows demonstrat-

ing that rankings based on absolute or relative data lead to different outcomes. On

the basis of absolute publication numbers, the University of Munich (LMU) is in

first position (Table 5), according to the publication intensity, the University of

Gießen comes first (Table 6). The University of Munich does not appear on the

relative list, some universities, such as the University of Göttingen, are on both. In

any case, the ranking criteria have a severe influence.

Table 5 Ranking of German

universities in the natural

sciences as to the number of

publications in WoS, 2008

Rank University Publications

1 München U 1,309

2 Bonn U 1,142

3 Heidelberg U 1,117

4 Göttingen U 965

5 Frankfurt/M. U 953

6 Münster U 887

7 Bochum U 876

8 Hamburg U 875

9 Tübingen U 860

10 Erlangen-N. U 844

11 Köln U 840

12 KIT 835

13 Würzburg U 815

14 Berlin HU 814

15 Mainz U 810

Sources WoS, own compilations
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Conclusions
International rankings offering league tables of universities as to “perfor-

mance” lead to arbitrary results where the reasons for a specific rank position

cannot be reproduced due to the mix of the underlying sub-indicators. The

results of the different rankings differ, as the underlying methodology differs.

There is evidence that the performance in research increases with the size

of a university in areas requiring substantial laboratory equipment, but only at

the lower end. There is no evidence that the performance of very large

universities is higher than that of medium ones. In any case, it is decisive

whether absolute or relative measures are used for ranking indicators.

The positions in the Shanghai Ranking are predictable to a certain extent:

small universities with no medical department, from a country with a large

domestic non-English language area, and with a focus on the social sciences

or humanities will have low ranks and vice versa.

The detailed positions have the character of a lottery, and a substantial

re-organization of universities such as institutional fusions should not be

justified by an improvement of the position in international rankings.

A basic requirement for rankings of high methodological quality is that the

different dimensions of their performance are clearly visible. Instead of a

simple composite indicator a profile of the different dimensions is much more

meaningful. Such profiles would reflect the various activities of universities

such as teaching, research, knowledge transfer to enterprises, knowledge

transfer to the civil society, internationalization, regional engagement, policy

(continued)

Table 6 Ranking of German

universities in the natural

sciences as to the number of

publications per staff in

WoS, 2008

Rank University Publ./staff

1 Gießen U 1.757

2 Rostock U 1.611

3 Göttingen U 1.571

4 Witten/Herdecke U 1.564

5 Bochum U 1.415

6 Berlin HU 1.380

7 Marburg U 1.377

8 Würzburg U 1.352

9 Tübingen U 1.339

10 Mainz U 1.316

11 Frankfurt am Main U 1.310

12 Kiel U 1.284

13 Leipzig U 1.252

14 Regensburg U 1.205

15 Köln U 1.192

Sources WoS, EUMIDA, own compilations
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advice etc. beyond research. If a ranking is intended, this is only useful

between universities with similar profiles. Furthermore, rankings should

never refer to total universities encompassing all disciplinary fields. They

should rather focus on specific fields or disciplines.

The comparison of universities with similar profiles may be used as

benchmark tool. E. g., a university with a clear focus on transfer to enterprises

could look at the research level of other universities with a similar focus.

The analysis of profiles would open up the possibility to change the

discussion with science departments and donors of base funds. The universi-

ties could bring in more performance dimensions than research performance.

As a consequence, a science ministry could decide on a more rational basis

which types of universities are useful for a region (Country, state . . .).
The most serious activities in this direction are presently undertaken by the

projects U-Map and U-Multirank (Vught and Ziegele 2012). Of course, it is

possible to raise various concerns against these approaches. But the partici-

pating universities have a broad voice in the selection of appropriate indica-

tors and the methods of their analysis. All in all, my recommendation is that

universities refuse any further participation in simple global rankings aiming

at league tables and engage in more sophisticate activities such as

U-Multirank instead. The major limitation of this approach will be the

workload that the participating universities have to invest for providing

appropriate data as to the different dimensions of performance.
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Frontier Efficiency Analysis in Higher
Education

Stefano Nigsch and Andrea Schenker-Wicki

Abstract Over the last 20–30 years, many European governments have

implemented reforms to improve the efficiency and competitiveness of their

national higher education and research systems. They have granted universities

more autonomy while introducing new accountability tools and fostering competi-

tion through performance-based funding schemes. The growing emphasis on pro-

ductivity and efficiency has led to the diffusion of a variety of performance

indicators, including publication and citation counts, and university rankings.

Another approach increasingly applied in the higher education sector is frontier

efficiency analysis. Similarly to university rankings, efficiency analyses include

several indicators for research and teaching in order to assess the performance of a

university or a university department. However, as opposed to most rankings, they

relate the outputs to the inputs used and do not necessarily favor larger or richer

institutions. Moreover, estimation techniques such as Data Envelopment Analysis

(DEA) do not require any assumption about the form of the production function and

allow for different factor combinations to achieve efficiency. The method thus

accounts for the diversity among universities and does not necessarily penalize

more teaching-oriented institutions as compared to research-oriented ones. In this

contribution we present the frontier efficiency approach and its application to

higher education, highlighting the main estimation techniques and methodological

specifications. We provide an overview of studies that have applied DEA to the

higher education sector and discuss their results, methodological contributions, and

shortcomings. We conclude by identifying the advantages and limitations of fron-

tier efficiency approaches as compared to other performance measures in higher

education and delineating possible areas for further research.
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1 Introduction

Over the last 30 years, the overall structure of the European higher education

system and the way universities are organized have fundamentally changed. Grow-

ing student numbers and the high pace of technological development have led to a

cost explosion that could not be fully covered by public funding. Among other

things, universities must provide expensive facilities and services to their students

and researchers in order for them to succeed in the modern economy and in global

scientific competition (see, for example, Archibald and Feldman 2011). For these

reasons, many governments have implemented reforms aimed at increasing the cost

efficiency of universities. Following the example of the North American system,

they have granted universities more autonomy while introducing accountability

tools and fostering competition through performance-based funding schemes.

Market-like mechanisms were expected to increase the efficiency and responsive-

ness of universities, while the newly created quality assurance and accreditation

agencies were to assure the quality and comparability of the educational services

offered. Moreover, the limited availability of funds and the increasing competition

at national and international level have forced many universities to introduce new

management approaches in order to increase their productivity and fulfil their tasks

as efficiently as possible (see, for example, Deem and Brehony 2005).

Both the need for external accountability and the marketization of higher

education have led to the introduction of a variety of indicators for the assessment

of the performances of universities, single departments, or individual scholars

(Ollsen and Peters 2005). In teaching, rather simple proxies for quality such as

the student-to-teacher ratio or the availability of specific services and equipment—

such as libraries and computers—are often complemented by surveys of students,

parents, alumni, or prospective employers. In research, quantitative bibliometric

indicators such as publication and citation counts or standardized measures like the

ratio of publications to faculty members have become relevant. Moreover, analysts

often collect information regarding the amount of external funding or the number of

patents and collaborations with industry, and carry out international reputation

surveys among scholars. In order to get an overall picture of a university’s perfor-
mance with respect to other institutions, these indicators can be combined to create

university rankings. Much attention has been given to such rankings both within

and outside academia, but their methodology and their results have also been

extensively criticized. Among others, university rankings are perceived as favoring

larger, older, and research-oriented institutions focused on the natural sciences

rather than the humanities and the social sciences, and penalizing universities not

located in an English-speaking country (for a further discussion on university

rankings see Hazelkorn 2011).

Another instrument that can be used to measure the performance of higher

education institutions is frontier efficiency analysis. This approach stems from

economics and has been widely applied in industrial analysis and in public domains

such as the energy and transportation sectors. Since the late 1980s and early 1990s,
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it has increasingly been applied to assess the efficiency of universities. Like

university rankings, frontier efficiency analysis allows for the inclusion of several

indicators for research and teaching to account for the multiple tasks of universities.

However, as opposed to most rankings, it always relates the inputs universities use

to the outputs they generate and does not necessarily favor larger and richer

institutions. The most common technique used to estimate efficiency in higher

education, called Data Envelopment Analysis (DEA), compares only universities

with similar combinations of input or output factors when assessing their relative

performance. DEA thus accounts for the fact that different institutions may have

different foci on either teaching or research and be better in some activities than in

others.

Despite the advantages of frontier efficiency analysis and the evident interest of

governmental institutions in such analyses, this approach has played only a minor

role in the recent debate on the transformation of higher education, and has been

given much less attention than university rankings both within and outside acade-

mia. Rankings are often used as indicators for the prestige and reputation of

universities, but if analysts want to evaluate performance they also need to account

for efficiency. The aim of this chapter is to provide an overview and discussion of

the current literature on frontier efficiency analysis in higher education. First, we

present the basic concepts of efficiency analysis and the main methods used. We

focus on Data Envelopment Analysis and illustrate how it can be applied, indicating

different methodological specifications. In a second step, we review contributions

from the main scholars that have used DEA in the higher education sector and

present their results. We also point to methodological issues and illustrate the

solutions that have been proposed to address the technique’s main shortcomings.

We conclude by assessing the advantages and disadvantages of frontier efficiency

analysis as compared to other performance indicators in higher education and

identifying possible directions for further research.

2 Efficiency Analysis: Basics

From an economic perspective, universities can be seen as decision-making units

that use several inputs (e.g., academic and administrative staff, facilities) to create

different outputs (mainly graduates and research results). Given their limited

financial resources and the increasing competition, they are under pressure to

operate at the most efficient level. In economics, the measurement of efficiency

or productivity (in this chapter we use the two terms as synonyms) goes back to

Farrell (1957), who distinguished three types of efficiency. First, technical effi-
ciency relates to the maximum output that can be achieved using a determinate set

of inputs (output-oriented efficiency), or, put differently, the minimum amount of

inputs needed to produce a certain level of output (input-oriented efficiency).

Second, allocative efficiency describes the choice between (technically efficient)

combinations of inputs given their relative cost. Third, total economic efficiency
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(or productive efficiency) occurs when the conditions of both technical and

allocative efficiency are satisfied. Because input factors in higher education cannot

be easily substituted and their costs are difficult to estimate, most studies on

university efficiency focus on technical rather than allocative and total economic

efficiency.

2.1 Definition of Inputs and Outputs

In order to calculate a university’s efficiency, inputs and outputs need to be

correctly identified. In higher education, finding appropriate indicators is a difficult

task (Johnes 2004). The inputs most commonly used are the number of undergrad-

uate and graduate students—including the average scores of the entrants—and the

number of academic staff (professors, assistant professors, and scientific assistants).

In some cases, technical and administrative staff is also considered. Other common

input measures are total revenues, operating budget (total expenses minus wages),

university expenditures on centralized academic and administrative services, or the

value of non-current assets (Abbott and Doucouliagos 2003). Another possible

input measure is research income acquired through funds. However, as the acqui-

sition of third-party funds reflects the quality of research conducted at universities,

research income may also be used as an output measure.

Because universities have two main tasks, at least two outputs measures need to

be considered: one for teaching and one for research. As an output measure for

teaching, most studies include the number of students that have successfully

completed their studies (see, for example, Johnes 2008; Kempkes and Pohl 2010).

The number of postgraduate and PhD completions or the number of formative

credits obtained may also be considered. In a few cases, the overall number of

students—usually treated as an input factor—has also been used as an output

measure for teaching (Avkiran 2001). To capture research output, many scholars

have included the amount of third-party funds acquired for research, or bibliometric

indicators such as the number of publications in international peer-reviewed

journals and citation indexes. Another possibility is to use national research per-

formance indexes such as the ratings of the Research Assessment Exercise in the

UK (Athanassopoulos and Shale 1997).

2.2 Main Approaches and Estimation Techniques

Two main approaches exist to analyze the productivity of decision-making units:

estimating either a production function or a production frontier (the latter approach
is often called efficiency analysis). The production function approach specifies a

functional relation between a set of inputs and a maximum level of outputs

(Bonaccorsi and Daraio 2004). By means of average relations it estimates
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coefficients that give information on marginal costs and allocative efficiency. When

applied to higher education, this approach has specific limitations. Its main problem

is that the production processes within universities are difficult to model and cannot

be compared to those in industry. It is questionable whether the assumed functional

relations between inputs and outputs truly apply to teaching and research. For these

reasons, many higher education scholars prefer the production frontier approach,

which estimates a frontier that envelops all decision-making units in the dataset.

Units located on this frontier are operating efficiently, while the others exhibit

inefficiencies. The larger a unit’s distance to the production frontier, the higher its

inefficiency as compared to the best performers.

The two most common estimation techniques used to compute the production

frontier are Stochastic Frontier Analysis (SFA) and Data Envelopment Analysis

(DEA). SFA is a parametric approach developed by Aigner et al. (1977) that

specifies a production function and identifies two components of deviation from

that function: random errors and inefficiency. DEA, first proposed by Charnes

et al. (1978), is a nonparametric linear modelling approach that estimates the

production frontier by assigning weights to inputs and outputs and then comparing

similar decision-making units. Its main advantage is that it is solely based on

observed values and does not require any prior assumptions regarding the form of

the production function. By comparing only similar decision-making units in terms

of their input and output combinations, it also accounts for existing diversity—

which may be particularly relevant in higher education. The technique’s main

limitation is that it assumes all deviations from the benchmark are caused by

inefficiencies and does not distinguish random errors. Issues of data quality are

thus of central importance. Nevertheless, because production functions in teaching

and research are particularly difficult to model and any prior assumptions can be

challenged, DEA has become the most-used efficiency analysis approach in higher

education.

DEA can calculate both input- and output-oriented efficiencies. Because univer-

sities can hardly minimize inputs such as student numbers in the short run, output-

oriented approaches are more common in higher education (Bonaccorsi et al. 2006).

As an example of an output-oriented DEA model, consider the case of six decision-

making units A, B, C, D, E, and F producing two outputs y1 and y2, using one input

x (a similar example is given by Johnes 2006). In a graph that plots the ratio of

output y1 to input x against the ratio of output y2 to input x, one can easily represent
the production possibility frontier by connecting the efficient units (see Fig. 1).

Every decision-making unit tries to maximize its outputs using fixed inputs. A, B, C,
and D are all efficient because none of them produces more of both outputs than the

others. In contrast, units E and F are not efficient and lie below the production

possibility frontier. Unit E can be compared to unit B in terms of its combination of

outputs, while unit F can be related to a hypothetical unit F0 on the production

frontier. The ratio 0E/0B or 0F/0F0 measures the two units’ efficiency relative to the
best performers in the sample.

Another important feature of DEA concerns the possibility of economies of

scale. Scale economies occur when a university’s efficiency depends on its size. For
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example, larger research groups may be more productive due to their intellectual

and technical resources. DEA can estimate efficiency under the assumption of

constant (i.e. no scale economies) and variable returns to scale. Because the

existence of scale economies in higher education is disputed and often depends

on the specific situation, many scholars use both specifications in their analyses

(see, for example, Agasisti and Salerno 2007; Flegg et al. 2004). Moreover, by

computing the ratio of efficiency scores under constant and variable returns to scale

they assess scale efficiency, or the extent to which a decision-making unit is

operating at an optimal level of inputs and outputs.

2.3 Efficiency Changes over Time

When analyzing university efficiency, scholars are often interested in observing

how efficiency has changed over time—for example, before and after the imple-

mentation of a higher education reform. To do so, they use a measure called

Malmquist index first introduced by Caves et al. (1982). The Malmquist index

compares the efficiency of a single observation at two points of time against the

production probability frontier at one of these two points of time, and then com-

putes the geometric mean of the two measures. A Malmquist index greater than the

value one indicates an increase in efficiency, while Malmquist indexes below one

point to a decrease. It is important to note that two main types of efficiency changes

exist (see Coelli et al. 2005). First, a single decision-making unit may improve

Fig. 1 Representation of an output-oriented DEA model showing the production frontier [based

on Johnes (2006)]
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(or worsen) its efficiency compared to the other units, decreasing (or increasing) its

distance from the production possibility frontier (relative efficiency change). Sec-

ond, the production function itself may shift due to a general increase or decrease of

productivity in the whole sector (technological change). In this case, new policies,

technologies, and management approaches affect all universities in the same way.

A useful advantage of the Malmquist index is that it allows for the separation of

these two effects, differentiating efficiency changes of one university relative to the

others from efficiency changes experienced by all institutions.

3 Main Studies and Results

In order to get an overview of existing studies on frontier efficiency analysis in

higher education, we searched for studies that applied DEA to universities or

university departments. We focused on articles published in international peer-

reviewed journals, as we assume them to be the most considered contributions. In

order to limit the scope of the review, we present the results from four countries that

exhibited a particularly high number of studies: the United Kingdom, Australia,

Germany, and Italy. In recent years, all of these countries have implemented

important reforms to enhance the efficiency of their universities, which explains

the high interest in this topic. Given that the international dimension of higher

education is becoming important, we also consider some cross-country analyses.

3.1 Studies in the United Kingdom

In the late 1980s and early 1990s—about a decade after the seminal work of

Charnes et al. (1978)—several scholars in the UK started applying frontier effi-

ciency analysis to the higher education sector. At that time, discussions on univer-

sity performance became relevant due to political initiatives such as the Research

Assessment Exercise. Tomkins and Green (1988) conducted a first explorative

study measuring the efficiency of twenty accounting departments using DEA, in

order to assess what the new method might reveal. They found that DEA produced

results that largely differ from more simple performance measures such as student

to staff ratio and that the new technique provided valuable insights. Beasley (1990)

analyzed the efficiency of chemistry and physics departments in the UK. He

improved the basic model by introducing constraints for every input and output

measure based on a judgment regarding its relative importance. In a later study,

Beasley (1995) expanded his own model to jointly determine teaching and research

efficiency of university departments.

Johnes and Johnes (1993) analyzed the efficiency of 36 economics departments.

They had a very rich database at their disposal that included, among other things,

several measures for research output such as papers published in academic journals,
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articles in popular journals, authored books, reports, and contributions to edited

works. Given this multitude of inputs and outputs, they calculated 192 different

DEA specifications and identified two clusters of efficiency scores. Within the

clusters, efficiency scores were not sensitive to particular changes of input and

outputs. The difference between the two clusters was caused by the inclusion of

research grants as an input factor in the second group of estimations. Because the

efficiency scores of the second cluster differed strongly from the results of the

research selectivity exercise conducted by the Universities Funding Council, the

authors argued that the exercise should also account for universities that achieve

comparatively high levels of research output with less research grants as inputs.

Athanassopoulos and Shale (1997) applied DEA to 45 whole universities in the

UK. They identified cost and outcome efficiencies by including different sets of

inputs in the analysis. Using the approach proposed by Beasley (1990) the authors

extended the model by including restrictions reflecting the relative importance of

inputs and outputs, but found similar results as in the basic DEA model. Overall,

they identified six institutions that performed well both in terms of cost and

outcome efficiencies, which to some extent challenges the view that being cost-

efficient conflicts with outcome efficiency.

Later studies in the UK have analyzed efficiency changes over time by applying

Malmquist indexes. Flegg et al. (2004) were among the first to do so, using data on

45 British universities. They found a substantial increase in efficiency over the

period from 1981/1982 to 1992/1993, resulting mainly from technological change,

i.e., an outward shift of the production frontier. In a later study on the efficiency of

112 British universities between 1996/1997 and 2004/2005, Johnes (2008) used a

similar approach and obtained comparable results. She showed that higher educa-

tion institutions experienced an annual productivity increase of 1 % that was

attributable to an increase in technology of 6 % combined with a decrease in

relative efficiency of 5 %. New policies and technological innovation have there-

fore led to an overall increase in university efficiency. However, not all universities

profited equally from these changes, suggesting that some institutions need more

time to adapt to the changing technology (Johnes 2008).

An important limitation of DEA is that it does not allow for statistical inference.

One cannot assess whether efficiency differences among decision-making units are

statistically significant. To address this problem, Johnes (2006) proposed the use of

bootstrapping procedures (developed by Simar and Wilson 1998) to estimate 95 %

confidence intervals. She found that most English universities were highly efficient,

with efficiency scores varying from 93 to 95 % across different DEA specifications.

However, some institutions exhibited rather low scores of around 60 % that proved

to differ significantly from the best results.
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3.2 Studies in Australia

Similarly to the UK, Australia has been reforming its higher education system in

order to make it more efficient. One important set of reforms were introduced by

former Labor Education Minister John Dawkins, who abolished the binary system

by converting the Colleges of Higher Education into universities and introduced a

funding scheme based on single institutional teaching and research profiles. Mad-

den et al. (1997) analyzed the effects of these reforms on the efficiency of economic

departments and found that while the “new universities” performed worse than the

traditional ones, they managed to improve their relative efficiency in the period

between 1987 and 1991. Avkiran (2001) investigated technical and scale efficiency

of whole universities using three performance models: overall performance, per-

formance on delivery of educational services, and performance on fee-paying

enrollments. She found that most universities where operating at a technical- and

scale-efficient level but that there was potential for improvements on fee-paying

enrollments. Moreover, some universities were operating at decreasing returns to

scale and could thus become more efficient by downsizing. In a similar study,

Abbott and Doucouliagos (2003) found that Australian universities where

performing well when compared among themselves.

Another study on Australian universities applied a two-stage approach,

regressing efficiency scores obtained through DEA against various environmental

variables such as academic research capacity and characteristics of the student body

(Carrington et al. 2005). The authors showed that a non-metropolitan location had a

positive impact on efficiency, while the proportion of students from rural and

remote regions, or from a low socio-economic background, had a negative impact.

Surprisingly, the proportion of academics at the level of associate professor and

above was negatively correlated with efficiency, which may indicate that senior

staff is less productive than junior staff. Using Malmquist indexes, the authors also

found that, on average, university productivity grew 1.8 % per year from 1996 to

2000 and that this increase was mainly achieved through technical change.

Worthington and Lee (2008) confirmed these findings over the period 1998–2003.

They also conducted separate analyses for research-only and teaching-only produc-

tivity and concluded that efficiency gains were to a large extent attributable to

improvements in research productivity.

3.3 Studies in Germany

After frontier efficiency approaches were successfully applied to British and

Australian universities, they received attention in continental Europe. In Germany,

Warning (2004) analyzed universities using the concept of strategic groups. She

divided universities into different performance categories (low, middle, and high

performance) and assumed that institutions within the same category would be

Frontier Efficiency Analysis in Higher Education 163



characterized by similar strategic orientations. While she did not find any evidence

that research-oriented universities were more efficient than teaching-oriented ones,

she could show that universities focusing on the humanities and social sciences

performed better. This result is probably due to the higher costs of teaching and

research in the sciences. The author also found that universities in Western Ger-

many were more efficient than those located in Eastern Germany, and that research

grants were negatively related to efficiency among the best-performing universities.

Fandel (2007) analyzed the efficiency of universities in the German State of

North Rhine-Westphalia and compared his results to the redistribution key for

public funds proposed by the local government. He showed that most gains and

losses produced by the new funding formula could not be justified in terms of

efficiency. Kempkes and Pohl (2010) analyzed the efficiency of 72 public German

universities using both DEA and SFA approaches and obtained similar results.

Although universities in Western Germany were performing better, East German

institutions had been increasing their productivity more rapidly between 1998 and

2003. By regressing efficiency scores against university-internal and -external

factors, the authors found that GDP per capita had a small but significant positive

impact on efficiency. Moreover, as the presence of a medical or engineering

department was significantly correlated with higher efficiency, they concluded

that accounting for a university’s departmental composition is fundamental for

obtaining unbiased efficiency scores. Entire universities are too heterogeneous to

be compared using nonparametric methods.

3.4 Studies in Italy

In Italy, Agasisti and Dal Bianco (2006) analyzed 26 different DEA specifications

and identified a small group of best-practice universities mostly located in Northern

Italy. Moreover, they found decreasing returns to scale for large universities. In a

later study, Agasisti and Salerno (2007) analyzed the efficiency of 52 Italian

universities, accounting for their internal cost structure (i.e. the presence of a

medical faculty) and including specific measures for education and research qual-

ity. While most institutions without medical faculties were found to be operating at

increasing returns to scale, most medical universities were operating at decreasing

returns to scale.

Because extreme values and outliers in a dataset may lead to biased efficiency

scores, Bonaccorsi et al. (2006) studied Italian universities applying a robust

nonparametric method based on order-m efficiency scores (for further methodolog-

ical information see Daraio and Simar 2005). Instead of DEA they used another

nonparametric estimation technique called Free Disposal Hull (FDH), and com-

pared efficiency conditional on factors external to unconditional efficiency. By

doing so, they were able to understand the impact of external variables on efficiency

along the entire distribution and identify individual and localized effects. The

authors found no evidence for any economies of scale and economies of scope
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(i.e. efficiency gains through specialization). They also analyzed the existence of

trade-offs between teaching and research and showed that high scientific quality

improved educational efficiency and universities that performed well in education

where not necessarily less efficient in terms of research.

Abramo et al. (2008) developed and validated a benchmarking tool for research

performance by combining DEA and advanced bibliometric methods. They focused

on the sciences and differentiated several disciplines such as Mathematics, Physics,

Chemistry, and Engineering. They found strong heterogeneity in average perfor-

mance among disciplines and concluded that analyses of whole universities should

account for such diversity. Moreover, they computed global efficiency scores for

universities by weighting the results of single disciplines and compared them with a

simple ratio of publications to researchers, finding significant differences.

In a recent study, Agasisti et al. (2012) investigated whether research depart-

ments experience a trade-off between different types of research outputs, namely

the quantity of publications, quality of publications (citation indexes), public

research grants, and research contracts with industry. They analyzed 69 science

departments located in Lombardy and found that efficiency rankings changed

considerably when considering different research-related outputs. Their results

highlighted different research strategies among academic departments. While

departments that produced a high number of publications also achieved high

citation indexes, they were not necessarily among the best performers when it

came to acquiring public and private funds. Moreover, those departments that

obtained many research grants where not very productive in terms of research

contracts with industry, which indicates that a trade-off exists between different

types of research.

3.5 Cross-Country Studies

The diffusion of frontier efficiency techniques in Europe coincided with the imple-

mentation of the Bologna process and the emergence of a European dimension in

the higher education discourse. The growing interest in this European dimension is

reflected in the increasing number of cross-country efficiency analyses. Tommaso

Agasisti for example, in cooperation with other researchers, has compared the

efficiency of Italian universities to that of institutions in several other European

countries. When compared to a common production frontier, Italian universities

were shown to be less efficient than English and German institutions (Agasisti and

Johnes 2009; Agasisti and Pohl 2012). However, they were increasing efficiency at

a higher pace and thus catching up the lag from their neighbors in Northern Europe.

Agasisti and Pohl (2012) also found that a high unemployment rate was negatively

associated with university efficiency, while a positive relationship existed between

efficiency and the regional share of workers employed in science and technology. In

another cross-country study, Italian universities proved more efficient than those in

Spain (Agasisti and Pérez-Esparrells 2010). Both systems managed to increase their
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efficiency over time, but while this was achieved through technological change in

the Italian case, Spanish universities mainly experienced an increase in relative

efficiency.

A small number of studies have included several countries in their analyses.

Joumady and Ris (2005) analyzed the efficiency of universities across eight

European countries. In contrast to previous studies, they focused solely on teaching

and included survey data on the competencies of graduates and their employability.

They observed that universities in the United Kingdom, the Netherlands, and

Austria performed well in all model specifications. France and Germany were

located at the average level of efficiency, while Spain, Italy and Finland achieved

the lowest efficiency scores. Wolszczak-Derlacz and Parteka (2011) examined the

efficiency of 259 public universities from seven European countries across the time

period 2001–2005. They found rather low levels of efficiency and considerable

variability in efficiency both within and across countries. Using a two-stage

approach, they showed that unit size, number of and qualification of academic

staff, sources of funding, and staff gender composition were among the crucial

determinants of performance. Specifically, a higher share of third party funds and a

higher number of women among academic staff were positively related to an

institution’s efficiency.

4 Conclusions

4.1 Strengths and Weaknesses of DEA

Frontier efficiency analysis in general and DEA in particular have proved to be

useful tools for analyzing the performance of universities or university departments.

They provide a single efficiency score that integrates a large amount of information

and thus facilitates assessments and comparisons. As compared to other common

performance indicators, DEA allows for more differentiation among universities,

taking into account existing diversity in terms of relative size and resources or with

respect to an institution’s focus on specific tasks in teaching and research. By

comparing similar institutions, analysts can identify specific areas where efficiency

gains are possible. This may be of interest to university managers aiming to increase

the performance of their institutions.

In order to overcome some of the methodological limitations of DEA, scholars

have proposed and validated several extensions, including value judgments about

the relative weights of inputs and outputs, bootstrapping methods, and order-m

frontiers (see, for example, Bonaccorsi and Daraio 2004; Johnes 2006). However,

frontier efficiency analysis only delivers information about the variables included in

the analysis, and strongly depends on the data used. It does not give a comprehen-

sive reflection of the overall performance of such complex organizations as uni-

versities. For example, valid indicators for teaching quality or other forms of
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university output such as consultancy are often missing. One should be very careful

when drawing conclusions or policy implications based on purely quantitative

indicators. It is advisable to combine efficiency results with qualitative data on

universities and the context in which they are operating (Tomkings and Green

1988). Moreover, efficiency scores are always computed in relation to the best

performers in the sample. DEA results do not say much about the absolute effi-

ciency of a county’s higher education sector—a benchmark that is itself almost

impossible to define.

Finally, the level of analysis is another important issue when applying DEA.

Several studies have showed that efficiency scores are likely to vary across different

scientific fields and may be biased when compared to a common frontier (Kempkes

and Pohl 2010; Abramo et al. 2008). For example, teaching and research in

medicine or the natural sciences are more expensive than in the social sciences

and the humanities, but may also acquire higher amounts of third party funds.

Therefore, depending on the variables used as input and output factors, they could

appear to be more or less efficient than they truly are with respect to other scientific

disciplines. Accounting for these differences is fundamental, especially when

analyzing whole universities. One possibility to partly overcome this problem is

to analyze natural science departments separately from the social sciences and

humanities or to control, for example, for the presence of a medical department

(Agasisti and Pohl 2012).

4.2 Trends in University Efficiency

The studies under review have used frontier efficiency analysis to assess the

efficiency of universities or university departments within and across countries.

They have shown that the overall level of university efficiency has increased over

the last 20–30 years and that most of the efficiency gains were due to technological

change. Policy reforms, technological innovations and new management

approaches seem to have had their desired effects. However, these changes have

often favored already-efficient universities, widening the gap between the best and

the worst performers. The effects of many reforms remain controversial and more

studies directly relating political initiatives to university efficiency are needed.

Given that efficiency scores are always relative to the best performers in the sample,

cross-country analyses that allow for comparisons across different systems are very

useful. Further research in this area seems important but is often hampered by the

lack of internationally comparable micro-level data.

Further research is also needed to optimize the application of DEA and enhance

the validity of its results. This may be achieved by using more valid indicators for

research performance, for example, publications weighted by the journals’ impact

factors and by the number of authors from the institution under review. Measures

for teaching quality can be updated to include items such as student satisfaction,

employability, or future earnings, while other forms of university output like
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consultancy may also be useful. With respect to economies of scale and scope in

higher education, the effects of external research funds on efficiency, or trade-offs

between universities’ different tasks, research results are often ambiguous and

many open questions remain. The solution seems to lie in greater differentiation,

whether it be in terms of specific disciplines, types of activities, or the form of the

functional relationship under analysis. Efficiency analysis is most valuable when

applied to smaller units that are comparable to one another, such as scientific

disciplines, departments, or even research groups within a specific field.

To date, most scholars have not given practical policy recommendations regard-

ing the use of efficiency analysis for incentive-setting and the reallocation of funds.

They have limited themselves to presenting descriptive findings, noting that the

results from common performance assessments often differ from the ones based on

efficiency analysis (Johnes and Johnes 1993; Fandel 2007). Normative statements

based on efficiency analysis are problematic because efficiency scores do not

capture the whole performance of a university or a university department.

Approaches such as DEA may offer precious insights, but need to be combined

with other performance measures to obtain a result that is maximally accurate.

Moreover, as long as large units are analyzed, efficient subunits will offset the

performance of inefficient ones and vice versa, reducing the explanatory power of

the results. In order to exploit the whole potential of frontier efficiency analysis,

more sophisticated indicators for inputs and outputs are necessary. Valid and

comparable data needs to be collected, both at the national and international levels.

References

Abbott M, Doucouliagos C (2003) The efficiency of Australian universities: a data envelopment

analysis. Econ Educ Rev 22(1):89–97

Abramo G, D’Angelo CA, Pugini F (2008) The measurement of Italian universities’ research
productivity by a non parametric bibliometric methodology. Scientometrics 76(2):225–244

Agasisti T, Dal Bianco A (2006) Data envelopment analysis to the Italian university system:

theoretical issues and policy implications. Int J Bus Perform Meas 8(4):344–367

Agasisti T, Johnes G (2009) Beyond frontiers: comparing the efficiency of higher education

decision making units across more than one country. Educ Econ 17(1):59–79

Agasisti T, Pérez-Esparrells C (2010) Comparing efficiency in a cross-country perspective: the

case of Italian and Spanish state universities. Higher Educ 59:85–103

Agasisti T, Pohl C (2012) Comparing German and Italian public universities: convergence or

divergence in the higher education landscape? Manage Dec Econ 33:71–85

Agasisti T, Salerno C (2007) Assessing the cost efficiency of Italian universities. Educ Econ 15

(4):455–471

Agasisti T, Catalano G, Landoni P, Verganti R (2012) Evaluating the performance of academic

departments: an analysis of research-related output efficiency. Res Eval 21:2–14

Aigner DC, Lovell CAK, Schmidt P (1977) Formulation and estimation of stochastic frontier

production function models. J Econ 6:21–38

Archibald RB, Feldman DH (2011) Why does college cost so much? Oxford University Press,

New York

168 S. Nigsch and A. Schenker-Wicki



Athanassopoulos AD, Shale E (1997) Assessing the comparative efficiency of higher education

institutions in the UK by the means of data envelopment analysis. Educ Econ 5(2):117–134

Avkiran NK (2001) Investigating technical and scale efficiencies of Australian universities

through data envelopment analysis. Socio-Econ Plann Sci 35(1):57–80

Beasley J (1990) Comparing university departments. Omega Int J Manage Sci 18(2):171–183

Beasley J (1995) Determining teaching and research efficiencies. J Oper Res Soc 46:441–452

Bonaccorsi A, Daraio C (2004) Econometric approaches to the analysis of productivity of R&D

systems: production functions and production frontiers. In: Moed HF, Glänzel W, Schmoch U

(eds) Handbook of quantitative science and technology research: the use of publication and

patent statistics in studies on S&T systems. Kluwer, Dordrecht, pp 51–74

Bonaccorsi A, Daraio C, Simar L (2006) Advanced indicators of productivity of universities: an

application of robust nonparametric methods to Italian data. Scientometrics 66(2):389–410

Carrington R, Coelli T, Prasada Rao DS (2005) The performance of Australian universities:

conceptual issues and preliminary results. Econ Pap 24(2):145–163

Caves DW, Christensen LR, Diewert WE (1982) The economic theory of index numbers and the

measurement of input, output and productivity. Econometrica 50(6):1393–1414

Charnes A, Cooper W, Rhodes E (1978) Measuring the efficiency of decision making units. Eur J

Oper Res 2(6):429–444

Coelli TJ, Prasada Rao DS, O’Donnell CJ, Battese GE (2005) An introduction to efficiency and

productivity analysis, 2nd edn. Springer, New York

Daraio C, Simar L (2005) Introducing environmental variables in nonparametric frontier models: a

probabilistic approach. J Prod Anal 24:93–121

Deem R, Brehony KJ (2005) Management as ideology: the case of ‘new managerialism’ in higher
education. Oxf Rev Educ 31(2):217–235

Fandel G (2007) On the performance of universities in North Rhine-Westphalia, Germany:

government’s redistribution of funds judged using DEA efficiency measures. Eur J Oper Res

176:521–533

Farrell MJ (1957) The measurement of productive efficiency. J R Stat Soc A (Gen) 120:253–289

Flegg AT, Allen DO, Field K, Thurlow TW (2004) Measuring the efficiency of British universi-

ties: a multi-period data envelopment analysis. Educ Econ 12(3):231–249

Hazelkorn E (2011) Rankings and the reshaping of higher education: the battle for world-class

excellence. Macmillan, Basingstoke

Johnes J (2004) Efficiency measurement. In: Johnes G, Johnes J (eds) The international handbook

on the economics of education. Edward Elgar, Cheltenham, pp 613–742

Johnes J (2006) Data envelopment analysis and its application to the measurement of efficiency in

higher education. Econ Educ Rev 25:273–288

Johnes J (2008) Efficiency and productivity change in the English higher education sector from

1996/97 to 2004/05. Manchester Sch 76(6):653–674

Johnes G, Johnes J (1993) Measuring the research performance of UK economics departments: an

application of data envelopment analysis. Oxf Econ Pap 45:332–347

Joumady O, Ris C (2005) Performance in European higher education: a non-parametric production

frontier approach. Educ Econ 12(2):189–205

Kempkes G, Pohl C (2010) The efficiency of German universities: some evidence from nonpara-

metric and parametric methods. Appl Econ 42:2063–2079

Madden G, Savage S, Kemp S (1997) Measuring public sector efficiency: a study of economic

departments in Australian universities. Educ Econ 5(2):153–168

Ollsen M, Peters MA (2005) Neoliberalism, higher education and the knowledge economy: from

the free market to knowledge capitalism. J Educ Policy 20(3):313–345

Simar L, Wilson PW (1998) Sensitivity analysis of efficiency scores: how to bootstrap in

nonparametric frontier models. Manage Sci 44(1):49–61

Tomkins C, Green R (1988) An experiment in the use of data envelopment analysis for evaluating

the efficiency of UK university departments of accounting. Financ Account Manag 4(2):

147–164

Frontier Efficiency Analysis in Higher Education 169



Warning S (2004) Performance differences in German higher education: empirical analysis of

strategic groups. Rev Ind Organ 24:393–408

Wolszczak-Derlacz J, Parteka A (2011) Efficiency of European public higher education institu-

tions: a two-stage multicountry approach. Scientometrics 89:887–917

Worthington A, Lee BL (2008) Efficiency, technology and productivity change in Australian

universities, 1998-2003. Econ Educ Rev 27(3):285–298

170 S. Nigsch and A. Schenker-Wicki



Part III

Incentives: Monetary or Non-Monetary?
Extrinsic or Intrinsic?



Academic Scientists and Knowledge

Commercialization: Self-Determination

and Diverse Motivations

Alice Lam

Abstract This chapter draws on self-determination theory to explain the mix of

pecuniary and non-pecuniary motivational drivers underlying academic scientists’
commercial pursuits. It examines the diversity of their personal motivations for

knowledge commercialization and how this is influenced by their values and beliefs

about the science-business relationship. It argues that scientists can be extrinsically

or intrinsically motivated to different degrees in their pursuit of knowledge com-

mercialization, depending how far they have internalized the values associated with

it. Beyond reputational and financial rewards, intrinsic motivations (e.g., pro-social

norms and hedonic motivation) are also powerful drivers of commercial engage-

ment. The conventional assumption that scientists are motivated by reputational

rewards and the intrinsic satisfaction of puzzle-solving in academic research while

commercial engagement is driven primarily by the pursuit of the financial rewards

builds on a false dichotomy and polarized view of human motivation.

1 Introduction

The rise of the entrepreneurial university (Clark 1998; Etzkowitz et al. 2000) with

its emphasis on knowledge commercialization has generated an intense debate

about the changing work norms of university scientists (Slaughter and Leslie

1997; Vallas and Kleinman 2008). Central to this is a growing concern that

academics are becoming captured by the ethos of commercialism and the growth

of a ‘for-profit’motive among the new school entrepreneurial scientist (Jacob 2003;

Slaughter and Rhoades 2004). While there is ample evidence of increased academic

engagement in commercial activities such as patenting and spin-off company

formation (D’Este and Patel 2007; Siegel et al. 2007), what remains unclear is

whether or not this reflects the growth of a uniform category of entrepreneurial

scientists driven by a common motive. Empirical research on the impact of financial

incentives on academic scientists’ propensity to engage in commercialization has
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provided mixed evidence. While some studies find a positive link between financial

incentives and the motivations of inventors to patent (Lach and Schankerman 2008;

Thursby et al. 2001; Owen-Smith and Powell 2001a), others conclude that mone-

tary rewards offered by universities play no role (Colyvas et al. 2002; Markman

et al. 2004). Much of this work, however, has adopted a narrow conception of

human motivation based on an economic model and is concerned primarily with the

effects of financial incentives on the behavior of academic institutions rather than

individual scientists. More recently, some authors have explored the personal

motives behind scientists’ transition to academic entrepreneurialism (Göktepe-

Hulten and Mahagaonkar 2010; Goethner et al. 2012) but none has given adequate

attention to the intrinsic aspect of their motivation (Deci 1975; Lindenberg 2001).

Moreover, the question of how scientists’motives for commercial engagement vary

according to their values and beliefs remains little understood.

This chapter draws on self-determination theory (Ryan and Deci 2000; Gagne

and Deci 2005; Deci and Ryan 2000) to explain the mix of pecuniary and

non-pecuniary motivational drivers underlying scientists’ commercial pursuits. It

examines the diversity of their personal motivations for knowledge commerciali-

zation and how this is influenced by their values and beliefs about the science-

business relationship. It argues that scientists can be extrinsically or intrinsically

motivated to different degrees in their pursuit of knowledge commercialization,

depending on how far they have internalized the values associated with it. Beyond

reputational and financial rewards, intrinsic motivations (e.g., pro-social norms and

hedonic motivation) are also powerful drivers of commercial engagement.

2 Background and Theory

2.1 The Entrepreneurial University and Sociological
Ambivalence of Scientists

In the UK and also elsewhere, government science and technology policy over the

past two decades has sought to exploit the scientific knowledge base for innovation

and economic competitiveness by promoting stronger collaboration between uni-

versity and industry, and stimulating academic entrepreneurship (Lambert 2003;

OECD 2003). At the same time, universities themselves have become willing actors

in a range of markets in response to growing constraints on public funding and to

adapt to a more competitive environment (Slaughter and Leslie 1997; Henkel

2007). Many are experimenting with new modes of governance and institutional

practices to engage in commercial exploitation of research. The institutional trans-

formation associated with the entrepreneurial academic paradigm has broadened

the acceptable roles of academic researchers to accommodate commercial engage-

ment (e.g., patenting, licensing and spin-off company formation) (Stuart and Ding

2006; Bercovitz and Feldman 2008). In parallel with the traditional ‘Mertonian’
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model that emphasizes disinterested research, an alternative model of academic

entrepreneurialism that encourages commercial exploitation of research has gained

prominence in recent years. In the face of a normative duality that now governs

university research, scientists may find themselves torn between the traditional

Mertonian ideals of basic science and the reality of an encroaching market-oriented

logic. While some may seek to resolve the tension by making choices between the

dichotomous alternatives, others may attempt to reconcile the polar positions by

re-negotiating their roles at the intersection of the two domains (Owen-Smith and

Powell 2001b; Lam 2010; Murray 2010). Scientists’ engagement in commercial

activities needs to be interpreted within this shifting institutional context in which

individual action often reflects the contradiction experienced rather than necessarily

signaling unequivocal acceptance of a particular set of norms or values.

Early research in the sociology of science drew attention to the ‘sociological
ambivalence’ of scientists and the frequent deviation of their actual behavior from

the Mertonian norms (Mitroff 1974; Merton and Barber 1963). Gieryn (1983), for

example, coined the term ‘boundary work’ to denote the active agency role of

scientists in drawing and redrawing the boundaries of their work in pursuit of

professional autonomy and increased resources. He stressed the power of scientists’
interpretative strategies in constructing a space for science for ‘strategic practical

action’. His analysis showed that the boundary between the production of knowl-

edge and its exploitation was clearly established when the scientific community

wanted to protect its professional autonomy. However, it often became obscure, if

not dissolved, when scientists sought to secure increased resources and public

support for scientific research. This ambiguity is a source of internal tension, as

well as giving scientists much opportunity for choice and variation. The contem-

porary transformation in the relationship between science and business has brought

the sociological ambivalence of science to the forefront and opened up new

opportunities for individual action.

Recognizing this marked ambivalence in scientific work is essential for under-

standing the complex relationship between values and behaviors because it implies

that scientists’ adherence to traditional ‘Mertonian’ norms does not preclude

involvement in commercial activities and commercial engagement does not neces-

sarily signal their acceptance of its underlying (market) ethos.

The same outward behavior of commercial engagement may be underpinned by

diverse attitudes and motives. Shinn and Lamy (2006), for example, identify three

categories of academic researchers who pursue divergent paths of commercializa-

tion: the ‘academics’ are those who weakly identify with the firm but may create a

business venture for instrumental reasons; the ‘pioneers’ are driven by economic as

well as scientific considerations; and the ‘janus’ are the hybrid type driven primarily

by their passion for scientific knowledge production. In similar vein, Lam (2010)

finds that academic scientists adopt different value orientations towards commer-

cial science. Whilst traditionally-oriented scientists believe that science and busi-

ness should remain distinct, entrepreneurially-oriented scientists fuse academic and

entrepreneurial role identities and embed commercial practices in their work

routines. Between the ‘traditional’ and ‘entrepreneurial’, some maintain a ‘hybrid’
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orientation which involves the creative management of a fuzzy boundary between

science and business. Scientists who participate in commercial activities do not

constitute a homogeneous category. They may be driven by diverse and mixed

motives and hence the need to adopt a differentiated approach for understanding

their motivations.

2.2 The Social Psychology of Human Motivation:
Self-Determination Theory

The work of social psychologists on motivation, notably self-determination theory

(SDT) (Ryan and Deci 2000; Deci and Ryan 2000; Gagne and Deci 2005), provides

a useful lens for examining the multifaceted nature of human motivation and its

relationship with social values and norms. It treats motivation as the outcome of

interaction between external regulatory processes and individuals’ internal psycho-
logical needs for autonomy and self-determination. Taking the view that people are

moved to act when they believe that the behaviors will lead to desired outcomes,

SDT differentiates the content of outcomes and the regulatory processes through

which they are pursued and thus predicting variation in the motivation underlying

behaviors. Moreover, its emphasis on self-regulation in the motivational process is

particularly germane to the case of academics who enjoy considerable freedom in

their work.

SDT distinguishes three main states: intrinsic motivation, extrinsic motivation

and amotivation. Intrinsic motivation refers to doing something for its inherent

pleasure and satisfaction, whereas extrinsic motivation refers to doing something

for a separable outcome or external rewards. Amotivation means having no inten-

tion to act because of lack of interest or not valuing the activity (Ryan 1995). SDT

posits that an individual’s motivation for behavior can be placed on a continuum of

self-determination. It ranges from amotivation, which is wholly lacking in self-

determination to intrinsic motivation which is an archetypal self-determined behav-

ior because it arises from the individual’s spontaneous interest rather than driven by
external control. Between the two poles, extrinsic motivation can vary in its degree

of self-determination, ranging from behavior that is fully externally regulated to

one that is partially or fully internally integrated which approximates intrinsic

motivation. Central to SDT is the argument that extrinsically motivated behavior

can be transformed into intrinsically motivated one as individuals internalize the

values and behavioral regulation that underlies it. When this occurs, the behavior

becomes autonomous and no longer requires the presence of an external reward.

Building on the basic tenet that human beings have innate psychological needs

for autonomy, SDT sees internalization as “an active, natural process in which

individuals attempt to transform socially sanctioned mores or requests into person-

ally endorsed values and self-regulations” (Deci and Ryan 2000, p. 235). As such,

SDT stresses individual agency in the internalization process in that it is not just
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something that the socializing environment does to individuals but also represents

the means through which individuals actively assimilate and reconstitute external

regulations into inner values so that the individuals can be self-determined while

enacting them (Ryan 1993). SDT identifies three distinct processes of internaliza-

tion: introjection, identification and integration, which represent different degrees

or forms of regulation associated with the different motivational types (mix) on the

continuum of extrinsic-intrinsic motivation (Deci and Ryan 2000). Introjection
occurs when individuals partially take in an external regulation but do not accept

it as their own and therefore the behavior is not congruent with their values and is

not self-determined: it is a partially ‘controlled’ activity and is predominately

extrinsically motivated. Identification occurs when individuals identify with the

value of behavior for their own self-selected goals and they experience greater

freedom and volition because the behavior is more congruent with their personal

goals and identities. Identification makes the behavior more autonomous and moves

it towards the intrinsic end of the continuum. The most complete form of internal-

ization is integration which occurs when individuals completely identify with the

importance of social regulations or values, assimilate them into their sense of self

and accept them as their own. As the behavior becomes fully congruent with the

individuals’ values and identity, they can be intrinsically motivated by it in the

absence of an external regulation.

By focusing on the variation in the level of internalization and its relationship

with the extrinsic and intrinsic aspects of motivation, SDT suggests that there are

different kinds and degrees of motivation between the two polar types. There are

three broad categories of outcomes associated with the different types of motiva-

tion: material, social and affective. While material outcomes are primarily related

to extrinsic motivation, affective outcomes are closely related to intrinsic motiva-

tion. Social outcomes, however, are related to the ‘in-between’ types of motivation

such as introjection (to fit in or feel worthy) and identification (to act appropriately).

In contrast to the canonical economic model of human motivation and behavior

which stresses the efficacy of extrinsic financial rewards, social psychologists argue

that social and affective outcomes are equally salient. In fact, by postulating that

human beings have a general organismic tendency towards self-regulation (Ryan

1995), social psychologists stress the potency of intrinsic motivation in driving

behaviors. Although the concept of intrinsic motivation is often linked to affective

outcomes, it has recently been broadened to incorporate a social, normative dimen-

sion (Grant 2008). Lindenberg (2001), for example, makes a distinction between

enjoyment-based and obligation-based intrinsic motivation. The former is tied to

the emotion for the improvement of one’s condition whereas the latter refers to the

satisfaction derived from acting according to a rule, norm or principle. In both

cases, the motivation driving the behavior can be said to be intrinsic because it

arises in the absence of material rewards or external constraints. It should be noted,

however, that behaviors often lead to a combination of different outcomes. An

intrinsic interest in the activity does not necessarily rule out the salience of extrinsic

rewards insofar as the perceived locus of causality of the activity lies within the

individual (Deci 1975). Amabile et al. (1994) argue that that some highly
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autonomous individuals (e.g., creative artists or scientists) may be strongly intrin-

sically interested in the activity and, at the same time, be strongly motivated to

acquire extrinsic rewards (e.g., recognition, careers and money) for that activity.

3 Scientific Motivation and Knowledge Commercialization:

‘Ribbon’, ‘Gold’ and ‘Puzzle’

Scientists may be motivated by a complex array of pecuniary and non-pecuniary

factors in their commercial pursuits. A characteristic feature of the scientific reward

system is its multidimensional nature, comprising the three components of the

‘ribbon’ (reputational/career rewards), ‘gold’ (financial rewards) and ‘puzzle’
(intrinsic satisfaction) (Stephan and Levin 1992). In the Mertonian world of aca-

demic science, the ribbon is the most substantial part of scientists’ rewards. This is
not only because scientists are strongly motivated by the recognition and prestige

bestowed by their professional peers but also, other rewards such as salary and

research funds are usually graduated in accordance with the degree of recognition

achieved (Stephan 1996; Mulkay and Turner 1971). The ribbon is a deeply institu-

tionalized feature in the scientific reward system and scientists feel the effects of the

drive (Hagstrom 1974; Hong and Walsh 2009). Within the traditional model,

publication is the main currency in the exchange relationship for the ribbon. The

growing influence of the entrepreneurial paradigm has been subtly changing the

ribbon exchange relationship to incorporate certain forms of commercial science.

Several authors point out that contemporary academics can use patents as an

alternative currency for building cycles of credit for obtaining resources to further

the traditional rewards (Murray 2010; Owen-Smith 2003). Others suggest that the

increasing reputational returns associated with patenting may prompt some scien-

tists to use commercial activities as a means to further their academic careers

(Krabel and Mueller 2009).

Although personal pecuniary gain, the ‘gold’, is also a component of the

scientific reward system, it is predominately a consequence of the ribbon, and not

a direct incentive for research in academic science (Stephan 1996). The rise of

entrepreneurial science may well have opened up opportunities for scientists to reap

financial rewards from commercial activities. It is, however, not entirely clear

whether, and to what extent, the ‘gold’ is a motivational driver in the first place.

There is a longstanding controversy in motivation theory about the role of money as

a motivator (Sachau 2007). Herzberg’s (1966) ‘motivation–hygiene theory’ and
more recently authors in the field of positive psychology (Seligman and

Csikszentmihalyi 2000) argue that money is a hygiene factor, not a motivator. It

contributes to individual satisfaction or dissatisfaction but may not have the power

to motivate on its own.

Beyond the extrinsic rewards of the ribbon and the gold, the majority of

academic scientists are intrinsically motivated to advance knowledge, and they
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also derive immense satisfaction from engaging in challenging and creative activ-

ities. Indeed, the desire to engage in creative puzzle solving is the hallmark of a

dedicated scientist (Eiduson 1962; Cotgrove 1970). In the Mertonian world of basic

science, scientists derive satisfaction and enjoyment from seeking and finding vital

truths within a relatively bounded scientific community. According to this view,

there is no reason why the pursuit of creativity and puzzle solving should not take

place in the context of an orientation towards knowledge application and entrepre-

neurial engagement.

The different motivational drivers can co-exist and scientists may be extrinsi-

cally or intrinsically motivated to different degrees in their pursuit of commercial-

ization. The university is a professional bureaucracy where academics are accorded

a relatively high degree of autonomy and they can choose whether to engage with

industry. Few would be doing it as a result of external compulsion but the individ-

uals’ sense of pressure or willingness to participate in commercial activities may

vary according to their beliefs about the values and potential benefits of such

activities. In a study of academic scientists from UK research universities working

in the fields of biological sciences, medicine, computer science and engineering,

and physical sciences, Lam (2011) shows the relationships between their value

orientations and motivations for engaging in knowledge commercialization.1 Her

analysis identifies three categories of ‘commercializers’ driven by different mix of

motives: (a) the traditional scientists as ‘reluctant’ commercializers driven predom-

inantly by the ‘ribbon’; (b) the ‘entrepreneurial’ scientists as ‘committed’
commercializers motivated by the ‘gold’ as well as the ‘puzzle’; and (c) the ‘hybrid’
scientists as ‘strategic’ commercializers motivated by the ‘ribbon’ and the ‘puzzle’.
Their characteristics are summarized below.

3.1 The Traditional Scientists as ‘Reluctant’
Commercializers: The ‘Ribbon’

The ‘traditional’ scientists are those who adhere to the Mertonian norms of basic

science and perceive commercialization to be at odds with their personal values and

goals. While the majority of this category defies the growing pressures for knowl-

edge commercialization, some are prepared to experiment with commercial prac-

tices in anticipation of possible benefits. They are ‘reluctant’ commercializers who

pursue commercial activities in order to obtain the much needed funding for

research in an increasingly resource constrained environment. The reply of a

professor, who took part in Lam’s study, to the question of what drove his group

to form a spin-off company is illustrative: “We just wanted to test our ideas. We

1 The study was based on 36 in-depth individual interviews and an on-line questionnaire survey of

735 from five major UK research universities. For further details of the quantitative results, see

Lam (2011).
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were desperate to get funding. . .Well, so none of us are born again entrepreneurs.
We were driven by the idea we wanted to do this research and to use it”. Others
recognize that commercial engagement has gained increased institutional legiti-

macy and are motivated by the possibility of using it as a currency for building

scientific credit and enhancing their careers. For example, one traditional scientist

interviewed in the study pointed out that commercial engagement was “a risk worth
taking’ because “it was the culture of the department’ and that “if you were going to
be a top academic, that’s one of the things that you had to cover”.

The ‘traditionalists’ are motivated primarily by the ‘ribbon’. To these scientists,

knowledge commercialization represents an ‘introjected’ and extrinsically moti-

vated behavior. Introjection, according to social psychologists (Koestner

et al. 1996), is associated with emotional incongruence and ambiguity and is a

relatively unstable form of regulation. The position of the traditionalists is some-

what indeterminate and they may change directions based on evaluations of the

success or failures of their trial efforts. For example, several of the traditional

scientists interviewed in the study mentioned how their own attitudes and the

‘culture’ of their Departments had shifted from away from the entrepreneurial

pull towards more a basic research orientation as a result of the unsuccessful

ventures. Some expressed regret at their commercial involvement because of the

diversion of time and resources away from fundamental research. These accounts

suggest that scientists’ transition to academic entrepreneurialism is not necessarily

a linear process but can be halted or even reversed when commercial engagement

proved to be of limited value for furthering their quest for the ribbon.

3.2 The Entrepreneurial Scientists as ‘Committed’
Commercializers: The ‘Gold’ and ‘Puzzle’

In contrast, the ‘entrepreneurial’ scientists are those who believe in the fundamental

importance of science-business collaboration for knowledge application and

exploitation. These scientists often pursue commercial activities volitionally out

of a sense of personal commitment or interest because they have fully integrated the
norm of entrepreneurialism. They are motivated to do what is actually in their own

interest and the desired outcomes could be both material and affective. ‘Cashing in’
on their scientific expertise, in this case, is seen as a legitimate means of topping up

their academic salaries and also an achievement. While openly acknowledging the

importance of the gold, the majority interviewed in the study talked about the

money reward in a somewhat negative manner in that it was portrayed as a source of

discontent, what Herzberg (1966) refers to as a ‘hygiene’ factor, rather than a

positive motivator. Complaints about being underpaid and lagging academic sala-

ries permeate the conversations in the interviews when the scientists responded to

the question about the money incentive. For example, one company founder said,
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“the university pays absolute peanuts and therefore you’d be totally mad not to do it
if you are in an area where you can do it”.

Academic scientists, like everyone else, need to earn a decent living. Some may

well be ‘cashing in’ on their scientific expertise. However, what is clear from the

evidence presented in the study is that even for the apparently most market-oriented

entrepreneurial scientists, the gold appears to be only one of the motivational

drivers underlying their commercial endeavors. Besides the gold, these entrepre-

neurial scientists also derive immense psychic satisfaction from taking part in

commercial ventures. To some, the sense of achievement that they experienced in

starting up a business venture is no less intense than the satisfaction of solving a

scientific puzzle. The interviews reveal the salience of an enjoyment-based

(hedonic) intrinsic motivation (Lindenberg 2001) among the entrepreneurial scien-

tists. Many used words such as ‘excitement’, ‘fun’ and ‘thrill’ to describe their

experience. The entrepreneurial scientists are ‘committed’ commercializers who

are driven by what Shane et al (2003) refer to as an ‘egoistic passion’ for achieve-
ment. This manifests in their love for the activity as well as the fortune that may

come along with it. They have autonomous reasons for pursuing the puzzle as well

as the gold, and external regulation may have limited effect on their behavior. They

can be placed at the intrinsic end of the motivational continuum.

3.3 The Hybrid Scientists as ‘Strategic’ Commercializers:
The ‘Ribbon’ and ‘Puzzle’

Between the ‘traditional’ and ‘entrepreneurial’, there are the ‘hybrids’ who share

the entrepreneurial scientists’ belief about the importance of science-business

collaboration, while maintaining the traditionalists’ commitment to the core scien-

tific values. Unlike the traditionalists, the hybrids participate in commercial activ-

ities more autonomously, supported by feelings of identification. They perceive

commercial activities as largely legitimate and desirable for their scientific pursuits.

Forming a spin-off company, for example, is seen as a way of maintaining their

scientific autonomy and asserting control over the knowledge exploitation process.

They seek identification with commercial activity by reconstituting its meaning so

that it becomes more congruent with their professional goals and values. Besides

obtaining funding to support their research, the hybrid scientists are also strongly

intrinsically motivated in their commercial activities. The majority interviewed in

the study believed in the positive benefits of knowledge application (e.g., testing

new ideas) and saw commercialization as an extension of their knowledge search

activities. Many emphasized ‘the challenge’ of solving complex industrial prob-

lems. To these scientists, knowledge application through taking part in commercial

ventures represents a kind of puzzle-solving activity that satisfies their intellectual

curiosity. The assumption that scientists derive the pleasure of puzzle-solving only
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from basic research is based on a narrow conception of the full range of creative

scientific activity in their work.

The hybrid scientists’ personal interest in knowledge application also bolsters a

strong professional conviction to make their knowledge socially relevant. This is

particularly notable among those researching in the life-sciences. The following

reply of a professor in biosciences to the question of why forming a spin-off

company is indicative: “I think we as academics have a responsibility to the nation
really, we’re in a very privileged position. And our money comes from the state or
from charities”. Another biomedical professor made a similar comment: “we
wanted to see if, you know, there was a potential new drug there for, you know,
treating people who can’t get treated with anything else”. Grant (2008) argues that
personal interest in an activity can reinforce pro-social intrinsic motivation which is

a particular form of intrinsic motivation based on a desire to help others resulting

from identified regulation. The hybrid scientists can be described as ‘strategic’
commercializers in that they incorporate commercial practices into their repertoire

of behavior without sacrificing their focal academic identity. They can be placed

mid-point on the motivational continuum—they are extrinsically motivated (‘rib-
bon’) somewhat while at the same time intrinsically motivated (‘puzzle’) in their

commercial pursuits.

Figure 1 summarizes the main points presented above in a conceptual model.

The model postulates that commercial engagement can be either a ‘controlled’
or an ‘autonomous’ activity depending how far scientists have ‘internalized’ the
values associated with it. Scientists who adhere strongly to the traditional

Mertonian norms of basic science are likely to be amotivated. However, some

may take part in the activity as a result of introjection. These ‘traditional-oriented’
scientists use commercialization as a means to obtain resources (e.g., research

funding) to support their pursuit for the ribbon, and are placed at the extrinsic end

of the motivational continuum. In contrast, other scientists pursue the activity

volitionally because they have fully integrated the norm of entrepreneurialism

and the desired outcomes are both affective and material. The financial returns in

this case represent both achievement and profit. This type of ‘entrepreneurial-
oriented’ scientists is placed at the intrinsic end of the continuum. Between the

polar opposites, some scientists adopt a ‘hybrid’ position encompassing character-

istics of the ‘traditional’ and ‘entrepreneurial’. Their transition to academic entre-

preneurialism typically involves crafting a hybrid role identity which ‘overlays
elements of a commercial orientation onto an academic one’ (Jain et al. 2009,

p. 927). This is similar to the process of identification described in SDT through

which people identify with the value and importance of behavior for their self-

selected values (Ryan and Deci 2000). The hybrids occupy the mid-position on the

extrinsic and intrinsic motivational continuum.
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Discussion and Conclusion
The assumption that scientists are motivated by reputational rewards and the

intrinsic satisfaction of puzzle-solving in academic research while commer-

cial engagement is driven primarily by the pursuit of financial rewards builds

on a false dichotomy and polarized view of human motivation. This chapter

highlights the diverse motives driving the commercial behavior of academic

scientists and the primacy of their self-motivation. Intrinsic motivation has

long been recognized by social psychologists as a pervasive and powerful

driver of human action but is neglected in much of the research on scientists’
transition to academic entrepreneurialism. This chapter argues that a fuller

explanation of scientists’ engagement in knowledge commercialization will

need to consider a broader mix of motives, beyond the narrow confines of

extrinsic rewards, to include the social and affective aspects related to

intrinsic motivation. Scientists, like other professionals, have the desire to

expend effort to benefit others and society in the context of both academic and

entrepreneurial science. This ‘pro-social’ motivation is a specific form of

intrinsic motivation (Grant 2008). Moreover, having fun or the joy of

achievement is at the heart of Lindenberg’s (2001) idea of ‘enjoyment-

based’ intrinsic motivation. The idea that fun of play is an important moti-

vation underpinning creative and inventive behavior is a longstanding one.

Taussig, in his book Inventors and Money Makers (1930), argues that the

‘instinct of contrivance’, namely the desire to create and recombine things, is

a powerful motivational underpinning of human inventive behavior. Other

studies also show the importance of intrinsic enjoyment as the creative driver

of inventors and researchers alike (Rossman 1931; Loewenstein 1994).

(continued)

Fig. 1 Scientific motivation and knowledge commercialization: a conceptual model

Academic Scientists and Knowledge Commercialization: Self-Determination and. . . 183



Gustin (1973) argues that creative scientists are motivated to do charismatic

things and that science is charismatic because of its puzzle-solving nature.

One might argue that for some scientists, commercial engagement represents

a kind of puzzle that satisfies their desire for pursuing ‘charismatic’ activities.
Academic scientists have diverse motives for pursuing knowledge com-

mercialization and there is no one single type of entrepreneurial scientists

driven by a common motive. The analysis in this chapter suggests that

academics’ value preferences influence their motives for commercial engage-

ment and the relative importance of reputational, financial and affective

rewards as desired outcomes. It draws attention to internalization of values

and external regulation as key factors differentiating the types of motives

driving the commercial behavior of scientists. Values are not fixed but may

evolve over time which could result in changes in motives and behaviors.

SDT argues that human beings have an organismic tendency towards auton-

omy and self-regulation in their behavior (Ryan 1995; Deci and Ryan 2000).

However, this by no means suggests that an introjected behavior will gradu-

ally become identified or integrated over time. Normative change, more often

than not, involves the paradoxical combination of opposing values in an

ambivalent manner (Colyvas and Powell 2006; Owen-Smith and Powell

2001b; Murray 2010). The preponderance of the ‘hybrid’ category in Lam’s
study (2011) is a case in point. The salience of enjoyment-based intrinsic

motivation among the ‘entrepreneurial’ scientists illustrates the primacy of

self-motivation rather than external regulation in driving their commercial

behavior.

Policies designed to promote research commercialization often assume

that academics respond to financial incentives tied to successful exploitation

of their knowledge. However, if academics are motivated by a complex mix

of extrinsic and intrinsic rewards, then policy initiatives focusing narrowly on

providing financial rewards might be inadequate or even misplaced. Motiva-

tion theorists (Frey 1997; Frey and Jegen 2001) also warn of the troubling

possibility that management practices based on economic models could

undermine intrinsic motivation by transforming a non-monetary relationship

into an explicitly monetary one. Moreover, given the diverse values and

motives underlying scientists’ commercial activities, it is unlikely that an

undifferentiated approach will be effective in eliciting the requisite effort

across the board. Some authors (Krabel and Mueller 2009; Hoye and Pries

2009) propose that policies to facilitate academic entrepreneurialism should

target the subpopulation of academic researchers with commercialization-

friendly attitudes such as the ‘habitual entrepreneurs’. The analysis presented
in this chapter suggests that additional incentives may have only limited

effect on those who are already deeply engaged in the activity as in the

case of the ‘entrepreneurial’ scientists. These scientists have autonomous

(continued)
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reasons for pursuing commercial science and they may follow what is pro-

fessionally challenging and personally interesting rather than anything else.

On the contrary, it seems that it is the ‘traditionalists’who would be amenable

to behavioral change in response to external rewards linked to the ribbon. In

particular, rewards in the form of additional funding for research and ascrip-

tion of academic status to commercial success may have high motivating

power for inducing some traditionalists to go down the commercial path.

These ribbon-related rewards may also reinforce the commercial behavior of

the ‘hybrids’ and strengthen their perception of the positive benefits of the

activity. There is, however, always a potential danger that top-down engi-

neering of knowledge commercialization may undermine scientists’ sense of
self-determination and the intrinsic, puzzle-solving aspect of their motivation

which is the ultimate driver of creativity. While intrinsic motivation cannot

be enforced, it can be enabled through socialization and competence enhanc-

ing provisions to strengthen feelings of autonomy and the culture of creativity

and prosocial motivation (Osterloh 2006).

Finally, it is worthy of note that the analysis presented in this chapter has

focused on the relationship between the motivating factors and scientists’
engagement in knowledge commercialization in terms of their behavioral

choice (that is, whether they had been involved in any commercial activities).

The motivational implications for behavioral intensity or persistence have not

been examined. Future research might include indicators such as the amount

of time spent on the activity and duration of engagement to capture behav-

ioral intensity and persistence. Relatedly, the question of how scientists’
value orientations and motives might change over the course of their careers,

and the possible causes also merit further research.

References

Amabile TM, Hill KG, Hennessey BA, Tighe EM (1994) The work preference inventory:

assessing intrinsic and extrinsic motivational orientations. J Pers Soc Psychol 66(5):750–967

Bercovitz J, Feldman M (2008) Academic entrepreneurs: organizational change at the individual

level. Organ Sci 19(1):69–89

Clark BR (1998) Creating entrepreneurial universities. Pergamon, Oxford

Colyvas J, Powell WW (2006) Roads to institutionalization. In: Staw BM (ed) Research in

organizational behavior. Elsevier, New York

Colyvas J, Crow M, Gelijns A, Mazzoleni R, Nelson RR, Rosenberg N, Sampat BN (2002) How

do university inventions get into practice? Manag Sci 48(1):61–72

Cotgrove S (1970) The sociology of science and technology. Br J Soc 21(1):1–15

Deci EL (1975) Intrinsic motivation. Plenum, New York

Deci EL, Ryan RM (2000) The “what” and “why” of goal pursuits: human needs and the self-

determination behavior. Psychol Inq 11(4):227–268

D’Este P, Patel P (2007) University-industry linkages in the UK: what are the factors underlying

the variety of interactions with industry? Res Policy 36(9):1295–1313

Eiduson BT (1962) Scientists: their psychological world. Basic Books, New York

Academic Scientists and Knowledge Commercialization: Self-Determination and. . . 185



Etzkowitz H, Webster A, Gebhardt C, Terra B (2000) The future of university and the university of

the future: evolution of ivory tower to entrepreneurial paradigm. Res Policy 29(2):313–330

Frey BS (1997) Not just for the money: an economic theory of personal motivation. Edward Elgar,

Cheltenham

Frey BS, Jegen R (2001) Motivation crowding theory. J Econ Surv 15(5):589–611

Gagne M, Deci EL (2005) Self-determination theory and work motivation. J Organ Behav 26

(4):331–362

Gieryn T (1983) Boundary-work and the demarcation of science from non-science: strains and

interests in professional ideologies of scientists. Am Sociol Rev 48(6):781–795

Goethner M, Obschonka M, Silbereisen RK, Cantner U (2012) Scientists’ transition to academic

entrepreneurship: economic and psychological determinants. J Econ Psychol 33(3):628–641

Göktepe-Hulten D, Mahagaonkar P (2010) Inventing and patenting activities of scientists: in the

expectation of money or reputation? J Technol Transf 35(4):401–423

Grant AM (2008) Does intrinsic motivation fuel the prosocial fire? Motivational synergy in

predicting persistence, performance, and productivity. J Appl Psychol 93(1):48–58

Gustin BH (1973) Charisma, recognition and the motivation of scientists. Am J Sociol 78

(5):1119–1133

Hagstrom W (1974) Competition in science. Am Sociol Rev 39(1):1–18

Henkel M (2007) Can academic autonomy survive in the knowledge society? A perspective from

Britain. Higher Educ Res Dev 26(1):87–99

Herzberg F (1966) Work and the nature of man. World Publishing, Cleveland

Hong W, Walsh JP (2009) For money or glory? Commercialization, competition, and secrecy in

the entrepreneurial university. Soc Q 50(1):145–171

Hoye K, Pries F (2009) Repeat commercializers, ‘the habitual entrepreneurs’ of university-

industry technology transfer. Technovation 29(10):682–689

Jacob M (2003) Rethinking science and commodifying knowledge. Policy Future Educ 1(1):125–

142

Jain S, George G, Maltarich M (2009) Academics or entrepreneurs? Investigating role identity

modification of university scientists involved in commercialization activity. Res Policy 38

(6):922–935

Koestner R, Losier GF, Vallerand RJ, Carducci D (1996) Identified and introjected forms of

political internalization: extending self-determination theory. J Pers Soc Psychol 70(5):1025–

1036

Krabel S, Mueller P (2009) What drives scientists to start their own company? An empirical

investigation of Max Planck society scientists. Res Policy 38(6):947–956

Lach S, Schankerman M (2008) Incentives and invention in universities. RAND J Econ 39

(2):403–433

Lam A (2010) From ‘ivory tower traditionalists’ to ‘entrepreneurial scientists’? Academic scien-

tists in fuzzy university-industry boundaries. Soc Stud Sci 40(2):307–340

Lam A (2011) What motivates academic scientists to engage in research commercialization:

‘gold’, ‘ribbon’ or ‘puzzle’? Res Policy 40(10):1354–1368

Lambert R (2003) Lambert review of business-university collaboration. HMSO, London

Lindenberg S (2001) Intrinsic motivation in a new light. Kyklos 54(2–3):317–342

Loewenstein G (1994) The psychology of creativity: a review and reinterpretation. Psychol Bull

116(1):75–98

Markman GD, Gianiodis PT, Phan PH, Balkin DB (2004) Entrepreneurship from the ivory tower:

do incentive systems matter? J Technol Transfer 29(3–4):353–364

Merton RK, Barber E (1963) Sociological ambivalence. In: Tiryakian EA (ed) Sociological theory,

values and sociocultural changes. The Free Press, Glencoe

Mitroff II (1974) Norms and counter-norms in a select group of the Apollo Moon Scientists: a case

study of the ambivalence of scientists. Am Sociol Rev 39(4):579–595

Mulkay MJ, Turner BS (1971) Over-production of personnel and innovation in three social

settings. Sociology 5(1):47–61

186 A. Lam



Murray F (2010) The oncomouse that roared: hybrid exchange strategies as a source of distinction

at the boundary of overlapping institutions1. Am J Sociol 116(2):341–388

OECD (2003) Turning science into business: patenting and licensing in public research. OECD,

Paris

Osterloh M (2006) Human resources management and knowledge creation. In: Ichijo K, Nonaka I

(eds) Knowledge creation and management. Oxford University Press, Oxford

Owen-Smith J (2003) From separate systems to a hybrid order: accumulative advantage across

public and private science at research one universities. Res Policy 32(6):1081–1104

Owen-Smith J, Powell WW (2001a) To patent or not: faculty decisions and institutional success at

technology transfer. J Technol Transfer 26:99–114

Owen-Smith J, Powell W (2001b) Careers and contradictions: faculty responses to the transfor-

mation of knowledge and its uses in the life sciences. Res Sociol Work 10:109–140

Rossman J (1931) The motives of inventors. Q J Econ 45(3):522–528

Ryan RM (1993) Agency and organization: intrinsic motivation, autonomy and the self in

psychological development. In: Jacobs J (ed) Nebraska symposium on motivation: develop-

mental perspectives on motivation. University of Nebraska Press, Lincoln

Ryan RM (1995) Psychological needs and the facilitation of integrative processes. J Pers 63

(3):397–427

Ryan RM, Deci EL (2000) Intrinsic and extrinsic motivations: classic definitions and new

directions. Contemp Educ Psychol 25(1):54–67

Sachau DA (2007) Resurrecting the motivation-hygiene theory: Herzberg and the positive psy-

chology movement. Hum Resour Dev Rev 6(4):377–393

Seligman ME, Csikszentmihalyi M (2000) Positive psychology: an introduction. Am Psychol 55

(1):5–14

Shane S, Locke EA, Collins CJ (2003) Entrepreneurial motivation. Hum Resour Manag Rev 13

(2):257–279

Shinn T, Lamy E (2006) Paths of commercial knowledge: forms and consequences of university-

enterprise synergy in scientist-sponsored firms. Res Policy 35(10):1465–1476

Siegel DS, Wright M, Lockett A (2007) The rise of entrepreneurial activity at universities:

organizational and societal implications. Ind Corp Chang 16(4):489–504

Slaughter S, Leslie L (1997) Academic capitalism: politics, policies and the entrepreneurial

university. John Hopkins University Press, Baltimore

Slaughter S, Rhoades G (2004) Academic capitalism and the new economy: markets, state, and

higher education. Johns Hopkins University Press, Baltimore

Stephan P (1996) The economics of science. J Econ Lit 34(3):1199–1235

Stephan P, Levin S (1992) Striking the mother lode in science: the importance of age, place and

time. Oxford University Press, New York

Stuart TE, Ding WW (2006) When do scientists become entrepreneurs? The social structural

antecedents of commercial activity in the academic life sciences. Am J Sociol 112(1):97–144

Taussig FW (1930) Inventors and money makers. Macmillan, New York

Thursby JG, Jensen R, Thursby MC (2001) Objectives, characteristics and outcomes of university

licensing: a survey of major U.S. universities. J Technol Transfer 26(1–2):59–72

Vallas SP, Kleinman LD (2008) Contradiction, convergence and the knowledge economy: the

confluence of academic and commercial biotechnology. Soc Econ Rev 6(2):283–311

Academic Scientists and Knowledge Commercialization: Self-Determination and. . . 187



Imaginary Contradictions of University

Governance

Uwe Wilkesmann

Abstract New modes of managerial governance have caused universities to func-

tion more like companies and produce non-intended effects as well as imaginary

contradictions. In this article, four of these contradictions are discussed to provide

answers to the following research questions: Do professors have a higher commit-

ment to their organization or to their peers in the scientific community? Which

factors strengthen the affective organizational commitment? Which work environ-

ment supports intrinsic motivation at universities? Can universities provide incen-

tives that do not crowd out intrinsic motivation? A theoretical underpinning of

hypotheses will be provided, and these hypotheses will be tested using two nation-

wide surveys of German professors. The empirical results demonstrate that com-

mitment to professional peers increases affective organizational commitment. In

the perception of German professors, there is no contradiction between profession

and organization, but the newly implemented steering instruments increase orga-

nizational commitment. In addition, the results also provide evidence that auton-

omy, relatedness, and perceived competence increase intrinsic teaching motivation.

These findings support the Self-Determination Theory. The results also provide

some evidence of a crowding-out effect of the new steering instruments and that

teaching awards do not crowd out intrinsic motivation.

1 Introduction

In the last decade, the higher education system in Europe has shifted to New Public

Management (NPM) and established new modes of governance (de Boer

et al. 2007). These modes of managerial governance have caused universities to

function more like companies, producing non-intended effects and non-intended

contradictions of governance. In this article, four of these contradictions, which can

be described as imaginary contradictions and are closely related to each other, are

discussed. These contradictions are imaginary because an inherent solution exists
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and only a first consideration characterizes them as contradictions. The following

four contradictions are particularly relevant to higher education institutions in

Germany and therefore discussed in this article:

Profession vs. organization: Professors are professionals who work in a loosely

coupled system, and their scientific communities provide relevant career

resources (Hüther and Krücken 2011). However, due to NPM reforms, univer-

sities are shifting in the direction of “complete organizations” (Ahrne and

Brunsson 2011). Consequently, universities establish more principal agent rela-

tionships, replacing the influence of professions. Nevertheless, professionals

must be organized in organizations, and organizations must manage profes-

sionals. The relevant research questions are the following: do professors have

a higher commitment to their organization or to their peers in the scientific

community? Which factors strengthen affective organizational commitment?

Monitoring vs. autonomy: Professors may perceive development toward NPM as a

new form of monitoring and, most likely, as an alienating experience. New

steering instruments are formal regulations that increase the distance between

rectors and deans in the role of superiors and professors in the role of sub-

ordinates. However, it is difficult to monitor and manage scientific work

according to formal rules. Professors need autonomy in their work (Frey

et al. 2013; Osterloh and Frey 2013). How can monitoring and autonomy be

balanced?

Intrinsic vs. extrinsic motivation: For academic work, intrinsic motivation is abso-

lutely necessary (Lam 2011). Intrinsic motivation occurs only in work environ-

ments with a high degree of self-determination (Ryan and Deci 2000b).

Selective incentives—such as NPM instruments at universities (see Sect. 4)—

crowd out intrinsic motivation (Frey and Osterloh 2002; Osterloh and Frey 2013;

Wilkesmann and Schmid 2014). However, some selective incentives are neces-

sary for managing an organization. The relevant questions in this field are the

following: which work environment supports intrinsic motivation at universi-

ties? Can universities provide incentives that do not crowd out intrinsic

motivation?

Transactional vs. transformational governance: Selective incentives are an exam-

ple of transactional governance, in which each behavior of a member is related to

an organizational exchange. Transformational governance creates leeway for

intellectual innovation and common visions. However, both transactional and

transformational governance are necessary for a university (Wilkesmann 2013).

How can these two types of governance function in concert?

In this paper, imaginary contradictions one and three will be proven using two

surveys of German professors at research universities and professors at universities

of applied sciences (empirical evidence for the other two contradictions can be

found in Wilkesmann 2013).

190 U. Wilkesmann



2 Profession Versus Organization

Professors are all members of a profession; as physicians, sociologists, engineers,

chemists or business economists, they belong to their specialist profession

(Starbuck 1992). The word ‘professionalism’ refers “[. . .] to the institutional

circumstances in which the members of occupations rather than consumers or

managers control work. [. . .] While few, if any occupations can be said to fully
control their own work, those that come close are called ‘professions’ in English”

(Freidson 2001, p. 12). Professors feel more committed to their profession than to

their organization. All feedback and all career-relevant evaluations (i.e., peer

reviews of submitted articles or research proposals) are under the control of the

profession and not the organization. The organization of universities before NPM

did not enable domination over professors because universities did not monitor or

support the careers of academic staff in the German higher education system

(Hüther and Krücken 2015). This model is described, for example, in Mintzberg’s
professional bureaucracy or in models that characterize universities as “specific

organizations” (Musselin 2006). NPM changes the power relationship of the orga-

nization. Under NPM, the rectorate can sanction professors via its ability to

distribute or refuse resources. When a professor establishes a new research program

or a new Master’s program, he or she can be rewarded with additional research

assistants. Performance-related budgets or Management by Objectives (MbO) are

the new steering instruments that strengthen the hierarchy. Due to these new

steering instruments, the power distance within the organization increases, shifting

the university to a “complete organization” (Ahrne and Brunsson 2011). Ahrne and

Brunsson (2011) define a complete organization as having the following five

characteristics:

Membership: The organization university is defined by two different groups of

members, academic staff and students. The former group is paid by the organi-

zation because they have an employment agreement. The latter group must pay

the organization or is not paid by the organization. Their conditions of mem-

bership are comparable to those of a club (Wilkesmann et al. 2011).

Hierarchy: Formerly, the hierarchy was limited in a university, but NPM has

strengthened the roles of rectorates, vice-chancellors, and deans. The new

steering instruments (pay-for-performance, performance-related budgets and

MbO) are all instruments that constitute a principal agent relationship. The

superior (rectorate or dean) can use these instruments as selective incentives

(Wilkesmann and Schmid 2012). In addition, in Germany, superiors gained

more legal rights, thereby strengthening organizational roles.

Rules: Ahrne and Brunsson (2011) refer to rules as explicit decisions and not social

norms that members follow implicitly. In Germany, professors at research

universities must adhere to the following explicit rules: they must have a

teaching load of 9 h/week and a budget that is related to explicit performance

criteria, such as the amount of money collected for third-party-funded research

projects (in €) and the number of published peer-reviewed articles.
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Monitors: Compliance with the rules must be monitored. Teaching and research

assessment measures include the amount of money collected from third parties,

the number of publications, and the number of delivered classes and lectures.

Sanctions: The new steering instruments of NPM allow superiors to distribute

resources as selective incentives. Granting or refusing monetary resources is a

powerful sanction system. The rectorate can, for example, reward a professor

with two more research associates to increase his/her research group or punish

him/her by reducing the budget for the laboratory.

Thus, to varying extents, universities fulfill all five characteristics of a complete

organization. These characteristics describe a formal organization. In summary,

universities have shifted toward becoming complete organizations.

Does this shift imply that professors now have a higher commitment to the

organization than to the profession? Meyer and Allen (1991) distinguish between

three types of (organizational) commitment: affective, normative, and continuance

commitment.

“Affective commitment refers to the employee’s emotional attachment to, identification

with, and involvement in the organization. Employees with a strong affective commitment

continue employment with the organization because they want to do so. Continuance

commitment refers to an awareness of the costs associated with leaving the organization.

Employees whose primary link to the organization is based on continuance commitment

remain because they need to do so. Finally, normative commitment reflects a feeling of

obligation to continue employment. Employees with a high level of normative commitment

feel that they ought to remain with the organization” (Meyer and Allen 1991, p. 67).

Due to space limitations, we will focus on affective commitment in this chapter

and provide empirical evidence for the following two research questions. Which

factors strengthen or weaken affective organizational commitment? Do professors

have a higher commitment to their organization or to their peers in the scientific

community? The new steering instruments (pay-for-performance, performance-

related budgets and MbO) result in a utilitarian calculation, much like that

described by Barnard’s (1938) theory: a member of an organization contributes to

the organizational goals as long as his or her perception of the given inducement is

greater than the costs of his or her contribution. This calculus reduces the affective

commitment (but increases the continuance commitment) because the only cause

for a behavior that is in line with the organizational goals is a monetary or other

selective incentive. The new steering instruments established a difference between

the principals who distributed the incentives and the agents who received the

incentives. If professors are treated like agents, they behave (in the long run) like

agents, i.e., continuance commitment increases and affective commitment

decreases. We can summarize these findings in hypothesis 1:

H1 The new steering instruments reduce the affective organizational commitment

of professors.

Barnard (1938) emphasized that organizations could not be efficient when all

members only used the above calculus. Members must also fulfill an extra
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behavioral role (Matiaske and Weller 2003) linked to an inherent motivation based

on internalized social norms. Professionals were socialized within such vocational

norms. As mentioned above, German universities have little control over the

careers of professors because the profession manages the peer-review process,

e.g., scholarly peers review short lists for appointments, project applications, or

articles submitted to journals (Hüther and Krücken 2015). Furthermore, the social

norms that govern the behavior of professors are professional norms that are

internalized during a long education process as a student and during the assistant-

ship, during which each researcher learns what constitutes good research and

teaching and scientific behavior. Although professors receive their resources and

salary from the organization university, their behavior is governed by professional

norms. Due to this socialization process, professors are highly committed to their

peers in the scientific community. Therefore, we predict that professors have a low

affective commitment to the organization and a high commitment to scholarly

peers. We summarize this in hypothesis 2:

H2 The higher the commitment to the peers in the scientific community, the lower

the affective organizational commitment.

The introduction of new steering instruments based on NPM results in the

transfer of the principles of organizing a private company to a public organization,

particularly universities. The NPM conflicts with the academic habitus (Bourdieu

1988), which emphasizes the freedom and autonomy of intellectual work. There-

fore, many, particular older, professors who were socialized into the classic homo

academicus have an attitude against NPM. Attitudes are independent from behavior

because attitudes have no expensive or painful consequences, in contrast to behav-

ior. However, attitudes guide behavior and can particularly govern affective com-

mitment. Affective commitment is reduced when the organization of the university

is changing in a direction opposite of the attitudes of professors.

H3 The higher the attitude against New Public Management, the lower the affec-

tive organizational commitment.

3 Monitoring Versus Autonomy

The second imaginary contradiction is much like the first one. When an organiza-

tion shifts from a loose-coupled professional bureaucracy (Mintzberg 1989) to a

hierarchical organization, such as a principal agent relationship, professors feel like

agents. Due to performance measurement, assessment, and evaluation, professors

may perceive themselves as monitored agents. The new steering instruments

establish a new relationship between the superiors that allocate resources in

response to performance indicators and the subordinates that receive these

resources. The former relationship was one of dependency with unbalanced

power. If every behavior of a professor was measured by performance criteria,
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they could perceive their relationship with the organization (in the long run) as

alienated because they would no longer have “full control (over) their own work”

(Freidson 2001, p. 12). This is in line with the Principal-Agent Theory (Eisenhardt

1989), in which superiors monitor and motivate agents with the help of selective

incentives.

Many studies have analyzed the unintended effects of selective incentives in

academia (Osterloh and Frey 2013). Frey et al. (2013) argued that only income

control and not output control was suitable in the academic world because output

reassurance and knowledge of cause-effect relationships are both low. However, if

the academic world was monitored only with the help of output control, such as

rankings, evaluations, and performance-related budgets, academics would have an

incentive for “gaming the system” (van Thiel and Leeuw 2002).

Nevertheless, management requires measurement. Even in universities in which

professionals work, the organization needs numbers to help assess the achievement

of their objectives. To overcome the contradiction between monitoring and auton-

omy, numbers (from performance measurement, evaluations and rankings) should

only be used for a collective reflection upon goal attainment. If numbers are not

used as an ineluctable rule for distributing resources, they will not develop an

‘independent existence’ that ultimately results in an institution that is perceived as

an alienated object. In organizational terms, personal contact and leadership are

more relevant than performance-related rules. While numbers are relevant for the

legitimacy of decisions, they also serve as an origin of organizational reflection.

The organization should enable an “Initiative-Freeing Radical Organizational

Form” (Carney and Getz 2009; Getz 2009), but to control the achievement of the

collective agreed objectives, numbers are used as a reflection of development. Even

collective decision-making needs legitimacy and an origin for underpinning argu-

ments. Therefore, numbers are helpful. Perhaps, the handling of numbers and not

numbers per se is what is important for their perception by professors. The main

questions in this field are the following. Do numbers serve as instruments for self-

governance of the organization or as instruments for punishment by a superior? Do

the members have the freedom to influence their own behavior and the organiza-

tional objectives or do they perceive the organization as a strange institution? The

perception of organizational autonomy or monitoring and punishment are also

influencing factors for the motivation of the members.

4 Intrinsic Versus Extrinsic Motivation

Autonomy and monitoring are also closely related to work motivation. Intrinsic

motivation is necessary for academic work. Their professional habitus motivates

professors to pursue innovative, non-standardized work (see chapters two and three

in Wilkesmann and Schmid (2014) for more details about the theoretical underpin-

ning of the nexus between work environment and motivation). Traditionally, pro-

fessors were considered highly intrinsically motivated because otherwise they
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would not endure the pressures and imponderables of accomplishing successful

academic careers: “We may say that it is this intrinsic motivation which makes

academics commit themselves to their scholarly activities not as a job but as a

vocation, profession and hobby; which sustains them despite deteriorating working

conditions and salaries” (Moses and Ramsden 1992, p. 105). As mentioned above,

the main research question is the following: which work environment supports

intrinsic motivation at universities? According to Self-Determination Theory

(SDT) (Ryan and Deci 2000a, b), intrinsically motivated action encompasses any

action that is performed for pure enjoyment and satisfaction. By contrast, if an

action is accomplished for separable outcomes, the motivation is extrinsic (Ryan

and Deci 2000a, p. 56; Ryan and Deci 2006, p. 1562). Intrinsically motivated

behavior satisfies three basic psychological needs: relatedness, competence, and

autonomy (Reeve et al. 2004; Ryan and Deci 2000b). SDT establishes a theoretical

framework that relates these primary human needs to intrinsic motivation. Research

in the tradition of SDT emphasizes the autonomy-supportive work environment as a

relevant prerequisite to foster intrinsic motivation (Ryan and Deci 2000a, p. 58; see

Lam 2015).

SDT also encompasses amotivation, which is any behavior that is not valuable or

any compulsory task performed by actors who feel absolutely incompetent

(Wilkesmann and Schmid 2014). The SDT model differentiates types of extrinsic

motivation according to different levels of internalization of social norms and

values: external, introjected, identified and integrated. Ryan and Deci (2000a,

pp. 61–62) define external motivation as behavior that is rewarded and/or punished

by others. The three other types that follow involve increasing levels of internali-

zation of goals or external punishment. Introjected motivation “[. . .] describes a

type of internal regulation that is still quite controlling because people perform such

actions with the feeling of pressure in order to avoid guilt or anxiety, or to attain

ego-enhancements or pride” (Ryan and Deci 2000a, p. 62). Identified motivation

reflects a higher level of internalization in which the individual identifies him or

herself with the behavior by valuing it as personally important. The highest level of

internalization is integrated motivation. “Integration occurs when identified regu-

lations have been fully assimilated to the self” (Ryan and Deci 2000a, p. 62). Action

is in alignment with self-perception, and professors behave like professional

academics.

Autonomy, as one of the three basic needs, is important for motivation because

an internal locus of control is only possible when an individual inwardly grasps the

meaning and worth of the regulation (Ryan and Deci 2000a). Otherwise, the

regulation would be more external because a person would be following a rule

only to avoid punishment.

H1 The more an academic work environment is perceived as autonomy supportive,

the more intrinsic the motivation.

In addition, individuals internalize a social norm only when they feel related to

the agent (a person, group or institution) of that norm (Ryan and Deci 2000b;

Pelletier et al. 2002). Social relatedness is understood in this context as a social
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mechanism of appreciation, which fosters self-esteem and encourages individual

initiative.

H2 The higher the perception of relatedness to an agent, the higher the intrinsic

motivation.

Competence, as the third basic need, is a prerequisite for the internalization

process. Only when a person is not over challenged and is acknowledged as

competent can he or she internalize external expectations. The ascription as com-

petent is necessary because otherwise an individual could not interact effectively

with the environment and would therefore feel helpless.

H3 The higher the perception of acknowledged competence, the higher the intrin-

sic motivation.

The new steering instruments, such as pay-for-performance, performance-

related budgets or MbO, crowd out intrinsic motivation if professors perceive

them as control mechanisms (Frey 1997). All performance-related incentives

require measurement; otherwise, behavior and bonuses cannot be related. Measure-

ment is a monitoring capacity that generates an external rule. This externality could

be perceived as an alienating institution.

H4 Selective managerial incentives at universities crowd out intrinsic motivation.

Regarding our second research question in this field (Can universities provide

incentives that do not crowd out intrinsic motivation?), we must ask the following:

how can the incentive system be structured such that intrinsic motivation is not

crowded out? According to Frey and Neckermann (2008), academic rewards will

not crowd out intrinsic motivation. Therefore, our fifth hypothesis is the following:

H5 Academic rewards do not crowd out intrinsic motivation.

We will provide empirical evidence for these hypotheses in the case of academic

teaching.

5 Transactional Versus Transformational Governance

The fourth imaginary contradiction can be understood as an encompassing model of

the first three contradictions. The terms ‘transactional’ and ‘transformational’ are
based on the ‘full range leadership model’ (Bass and Avolio 1993). We will

transform them to the governance discourse to describe different types of gover-

nance. NPM, which includes selective incentives, monitoring and sanction capac-

ity, can be described as a form of transactional governance (Bass and Avolio 1993;

Frost et al. 2010). Bass and Avolio (1993) defined transactional governance as

follows: “There is a price on everything. Commitments are short-term. Self-inter-

ests are stressed” (Bass and Avolio 1993, p. 116). Conversely, transformational

governance enables flexibility, autonomy for intellectual innovation and the ability
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to perceive employees as humans and individuals, take them seriously and be

respectful. Bass and Avolio described transformational behavior as follows:

“There is a rich set of norms which covers a wide range of behaviors; norms that

will adapt to and change with external changes in the organizations’ environment.

There is much talk at all levels in the organization about purposes, visions, and

meeting challenges” (Bass and Avolio 1993, p. 118).

Transactional governance encompasses monitoring and sanction capacity,

whereas transformational governance covers social norms that exist within organi-

zations (Elster 1989; Inauen et al. 2010), such as the norms that guide the quality of

research or approaches to teaching (Trigwell and Prosser 2004), organizational

culture (Wilkesmann et al. 2009), and shared visions (Bass and Avolio 1993). There

is empirical evidence that transactional governance has no impact on the perception

of the significance of academic teaching but that transformational governance may

have an effect on teaching (Wilkesmann 2013).

Nevertheless, a university cannot function without transactional governance. For

some aspects, (e.g., a high number of examinations or additional administrative

functions), an extra bonus could be justified. In this case, the incentive provides

recognition for extra work that is time consuming and does not support the

academic career.

6 Empirical Evidence

6.1 Survey Design

We provide empirical evidence based on two surveys. The first survey was

conducted at research universities in Germany between May and July 2009

(Wilkesmann and Schmid 2012), and the second survey was conducted at univer-

sities of applied sciences in Germany between March and April 2011. The target

population was all German professors at both types of universities. Both surveys

were designed to analyze professors’ academic teaching behavior and are used here

for a secondary data analysis.

For the first survey (Wilkesmann and Schmid 2012), we selected 8,000 research

professors from the email distribution list of the German Association of University

Professors (DHV). Professors paid within the framework of the new pay-for-

performance salary (W-salary) scale were of special interest for the study; thus,

we opted for a disproportionate stratified sampling approach that differentiated

between two strata according to salary categories (merit pay vs. the age-related

seniority scheme). A total of 1,119 professors completed the survey, constituting a

response rate of 14 %; 58.5 % received pay-for-performance, and 41.5 % received

the old seniority wages. Among the sample, 77.7 % were male, and 22.3 % were

female. The mean age in our sample was 49.0 years.
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The second survey was based on a list of emails of the German Association of

University of Applied Science Professors (HLB). The HLB organizes all professors

at universities of applied sciences, but the address list included only the deans of all

German universities of applied sciences. We checked all email addresses and sent

an email with a link to the online questionnaire that requested that the email be

forwarded to all professors in their faculty. In total, 942 professors completed the

questionnaire. In the sample, 47.8 % of professors received a performance-based

salary, and 52.2 % received the old seniority wages; 87.7 % were male, and 21.3 %

were female. The mean age of the professors in our sample was 50.3 years. Due to

the distribution method, the response rate cannot be determined, but the sample

covers 5.95 % of the population of all professors at universities of applied sciences.

The samples of both surveys were representative with respect to faculties,

gender and age but not payment scheme. There was no need to weight the dispro-

portionate strata for the purpose of multivariate analysis because we integrated the

respective variables into the model.

For a more detailed measurement description, see Wilkesmann (2012, 2013) and

Wilkesmann and Schmid (2012, 2014).

6.2 Empirical Results for Profession Versus Organization

We estimated an OLS regression with affective commitment as a dependent

variable (see Table 1). The scale for affective commitment was an index

(Cronbach’s α¼ 0.78) with the following four variables: “I perceive a strong

sense of belonging to my university”; “I’m proud to tell other people that I’m a

member of this university”; “I perceive the problems of my university as my own

problems”; “Actually, I can work just as well at another university, when the

general conditions are the same (recoded)”. All items were measured on a five-

point Likert scale ranging from 1 ‘I totally disagree’ to 5 ‘I totally agree’.
The independent variables were the following:

new steering instruments, which were operationalized with the four dummy vari-

ables shown in Table 1;

commitment to the peers in the scientific community on a scale (Cronbach’s
α¼ 0.62) of two items: “My colleagues and I are on the same wavelength”

and “I’m highly appreciated by my colleagues”;

attitude against NPM; to measure this attitude, we developed a four-item scale

(Cronbach’s α¼ 0.81) comprising general reactance toward managerial gover-

nance, non-feasibility of measuring academic performance, inadequacy of man-

agerial governance for professors, and awareness of managerial instruments as

restricting control mechanisms.

We also added five control variables (see Table 1).
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Hypothesis 1 was mostly rejected. Pay-for-performance and performance-

related budgets increased affective commitment, but the impact was small. Affec-

tive commitment was reduced only for teaching award winners.

The same was true for hypothesis 2. Commitment to peers had the strongest

impact on the dependent variable but in the direction opposite to that assumed. A

high commitment to peers increased affective organizational commitment. The first

two hypotheses were not confirmed. By contrast, hypothesis 3 was supported; an

attitude against NPM reduced affective organizational commitment. There were

two interesting results regarding the control variables: duration increased organi-

zational commitment, a relatively straightforward result, and discipline affected

organizational commitment. Engineers had higher affective commitment than

members of other disciplines.

In summary, the new steering instruments and an attitude toward (not against)

NPM increased affective organizational commitment. The shift to managerial

governance supported the development toward a complete organization. The new

managerial instruments that strengthened the hierarchy supported the university as

a complete organization. Simultaneously, recognition from colleagues in the pro-

fession increased organizational commitment. We could conclude that, in the

perception of German professors, there was no contradiction between profession

and organization.

Table 1 Influence of NPM and professional recognition on affective commitment

Affective

Commitment α¼ .78

(beta)

H 1 new steering

instruments

Pay-for-performance at the university (1¼ yes;

0¼ no)

0.077**

Agreement on objectives including teaching

(1¼ yes; 0¼ no)

0.008

Teaching award winner (1¼ yes; 0¼ no) �0.047*

Performance related budgets at the university

(1¼ yes; 0¼ no)

0.061**

H 2 commitment

peers

Commitment to the peers in the scientific

community

0.370**

H 3 attitude

against NPM

Attitude against NPM �0.114**

Control variables Duration at the current university 0.081**

Type of university (1¼ university of applied sci-

ences; 0¼ research university)

0.020

Discipline (1¼ engineering; 0¼ all others) 0.101**

Gender (1¼male; 0¼ female) 0.027

Payment scheme (1¼ pay-for-performance;

0¼ old seniority pay)

0.046

N 1,838

Adjusted r2 0.188

Level of significance 1 % (**); 5 % (*)

Imaginary Contradictions of University Governance 199



6.3 Empirical Results for Intrinsic Motivation

To measure SDT, we used items from the Work Tasks Motivation Scale for

Teachers of Fernet et al. (2008) and the Academic Motivation Scale developed

by Vallerand et al. (1992) (for a more detailed description, see Wilkesmann and

Schmid 2014). All items were measured on a five-point Likert scale ranging from

1 ‘I totally disagree’ to 5 ‘I totally agree’. We used a principal component analysis

(PCA) to test the dimensionality of our translated and modified motivation scale.

The PCA with varimax rotation revealed four latent variables (KMO-value .830;

explained variance 57 %): intrinsic motivation (Cronbach’s α¼ 0.79), introjected

motivation (Cronbach’s α¼ 0.65), extrinsic motivation (Cronbach’s α¼ 0.68), and

amotivation (Cronbach’s α¼ 0.61). The empirical merger of the intrinsic and the

identified motivation subscales explained the difficulty of analytically differentiat-

ing between these two levels of internalization for our sample or task of academic

teaching. We used only intrinsic motivation as a dependent variable for the OLS

regression (see Table 2).

Table 2 Influences of the three basic needs and crowding-out and awards on intrinsic teaching

motivation

Intrinsic teaching

motivation α¼ 0.79

(beta)

H1 autonomy More autonomy in comparison with private

companies

0.076**

H 2 relatedness Support from the dean 0.027

Students actively participate in teaching 0.062**

H 3 competence Approach to teach was a central criteria for my

appointment

0.255**

H 4 crowding-

out effect

Receiver of merit pay for teaching (1¼ yes;

0¼ no)

0.011

Agreement on objectives includes teaching

(1¼ yes; 0¼ no)

�0.078*

Extrinsic teaching motivation �0.299**

H 5 awards Teaching award winner (1¼ yes; 0¼ no) 0.054*

Control

variables

Gender (1¼male; 0¼ female) �0.006

Age �0.033

Payment scheme (1¼ pay for performance W;

0¼ old wage system C)

0.059

Duration of employment at the current

university

0.037

N 1,787

Adjusted r2 0.193

Note Level of significance 1 % (**); 5 % (*)
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The independent variables were:

autonomy: To measure perceived autonomy, we used the item “To work autono-

mously is a value in itself which cannot be compensated with all the known

incentives exclusively provided by private sector companies (e.g., higher

income, company car, etc.)”.

relatedness: We operationalized perceived relatedness with the following two

items: “The dean provides active support for the enhancement of teaching

activities” and “My students are eager to actively participate in teaching”.

competence: Perceived competence was operationalized with the following item:

“My approach to teaching was a central criterion for my [successful]

appointment”.

crowding-out effect: We used two dummy variables that could be answered with

‘yes’ (¼1) or ‘no’ (¼0) “Are you receiving merit pay [bonuses] for teaching?”

and “Does your agreement on objectives [with the dean/rectorate] include any

statements on the advancement of teaching activities?” In addition, we inte-

grated the index of extrinsic motivation as an independent variable.

awards: We used the dummy-variable “Have you ever won a teaching award?”

Furthermore, we controlled for age, gender, payment scheme, and the duration

of employment at the current university.

Hypotheses 1–5 were supported. Autonomy and perceived competence

increased intrinsic motivation. For relatedness, we only found evidence when the

professors perceived support from students. There was no effect of perceived

support from the deans. A plausible interpretation of this result is that, in Germany,

deans are not known to intervene in teaching activities. For a crowding-out effect,

we found some indication that agreement on objectives that included teaching had a

negative impact on intrinsic teaching motivation. In addition, extrinsic teaching

motivation had a negative impact on the dependent variable. An appropriate

empirical validation of this hypothesis would require longitudinal data. Teaching

awards appear to increase, not crowd out, intrinsic motivation (Frey and

Neckermann 2008). This increase can be attributed to the nature of the awards,

which did not qualify as selective incentives because they had no effect on the

distribution of monetary and personal funds within universities. Professors perceive

teaching awards not as a monitoring but rather as an appreciation tool. None of the

control variables had an effect on intrinsic teaching motivation.

In the case of academic teaching, we found empirical evidence for the basic

assumption of SDT. Autonomy, relatedness, and competence were relevant for

intrinsic motivation. All three factors describe, coincidentally, transformational

governance. In addition, we found some indication that extrinsic rewards could

crowd out intrinsic motivation. At least in the case of teaching, the different

regulatory styles in the SDT model were in conflict with each other. Professors

were not simultaneously intrinsically and extrinsically motivated to the same

extent.
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Discussion and Conclusion
Regarding the imaginary contradiction between profession and organization,

we found empirical evidence that NPM supports the development of univer-

sities toward a complete organization. In the perception of German profes-

sors, there is no conflict between organization and profession. Like

professional service organizations (PSO), universities must manage more or

less deviant members (autonomous working researchers and teachers) to

ensure that they were working together toward a common goal, at least in

terms of academic teaching.

The empirical evidence for the imaginary contradiction between intrinsic

vs. extrinsic motivation demonstrates that intrinsic teaching motivation is

necessary for innovative academic work. However, intrinsic motivation only

occurs when professors perceive an autonomous, supportive environment.

NPM launched selective incentives in the university, which can crowd out

intrinsic motivation. Our data about academic teaching indicate one excep-

tion: teaching awards. Awards are most likely extrinsic rewards that do not

crowd out intrinsic motivation at universities (Frey and Neckermann 2008).

In summary, universities need transformational governance as well as

some transactional governance. Strengthening the organizational hierarchy

with the help of the new steering instruments (performance-related budgets,

MbO) increases the affective commitment of professors to the organization

university. Simultaneously, professors need autonomy for intellectual inno-

vation and respectful treatment by the rectorate. The new selective incentives

established by the governments mislead academics to “game the system” (van

Thiel and Leeuw 2002). National science foundations and politicians must

counteract this development. For innovation in teaching as well as scientific

development, professors must become ‘institutional entrepreneurs’ who are

creative and who change the organization and their scientific field. These

‘institutional entrepreneurs’ need ‘opportunity structures’ that provide oppor-
tunities for success. ‘Opportunity structures’ include autonomy in organiza-

tions or the support of individual projects by national research foundations. If

professors are guided only by a carrot-and-stick policy, they will not be

innovative.

The imaginary contradiction between monitoring and autonomy exists in

private industry as well. In PSOs such as consulting companies, the organi-

zation structure of a partnership can overcome this contradiction (Greenwood

et al. 2007; Greenwood and Empson 2003). In a partnership, all members are

principals and agents simultaneously. Partnerships are organizations with a

strong collaborative community in which shared values and norms are more

important than formal rules (Adler and Heckscher 2006, 2011). Similarly, in

partnerships, numbers are helpful for a common reflection about shared and

collaborative decisions toward a mutual goal.

(continued)

202 U. Wilkesmann



These imaginary contradictions describe ‘second-level management’, that
is, rectorate/superiors can only supply opportunities for people to conduct

research and teaching. The rectorate cannot directly monitor, reward, or

punish the production of research or teaching. Both research and teaching

must be managed at a second level. Superiors must treat employees as the

most valuable asset the organization offers because transformational gover-

nance is a vulnerable factor: it is easier to undermine than build up.

References

Adler PS, Heckscher C (2006) Towards collaborative community. In: Heckscher C, Adler PS (eds)

The firm as collaborative community. Reconstructing trust in the knowledge economy. Oxford

University Press, Oxford, pp 11–105

Adler PS, Heckscher C (2011) From clans to collaboration: collaborative community as the basis

of organizational ambidexterity. Working paper. https://t.co/JMYiMI9s. Accessed 1 May 2014

Ahrne G, Brunsson N (2011) Organization outside organizations: the significance of partial

organization. Organization 18(1):83–104

Bass BM, Avolio BJ (1993) Transformational leadership and organizational culture. PAQ Spring

1993:112–121

Bernard CI (1938) The functions of the executive. Harvard University Press, Cambridge

Bourdieu P (1988) Homo Academicus. Stanford University Press, Stanford

Carney BM, Getz I (2009) Freedom, Inc. Crown Business, New York

De Boer H, Endres J, Schimank U (2007) On the way towards new public management? The

governance of university systems in England, the Netherlands, Austria, and Germany. In:

Jansen D (ed) New forms of governance in research organizations. Springer, Dordrecht, pp

137–154

Eisenhardt K (1989) Agency theory: an assessment and review. Acad Manag Rev 14:57–74

Elster J (1989) The cement of society. Cambridge University Press, Cambridge
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Research and Teaching Awards as Elements

of Incentive Systems in Academia

René Krempkow

Abstract Research and teaching awards are non-monetary incentives. This con-

tribution asks which role awards may play in order to acknowledge performance in

teaching and research (This contribution is a revised version of the lecture given at

the conference “Innovation, achievement performance measurement and incentive

systems in academia and business—Governance of knowledge-intensive organiza-

tions” at the Technische Universität München (Munich University of Technology)

on January 14th and 15th 2014. For helpful comments to my presentation and for

this book chapter I like to thank some participants and the organizers of this

conference. For the translation of this article I like to thank Dorit Rowedder and

Susan Harris-Hümmert). It is based on surveys conducted in the context of the

project “GOMED” (The project “GOMED—Governance of university medicine:

Intended and non-intended effects of decentralised incentive systems using the

example of the performance-based funding within the respective faculty in medi-

cine” was funded by the German Federal Ministry of Education and Research). The

chapter is divided into three parts: The first part discusses the potential of teaching

and research awards in incentive systems in academia. This discussion is based on

the available literature and on our own findings. The second part presents investi-

gations on the number as well as the prize money of awards in Germany. This

includes teaching and research awards that are relevant for researchers at medical

faculties in Germany as well as those that are open to other subjects. The third part

summarizes and discusses possibilities of further developments for teaching and

research awards, e.g., a higher prize money or a higher number of team awards.
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1 The Potential of Awards in Incentive Systems

in Academia

Previous research on effects of monetary incentives, e.g., on performance-based

funding in academia, shows that such fundings reach their objectives only to a

limited extent (cf. the contributions in this book and in addition the contributions in

Grande et al. (2013), Wilkesmann and Schmid (2012), Winter and Würmann

(2012). This even applies under relatively positive conditions of effectiveness as,

e.g., in medicine. In medicine experiences with high amounts of performance-based

fundings exist for a long time (cf. Krempkow et al. 2013). They show a number of

non-intended effects, e.g., the publication of many brief instead of few comprehen-

sive articles (“salami tactics”), a preference for “go-it-alone strategies” (in contrast

to cooperation strategies) and “mainstream research” (cf. ibid.).1 However,

intended effects such as perceived greater transparency of the research achieve-

ments and fiercer competition among research institutions can also be witnessed.

The intensity of such intended effects is related to an increase in the reputation of

involved academics.2 Since “reputation is an essential incentive in the scientific

community” (Osterloh and Frey 2008), non-monetary incentives such as research

and teaching awards3 may also serve as an effective (and possibly efficient) reward

for scientific achievements.4 Hornbostel (2002) observes an explosive proliferation

of academic awards since the 1970s and states that honor or recognition in the form

of awards played a major role also in modern societies. The German Association of

University Professors and Lecturers (DHV 2000) stated “Lecturers must be

1On founded presumptions on non-intended incentive effects for the research area see also

German Council of Science and Humanities (2011). For the teaching area, e.g., Dohmen and

Henke (2012) show that intended effects are accompanied by unintended effects.
2 Furthermore the goal attainment of the performance-based funding is very positively related to

the justice perception of performance-based funding and the discussion of the findings of

performance-based funding (this applies to all target dimensions: transparency of the research

achievements, efficiency and quality). It is negatively related to the reward of “mainstream

research” (cf. Krempkow et al. 2013). Additionally, there was an effect of the justice perception

of the performance-based funding in publication analyses, i.e.: Those faculties where the justice of

the performance-based funding is perceived to be greater are the same that show greater publica-

tion performance (cf. Krempkow et al. 2013).
3 According to Ziegele and Handel (2004) recognition and reputation along with freedom (in the

sense of autonomy), time allocation (e.g., research sabbaticals of one semester) and transparency

(for all those involved with a view to triggering cost-conscious dealings) are among the

non-monetary incentives. However, performance-based funding may also create space and as a

result additional autonomy as well as transparency with regard to the achievements if designed

correspondingly (cf. Krempkow et al. 2013). This may be the case by creating research possibil-

ities that may otherwise not be available (cf. in greater detail Krempkow 2007). As awards usually

aim at reputation and recognition, above all else, they appear to be a particularly interesting

example of non-monetary incentives in this context.
4 The economy, too, provides examples that some companies prefer to reward quality work with

personal recognition instead of money “because personal recognition has proved to be an

extremely effective motivational tool” (cf. Hochschild 1998; Oelkers and Strittmatter 2004).

208 R. Krempkow



motivated more by non-monetary incentives than financial acknowledgement”,5

suggesting the introduction of an annual German science award including a high

prize money (as well as for the National Scientific Award). According to the DHV,

special awards were to be created for excellent research across subjects and for the

promotion of junior academics, outstanding teaching or comprehensible imparting

of scientific findings to the public. Finally, a more recent interview study (Becker

et al. 2012) emphasized non-monetary incentives as the most important motivator

though monetary incentives were offered academics above all else.

Awards may be seen as signals from a more theoretical perspective. Signaling

theory helps to explain award bestowals (Frey and Gallus 2014).6 Awards transmit

signals that transform the content and interpretation of information emitted by

actors. They are non-material and derive their value from their symbolic nature.

The value to the recipient usually exceeds the costs that the giver incurs.

The basic idea reported by Frey and Gallus (2014) is: If the signal is perceived as

credible it will influence beliefs and may thus also alter the signal receiver’s
behavior towards the award giver7 For example, awards can display which behav-

iors the award giver values, with no need to exactly define, measure and enumerate

the winners single deeds.8 Thus, the less easily performance criteria and tasks can

be defined ex ante and observed ex post, the more prevalent awards are. In contrast,

monetary rewards, particularly in their more stringent form of pay-for-performance,

require precisely-defined measures of performance. By using awards, the principal

circumvents important limitations posed by monetary rewards: Even in situations

where the desired tasks are vague and cannot be contracted, the principal maintains

the ability to influence the behavior of the recipient and, most importantly, of future

candidates and the wider audience. Moreover, the principal reduces the risk of

motivation crowding out9 when using awards instead of monetary rewards. Awards

also strengthen intrinsic motivation because the principal signals trust and

5Also Witte et al. (2001) call for reductions of the teaching load and sabbaticals to be used as

non-monetary incentives to avoid “that monetary incentives replace or even destroy the existing

intrinsic motivation” (cf. Minssen and Wilkesmann 2003; Hellemacher et al. 2005; Krempkow

2007). As far as incentives in the context of university teaching are concerned, it is uncertain

though whether reductions of the teaching load and similar releases from lecture can point the way

to the desired direction in order to strengthen the significance of teaching compared to research as

sought by politics.
6 The theory of awards has not had any major developments in the last 30 years (Frey and Gallus

2014).
7 Frey and Gallus (2014) used the principal-agent framework to describe the relationship between

the award giver and the award winner and (potential) recipients.
8 By bestowing awards, the principal emits signals about his or her quality that monetary rewards

cannot transmit: First, the principal signals a high degree of interpersonal skills (e.g., attentive-

ness); second, the award can serve as a signal of the principal’s authority within the organizational

hierarchy.
9 Crowding out means (in short terms): External interventions reduce intrinsic motivation and

replace by extrinsic motivation if the individuals affected perceive them to be controlling (and not

supporting) (cf. Frey 1997).

Research and Teaching Awards as Elements of Incentive Systems in Academia 209



confidence in the latter’s future performance by bonding his or her name to the

recipient’s. This implicit backing can even provoke a crowding-in effect to enhance

intrinsic motivation.

The signal strength and effects differ according to the specific circumstances.

Frey and Gallus (2014) distinguish between two types of awards because they

vastly differ in their role and strength as a signal: Confirmatory awards are

bestowed at regular intervals with defined performance criteria and the award is

always given to whoever was the previous period’s best performer. Confirmatory

awards are an addendum to regular incentives (e.g., bonuses) that employees

compete for. Discretionary awards are awards where the principal may decide

when and upon whom they are bestowed. They can be given, for instance, for

unexpected services of an agent (such as helping colleagues), which would not be

honored in the standard incentive scheme. These awards tend to be given ex post for

the observed behavior, often to the surprise of the winner. By adding a monetary

prize to the award, the principal can signal the seriousness of the award and can

establish the award among competing awards.

When the above aspects are taken as a basis, there are a number of arguments

that seem to suggest that to date non-monetary incentives have untapped potential

to acknowledge achievements in academia. We should therefore take a closer

empirical look at the effects of non-monetary incentives.10

In studies on the effects of performance-based funding in medicine, the GOMED

project11 considered which role incentive mechanisms could play, which are either

apart from or given in addition to financial incentives. As part of a nationwide

survey of professors (cf. Krempkow et al. 2011), as well as a second survey of

scientific staff at selected medical faculties (cf. Krempkow and Landrock 2013)12

one of the questions on the performance-based funding aimed at understanding the

medical scientists’ perspective as to how important further incentive mechanisms

were for medical research in universities.13 The wording of the question was

deliberately broad; no concrete alternative incentive mechanisms were laid down.

Before we will later address selected aspects of professional motives and reputa-

tion, Fig. 1 represents answers to this question.

10 Until now, there is little evidence on the effect of awards on performance in German academia

[which is also observed in the non-academic sector (cf. Neckermann et al. 2012)]. A noteworthy

study on research awards is by Chan et al. (2013), which shows that the scientific performance of

the award winner is significant higher than in a synthetic control group. For teaching awards

Wilkesmann and Schmid (2012) show in a regression analysis a significant higher intrinsic

teaching motivation for teaching award winners at universities.
11 From 2010 to 2013 the author headed the GOMED project organized as part of the iFQ Berlin,

Germany.
12N in each of the surveys was more than 600 respondents. The scientific staff survey includes

post-docs, PhDs and senior researchers. Detailed reports on the findings of the surveys including

methodological explanations are available on the project website: www.forschungsinfo.de/

Projekte/GOMED/projekte_gomed.asp.
13 Furthermore, we asked questions such as which performance indicators were used in the

faculties of medicine, and which indicators should be used from the view of academics

(cf. Krempkow et al. 2013).
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Figure 1 shows that the majority of the respondents regards further incentive

mechanisms as important: More than three quarters (76 % of the professors and

79 % of the scientific staff) regard further incentive mechanisms as at least partly

important, more than half of each group even as (very) important.14 This shows that

the participating respondents were very open-minded towards further mechanisms

of incentives besides the performance-based funding.

As is well known, the potential for non-monetary incentives are also motive-

dependent (e.g., cf. Heckhausen and Heckhausen 2010). As Becker et al. (2012,

p. 196) put it, mistakes in the analysis of the motivation may “at best randomly lead

to efficient measures and consequences”. To better understand the motivation of the

participating scientists the figure below provides a closer look at the participants’
professional motives.

Figure 2 shows that both groups of respondents rate the possibility of realizing

one’s own ideas (professional autonomy) and the possibility of working scientifi-

cally as most important. This applies to an even greater extent to the professors than

to the scientific staff.15 In addition, professors feel that taking over of coordination

10

14

24

30

22

8

14

20

31

28

0

5

10

15

20

25

30

35

not at all important slightly important somewhat important important very important

in
 p

er
 c

en
t

How important are further incentive mechanisms for research 
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Fig. 1 Importance of further incentive mechanisms [This figure and all following figures were

reproduced and translated from Krempkow et al. (2013)]

14 In our survey only those respondents who had previously indicated that they were aware of

further mechanisms of incentive were asked this question. Semi-structured interviews (conducted

as a part of the GOMED project) permitted us to deduce that those further incentive mechanisms

include objective agreements, innovation funds and non-monetary incentives such as awards and

sabbatical semesters.
15 Here we have to take into account that in such survey data the respondents answer not

independently from social desirability. For the analysis of the effects of awards it is therefore

recommended to include other methods, e.g., publication and citation analyses [for an example of

awards for economists see Chan et al. (2013); for bibliometric analyses of publication and citation

data in medicine see Krempkow et al. (2013)].
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and executive tasks are also relatively important. Scientific staff also regarded the

reconciliation of family and work, and furthermore job security as relatively

important. Both groups ascribe less importance to high income.16 Even though

the respondents’ assessments must be taken with some caution, as they are based on

self-evaluation, it can still be stated that monetary incentives do not play the most

important role. Since literature, as mentioned above, has repeatedly pointed to the

significance of reputation in academia, we show in more detail what that means for

professors and the scientific staff.

Figure 3 shows that the prestige of the journals in which one’s work is published
in is most important to both groups. Next, other publication-related aspects like the

number of citations, the impact factor of their own publications and the number of

publications are of significance.17 It underlines that respondents feel that their

scientific work and related publications are important. Furthermore this also sug-

gest that it is not the academia-related possibilities of the work alone that—among

other things—could be based on the available patient beds, but that also prestige-

How important are the following aspects of your activity at a medical faculty 
to you?

1 2 3 4 5

Possibility of realizing one's own ideas

Possibility of working scientifically

Job security

Reconciliation of family and work

Possibility of being able to help others

Taking over of coordination and executive tasks

Good career opportunities

High income

Societal respect and recognition of the medical
profession

relevance (5=very important)

Professors
Scientific staff

Fig. 2 Academic’s motivational aspects at medical faculties

16 For the latter aspect the amount of the income is nevertheless considered to be an important

so-called hygiene factor (Herzberg 1966) whose existence alone does not lead to greater achieve-

ments on a permanent level, but whose drop below a certain level perceived as appropriate, may

have an adverse effect.
17 For the group of professors the amount of raised external funding is ranked in third position.
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related aspects play an essential role.18 In Fig. 3 the significance of awards in the

scientists’ perception of reputation becomes also apparent. Although awards are

clearly more important than office size or the number of patient beds, they are

however clearly less important than the publication-related aspects. For scientific

staff the number of academic awards is almost more important than average of all

aspects (and above the middle of the scale)19 and somewhat more important than to

professors. Here the question arises to which extent the potential of non-monetary

incentives described at the beginning of this contribution has been fully tapped by

the currently existing awards in academia. It is also relevant to know about the

distribution of prize money for existing awards, because prize money can send

confounding signals: The amount may be perceived too high, thus overriding the

honorific signal of the award, or too low, thereby challenging the seriousness of the

award (cf. Frey and Gallus 2014). Therefore, the following section is to take stock

of the number and the prize money of research and teaching awards in Germany.

What aspects do you personally feel are important for a scientist's repute?

1 2 3 4 5

Prestige of the journals in which you publish

Number of citations of your own publications

Impact factors of the publications

Number of your publications

Amount of your raised external funding

Personal income

Prestige of the providers of your external funding

Number of doctoral students supervised by you

H index (Hirsch index)

Number of science prizes

Size of the laboratory space available to you

Giving expert opinions

Publishership

Prize money of science prizes

Presence in extrascientific media

Size/location of your office

Number of patient beds available to you

relevance (5=very important)

Professors

Scientific staff

Fig. 3 Reputation-relevant aspects for academics at medical faculties

18 There might also be other reasons. Some scientists might care more for publications in order to

advance their career and/or gain power.
19 The “should-be state” of performance indicators was assessed in a survey of young academics in

the field of economics in Germany. Therefore the number of research awards was also revealed as

an indicator which should be used to measure research performance (cf. Wollersheim et al. 2014).
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2 Taking Stock of Research and Teaching Awards

There is an extensive variety of awards for academics in Germany ranging from

awards for research and teaching to awards for knowledge transfer to the public20

(cf. Jorzik 2010; Krempkow 2010; Krempkow et al. 2013; Wilkesmann and Schmid

2010). In the following we address research and teaching awards in Germany only.

Examples of renowned research awards are the Leibniz prize, the Alexander von

Humboldt prize or the Sofja Kovalevskaja prize (including prize money of more

than one million €). Examples of teaching awards are the Ars Legendi prize of the

German University Rectors’ Conference (HRK, 50,000 €) as well as the prize for

excellence in teaching awarded by the Stifterverband.21 The latter is an award for

academics, teaching teams or institutions which includes a prize money of up to one

million € over three years.

The following overview of these awards and their prize money is a starting point

for assessing the potential of the use of relevant awards besides and alongside

performance-based funding. We assume that an award including high prize money

could represent either a monetary incentive or a reputation gain (cf. Krempkow

1999, 2010) that may have a signalling effect (e.g., in application procedures). The

greater the prestige of the prize giver is, the greater is this signalling effect.

To date to our knowledge there exists no comprehensive overview of academic

awards offered in Germany. The following represents our findings on awards and

prize money that were conducted within the framework of the GOMED project

(cf. Krempkow et al. 2013).22 The analyses are based on three basic sources: (1) two

databases provided by the Internet portals “academics.de” and “forschen-foerdern.

org”23 (each including a subset of academic awards), (2) two books on teaching

awards (Tremp 2010; Cremer-Renz and Jansen-Schulz 2010), as well as (3) per-

sonal knowledge and supplementary Internet investigations mainly on the prize

20According to a nationwide survey, 9 % of the teaching staff has already received teaching

awards. It can be assumed that many of these are faculty- or subject-level awards. In the overview

of Jorzik (2010) presumably the letter are not included. In comparison—according to Wilkesmann

and Schmid (2010)—only 5 % of the professors received achievement-related income bonuses and

42 % a performance-based funding on chair level.
21 The Stifterverband is the business community’s innovation agency for the German academic

system.
22 The survey was conducted in 2010/2011 and the prize money of individual awards may have

changed in the meantime. It can be assumed, however, that the charted fundamental dimensions

have not been very liable to change. Furthermore it can be assumed that our survey is still the most

recent and most complete survey that is available, at least in this area. Frey and Gallus (2014) also

stated that reliable data on award bestowals is not yet available and will require much work in the

future.
23 ‘Medicine/healthcare’ was entered as the special field in the drop-down menu of the database on

academics.de: We gathered all scientific awards that were found. In the database on forschen.

foerdern.de ‘human medicine’, ‘diagnoses’ were entered as special fields and ‘scientists’, ‘univer-
sity lecturers’ as target groups.
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money of awards.24 As the focus of the project was the medical field, we restricted

our investigations to awards that are relevant for scientists in medicine. We also

considered all those awards that are not exclusively awarded for medicine research

but are open to all subjects. According to our investigations there were about

400 academic awards and fellowships that were relevant for scientists in medicine

in 2011. Figure 4 shows their distribution grouped by the amount of the prize money

and the type of awards.25

Type of awards
Teaching award 
Research award 
Teaching & Research award 
Scholarships

Prize 
money 
(in 
thouse
nd €)

Number of awards 

Fig. 4 Number and prize money of academic awards in Germany

24All findings that were not yet available in the database of academics.de were gathered (com-

paring the titles using the search function). As there were hardly any details available on awards in

the database of forschen-foerdern.org, we used google.de to search for the name of the award to

receive information on prize money. As a rule, the first two result pages were searched, as this

turned out to be sufficient in most cases. When there was no prize money, this was marked in our

database in addition to when no information was found. Any variations in prize money that was

indicated in the database were noted. When there were additional awards (medals, certificates) this

was also documented. ‘Scholarships’ were specified separately. Any items that did not fall in the

categories ‘research awards’ or ‘scholarships’ were included in ‘Miscellaneous’. I thank our

former assistant Verena Walter for this work.
25 According to Frey and Gallus (2014) two types of awards can be assumed, while most research

and/or teaching awards are confirmatory awards. Unfortunately in the databases it is not possible to

allocate it exactly.
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As can be seen in Fig. 4, the prize money ranges from (less than) thousand up to

five million €.26 Out of the 400 awards considered, 301 are exclusively bestowed

for research (prize money between 1,000 € and five million €). Approximately a

third of these research awards include prize money of up to 5,000 €, another third
includes prize money between 5,001 and 10,000 € and the remaining third includes

prize money of more than 10,000 €. In addition, there are a few awards for research

and teaching as well as some awards including high prize money that (at the same

time) are offered as scholarships. For the sake of completeness they are added in the

graph above; however, due to their low number we do not take a closer look at them.

The average prize money for research awards is about 70,000 €.27 The prize money

of the 47 teaching awards we considered28 is between 300 € and one million €, but
the majority of the awards (two third) include prize money of up to 5,000 €. For
approximately a fourth of the teaching awards 10,000 € and more is awarded.29 The

average prize money for teaching awards is rounded 14,000 €.30

Conclusion
This chapter—based on research findings on intended and non-intended

effects of incentive systems—has shown that financial incentive systems

have only partly reached their objectives and that they go hand in hand

with significant non-intended effects. This has been put down to the fact

that reputation is an essential incentive. Though academics are motivated

highly by non-monetary incentives in reality they were offered monetary

incentives in the first place. Therefore, we suggest that non-monetary incen-

tives are a still untapped potential to acknowledge scientific achievements.

This potential could be used as an alternative or it could supplement financial

incentives.

(continued)

26 In a specific search run for medicine alone, approximately 300 of those awards could be found

and thus display the majority.
27 This is the arithmetic mean. The distributions are skew. The median for research awards is

10,000 €.
28 Some federal states (such as Baden-Württemberg, Bavaria, Rhineland-Palatinate) and some

German universities have been awarding teaching awards for some time; not all of these are

included in our analysis (e.g., the Universität Münster, the Technische Universität Dresden, the

Technische Universität Bergakademie Freiberg as early as in the 1990s). Many of these awards

have been bestowed only recently. This may be the reason why teaching awards are not completely

recorded, despite the intensive efforts undertaken by Jorzik (2010). The nine percent of teaching

staff that according to Wilkesmann and Schmid (2010) have received an award may also be

incompletely recorded because of this reason. However, teaching awards usually attract public

attention so that the estimated number of unreported cases might be low.
29 cf. Hornbostel (2002) on the relation of frequency and value of awards in the former German

Democratic Republic (East Germany between 1949 and 1990).
30 This is the arithmetic mean. The distributions are skew. The median for teaching awards is 5,000 €.
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The empirical findings of our surveys show—exemplary for medical

scientists in Germany—that in fact more than half of the respondents indicate

other than monetary incentives as (very) important. In line with the studies

mentioned we show that immaterial aspects are most important. Examples are

the possibility of working scientifically and the possibility of realizing one’s
own ideas. High income is less important—even though the conditions for

monetary incentives are regarded as more favorable in medicine compared to

many other subjects (cf. e.g., Gläser and von Stuckrad 2013; Krempkow

et al. 2013). Nevertheless high income is relevant. All groups feel that the

prestige of the journals in which they publish is most important as well as

some other aspects referring to publications. However, to scientific staff, the

importance of the number of academic awards is almost above average and

more important than to professors. The same goes for prize money. This

shows that awards are important in the scientists’ perception of reputation,

but they are less important than publication aspects. In their view, reputation

depends on publication.31 We conclude from our findings that research and

teaching awards have a high potential to supplement incentive systems.

Therefore it could be worthwhile to take a closer look at the existing range

of research and teaching awards as elements of incentive systems in other

subject areas or other countries and to conduct further research.

A notable aspect of the stocktaking of research and teaching awards is the

considerably low prize money of the majority of teaching awards in relation

to research awards. Some of the respondents regard appreciable prize money

of teaching awards as necessary to signal recognition with such awards.32 A

first step in this direction was the Ars legendi prize of the HRK for excellent

university teaching whose prize money (50,000 €) is considerably higher than
that of any other awards previously awarded in Germany in this area. It was

first awarded in 2006 within the framework of the HRK annual meeting (for

medicine, after that in other subjects as well). Further examples of teaching

awards including higher prize money have been found such as the Leuphana

teaching award including 25,000 €,33 the Freiburger Universität teaching

(continued)

31Multivariate analyses (that we have not introduced here) show, furthermore, that the goal

attainment of incentive systems is positively related to the reputation relevance (cf. Krempkow

et al. 2013).
32 In an unpublishes analysis of case studies of the implemetation of incentives in German

universities was found, that the background of the implementation of teaching awards often was

to find a balance with the existing research incentives (cf. Dohmen et al. [in preparation] and to

other project results cf. Dohmen and Henke 2012).
33 The total amount could be divided into 10 awards of 2,500 € each.
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award34 of 25,000 € per year and the Baden-Württemberg state teaching

award35 of 50,000 € per award (for each type of university).36 The prize

money of the more recent examples is more or less in line with that of other

countries such as the “New Australian Awards for University Teaching” in

Australia.37 However, these teaching awards including higher prize money in

Germany are exceptional. Therefore it is to be assumed that the majority of

teaching awards is currently unfolding a low incentive and reputation effect

(cf. Frey and Gallus 2014; Jorzik 2010) in particular compared to research

awards. Therefore, it would stand to reason to see a possible further devel-

opment in higher prize money of teaching awards.

A greater distribution and higher prize money of teaching awards (com-

paring to research awards) does not seem to be realistic in the foreseeable

future. This seems to be the case in particular for awards due to the available

amounts of prize money. There are also conceptual reasons against too high

prize money due to expectable non-intended negative effects (cf. Frey and

Gallus 2014; Wilkesmann and Schmid 2010; for a more detailed discussion

Krempkow 2010). It may therefore seem appropriate to use awards consis-

tently as non-monetary incentives in addition to other monetary or

non-monetary incentives. This could be done through an official award-

giving ceremony which enhances the reputation of those being awarded

(cf. also Frey and Gallus 2014; Webler 2010; Wilkesmann and Schmid

2010), or through increasing media coverage by collaborating with large

organizations (whose prestige, if any, could also be used). This does not

always require large financial resources. In this context prize money would

then be a token of appreciation and would reach its objectives (primarily)

through the reputation rather than financial aspects.

(continued)

34 This can be divided in up to 10 awards; it is awarded for outstanding lectures, long-standing

teaching on a high level of content and didactics (proven by evaluation), and innovative teaching

concepts.
35 This state award “for particularly good achievements in teaching” was already established in the

middle of the 1990s. According to the Ministry of Science, Research and Arts Baden-Württemberg

(MWKBaden-Württemberg) it “not only led to a fundamental discussion of the subject of teaching

and the criteria of good teaching, but also encouraged a competition of ideas and implementations

of good teaching both within and across universities and thus contributed to an increase in quality

altogether”. It allows individuals, or working groups of up to five members or entire organizational

units in charge of teaching, e.g., faculties, institutions, and seminars, to be put forward (MWK

BaWü 2009, the same as MWK BaWü 2012).
36 In comparison the prize money for the “lecturer of the year” was 5,000 €.
37 “New Australian Awards for University Teaching”: $ 50,000 (Prime Ministers Award “Teacher

of the year”), $ 25,000 (40 awards, corresponds to the approx. number of universities) up to $

10,000 (210 awards: approx. number of faculties).
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A broader effect might also be reached by establishing awards for groups

of academics (be it for groups of researchers or groups of teaching staff).38 In

this way it would be possible to promote competition between teams and at

the same time to promote collaboration within teams to avoid so-called “go-

it-alone strategies”.

References

Becker FG, Tadsen W, Wild E, Stegmüller R (2012) Zur Professionalität von Hochschulleitungen

im Hochschulmanagement: Organisationstheoretische Erklärungsversuche zu einer

Interviewserie. In: Wilkesmann U, Schmid C (eds) Hochschule als Organisation. VS – Verlag

für Sozialwissenschaften, Münster, pp 191–205

Chan HF, Frey BS, Gallus J, Torgler B (2013) Does The John Bates Clark Medal boost subsequent

productivity and citation success? Working paper no. 2013-02, CREMA – Center for Research

in Economics, Management and the Arts, Zürich
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der Onlinebefragung des Projektes GOMED – Governance Hochschulmedizin. iFQ, Berlin.

Online: www.forschungsinfo.de/Publikationen/Download/LOM_Professorenbefragung.pdf

Krempkow R, Landrock U, Neufeld J, Schulz P (2013) Intendierte und nicht-intendierte Effekte

dezentraler Anreizsysteme am Beispiel der fakultätsinternen leistungsorientierten
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schaft und Kunst Baden-Württembergs an die Rektorinnen und Rektoren der Universitäten und
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Myths, Challenges, Risks and Opportunities

in Evaluating and Supporting Scientific

Research

Martin Quack

Abstract We summarize and discuss critically the various procedures used for

decisions in evaluating and funding scientific research in view of the goal of

obtaining the best research with a given funding volume. Merits, difficulties, and

problems in some procedures are outlined. We identify a number of myths

appearing frequently in the process of research evaluation. We indicate some

similarities in deciding on funding research projects, making appointments to

academic and leading research positions and selecting prize winners for high prizes

for scientists. Challenges, risks and opportunities in research and its funding are

identified.

1 Introduction

The present short essay on some challenges, risks and opportunities in evaluating

and funding of scientific research is based on the “president’s speech” given in

Leipzig on the occasion of 111th meeting of the Bunsen Society in Leipzig, of

which printed records exist [in German, (Quack 2012a, b)]. Our goal is to summa-

rize and discuss critically the various procedures that are currently being used and

identify their strengths and weaknesses. We identify some myths that are circulat-

ing in the community involved in evaluating scientific research and the resulting

dangers from an uncritical belief in these myths. We conclude with a general

discussion of the role of scientific research in terms of its value to the individual

and to the society. The topic of our essay should be of obvious importance for all

those being actively involved in scientific research, but also to mankind as a whole.

Besides the enormous opportunities there are also hidden risks and dangers which

we want to discuss.
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2 Some Basics in Evaluating and Funding Scientific

Research

We shall discuss the following main questions.

1. Who decides upon funding research? (Institutions, committees, bureaucracies,

individuals as sponsor or as Maecenas)

2. How does one decide, what should be funded? (Procedures and criteria used).

3. What is good practice in evaluating and funding scientific research?

4. What is the goal of research funding? (Discoveries and new knowledge, future

income and profit)

5. What is the goal of scientific research in a broader context?

Let us first consider the funding of research by institutions. Well known exam-

ples are in the USA the “National Science Foundation” (NSF), in Great Britain the

“Engineering and Physical Sciences Research Council” (EPSRC), in Germany the

“Deutsche Forschungsgemeinschaft” (DFG), in Switzerland the “Schweizerischer

Nationalfonds zur Förderung der Wissenschaftlichen Forschung” (SNF, also

“Swiss National Science Foundation” or “Fonds National Suisse”, FNS, and

SNFNS as Acronym), in Austria the “Fonds zur Förderung der wissenschaftlichen

Forschung” (FWF) and in France with a somewhat different structure the “Centre

National de Recherche Scientifique” (CNRS) or in the European Union the rela-

tively new and quite remarkable “European Research Council” (ERC) besides

many more worldwide, of course.

My closest personal contact is obviously to the Swiss National Science Foun-

dation, where I like in particular the mentioning of the goal “zur Förderung der

wissenschaftlichen Forschung” (“for the support of scientific research”) in the

German name of the institution, because all too often such institutions tend to

forget their goals.

It would be of obvious interest to discuss the quality of the various institutions

mentioned, but we shall refrain from this in order to avoid unnecessary embarrass-

ments. Rather we shall turn now more generally to the procedures used by such

institutions in decisions on funding research projects. Similar procedures are also

used in decisions on appointments for higher academic and research positions or in

attributing higher prizes for scientific research. Indeed, such decisions can be

considered as providing support for scientific research in a broader sense as well.

We can distinguish here the following main types of procedures:

A. The decisions are made by a committee (“panel”) of competent persons, who are

themselves actively involved in scientific research of the general field consid-

ered, covering at the same time a rather broad range of expertise. The decisions

of the committee are based on the careful study of written research proposals,

often obtaining more detailed confidential assessments from external experts in

the particular topic of the research proposed.
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B. The decisions are made by a group of bureaucrats, which uses various combi-

nations of indices and other measures as well as sometimes expert assessments,

or simply “gut feeling” (“Bauchgefühl”).

C. The decisions are based on pure chance (“Lottery”).

Of course, there exist various mixed and intermediate forms of the three basic

types of decision making in research funding. Also, if there is sponsoring by an

individual sponsor and not an institution, the sponsor might simply base the

decisions on “personal taste” (“gut feeling”), but more frequently some form of

decision following the three main types mentioned is chosen also by individual

sponsors.

Let us turn first to point C, the “pure chance choice” which may appear to some

as a joke. However, there are serious proposals to base decisions on research

funding on a random choice. We can cite here Les Allen following Buchstein

(2011), where one can also find further discussion of this topic: “I suggest that

the Engineering and Physical Science Research Council throw out the panels, throw

out the referees and have a lottery for all the available funds. Such a system would

be fairer then the present one and would also be better at supporting truly original

research. Pure chance must give more hope than the opinions of a subset of my

peers” (Les Allen). We might mention also the discussion of a random choice

selection in the publication of journal articles by Osterloh and Frey (2012) in this

general context (Osterloh and Frey 2012), see also (Osterloh 2013).

An argument which is frequently advanced in favour of the “random choice

selection” procedure is its alleged “fairness” (or doing proper “justice”).

It is certainly true that with an honest procedure, the random selection is in a

certain sense “fair” (nobody is preferred). However, by those being subjected to

such a procedure luck is perceived as “fair and good” only if it is “good luck” and

rather as bad and unfair if it turns out to be “bad luck”. We shall not waste too much

time on this procedure, as it appears to us as obvious nonsense in the present

context, and even immoral in a certain sense. We can make the following compar-

ison: What would our students say if we simply made a choice of their marks by a

lottery instead of basing the marks (including the decision of failure or success) on a

careful expert evaluation of examination results? They would certainly complain

justly about what would appear as an arbitrary, truly immoral, if very simple and

time saving procedure.

Another argument sometimes given in favour of the random choice selection is

the well-known bias in the alternative “expert selection”, due to experts favouring

“mainstream” as opposed to “revolutionary” (Kuhn 1962) projects or results. We

think that this argument misses an essential point in the evaluation by a good

committee of experts: A “good expert” is fully aware of such a bias and takes it

into account giving room in the decisions on funding to what one might call “high

risk” projects. Of course, even this does not exclude expert errors, of which there

are many examples. Still, a well informed and conscientiously made expert selec-

tion appears to be a far better option than the random choice selection. We can give

another example for this from daily life. With a serious illness we would consult an
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expert medical doctor, in fact, the one with the best possible medical education and

medical record and rather trust his diagnosis and therapy (perhaps after getting a

second opinion from a further expert). We do so in perfect knowledge of the

existence of errors of expert medical doctors. We still prefer this approach simply

because of the alternative of a “random choice” selection of some arbitrary person

(or even a randomly chosen medical doctor) for a diagnosis and therapy is

completely unreasonable (and also definitely less hopeful and successful).

Indeed, the random choice selection is rarely used purposefully although we

shall discuss below that it plays sometimes involuntarily an important role in mixed

forms of “combination procedures”. Most frequently the methods A. and B. of

evaluation and decision taken by some committees and persons of various origins

are used in practice.

Thus now we address the further question of the criteria used in making

decisions on funding particular scientific research projects or also in selecting

persons for tenured academic positions or as prize winners of high academic prizes.

Here we can distinguish the following main criteria

a. The quality of the research project proposal, most frequently as assessed by

detailed expert evaluations.

b. The personality of the researcher as assessed by the past achievements, research

record and publications, and further information such as personal (oral) presen-

tation of the research, interview with a committee of experts etc. The president

of the Humboldt foundation Helmut Schwarz has expressed this in a concise

fashion as “Fund people, not projects” (Kneißl and Schwarz 2011). Evidently,

this approach is mostly used in academic appointment decisions.

c. Bureaucratic indices such as citation indices, total numbers of citations, h-index

(Hirsch 2005), past funding record, (such as sum of previously acquired funds

and number of previously funded projects), number of participating researchers

or research groups in larger collaborations, number of previous publications,

perhaps weighted by the impact factor of the journal, the position as “first

author” or “last author”, sometimes only counting publications in “Science” or

the like.

According to my experience, these three main criteria are used with widely

varying weights by the various institutions and committees. We state this fact at this

point without any further judgement. In the section II (mathematical and physical-

chemical sciences) of the Swiss National Science Foundation, where I was active as

member of the research council for about 10 years, one uses mainly the criteria

a. and b. (perhaps fortunately so), whereas in more recent years arguments resulting

from the criteria c. are mentioned in the discussion but without much weight for the

final decisions. One might mention here that the members of the Swiss National

Research Council are active research scientists, carefully selected from the mem-

bers of the Swiss research community. They act in their function in the research

council only for a limited number of years and contributing only a limited fraction

of their time to this task. This is to be seen within the Swiss political culture of the

“Milizsystem” (“militia system”), where, for instance, in principle, every Swiss
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citizen is a “part-time soldier” for a limited time in the year and period of their life,

officers being selected from this pool as well. At the same time they remain active

in their ordinary life in whatever profession they may have. Similarly, the members

of the Swiss National Science Foundation’s Research Council remain regular active

scientists in universities, research institutes etc. during their period of service on the

council. Such a committee is by its very nature more influenced by scientific

arguments and much less so by bureaucratic indices. However, we know also of

other institutions and committees where the reverse is true and the criteria under

c. can become dominant, indeed. Between these two limits one can find many

intermediate situations, in practice.

After having introduced now already some judgement into our discussion, we

shall reinforce these by mentioning some serious and increasing problems. We shall

do so by referring to what we might call some “myths” propagating in the evalu-

ation and funding of scientific research as well as in selecting researchers for

academic and other positions or for prizes.

3 Some Myths in Evaluating and Funding Scientific

Research

Myth 1 High rejection rates R (in funding schemes, journal publications etc.) are a

measure of high quality of the procedure (“competitiveness”). The nonsense of this

rather widespread belief can be easily established by considering the limit R! 1,

where everything is rejected, nothing accepted (for funding, publication etc.). This

would be then the ideal procedure, where people write proposals and papers, expert

reviewers assess them and committees decide in the light of these expert reports to

accept in the end . . . nothing. This would be of course in reality the complete idling

and waste of time and effort. While the nonsense of such procedures is obvious, also

in the cases of very large rejection rates R close to 1 (but R< 1), the procedures are

of poor quality, by general experience. What happens in such situations is that in the

end among a large number of, in principle, worthy projects only a few are selected

by pure chance, a random choice selection, because other valid criteria are not

available. While this is inefficient (and perhaps even immoral, see above) as one

might as well use a lottery instead of an assessment in these cases, it frequently

happens involuntarily in procedures with very high rejection rates. Of course, also

the other limit of no rejections (R¼ 0) will not in general lead to an adequate and

responsible use of research funds.

It is not possible to define a “correct” rejection rate R for an optimal funding

scheme. In principle, it would be correct to fund all good projects and reject all poor

projects. The corresponding rejection rates would depend on the research field, the

research culture and tradition in a given field, but also the political context, the

country and so forth. From my experience in physical-chemical research in a

European context values of R¼ 0.4� 0.2 would fall in a reasonable range and
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with R> 0.8, where less than 20 % of the projects are funded, the quality of the

selection process degrades rapidly and drastically.

Myth 2 Citation numbers are an adequate measure for the importance of a

scientific publication. Experienced scientists know from numerous examples that

this statement is pure nonsense. We shall illustrate this here with just one prominent

example selected by R. N. Zare (2012a, b). The paper “A Model of Leptons” by

Steven Weinberg (1967) has contributed most importantly to the current “Standard

Model” of Particle Physics (SMPP) and has also contributed to the Nobel Prize

awarded to Weinberg. It has even importance in relation to our physical-chemical

understanding of molecular chirality (Quack 2011a). However, according to Zare

(2012a, b), the paper by Weinberg (1967) was not cited at all in 1967 and 1968 and

just once in 1969 and 1970 each (1971 it had 4 citations including one self-citation).

This implies that this truly important paper has not contributed to the “impact

factor” of the corresponding journal (Phys. Rev. Letters), and if the editor had taken

this “measure” as a criterion for selecting papers, he should not have accepted the

publication. Also, this paper would not have contributed to funding or tenure

decisions for Weinberg, if the relevant people in these decisions had looked for

this measure (they fortunately did not). There are numerous similar examples from

many different fields, even if not all of these end up in a Nobel Prize. Molinié and

Bodenhausen have generated a graphics for some “classics” of NMR spectroscopy

(Molinié and Bodenhausen 2011). While today (long after the Nobel prize)

Weinberg’s paper is highly cited (more than 5,000 citations) this fact is irrelevant

with respect to the period for further funding decisions (and in many cases also

further tenure decisions) which would have been typically the period of 1967–1970

in the case of the author of this 1967 paper. Today the citation numbers for the paper

are irrelevant for further funding of this research. Many fallacies of the citation

analysis have been discussed over the years including “folk citations” for

non-existing authors such as S. B. Preuss (Straumann 2008; Einstein 1931; Einstein

and Preuss 1931). Another aspect of showing the nonsense in just counting citations

is the neglect of the “sign” of the citation. A publication can generate high numbers

of citations because it is criticized by many as erroneous (perhaps even with forged

results). This “lack of sign” problem in the “impact” has been discussed in a

humorous way by Petsko (2008), but it is a serious matter and we know numerous

“real” examples from experience which leads us now to a closely related myth.

Myth 3 The “impact factor” of a journal as derived from the citation statistics of

the first years after publication is a measure of the quality of the journal (Science,
for example, with its enormous impact factor, would then be an outstandingly good

journal). The example cited under myth 2 already demonstrated that the very basis

of such a statement as derived from the citations of an individual paper in the

journal would be erroneous. However, one can find statements that the cumulative

use and assembly frommany different individual papers in a journal in the end leads

to the “impact factor” being a meaningful measure of its quality. Again, experi-

enced scientists know that this is wrong. In the author’s own field physical chem-

istry and chemical physics, for instance, there are good journals with very modest

“impact factors” (J. Chem. Phys., PCCP, J. Phys. Chem, Mol. Phys., etc.) compared
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to Science, which is a journal of very questionable quality. Even if one does not

subscribe to the nasty comment that “the condition for a paper to be published in

Science is that it is either stolen or wrong”, there would be many experts, at least in

some of our fields of research, who would agree with the milder statement that the

relation of Science to the four journals mentioned for this particular field (and

related cases in other fields) is similar to the relation of quality of newspapers like

“Blick” or “Bildzeitung” to the “Neue Zürcher Zeitung” or “Frankfurter

Allgemeine Zeitung” to give examples from the German speaking areas (there

are analogues for English, French etc.)

As examples for wrong results published in Science we might mention the

interesting critical discussion of such an example by Volkmar Trommsdorff

(2002) or the wrong paper on ortho- and para-water by Tikhonov and Volkov

(2002), commented upon by Albert et al. (2006) and Manca Tanner et al. (2013),

besides many more examples. Well known and particularly serious examples are

the many wrong papers published by H. Schön et al. in Science (a case of “wrong”
even by forgery).

Of course, there are also journals of good quality with relatively high impact

factors, although not the very highest, such as “Angewandte Chemie”. Thus a high

impact factor does not necessarily imply low, “Boulevard Journal” type quality.

There is in fact no simple relation between quality and the impact factor of a

journal. There exist good and bad journals with low and high impact factors. The

next myth to be discussed is even more serious in that it deals with individual

scientists.

Myth 4 The so-called h-index (Hirsch-index) is a suitable measure for the

importance or quality of a scientist. Hirsch (2005) has introduced this bibliometric

measure and has made such a claim and has, indeed, seriously proposed to use the

h-index in professional appointment and tenure decisions. The nonsense in such a

statement is again well known to experienced scientists involved in such decisions

and we shall return to the question of academic appointments below. Here, we shall

cite the critical and very competent discussions by Molinié and Bodenhausen

(2010a, b, 2011), as well as by Richard Ernst (2010a, b), who provide ample

evidence rejecting Hirsch’s proposal. Thus, without going into more detail of this

absurd “quality measure for scientists”, we shall turn to a further myth widely

promoted in the science bureaucracy.

Myth 5 The amount of research funding acquired by a scientist (or a group of

scientists) is a good measure for the corresponding importance (or quality) of the

researchers. One might express this “Funding importance” FI by Eq. 1.

FI ¼ Sum of aquired research finances

Number of participating scientists
ð1Þ

Of course, such a number can be easily derived for every researcher or research

group, thus its popularity, and “the higher the FI the better the research group”.

However, after giving some thought to this matter, one quickly comes to the

conclusion that for an optimal use of research funds one should rather use a measure
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(if any), where the sum of research funds used would appear in the denominator,

and one might call this the research efficiency RE.

RE ¼ Scientific knowledge generated

Sum of finances acquired and usedð Þ ð2Þ

We may quote here Martin Suhm (2010) (freely translated): “It would not be

misleading, if the sum of acquired funds appeared in the denominator, the place,

where it should appear in the name of efficiency and sustainability, instead of

appearing in numerator of such measures”. Of course, the bureaucratic use of

Eq. (2) is hampered by the “Scientific knowledge generated” not being measurable

by some number, unless one replaces it by “numbers of publications generated” or

“numbers of citations generated”, which is, indeed, sometimes done, but would be

nonsensical as discussed above for the myths, 2, 3, and 4. Thus, if Eq. (2) is to be

used in a sensible way, one has to interpret it as a symbolic, not as a numerical

equation and thus no simple number can be generated from it for some rankings.

We shall conclude this section on the various myths propagated in decisions on

supporting scientific research by some comments on the particular dangers arising

from the use or rather abuse of bibliometric data in this context. Indeed, in recent

years we are increasingly confronted with this abuse, be it by the science bureau-

cracy or by scientists themselves believing in bibliometry. I can quote here from

personal experience from an expert report in an appointment procedure for a

professorship (in anonymized and somewhat altered form for reasons of confiden-

tiality) “. . . in our country bibliometric counts are most heavily weighted”. The

“expert” was from a country in Northern Europe and in the end drew his conclu-

sions based on bibliometric data for the candidates to be evaluated. Fortunately, the

appointment committee considered this particular expert report as irrelevant (for

several good reasons) and did not take it into account in the final decisions. One

must be afraid, however, that some poor appointment committees would follow

such poor advice. Indeed, uncritical belief in bibliometry can be occasionally found

in serious publications supported by major academies [see, for instance, (Gerhards

2013)] and also with some active scientists who contributed important work in their

own specialty. From one such scientist, I heard the comment that there is “no

objective alternative” to bibliometry. Again this is pure nonsense. An obvious

alternative has been formulated by Richard Ernst (2010a, b) in his most relevant

article. “And there is, indeed, an alternative: Very simply start reading papers

instead of merely rating them by counting citations”. Of course, following such

an advice requires time and knowledge of the subject, and the bureaucracy lacks the

knowledge and does not want to invest time.

We shall discuss now further, related alternatives, in relation to the very impor-

tant question of procedures in appointments for professorships or other higher

academic and research positions.

230 M. Quack



4 Criteria Used in Academic Appointments

Good appointments of academic positions (professorships or research positions) at

universities and research institutions are among the most important ways of

supporting scientific research. They have a long term effect and are truly efficient

investments for the institution as for science overall, if they are carried out

successfully. We can cite here almost literally from Zare (2012a, b) for what we

might call a summary of criteria used in appointment procedures with good

academic practice (here for the example of the Chemistry Department at Stanford

University):

1. First of all they must be good departmental citizens.

2. Second they must become good teachers.

3. The Department wants them to become great researchers (This last criterion is

the most difficult). We ask experts, whether the research of the candidate has

changed the view of the nature of chemistry in a positive way. . . . it is not based
on the number of papers, with an algorithm on impact factor, etc. . . . do not

discuss h-index metrics . . . do not count publications or rank them as to who is

first author. We just ask: has the candidate really changed significantly how we

understand chemistry?

From my experience in presiding appointment committees at ETH in many

departments as a delegate of the president (for more than 15 years), I would add

that similar considerations prevail at ETH Zürich, even though every once in a

while attempts are made to introduce bibliometry and the like into the discussion,

but without much effect. Particularly the younger people looking for an appoint-

ment tell me, however, that they in fact know universities, where bibliometric and

similar data are used importantly, even dominantly, in professional appointments.

My reply to this is, sure, there exist also poor universities, and if I am then asked

how to tell apart the good from the poor universities, I would answer certainly not

by using bibliometry and “rankings”, but for instance, by looking at the procedures

they use in professional appointments, among other criteria. Of course, even good

procedures do not exclude occasional erroneous decisions. Prominent examples

include a Nobel prize given for a wrong discovery (see Quack 2013), although the

person selected deserved the prize, but obtained it for the wrong reason.

That the criteria 2. and 3. concerning teaching and research are important for

appointing professors at universities can appear as self-evident. The first criterion,

requesting a “good citizen” might come as a surprise to some, and might support a

suspicion that only “well adjusted” candidates are selected. This, however, is not

the meaning of this requirement for a “good citizen”. It arises from the often painful

experience that “bad citizens can damage good science”. This problem is frequently

covered with silence in the scientific community, or given only minimal weight. It

is, however, a very serious problem because the damage caused to scientific

research by some “bad citizens” can be huge, directly and indirectly. Bad behavior

can appear as a straight-forward, criminal fraud and forgery of research results, and
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then the damage caused is much larger than any potential advantage hoped for by

the criminal (see, for example, Pfaltz et al. 2009). However, cases of fraud and

deception towards a partner in cooperations also exist. One such case, the quarrel

between O. Piccioni and E. Segré in the discovery of the antiproton, was brought to

the courts and reached a wider public, with enormous indirect damage for the

reputation of scientific research (Heilbron 1989). That Segré did a severe wrong

to his colleague Piccioni can hardly be subject of doubt. This wrong was not

punished, however, perhaps it was even rewarded, which puts this area of science

in this period in a somewhat dubious light. That the problem reached the public is a

rare exception. Most of the time, such events in scientific research are covered with

silence. I shall not mention such a case from physical chemistry, as the aim of this

section of our essay is not to sing a “dies irae”. In principle, a request for “good

citizenship” in the republic of science is not specific to research or science, it is

rather a generally valid principle in human relations.

ETH Zürich has a motto, which fits in this context “Prima di essere ingegneri,

voi siete uomini”. It was formulated by one of its first professors, Francesco de

Sanctis (1817–1883) in his inaugural lecture. Correct human behavior supports

scientific research by preventing damage, among other things. However, also

reliability of universities in establishing contracts with their professors and keeping

long term promises and escaping the temptations of later breaches of contracts are

important elements in supporting research, which in recent times have been

increasingly eroded even in the best institutions. Fundamental research, though,

needs adequate freedom (Kneißl and Schwarz 2011) provided by the generous and

reliable appointment contracts at the top universities. Freedom of teaching and

research is the most important pillar of science, innovation and creativity, which are

also strengthened by reducing bureaucracy. Indeed, the incessant and unchecked

growth of bureaucracy is one of the greatest risks in the current support of scientific

research, a risk which can cause great damage (Szilárd 1961; Quack 2013). Again,

this phenomenon is not restricted to science, but it is a general phenomenon in

modern society. Much has been said and written about this and Fig. 1 shows results

from a classic in this field, here with the growth of bureaucracy in the British

colonial administration following Parkinson’s law (Parkinson 1957). Parkinson’s
Law has given rise to many joking comments; it is, however, a serious matter. Also

the growth of cancer cells follows such a law of growth until it is ended by a

catastrophe. An analysis of the growth of the staff in science and university

bureaucracy shows close analogies upon which I will not further comment, here.

I do not intend to enter here into a general bashing of university administration.

Indeed, there exists also the truly “good administration”, which serves and supports

science. However, the staff in this part of administration does not grow and its

relative importance rather decreases. We have elsewhere identified the general

growth of bureaucracy as one of the great risks of mankind, besides nuclear war

and climate change (Quack 2011d, 2013), and shall conclude this discussion here

with this brief remark, turning finally to some aspects of opportunities of scientific

research, rather than risks, after a brief summary of what might be considered good

practice.
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5 A Brief Summary of Good Practice

While implicitly contained in the text of the previous sections, it may be useful to

summarize here what may be called the “good practice in evaluating and funding

scientific research and in making academic appointments”. We mention advantages

of this “good practice”, but also the associated difficulties (Diederich 2013). A good

procedure for distributing available research funds and making academic appoint-

ments can be summarized by the following steps:

Bring together a group of competent and trustworthy experts covering a suffi-

ciently broad range of the field under consideration in order to avoid too narrow a

view and to neutralize possible conflicts of interest.

Get every research proposal and person looked at in detail by the relevant experts

and the whole group, obtaining more detailed specialized outside reviews, if

necessary.

Have the group discuss every individual case in depth before coming to a

conclusion by the group as a whole, by consensus or by vote, if necessary.

This procedure is not new and it is used by good funding institutions such as the

SNF or appointment committees at good universities, academies as well as prize

committees for major prizes. It has many advantages and minimizes the chances for

severe errors, although even the best procedure cannot exclude occasional errors

completely. It has one major disadvantage: It is time consuming and costly

(Diederich 2013). It also requires the cooperation of experts, sometimes difficult

to obtain. These disadvantages have led some institutions to use one or another

shortcut as mentioned under the 5 myths. However, using such shortcuts should be

considered foolish or even fraudulent, as it replaces expert knowledge by bureau-

cratic superstition and forgery. It would be as immoral as the “shortcut of the bad

Fig. 1 Logarithm of the

number of persons in the

staff of the British Colonial

Administration ln(NPersonal)

as a function of time

[Following an exercise in

the Kinetics course at ETH

with data from Parkinson

(1957)]
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citizen” replacing serious experimentation and carefully analyzed data in scientific

research by some invented results, when proposing or testing a hypothesis.

Sometimes it is argued that using statistical data, say from bibliometry, can be

justified by some perhaps existing correlation with “real data”. For instance, it is

claimed that really good scientists (as judged by a careful evaluation as outlined

above) statistically have a higher h-index, than scientists of lower quality. While

one may have some doubts, whether this correlation really exists, even if so, it

would be at most very rough, with numerous easily proven “outliers”. On the other

hand, the decisions to be taken (in deciding on a proposal or an appointment) are

often very important decisions on individual cases. A rough statistical correlation

(even if it existed), is of no use in this case. We may use here the analogy of

evaluating written examination papers: From long experience we definitely know

that there is, indeed, a very rough (but not tight) correlation between the number of

pages in a written solution of an examination paper and the final examination result,

as carefully assessed by an expert examiner. The more pages, the better the results,

statistically. However, we also know that there are many outliers, some brilliant

solutions are very short, and sometimes also many written pages of an exam paper

contain just erroneous solutions, thus a poor final result. Using the “time saving

short cut” of simply counting written pages would correspond to a fraudulent and

immoral procedure of the examiner. There are many analogies of this example with

the use of bibliometric or other indices (for instance neither a page count nor a

citation count or h-index needs an expert, if could be done by any administrative

staff). No more needs to be added on such fallacious “short cut” procedures.

6 Why Scientific Research? The Opportunities

for Creativity and Innovation

We should address also the general question as to why one should consider

supporting scientific research at all. In a commencement speech of 2004 which in

the meantime has been printed in several versions (see (Quack 2011b) and refer-

ences cited therein), I have summarized some important reasons for fundamental

scientific research:

1. For the personal satisfaction of discovery and knowledge.

2. As contribution to the edifice of knowledge of mankind, towards understanding

the world as well as the human condition.

3. Directly and indirectly to contribute to improving the conditions for human life

and of mankind—and for its survival.

The first reason is an important, intrinsic, subjective, personal motif of the

researcher. The second and third reasons provide objective grounds, why society

should support science financially and otherwise as an investment in the future of

mankind and society.
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The first, intrinsic motif was formulated already 2,400 years ago by Demokritos

of Abdera (ca. 460–370 B.C.) in an inimitable way.

He talks about the scientist-philosopher, freely translated here “He would rather

make a single fundamental discovery than become the king of the Persians.” We

can also cite Rose Ausländer (2002) with one of her poems (imperfectly translated

here)

You are 

irresistible 

Truth 

I see you 

and name you 

Bliss 

One can also translate these texts in a somewhat extended, completely free way

as applied to the scientist and researcher (Quack 2011b, c, 2012a):

He would rather make and teach a single fundamental discovery than:

– become president of the United States.

– obtain the wealth and power of Bill Gates.

– build a large bomb.

– have 10 publications in Science—the magazine.

– to reach the top position in citations of scientists.

– have 100 presentations on TV.

One can also phrase this in the form of a “non-motivation” (Quack 2011b, c,

2012a):

Fundamental research: Why not?

1. Not to damage others.

2. Not to beat somebody in competition.

3. Not to have power.

4. Not to become rich.

These positive as negative points concern the personal motivation. There are,

however, also the objective reasons concerning the service to mankind. This aspect

is obvious with all forms of applied research, but is frequently forgotten, when

fundamental research is considered. Nevertheless, fundamental research, innova-

tion and creativity can be considered to be among the most important driving forces

in improving the human condition (Perutz 1982). Indeed, the support of fundamen-

tal research can be considered to be the greatest opportunity of all investments of

society and mankind in their future.

I shall illustrate this here with the Schrödinger equation, which is one of the

fundamental equations for physics and chemistry (Schrödinger 1926a, b, c, d, e)
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h

2π

∂Ψ q; tð Þ
∂t

¼ ĤΨ q; tð Þ ð3Þ

This equation was introduced by Schrödinger in 1926 in order to provide a

deeper formulation and understanding of quantum theory (see also Merkt and

Quack 2011). It was “pure research” in theoretical physics in its purest form, far

removed from any practical goals or technical applications. Today there are esti-

mates that about 20 % of the gross national product of modern industrial countries

are based in a general way on applications of quantum mechanics. Equation 3

prevails in all applications of optical spectroscopy which range from the study of

the Earth’s atmosphere to combustion in car engines and industrial processes

(Merkt and Quack 2011; Quack andMerkt 2011). We can also mention here nuclear

magnetic resonance spectroscopy (NMR) with applications, for example, in MRI

(Magnetic Resonance Imaging) available today in hospitals all over the world to

name just these selected examples (Ernst et al. 1987; Ernst 1992) among

many more.

Another example, comparable to the development of quantum mechanics in the

twentieth century can be named with the development of electricity and magnetism

in the nineteenth century. Technical applications of these are visible everywhere in

our daily life today. However, the original developments were made long before

these uses were obvious, although such future uses were predicted by Faraday with

great foresight. He is reported to have replied to a question concerning the allegedly

non-existing “profit” from his research “Lord Gladstone, one day you will tax it”

(see Kneißl and Schwarz 2011). We know, how true this prediction was, although

this became obvious only many decades later than the government under Lord

Gladstone existed. Many further examples could also serve to illustrate the different

time scales of political governments, on the order of a decade in modern democ-

racies, and the time delay of often many decades from a fundamental discovery to

make it into textbooks and finally some practical, technical use (Quack 2014).

We shall conclude with an anecdote on the Schrödinger equation, which can

serve as another illustration of what support to fundamental research implies. If one

reads in Moore’s Schrödinger biography on the history of the Schrödinger equation
(Moore 1989) one finds that the first success in the search for this equation occurred

during a stay of Schrödinger over the Christmas and New Year’s holidays in Arosa
1925/1926, thus quasi as a private person in his free time without “financial support

for this research”. Obviously, a corresponding research proposal for “holidays, with

the goal of discovering an equation” would hardly be funded by SNF today (it did

not exist then), but the research was nevertheless indirectly publicly supported by

giving Schrödinger the freedom of a professor with his salary at the University of

Zürich to do research when and wherever he wanted to. Just how private this

holiday was, can be guessed from some further gossip (Moore 1989), on which I

shall not expand (Popper 1989). Moore states that Schrödinger stayed in “Villa

Herwig” in Arosa, and provides a correct photograph of the house where holiday

guests stayed (in contrast to the tuberculosis patients of Dr. Herwig in Arosa).
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However, if one looks in Arosa one finds that the house is actually called “Frisia”, it

still exists today. There is ample evidence that Schrödinger made his breakthrough

during this holiday, and the first paper of the famous series was written and

submitted immediately after return from this holiday in January 1926. However,

we do not know, of course, whether the illumination came in this house, or perhaps

some Café in Arosa. My preferred (rather unfounded) historical hypothesis is a visit

of Schrödinger’s to the Bergkirchli, a little church built by the Walser in 1492 and

located in a most beautiful spot at 1,900 m altitude only a short walk away from the

Villa Frisia (Fig. 2).

Such a heavenly inspiration of Schrödinger to find his equation describing the

“music of atoms and molecules” can at best claim circumstantial evidence,

although it is known that, for instance, Einstein’s attitude towards science as a

means of understanding the world had a strongly religious component (Quack

2004), not so different from the inspiration drawn by writers of “real music” such

as Bach (Quack 2004, 2012a). This is, however, only one of several attitudes to be

found with scientists, motivating their research as a route towards discovering

fundamental underlying truths of the world. Another, more modest attitude aims

at just providing fruitful models of the world, but in the end these two approaches

may be closer relatives than obvious at first sight (Quack 2014). Independent of the

particular philosophy of research, it deserves support as a basic part of our culture to

understand and shape the world in which we live.
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Deutschen Bunsen-Gesellschaft für Physikalische Chemie in Leipzig, 17. Mai 2012

(im Druck publizierte Fassung). Bunsen-Magazin 14:181–189

Quack M (2012b) Risiken und Chancen in der Forschungsförderung (Auszug aus der Rede des

1. Vorsitzenden der Deutschen Bunsen-Gesellschaft für Physikalische Chemie, Leipzig Mai

2012). Deutsche Zahnärztliche Zeitung 67:726–730

Quack M (2013) Error and discovery: why repeating can be new. Angew Chem Int Ed

52:9362–9370; Angew Chem (2013) 125:9530–9538

Quack M (2014) The concept of law and models in chemistry. Eur Rev 22:S50–S86

Quack M, Merkt F (eds) (2011) Handbook of high resolution spectroscopy. Wiley, Chichester;

New York
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Why Are Some Nations More Successful

Than Others in Research Impact? A

Comparison Between Denmark and Sweden

Gunnar €Oquist and Mats Benner

Abstract Bibliometric impact analyses show that Swedish research has less inter-

national visibility than Danish research. When taking a global view on all subject

fields and selecting publications cited higher than the 90th percentile, i.e., the Top

10 %—publications, the Swedish Research Council shows that although Sweden

ranks 15 % above world average, Denmark, the Netherlands and Switzerland rank

35–40 % above. To explain these different performances, The Royal Swedish

Academy of Sciences asked us to compare the national research systems on three

levels: priority setting at national level, governance of universities and direction

and funding of research. There are of course many similarities between the Danish

and Swedish research systems but there are still subtle differences that have

developed over time, which may explain the different international visibility.

First of all, it does not depend on different levels of public spending on research

and development. However, the core funding of universities relative external

funding is higher in Denmark than in Sweden. The academic leadership of Danish

universities in terms of board, vice-chancellor, faculty dean and department chair is

also more coherent and focused on priority setting, recruitment, organization and

deployment of resources to establish research environments that operate at the

forefront of international research. On all these points we see a weaker leadership

in Sweden. Furthermore, over the last 20 years, public funding of research in

Sweden has become more and more unpredictable and program oriented with

many new actors, while the Danish funding system, although it also has developed

over time, shows more consistency with strong actors to fund individuals with novel

ideas. The research policy in Sweden has also developed multiple, sometimes even

conflicting goals, which have undermined conditions for high-impact research,

while in Denmark a policy to support excellence in research has been more

coherent.
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Sweden

e-mail: Gunnar.Oquist@umu.se

M. Benner

School of Economics and Management, Lund University, Lund, Sweden

e-mail: Mats.Benner@fpi.lu.se

© Springer International Publishing Switzerland 2015

I.M. Welpe et al. (eds.), Incentives and Performance,
DOI 10.1007/978-3-319-09785-5_15

241

mailto:Gunnar.Oquist@umu.se
mailto:Mats.Benner@fpi.lu.se


1 Introduction: Nations, Research Governance

and Scientific Impact

This paper analyses the long-term (1990–2010) development of scientific publica-

tion impact in Denmark and Sweden. It sets out to explore the scientific impact of

two countries with similar conditions in the form of relatively small and predom-

inantly publicly funded research systems, but with very different scientific impact

patterns. In terms of high impact publications, Denmark by far surpasses Sweden.

We assume that differences in patterns of scientific impact—across nations and

over time, and as measured in bibliometric accounts of scientific impact—can be

explained by institutional mechanisms (cf. Hedström and Swedberg 1998). Among

these, two elements are assumed to be the most important: first, the structure of

resource allocation to the universities and in particular the share of funding that is at

the direct disposal of the university; and second, the form and authority of univer-

sity governance. Hence, we assume that there is a connection between how national

priorities are set and how organizations operate within these systems. We assume

that differences at the national level can be explained by the interplay between

national policy and institutional conditions at the level of universities.

The connections between institutional set-ups and impact profiles have been a

recurrent theme in studies of industrial relations and welfare systems (cf. Esping-

Andersen 1990; Hyman 1995, and more recent literature). It has been less prevalent

in studies of scientific impact, which studies either have set out to distinguish

impact differences (often on the basis of bibliometric methods) or to distinguish

policy and governance models and policy templates (in policy analysis). Only

seldom have the connection between the two been explored.

2 Bibliometric Comparisons

Our starting-point is bibliometric patterns, as revealed in the Web of Science. The

Swedish Research Council has since 2006 repeatedly published bibliometric ana-

lyses comparing the international impact, or visibility of Swedish research, with

that of some other European countries of roughly similar population size and with

national ambitions to build knowledge based economies for the future (Karlsson

and Persson 2012). For the analyses, The Council mainly used the publication

database of Thomson Reuters defining 251 journal subject fields. This database is

somewhat biased towards the natural and life sciences with a weaker coverage of

the social sciences, humanities, engineering and mathematics. However, for a

comparative analysis this bias should not distort the main findings, since the

publication strategies in the countries of comparison should be roughly similar.

When taking a global view on the publications of all subject fields (Karlsson and

Persson 2012, 2014), Finland, Norway and Sweden have today lower mean citation

rates and lower proportions of highly cited papers (defined higher than the 90th
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percentile, i.e., The Top-10 publication index) than found in Denmark, the Nether-

lands and Switzerland (see Fig. 1). In 2011, the Top-10 publication index for

Sweden scores 15 % above world average, while Denmark, the Netherlands and

Switzerland score in the range of 35–40 % above world average, approaching the

performance of the US. Although both Finland and Norway show a positive

development after 1990, the impact has levelled off just above world average.

These results are corroborated (Karlsson and Persson 2012, 2014) when looking

at the frequency distribution of national research organizations (mainly universi-

ties) as a function of the Top-10 publication index and with an annual production of

50 publications or more. The weakly performing countries Finland, Norway and

Sweden centre around world average, while in Denmark, the Netherlands and

Switzerland most organizations perform well above world average. The same

pattern in publication impact is clearly visible when the highly prestigious journals

Nature, Science and the Proceedings of the National Academy of Sciences (PNAS)

are compared. The bibliometric analyses furthermore show that the recruitment rate

of new generations of scientists establishing themselves among the category of

highly cited scientists is weaker in the three low performing countries than in the

three high performing countries. These findings are corroborated by bibliometric

studies conducted by NordForsk (2011, 2014), an agency under the Nordic Council

of Ministers.

Differences in international visibility of publications could be affected by many

factors such as fraction of publications never cited, different degree of international

cooperation, different degree of interdisciplinarity, different proportions between

subject fields or different degrees of self-citations. Although there are some

Fig. 1 Development of the top 10 %-index between 1990 and 2011 for Denmark, Switzerland, the

Netherlands, Norway, Sweden and Finland. For comparison the national mean citation rate is

shown as a grey curve and the grey horizontal line (with a value of one) shows the world average.
A value of 1.2 means 20 % above world average, etc. The curves are based on 3-year moving

averages [Reproduced from Karlsson and Persson (2012, 2014)]
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differences noticed in these parameters, they cannot explain the different global

impacts of research results produced in the countries of this comparison (Karlsson

and Persson 2012, 2014).

In this communication, we will focus on a comparison between Denmark and

Sweden. The conclusion from the bibliometric comparison is that the international

visibility of Swedish research on average falls well behind that of Danish research.

Detailed field analyses, however, clearly show that both Denmark and Sweden have

research fields that show top performances in international comparisons (See

Table 1), but it is equally clear that these fields in number are fewer in Sweden

than in Denmark. Apparently, Swedish universities are more prone than Danish

universities to nurture subject fields with limited international visibility. The

question is how this difference in visibility correlates with quality of research in

terms of advancing the frontier of knowledge. Can we infer that research commu-

nication that is highly visible internationally is also more likely to be of break-

through character? This can be discussed since pioneering results that challenge

accepted views and eventually prove to be right may have difficulties to be accepted

and therefore initially ignored. However, integrated over time pioneering research

breaking new ground for understanding is likely to become highly visible. This does

of course not mean that all research results that are highly visible also are of

breakthrough character. Our point of view is that when research scores high on

international visibility it is actively part of setting the international knowledge

platform, and over time the probability of finding real breakthroughs is higher

among high impact publications than in low impact publications. Our conclusion

is therefore that the bibliometric comparison reveals that on average the quality of

Danish research exceeds that of Swedish research although in specific subject fields

Swedish research may still compete with Danish research.

We now move on to search for explanations why Swedish research during the

last 20 years shows a weaker development than Danish research when it comes to

Table 1 Number of subject fields where the country publishes at least 10 papers per year

Country

No. of

fields

selected

No. of subject fields where

Contribution to total

national output of fields

where

Top 10 %-

index< 0.8

Top 10 %-

index >1.5

Top 10 %-

index> 2

Top 10 %-

index >1.5

Top

10 %-

index >2

Denmark 156 16 50 13 27 % 6.7 %

Finland 155 46 16 6 7 % 2.7 %

Netherlands 213 5 62 10 24 % 2.7 %

Norway 157 36 20 3 11 % 1.1 %

Sweden 190 34 30 5 11 % 1.5 %

Switzerland 181 17 74 13 48 % 4.4 %

A Top 10 % value of 1 means world average, <0.8 means more than 20 % below world average,

and 1.5 means 50 % above world average, etc. Reproduced from Karlsson and Persson (2012,

2014)
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international visibility. These analyses are based on a study that we made in 2012

on behalf of the Royal Swedish Academy of Sciences (Öquist and Benner 2012),

and upon request of the Norwegian Research Council later updated to include also

Norway (Benner and Öquist 2014). For more detailed analyses we refer to these two

studies.

3 Priority Setting at National Levels

3.1 Denmark

During the 1990s, a series of policy reforms were instigating with major invest-

ments in basic research, and an overhaul of the institutional structure of the Danish

research system (Olesen Larsen 2010). During the last 20 years, the policy has been

to strengthen the universities, to merge universities and to integrate sectoral insti-

tutes into the university system, to reform postgraduate education to match inter-

national standards, to strengthen academic leadership at all levels, to put an

emphasis on international recruitments and more transparent career paths, and to

reform the funding system to serve clear missions in terms of competitive support

for basic research, strategic research and research linked to innovation. The infu-

sion of funding has gradually increased, and with the Globalization strategy in 2006

a total of five billion Euros for research, innovation and education reinforced core

funding of universities as well as external funding for different purposes (Aagaard

and Mejlgaard 2012). Currently, the proportion between university core funding

and external funding is around 3/2, slightly lower than a decade ago when it stood at

70 % (Ibid.). These reforms were made in order to reinvigorate the rather stagnant

academic system of the 1980s (Andersen 2011), but also seen as a means to create

new ground for economic growth. Through this series of reforms, the national

research policy has been to emphasize the need for a stronger international orien-

tation aided by a clear policy focus on academic excellence. As a consequence, the

international impact of Danish research has clearly grown to an international top

position.

All these reforms can not be seen as the result of a unified master plan but is

rather the result of a stepwise development involving various stakeholders

transcending the boundaries between government, universities, funding organisa-

tions and industry, all governed by a culture to strive of academic excellence

(Olesen Larsen 2010). However, the system has not been transformed without

conflicts. The University Act of 2003 altering the governance of universities to a

more centralized mode at the expense of the decisive role of collegial faculties was

met with great criticism among professors.

In addition, the merge of sectoral research institutes and a number of profes-

sional educations into the university system during the 2000s seem in part to have

worked less smoothly. There is a clear risk that the research mission of universities,
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similar to the situation in Sweden, will be blurred by conflicting goals when

expectations of relevance may weaken the collegial focus on academic excellence.

Furthermore, the recently decided merge between the Strategic Research Council

and The Danish Advanced Technology Foundation based on the ambition of

creating a stronger link between research and innovation reinforces a more

top-down governance model of research and may change the balance in favour of

relevance at the expense of scientific excellence.

3.2 Sweden

Like in Denmark, the Swedish research policy has gradually been transformed from

being a primarily academic issue to be a mean to transform the society into a

knowledge-based economy. A number of reforms have been instigated to achieve

this. It actually began with the post-war period when the strategy was not to develop

an extensive institute sector as in many other countries. Instead, a string of sectorial

research agencies were established to support research of societal or industrial

needs within the universities, especially so in engineering, medicine and the social

sciences. This resulted in a growing number of research groups within the univer-

sities supported by ‘soft money’ with a focus on relevance in research to solve

problems rather than on breaking new ground of knowledge in a more general

sense. With this development, both basic and applied research environments devel-

oped alongside each other with limited articulation. In parallel, all professional

education and training were in 1977 integrated with the university system and

traditional academic education was restructured to match the need of the labour

market. With these reforms, universities became the nodes of an expanding number

of regional Higher Education Institutions, some of which later have gained univer-

sity status. This proliferation of the academic system distinguishes Sweden from

Denmark, which has refrained from this kind of numeral expansion (Sweden has

39 universities and university colleges, Denmark only 8). To the broad mandate of

Swedish universities should be added that since 1997, collaboration with the society

is placed on par with teaching and research as one of the universities’ three

missions. This mission of collaboration was further emphasized in the latest

research bill to the parliament. Parallel with these developments, the autonomy of

universities has gradually increased with external board members being in majority,

with the chairman of the board being external and with the board proposing the

appointment of vice-chancellor.

To this should be added that the public policy to fund research has been to

steadily increase external, competitive funding at the expense of university core

funding. Today the majority of public research funding of universities comes from

external sources—for some universities like Karolinska Institutet and Chalmers

University of Technology the figures are close to 70 % external funding. Swedish

universities have as a result developed a very broad spectrum of goals within a

single organizational set-up where a multitude of project grant recipients—rather
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than the university themselves—set the strategic direction for their activities.

Danish universities have also developed multiple tasks with an extension of the

organisational complexity but the leadership is in better control of the development

and the whole system remains more committed to employ stringent scientific

standards, an issue that we return to below.

4 Governance of Universities

4.1 Denmark

Before 1990, the governance of Danish universities was loose with recourses and

power widely dispersed in the system. Leadership played a minor role in matters of

recruitment and resource allocation which were instead managed by various com-

mittees with broad representation (Andersen 2011). A modest reorientation began

already in the 1980s when some universities and other research units began raising

their expectation of publication and international orientation. With the 1993 reform,

Danish universities took the first steps away from decentralized decision-making by

empowering in particularly department heads but also vice-chancellors. Universi-

ties gained more organizational autonomy but signed contracts with the state

regarding performance (Olesen Larsen 2010). Another important reform in 1993

was a reformed postgraduate education with 3-year streamlined research

programmes, some of which were organized in graduate schools.

The University Act of 2003 instigated major changes in university governance.

Responsibilities were now centralized to university boards composed by a majority

of external members. The board appointed the vice-chancellor, who appointed

deans who in turn appointed department heads. This reform streamlined decision-

making, it became more centralized and it weakened the role of the collegial board

of faculty. Today, deans have a strong role in recruitment, organization of depart-

ments and allocation of internal resources. The active role of the dean for interna-

tional recruitment is often emphasized as a driver for increased quality and

visibility of Danish research. Clearly, the Danish leadership of universities have

gone from being largely reactive a couple of decades ago to now being proactive

and taking responsibility for fostering excellence with the often expressed ambition

to make their university be ranked among the internationally leading one.

In Danish universities, the professorial positions remain relatively few in com-

parisons with the situation in Swedish universities. This is because the leadership

has opposed the use of a promotion system and kept control of recruitment as a

mean to establish strong research environments. The Danish system has with the

infusion of new resources also seen an increase in the number of postdoctoral

positions on temporary contracts but one has refrained from appointing faculty

positions on external funding. The leadership of Danish universities also more and

more emphasize international competitive recruitment. With this strict university
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control of recruitment it is somewhat surprising that a clear, and internationally

competitive tenure track system for recruiting professors has not emerged.

With the 2006 reform to reduce the number of universities and to align the

sectoral research institutions and professional educations with the university, the

size of the remaining universities has not only grown but the complexity of

governance of these growing conglomerates has also increased. This is a challenge,

and while the merge of universities generally is considered reasonable, the aligning

the more sectoral institutes seems to have been less successful to date. Today, four

major universities remain—Copenhagen, Aarhus, Southern Denmark University

(SDU) and the Danish Technical University (DTU). These universities now account

for two-third of Danish research and higher education and one can also notice a

trend towards specialization among the universities, all governed by strategic

decisions and implementation.

The centralisation of university governance was met by strong resistance in

many quarters, since it weakened the professional role of collegial faculties in

decision making reducing their role to an advisory capacity. At the same time, it

seems reasonable to argue that reforms—in conjunction with changes in the

funding of Danish research—has had considerable impact on the Danish research

system. Nonetheless, fears of managerial overload is still noticeable as there is

always a risk that central decision-making will impede creativity and innovation in

research. Tendencies in these directions should be offset first by a continuous

reliance on the professional academic staff to plan and execute their research within

broad profiles decided by the board and second, by boards that appoint vice-

chancellors with strong academic, professional merits and an understanding of

how to foster academic excellence through appointments and prioritization of

resources. This view is corroborated by the findings by Amanda Goodall (2006,

2009; Goodall et al. 2014) that presidents or vice-chancellors of universities, but

also department chairs, who have strong scholarly merits and high academic

legitimacy are more successful in leading their universities towards better perfor-

mance than are leaders recruited based on primarily managerial merits. Hence, the

strong development of Danish research will be conditioned on the balance between

steering, integrity and professional judgement.

4.2 Sweden

Until the late 1970s, Swedish universities were governed by academic representa-

tives. Faculty leaders comprised university boards selected in a collegial process

and departments were headed by chaired professors. However, after the 1970s

universities gradually expanded into conglomerates of activities with broadened

missions in research, development, education and cooperation with society. From

now on many stakeholders created gradually new power structures in which

non-tenured teaching staff, university bureaucracy, university teachers’ associa-
tions and student representatives became increasingly important. In 1992, the
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university boards were further transformed and external members gained majority.

In 1997, vice-chancellors were replaced as board chairman by an external repre-

sentative and from now on the university boards took over the responsibility to

propose the appointment of vice-chancellors. During this development, the auton-

omy of universities grew gradually, which is a development that has continued.

Today boards and the vice-chancellors have the governing power to organize the

operational structures and functions in a way that they find most appropriate to

reach the goals set by the government.

Swedish universities have never been as dependent on external stakeholders as

they are today. This development has come gradually and after the latest research

bill the core funding has dropped to a level just under 50 % of funding of research

(Swedish Government 2012/2013). This development has definitely increased

competition for external funding and increased productivity but the quality control

is very much in the hands of the granting agencies of which some emphasize

relevance at the expense of scientific quality. This development has definitely

weakened the quality control at the university level, and with the heavy dependence

on external funding for research the core funding of universities is to a large extent

used to match external grants. This has made academic leadership reactive in

setting and implementing priorities. Altogether this means that university depart-

ments in Sweden today tend to be a loose collection of externally funded projects

rather than an environment with a concerted collegial action to foster research along

a defined long-term plan (Schwaag Serger et al. 2014).

The career structure and recruitment mode for faculties is in Sweden not under

control of a visionary leadership that systematically use these appointments to

create research environments with the potential to excel in research. During the

financial crises in the 1990s, the universities faced some quite severe budget cuts

that affected the career opportunities negatively. For a couple of decades, young

people pursuing a career in academia mostly have been forced to rely on a range of

externally funded opportunities provided by research councils, foundations etc. The

universities have responded to these changes by increasingly filling faculty posi-

tions at different levels on external funding. This reactive mode was further

manifested when in the late 1990s a reform was launched, which more or less

abandoned the professorial department chairs with responsibility for a discipline or

a subject field, and gave the right to lecturers to be promoted to professor

irrespective of mode of funding. To be promoted to professor meant that you

received the professorial title but it was not linked to a defined position. There

was some resistance among universities to abandon the chair system but after a few

years the old structure was more or less eroded. Between 1998 and 2002 the number

of professors grew as much as 45 % without being backed by an increase in core

funding to universities—the funding of the increase was instead borne by a com-

bination of hikes in external funding and in student intake (Benner 2008).

The erosion of the career system in the 1990s, the relaxed attitude to documented

merits for promotion to professor and the acceptance of funding faculty positions on

“soft money” provided by different external stakeholders without long term com-

mitments are probably key factors behind the relatively weak recruitment of
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newcomers performing at the high impact level (Karlsson and Persson 2012, 2014).

Today, universities try to restore the career system but an internationally compet-

itive tenure track system is still lacking and universities still have a long way to go

before they can offer international competitive conditions for recruitment of facul-

ties at all levels. In reality, recruitment is only partially in the hands of the

leadership. Instead it is predominantly grant holders and their research environ-

ments that provide career opportunities and de facto recruit future faculties.

The fact that the career and recruitment processes are not, or only marginally,

under the control of a leadership troika of vice-chancellor—dean—department

chair, as we find in leading universities around the world, has undermined the

role of the academic leadership in Sweden. Another reason is that university boards

have had a tendency to select vice-chancellors after their presumed ability to

manage the complex conglomerate of activities of Swedish universities rather

than academically more experienced scholars (Engwall 2014; Engwall and

Lindwall Eriksson 2012). This has weakened the legitimacy of the leadership in

the eyes of scientifically, leading faculties. This is a major concern, since as

previously mentioned, Goodall has in a series of studies (2006, 2009; Goodall

et al. 2014) shown a positive correlation between academic standing of vice-

chancellors or department chairs and international recognition of academic institu-

tions. To enhance the international standing of Swedish universities there seems to

be a pressing need to develop an internationally competitive career and recruitment

system that are in the hands of a strong and visionary academic leadership at all

levels.

5 Direction and Funding of Research

5.1 Denmark

In the 1980s, new resources were infused in the Danish research system promoting

industrial clusters and technological development. The research council system to

support basic research was traditionally run in a rather conservative form with small

grants and insular selection criteria. However, a major adjustment of focus occurred

in 1992 when the Danish National Research Foundation (DNRF) was established

with the mission of funding basic research without any other criterion than scientific

excellence (Olesen Larsen 2010). DNRF introduced rigorous international peer

review in the selection of proposals to grant. The focus was on individuals with

challenging ideas and successful applicants were generously funded for up to

10 years with a far reaching autonomy with respect of research agenda and the

use of the funds. Through these Centres of Excellence, complemented with a top

international recruitment programme at the professorial level, DNRF has not only

fostered new generations of scientific leaders but it has also provided outstanding

conditions for PhD students and postdoctoral training in nurturing environments.
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DNRF has played an important role in the internationalization of Danish research

and it has definitely been a strong driver for scientific excellence. A resent review

confirms this as it notices that the funding strategy has “enabled researchers to

venture into novel and often risky projects which may eventually lead to ground-

breaking results” (Evaluation of The Danish National Research Foundation 2013).

Bibliometric analyses show that the 66 centres funded so far have a publication

impact comparable with the best research institutions in Europe. DNRF is a

successes story in Danish research policy and it has substantially contributed to

rise the profile of Danish research to an international top position.

In the 2000s, the research council system was reformed merging the previously

six independent councils into what is now the Danish Council for Independent

Research. The Danish Council for Strategic research was also established to

channel resources into centres and networks in areas primarily identified by the

political system. The Danish National Technology Foundation was also set up to

offer private companies and universities support for the innovation of new technol-

ogies. With these reforms, the Danish funding system consisted of independent,

public agencies with clear missions for basic research, strategic research and

research/innovation. The system was in 2006, as mentioned, boosted through the

Globalization strategy with a total of five billion Euros for research, education,

innovation and other forms of professional development. About half of the invest-

ment has been for research and the university core funding has increased with

approximately DKK 1billion annually. Through the UNIK programme, the univer-

sities have been granted for major undertakings in strategic areas. The ratio

university core funding/external funding is today on average 3/2.

During these more than 20 years of growing support for research, there has been

a relatively good national support to promote research careers. This has been

through the research council supporting Young Elite Researchers, DNRF

supporting mid-career research leaders and recently the research council

established a national career program Sapere Aude (“Dare to Know” in Latin) in

three steps from postdoctoral to professorial level. However, Danish universities

have, as mentioned, not yet established an internationally competitive tenure track

system for the recruitment of professors.

5.2 Sweden

During the 1980s the research council and sectoral agencies became more and more

important for the funding of research, although the Government also infused fresh

resources into the universities. With the economical crises in the early 1990s, and

the wishes to lay a new foundation for the development of a future knowledge based

economy, a new layer of research funding instruments was established based on

money from the dismantled Earner Wagers Funds. These new foundations were set

up for various strategic purposes, and they infused considerable financial resources

into research and innovation. The largest foundation, the Swedish Foundation for
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Strategic Research funded centres and networks within areas considered to be

strategic for Swedish industry. The support of postgraduate studies was an impor-

tant element of the funding. With this development, funding of Swedish research

was geared so support expanding PhD training and research networks within areas

motivated by utilitarian needs rather than propelling research on novel ideas along

the concept of the Danish National Research Foundation established at the same

time. Looking back, this new layer of funding most likely curtailed risk-taking in

Swedish research since it focused more on problem solving in different sectors

rather than on challenging accepted views and perspectives in the pursuit of new

ideas and understanding.

As the economic problems continued, more radical measures were taken in the

mid-1990s in order to curb the budget deficit. The budgets for research councils,

mission-oriented agencies and universities were cut by around 20 % affecting

primarily the career opportunities for young researchers. Some of these cuts were

offset by the new foundations, which had been set up a few years earlier, but the

core funding of universities and the individual project support from research

councils were never recouped. This severely weakened the ability of universities

and research councils in their support of research. Making matters even worse,

university core funding has since then only marginally been adjusted for inflation

(Sundqvist 2010).

With the gradual recovery of the nation’s economy, the resource cuts in the

1990s have been superseded by resource hikes and a reinforced policy on condi-

tions for basic and applied research. A unified research council was established in

2001 to offset the fragmentation of funding for basic research (Benner 2001).

Research bills have since then infused considerable new resources into research

to support strong environments, networks and defined strategic areas. Recently,

research council resources have also been directed to improve career opportunities

for young scholars, to emphasize excellence in granting the most promising projects

more long term, and to stimulate international appointments. However, these kind

of reforms have come later than in Denmark and the positive effects are still to be

seen. The funding policy has been such that emphasis has been on external funding

with the effect that on average the ratio university core funding/external funding

has now fallen just below one. Swedish research policy after 2000 has empowered

established scientists, particularly those who have worked in areas considered to be

of strategic importance for the country. To make a career, young researchers often

have had to follow in the steps of the leading generation of scientists. This

development has most likely undermined the kind of renewal of research and

innovation that builds on young, incoming generations of scientists been given

the trust, freedom and resources to develop and pursue their own ideas.
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6 Discussion: Why Is Danish Research More Visible

on the International Scene?

The starting point of our analysis is the interplay between national policy and

institutional governance and how that interplay determines scientific impact as

measured and defined in bibliometric terms. We have asserted that Denmark and

Sweden have similar preconditions but that they show different outcomes. Similar

levels of public investments have been allocated in different ways, with different

effects on university governance, in terms of academic authority and recruitment

patterns. This, we argue, is what explains the different patterns of Danish and

Swedish research, and in particular the strongly positive development of Danish

research.

If we first look at priority settings at national level, it is clear that the Swedish

research policy so far has been less consistent than what we find for Danish research

policy. In both countries, research policy operates with multiple goals but Sweden

to a much larger extent. Swedish universities have evolved into organizational

conglomerates operating with a broad range of missions in education, research,

development and collaboration with various, sometimes conflicting, goals. All

these missions are of course important in a knowledge based society but merging

them all in one organizational set up has, we argue, eroded the ability to stay at the

international forefront of knowledge renewal in terms of new discoveries and

understanding. This is reflected in the bibliometric impact analyses showing that

Sweden has a surprisingly large number of underperforming subject fields and only

a limited renewal of its research cadres performing at the highest level of recogni-

tion and visibility. Our evidences also suggest that even individual scientists within

subject fields that score relatively high in international comparisons feel increas-

ingly alienated in their role as scientists: ‘we suffer under the burden of an excel

tyranny despite suboptimal working conditions’ reported one professor in engineer-
ing. These developments have not gone as far in Denmark as in Sweden. In contrast,

Denmark has during the last 10 years merged and concentrated rather than prolif-

erated their research efforts, and have—on the basis of DNRF’s programmes and

parallel support from government agencies—identified and empowered a number

of high-performing scholars, who also receive ample support from their respective

universities. A key to the future visibility of Danish research will be to retain this

model of a shared responsibility and a careful process of recruiting, selecting and

empowering talent. However, with the merge of sectorial research institutes and

professional educations into universities, Denmark embarks on the same path

towards multiple missions and goals, and there is a growing risk that also Danish

universities may lose their focus on excellence in research as defined by interna-

tional benchmarking, and instead venture into a model of multiple goals and

stakeholder balance instead of a sharp focus on identifying and nurturing talent.

In both countries we now have mass universities. The challenge for the future is to

conduct academic education and research with long-term perspectives and of the

highest distinction of excellence, and at the same time satisfy the need of
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professional educations, research, development and collaboration to satisfy national

needs in the short- to medium-term. This is a leadership issue and the Nordic

countries, which all share the same challenge, may work together to find new

organizational solutions for universities to better satisfy different missions and

goals.

In the comparison of governance models, Denmark stands out by developing a

model of academic leadership which is being proactive by not only deciding on

strategies but also implementing them through prioritizing of recourses, organiza-

tional changes, recruitments, etc., and in particular in responding positively to

signals of high quality recruitment and clear leadership. One important factor

behind this ability is of course that in relative terms the Danish universities have

better core funding than Swedish universities, which are more dependent on

external funding. However, the leadership hierarchy, vice-chancellor—deans—

department chairs, seems in Denmark to be particularly important for recruitment,

often international, and for the management of research environments where the

predominant goal is research excellence measured by international comparisons.

Such environments become very successful in the competition for external grants,

of which some granting agencies and foundations fund long-term with substantial

amounts of money. In this way, there is a rather informal cooperation between

universities and granting organisations in fostering excellence in research.

The Danish leadership rests on the conditions that the universities are in full

control of not only recruiting faculties but also providing salaries and start up

packages. This role of the Swedish university leaderships has been more or less

eroded by the growing dependence of external granting for providing salaries for

appointed faculties and by the so far excessive use of promoting lecturers to

professor without linkage to financial recourses. A remarkable weakness of the

Swedish research organization is also that in most cases the dean does not appoint

department chairs based on scientific merits to orchestrate the scientific develop-

ment of the environment. A department is therefore the sum of externally funded

projects granted on a fluctuating market, and the appointed head, the prefect, has

primarily an administrative role. In such a system, it is in reality the successful grant

recipient that recruits and provide career opportunities while the leadership for-

mally appoint faculties. This extreme bottom-up mechanism reduces mobility and

over time scientific inbreeding is a threatening development. Clearly, the present

recruitment policy of Swedish universities has severely undermined mobility

threatening over time the creativity and renewal of research (Törnqvist 2009).

When it comes to the direction of funding, Danish policy has been more

consistent in terms of striking a balance between direct core funding of universities

and indirectly through external granting agencies—currently the figure is 3/2,

whereas Sweden has an opposite relation with less than half of research income

in the form of block grants to universities. However, in both countries, there has

been a shift from institutional core funding to competitive, external project or

program funding. This policy has gone very far in the Swedish case, weakening

the universities ability to actively set their research agendas by providing the

necessary core funding. With this development, university leadership shows signs
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of opportunism in relation to the financial opportunities provided rather than

developing the institutions own agenda, which we see more of in Denmark with a

better core funding. Another effect is that successful scientists attracting substantial

external funding more or less use universities as “research hotels” without engaging

themselves in governing issues.

Another important element is the format of external support. The Danish model

has been much more clear-cut and focussed, whereas Sweden’s is fuzzier. Both in

Denmark and Sweden the recourses for research have grown substantially and in

both countries the 1 % goal of GDP has roughly been achieved. We however notice

one important deviation in the early 1990s, which has had considerable effect.

While Denmark established the National Danish Research Foundation to support

major undertakings in basic research with the focus on individuals with leadership

ability and creative new ideas as the single criteria for funding across disciplines,

Sweden’s research politicians decided to channel substantial new resources through

a new set of foundations supporting various presumed strategic needs for different

sectors of the society. In Denmark, a recent international review reveals that DNFR

through its more than 20 years of operation, with only a small share of public

funding, has substantially increased the international standing and visibility of

research. There is also evidence that the international focus on scientific quality

established by DNRF through the use of an internationally rigorous peer review

process has been contagious and emphasized the international quality focus among

other funding organizations (Aksnes et al. 2013). We see no parallel development in

Sweden. In Sweden, new recourses were directed mainly through external channels

towards strong environments, networks and defined strategic areas undermining the

proportion of university core funding. In contrast, the Danish infusion of new

revenues was directed both directly to universities and indirectly through compet-

itive schemes using available channels for basic research, strategic research and

research linked to innovation. As a consequence, the Danish infusion of resources

has been more consistent over time, while in the Swedish case the infusion has been

more opportunistic and top-down oriented. Furthermore, the targeting of new

recourses in Sweden have primarily benefitted established scientists, while in

Denmark a substantial share has also gone to support individual research careers.

To sum up, Denmark rests on a model of relative coordination between funding

streams, where the DNRF has had an immense ‘cultural’ impact on the notions and

ambitions, and where this has been followed up by universities and by other

government agencies. In Sweden, the picture is more complex and sometimes

even contradictory, and universities have been weakened as collective agents and

instead function as containers of multiple activity flows. In lieu of a change agent

like DNRF, and without accompanying broad-based university reforms, there has

been a fuzzy set of incentives and support measures that do not form a uniform and

coherent pattern, and it has not triggered a changing conception of governance

within universities but rather propelled a passive, financially motivated model of

recruitment and promotion. While Swedish research holds a higher than interna-

tional standard overall and a sizable presence in high-impact research, Denmark

does far better. This, we argue, reflects a Swedish research governance model that is
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relatively weak in fostering a mind-set, modes of operation and institutional culture

where bold ambitions prevail.

For a national research policy with the ambition to foster excellence in research

at the highest level it is the creative, often young, individual researcher in a

nurturing environment with complementary skills, individuals with novel ideas

that should be targeted. It is particularly important that the research career is

made attractive to young, talented, visionary people. This was well articulated by

the 2012 EU Conference in Excellence in Research (The Aarhus Declaration 2012);

emphasizing the following drivers for excellence in research: recognizing and

nurturing talents, trust and freedom, long-term perspectives, creative and dynamic

research environments, and beyond and across disciplines. These words are for

universities (research institutions) and granting agencies to follow if one wants to

foster quality of the highest distinction in research and innovation meeting the

requirements of excellence at the global level. In a successful knowledge based

society and in a more globalized world, national research policy, but also education

policy, needs to match international criteria in terms of visionary strategies and

implementation.
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Part V

Innovative Approaches to Research
Evaluation



Social Media and Altmetrics: An Overview

of Current Alternative Approaches

to Measuring Scholarly Impact

Katrin Weller

Abstract This chapter describes the current state of the art in altmetrics research

and practice. Altmetrics—evaluation methods of scholarly activities that serve as

alternatives to citation-based metrics—are a relatively new but quickly growing

area of research. For example, researchers are expecting that altmetrics that are

based on social media data will reflect a broader public’s perception of science and
will provide timely reactions to new scientific findings. This chapter explains how

altmetrics have emerged and how they are related to the academic use of social

media. It also provides an overview of current altmetric tools and potential data

sources for computing alternative metrics, such as blogs, Twitter, social

bookmarking services, and Wikipedia.

1 Introduction

Scientific communication is, to a large degree, built upon the process of reading

existing literature and situating one’s own work within this broader research

context. This context is primarily established by citing other scholars’ publications
(Weller and Peters 2012), and over time, these citations have become indicators of

scholarly impact (Cronin 1984). Therefore, authors, journals, and/or papers that are

most frequently cited are considered to be the most influential. Up to now, the

various measures used to evaluate academic performance and impact are largely

based upon the counting of citations. The disciplines of bibliometrics and

scientometrics (Leydesdorff 1995) deal with the challenges of providing useful

indicators and balancing the shortcomings of individual metrics (see also Haustein

and Larivière 2015). Classical bibliometric indicators for measuring scholarly

activity, such as publication numbers and citations, have a tradition that dates

back to the creation of the Science Citation Index in the 1960s. Publication output

and citations can thus have very practical implications for scholars, as they are used
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to evaluate individuals as well as institutions and can even influence job appoint-

ments, tenure, and project funding.

In addition, citation counts are used to retrieve information from publication

databases. In fact, citation metrics were introduced at the Institute for Scientific

Information’s (ISI) Web of Knowledge to support new search functions in the Web

of Science databases. Citations help in the identification of popular or highly

recognized articles and can also be used to explore research topics by

recommending similar publications; e.g., based on co-citations or bibliographic

coupling. Thus, citation metrics help with both performance measurement and

navigation within the enormous amount of scholarly literature.

With the growing importance of the Internet, additional approaches to calculat-

ing metrics that are based on Web links or download numbers—so-called

“webometrics” (Thelwall 2008)—have also been explored. This chapter shows

how webometrics have evolved into alternative metrics, or “altmetrics”. Altmetrics

are evaluation methods based on various user activities in social media environ-

ments. The next section thus describes the role of social media services in academia

and the types of user activities that can possibly be measured through altmetrics.

We then present the current state of altmetrics, both in practical application

(Sect. 3) and research (Sect. 4).

2 The Rise of Social Media and Alternative Metrics

2.1 Web 2.0 and Science 2.0

For the last few decades, the Internet has been changing the way that scholars all

over the world and across disciplines carry out their work. The Internet and related

technologies influence the way that scholars gather research data, retrieve informa-

tion and find relevant literature, present and distribute their research results, com-

municate and collaborate with colleagues, and teach and interact with their students

(Tokar et al. 2012). These changes are closely connected to current initiatives to

foster “open science” (Bartling and Friesike 2014; see also Friesike and

Schildhauer 2015), i.e., opening up scholarly processes to enhance transparency

and accessibility, including open access (Sitek and Bertelmann 2014) to research

publications and to data (Pampel and Dallmeier-Tiessen 2014).

Today, many popular online spaces1 are based on user-generated content, user

networks, and user interactions. This was different 10 years ago, when Tim

O’Reilly and Dale Dougherty of O’Reilly Media coined the term “Web 2.0” in a

conference panel about the new Internet phenomena (O’Reilly 2005). They

described a new era in which the Internet was no longer comprised of static

1According to the Alexa.com ranking as of June 2014, the most accessed Web sites include

Facebook, YouTube, Wikipedia, Twitter, and LinkedIn.
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Websites and content provided by just a few individuals or institutions. Instead, the

“consumers” of Websites were increasingly contributing to the production of Web

content [a phenomenon that has been labeled “prosumerism” (Buzzetto-More 2013)

or “produsage” (Bruns 2008)] by sharing short texts, photos, videos, bookmarks,

and other resources online through platforms that enabled user contributions with

little effort and no programming skills. The infrastructural backbone of Web 2.0 has

been a series of new platforms that enable content sharing and networking, which is

comprised of interactions and connections among groups of users. Web 2.0 soon

became known as the “Social Web,” and Web 2.0 platforms were called “social

media” (e.g., Kaplan and Haenlein 2010) or “social networking sites” (Nentwich

and König 2014). This terminology is still used today, although the characteristics

of the initial vision of Web 2.0 have been widely adopted across numerous Web

sites and users may no longer be able to see a difference between theWeb in general

and social media in particular. At the same time, social media is being increasingly

studied across scholarly disciplines, regarding, for example, the role that it plays in

political communication and online activism (e.g., Faris 2013), journalism (e.g.,

Papacharissi 2009), disaster relief (e.g., Silverman 2014), and health care (e.g.,

McNab 2009).

The addition of “2.0” was quickly combined with many other concepts: inte-

grating social media in teaching and learning became “e-learning 2.0” (Downes

2005), knowledge management using wikis and other social networking platforms

that facilitate knowledge sharing (e.g., reference management communities)

became “knowledge management 2.0” and libraries that added user-generated

keywords to their catalogues were described as “library 2.0” (Maness 2006).

Comparable names were coined for other concepts—both in everyday life and in

academia. Similarly, the term “science 2.0” was quickly coined as an umbrella term

for approaches to use social media to support knowledge exchange and workflows

in academic environments (Waldrop 2008; Weller et al. 2007). Science 2.0 is

closely related to eScience (Hey and Trefethen 2003), cyberinfrastructures (Hey

2005), and cyberscience (Nentwich 2003; Nentwich and König 2012).

Tochtermann (2014, in press) provides an up-to-date definition of Science 2.0 as

well as a summary of recent developments.

Many researchers feel that social media has the potential to help scholars

collaborate and communicate more easily. Nentwich and König (2014) describe

the potential which social networking sites offer to academics in more detail. They

highlight functionalities for knowledge production, processing and distribution, as

well as applications in institutional settings. But the uptake of social media usage

among scientists has been rather slow. However, single studies seem to indicate that

scholars from some disciplines are acting as ‘early adopters’ while others appear

more skeptical in using social media. For example, Mahrt et al. (2014) have

summarized several studies which show that Twitter is only used by a small

percentage of researchers. Other studies show a higher uptake of social media

tools in specific academic communities and disciplines (e.g., Haustein

et al. 2013). It appears that Twitter was first popular in disciplines that are

themselves related to the Web or computer-mediated communication (for example,
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the semantic Web research community; see Letierce et al. 2010). In a survey with

researchers in the UK Procter et al. (2010, p. 4044) also observed that “computer

science researchers are more likely to be frequent users and those in medicine and

veterinary sciences less likely”. The same study, however, did not find any signif-

icant differences in social media usage based on the scholars’ age. Currently, such
studies mainly consider researchers in specific countries and more research is

needed to fully understand practices for using social media usage in academia

and to explore interdisciplinary differences. Gerber (2012) has noted that many

social media platforms are unfamiliar to most scholars (he found, for example, that

35.8 % of scholars are familiar with the social networking platform ResearchGate,

16.1 % with SlideShare, a site to share and browse presentation slides) and that the

“best-known tools, however, were also those that were rejected by the majority of

researchers, e.g., Twitter, which was rejected by 80.5 % of the respondents”

(Gerber 2012, p. 16), i.e., for example, four out of five scholars had a decisively

negative opinion of Twitter.

However, social media use should not only be determined by counting how

many people have user accounts on specific platforms; who consumes content from

the social media sites without actively contributing to them should also be taken

into consideration. Passive use of social media is much more common; e.g., reading

blogs or Wikipedia (Weller et al. 2010). Allen et al. (2013) have pointed out that the

principle of social media is to push information (tailored to users’ interests) to the

public instead of waiting for users to pull the information from databases by

searching. In this way, the dissemination of scholarly publications has increased

in the health and medical domains (Allen et al. 2013). Furthermore, other studies

show that social bookmarking platforms (i.e. services that allow sharing lists of

bookmarked websites or scholarly references with a community, see e.g., Peters

2009) do indeed provide a notable coverage of the literature in specific domains,

with Mendeley including more than 80 % (and up to 97 %) of research papers in

given samples from different domains (Bar-Ilan 2012; Haustein et al. 2013; Li

et al. 2012; Priem et al. 2012).

These findings reinforce the belief that content and user behavior of social media

can be used as a type of indicator for measuring scholarly activity and impact.

2.2 The Search for Alternative Metrics

There are several shortcomings and challenges inherent in classic bibliometrics that

have long been acknowledged by the research community (MacRoberts and

MacRoberts 1989; see also Haustein and Larivière 2015). Notable shortcomings

include the following: (1) Citations do not measure readership and do not account

for the impact of scholarly papers on teaching, professional practice, technology

development, and nonacademic audiences; (2) publication processes are slow and it

can take a long time until a publication is cited; (3) publication practices and

publication channels vary across disciplines and the coverage of citation databases,
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such as the Web of Science and Scopus, may favor specific fields; and (4) citation

behavior may not always be exact and scholars may forget to acknowledge certain

publications through citations or may tend to quote those papers that are already

more visible due to a high number of citations.

Therefore, for many years, taking a variety of indicators into consideration in

addition to citation counts has been strongly recommended, and the search for

alternative metrics is older than the name “altmetrics.” This term became well-

known through the Altmetrics Manifesto, written in 2010 by Priem et al. (2010)

(after Priem first suggested the name altmetrics in a tweet). The manifesto opens

with the statement that “no one can read everything” (Priem et al. 2010); the authors

then go on to describe a landscape of social bookmarking systems (such as

Mendeley, Delicious, or Zotero) and other social networking sites where fellow

researchers can act as pointers to interesting literature (e.g., via Twitter or blogs).

Just as with classic citation counts, the support of information retrieval is a major

motivation for establishing altmetrics, but also just like classic bibliometrics,

altmetrics have already been considered as novel indicators for identifying influ-

ential research and for evaluation. However, to date, altmetrics are not being used

to, for example, make funding decisions, although some in the altmetrics commu-

nity are advocating for this approach (Galligan and Dyas-Correia 2013; Lapinski

et al. 2013; Piwowar 2013b).

Other authors have explicitly highlighted the different nature of altmetrics as

obtained through social media and “that the most common altmetrics are not

measuring impact, insofar as impact relates to the effect of research on [. . .] practice
or thinking” (Allen et al. 2013, p. 1). However, altmetrics offer their own unique

type of insight into research practices; for example, “many online tools and

environments surface evidence of impact relatively early in the research cycle,

exposing essential but traditionally invisible precursors like reading, bookmarking,

saving, annotating, discussing, and recommending articles” (Haustein et al. 2013,

p. 2). They can also be obtained faster than citation metrics because “social media

mentions being available immediately after publication—and even before publica-

tion in the case of preprints—offer a more rapid assessment of impact” (Thelwall

et al. 2013). Piwowar (2013a, p. 9) has stated the following four advantages of

altmetrics: They provide “a more nuanced understanding of impact”, they provide

“more timely data”, they include the consideration of alternative and “web-native

scholarly products like datasets, software, blog posts, videos and more”, and they

serve as “indications of impacts on diverse audiences”. Similar to the first argu-

ment, Lapinski et al. (2013, pp. 292–293) presented the idea of different “impact

flavors” as “a product featured in mainstream media stories, blogged about, and

downloaded by the public, for instance, has a very different flavor of impact than

one heavily saved and discussed by scholars”. Furthermore, different activities

within one platform may represent different levels (or flavors) of commitment

with scholarly content. For example, it requires less commitment to tweet a link

to a scholarly article than to write a critical blog post about that article. Fenner

(2014) lists a couple of activities that indicate engagement and can be used for

altmetrics such as discussing, recommending, viewing, citing, saving. An
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established classification of different impact flavors is not yet available and the

impact of different tools and metrics still needs to be studied. However, it may be

useful to distinguish the perspectives described in the next section.

2.3 Social Media Services as Candidates for Altmetrics

Altmetrics research is still in a very early phase, and since the publication of the

manifesto by Priem et al. (2010), it has focused on exploring potential data sources.

Here, we have organized the different dimensions of alternative metrics into four

categories to provide an overview of potential sources for altmetrics data.

(1) Metrics on a new level. The first category refers to alternative sources for

measuring the reach of traditional publications on an article-level basis. Often

altmetrics initiatives are also described as “article-level metrics”, which highlights

their difference from previous journal-level metrics, such as the impact factor. The

collection and combination of various metrics for a single article (or for other types

of scholarly publications, such as books and conference papers) is one of the core

aims of altmetrics. Such metrics can be collected from various sources. Social

bookmarking systems (Henning and Reichelt 2008) typically permit the counting of

how often a publication has been bookmarked by users; bookmarking systems that

are frequently used for altmetrics research are Mendeley (mendeley.com) and

CiteULike (citeulike.org; Haustein et al. 2013). Both cover a large amount of

scholarly literature. Other bookmarking services (e.g., Zotero and Bibsonomy)

are used less often. Social media platforms based on social networking and status

updates can be mined for mentions of research papers. Platforms to be considered

are Facebook, Twitter, Google+, reddit, Pinterest, and LinkedIn. Adie and Roe

(2013) have provided a comparison of how frequently scholarly papers are men-

tioned across different social media platforms, with Twitter being the richest

resource. Besides the popular universal social media services, there are other social

networking sites that are particularly dedicated to the academic community, includ-

ing Academia.edu and ResearchGate. On most of these social media platforms, it is

possible to count mentions of scholarly works in users’ posts and, moving to

another level, count other users’ interactions with those posts, such as comments,

likes, favorites, or retweets. Blogs and Wikipedia are other resources that include

explicit citations to scholarly publications and may be used for evaluation purposes.

Some blog platforms, such as Nature.com Blogs, Research Blogging, or

ScienceSeeker, focus specifically on scientific content and are thus most promising.

Other sources from the age of webometrics that have already been studied include

presentation slides (Thelwall and Kousha 2008), online syllabi (Kousha and

Thelwall 2008), research highlights as identified by Nature Publishing (Thelwall

et al. 2013), and article downloads (Pinkowitz 2002). Mainstream media and news

outlets can also be monitored as well as discussion forums and Amazon comments.

Lin and Fenner (2013) provide an overview of article-level metrics used in the
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PLoS database, including social shares on Twitter and Facebook, academic book-

marks from Mendeley and CiteULike, and citations from blogs and Wikipedia.

(2) Metrics for new output formats. The second dimension of using altmetrics is

in establishing ways to measure alternative types of research output: not only

classic publication formats such as journal articles or books may be measured but

also other products such as blog posts, teaching material or software products.

Buschman and Michalek (2013) pointed out that negative research results are

increasingly not being published in peer-reviewed journals; rather, they are show-

ing up in alternative formats such as blogs; they therefore argue that those infor-

mation sources need to be considered as well for measuring scholars’ academic

performance. Blogs are probably the main type of alternative textual research

output, but nontextual output is also of interest. Popular forms of this type of

information are YouTube videos with scientific content or other video material

like recorded lectures, uploaded presentation slides on SlideShare, research data

repositories, or source code on Github.

(3) Aggregated metrics for researchers. Finally, altmetrics may also refer to

alternative ways to measure the popularity of single researchers. Buschmann and

Michalek (2013, p. 38) have argued that the “greatest opportunity for applying these

new metrics is when we move beyond just tracking article-level metrics for a

particular artifact and on to associating all research outputs with the person that

created them. We can then underlay the metrics with the social graph of who is

influencing whom and in what ways”. Social media offers the opportunity to not

only aggregate the output of individual scholars across different channels, but also

to monitor the mentions and the level of attention that individual receives through-

out these channels (e.g., followers on Twitter or Wikipedia articles mentioning a

researcher). Bar-Ilan et al. (2012) have investigated the “footprints” that scholars

leave through their activity in different online environments and then related these

author-level metrics to citations from Google Scholar and the Web of Science.

(4) Metrics based on alternative forms of citations. Another objective of the

altmetrics community is to take into account that there are different types of

audiences and that scholarly activities do not only have an impact within the active

research community but also within a general public. But metrics based on citations

will only capture impact on those researchers that actively contribute to the process

of writing and citing academic publications. Altmetrics look at citation-like activ-

ities by academics (e.g., linking to a journal publication in a researcher’s blog post)
as well as activities by students, science journalists or non-specified general audi-

ences (e.g., writing a Wikipedia article about a notable researcher). Altmetrics are

not necessarily based on citation-like processes, but can comprise other measures

that reflect “readership”, e.g., bookmarks and downloads of scholarly articles.

Haustein et al. (2014b) show how publications with the most mentions on Twitter

or with high readership-metrics on Mendeley are often related to topics that are of

interest to a general public (e.g., the Chernobyl accident). Of course, this last

category is not isolated from the other three, because online activities create their

various interaction networks: a scholar may upload an academic YouTube video
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which then is being discussed by other scholars on Twitter or by some journalist in a

blog post or commented on by the general public in a Facebook group.

Altogether these four categories reflect the different motivations for establishing

new metrics as research performance indicators. Altmetrics should respect different

sources of academic output besides peer reviewed journals and they should do so on

different levels of granularity: down to single articles and up to aggregated metrics

for researchers and their entire portfolio. And in order to do this comprehensively,

they should also reflect the impact scholarly work can have for different commu-

nities, both academic and non-academic. While the exact role and significance of

single altmetric indicators is still being studied (see Sect. 4), some of them have

recently been transferred into practical applications that may already affect scholars

and the assessment of academic performance, as we will see in the next section.

3 Applied Altmetrics in Accessing Research Performance

3.1 Stakeholders and Objectives

Altmetrics affect scholars in at least two ways—researchers can use them to retrieve

interesting literature and to promote their own work (similar to the press offices of

universities). Piwowar and Priem (2013, p. 10) discussed the use of placing

altmetrics on one’s CV and listed several advantages for doing so, including to

“uncover the impact of just-published work” and to “legitimize all types of schol-

arly products”. If this becomes standard practice, funding agencies and tenure

committees might one day need to consider altmetric indicators for assessments,

but as previously mentioned, this is not yet happening. In addition, as the quality of

altmetrics—especially regarding their use for assessment—is being questioned by

some in the scientific community (Cheung 2013), their practical impact in the area

of assessment might be small. And Fenner (2014) also points out that it might be

easy to manipulate some altmetric indicators by self-promotion and gaming. On the

other hand, Buschman and Michalek (2013) argue that funders will also profit from

altmetrics if they want to evaluate the immediate impact of a project right after or

during the funding period. And some research councils are considering the use of

altmetrics for evaluations (Viney 2013). Liu and Adie (2013a, p. 31) emphasize that

all stakeholders may have different visions for new impact metrics and that “impact

is a multi-faceted concept [. . .] and different audiences have their own views of

what kind of impact matters and the context in which it should be presented:

researchers may care about whether they are influencing their peers, funders may

care about re-use or public engagement and universities may wish to compare their

performance with competing institutions”.

Meanwhile, other stakeholders are interested in measuring scholarly communi-

cation through various online channels. For example, librarians are encouraged to

keep up to date with new metrics to better help their customers find specific
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publications (Baynes 2012; Lapinski et al. 2013). In addition, publishers, as well as

certain social media companies, are also interested in altmetrics. In 2013, the

publisher Elsevier bought the social bookmarking platform Mendeley. As one of

the largest providers of citation metrics (via their database Scopus), Elsevier

appears to be particularly interested in ongoing altmetrics developments. Open

access platform providers are also contributing to the discussion of altmetrics,

like the open access publisher PLoS that uses data from Mendeley, CiteULike,

Facebook, and Twitter (Lin and Fenner 2013). Lastly, a new type of stakeholder has

entered the scene: companies that are creating new types of products and services,

especially centered on altmetrics. We will take a closer look at these new products

in the next section.

3.2 First Products Based on Altmetrics

Even though the exact value and the informative value of altmetrics remain vague,

products have been released that are based on altmetrics approaches and that mainly

combine a variety of new measures into one platform. The first product in this area

is Altmetric.com, which is supported by Digital Science (owned by the same

company as Nature). The purpose of Altmetric.com is to aggregate all article-

level metrics that refer to the same publication. It thus monitors tweets, Facebook

and blog posts, bookmarks, news, and other sources for mentions of digital object

identifiers (DOIs) or other standard identifiers that relate to publications and

research data, such as PubMedID or Handle (Liu and Adie 2013a). From these

mentions, an “altmetrics score” is computed for each publication. The company’s
Website states that “articles for which we have no mentions are scored 0. Though

the rate at which scientists are using social media in a professional context is

growing rapidly, most articles will score 0; the exact proportion varies from journal

to journal, but a mid-tier publication might expect 30–40 % of the papers that it

publishes to be mentioned at least once, with the rate dropping rapidly for smaller,

niche publications” (Altmetric.com n.d.). Altmetric.com is selling access to its data

to researchers and institutions who want to monitor who is mentioning them across

different online channels. It also provides the so-called “altmetrics badge”, an icon

that illustrates the altmetric score of a publication. This badge is also used by

Elsevier’s Scopus. Finally, Altmetric.com also provides information about the users

who interact with scholarly publications through social media. As social media

platforms like Twitter and Mendeley include information about their users’ social
networks, some of these information can be mined for gathering information about

the audiences of scholarly publications. One may see, for example, where most

people who tweet about a scholarly publication live (based on the location Twitter

users mention in their profile) or whether people who bookmarked a specific

publication are students or senior researchers (based on their Mendeley profiles).

Of course these demographics provided by Altmetric.com have some limitations as

they are entirely based on the information users include in their social media
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profiles, which might not always be complete or correct. See Haustein et al. (2014b)

for an example how such information can be obtained from Altmetric.com and used

in altmetrics research.

The second product, ImpactStory (impactstory.org), is a not-for-profit organiza-

tion founded by Jason Priem and Heather Piwowar and supported by the Alfred

P. Sloan Foundation (Lapinski et al. 2013; Piwowar 2013b). ImpactStory builds

metrics around individual researchers rather than single papers. Researchers who

log into the platform can import their publications and other identifiable work, such

as presentations on SlideShare and source code published at Github, and track

mentions across a variety of sources and classic citations. ImpactStory used to be

free to use but started charging a subscription fee in autumn 2014. Both data and

source code are currently openly available. A third player on the altmetrics market

is Plum Analytics, which also collects article-level metrics.

Liu and Adie (2013b, p. 153) have summed up the current state of the art as

follows: “However, all of the tools are in their early stages of growth. Altmetrics

measures are not standardized and have not been systematically validated; there has

been no clear consensus on which data sources are most important to measure; and

technical limitations currently prevent the tracking of certain sources, such as

multimedia files”. Applications that work with altmetrics have to face several

technical challenges (Liu and Adie 2013a, b). Just like the automatic detection of

classic citations, the collection of social mentions is not a trivial process. Collecting

data from social media platforms requires data access, which is sometimes enabled

via application programming interfaces (APIs). However, APIs sometimes have

specific limitations, such as the Twitter API, which does not allow tracing back to

older tweets (Gaffney and Puschmann 2014). DOIs or other unique identifiers make

tracing citations easier, but they are not always available. Currently, many technical

pitfalls remain, and certain information may get lost during the data collection

process. Not only providers of altmetrics tools are facing these challenges. The

scientific community studying the use of alternative metrics has to deal with them

as well. Haustein et al. (2014c, p. 659) sum up technical challenges for working

with Twitter-based altmetrics as follows: “A general problem of social media-based

analyses is that of data reliability. Although most social media services provide

application programming interfaces (API) to make usage data accessible, we still do

not know if it is possible to collect every tweet, if there are missing data, or what

effects download or time restrictions have on available data. In addition, the

Altmetric coverage of Twitter may be incomplete because of technical issues,

such as server or network downtime. Moreover, an article may be tweeted in a

way that is not easily automatically identified (e.g., “See Jeevan’s great paper in the
current Nature!”)”.
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4 Altmetrics Research

The current research on altmetrics is still at a very early stage, but it is developing

quickly (thus, this section can only highlight some remarkable examples). The

history of altmetrics research is also summarized by Fenner (2014). Scholars with

different backgrounds (but quite a few of them from library and information science

or related fields and with prior experience in bibliometrics, among them Mike

Thelwall and Judit Bar-Ilan) are acting as pioneers in the development of new

metrics and new research approaches. Specialized workshop series such as the

Altmetrics Workshops hosted at ACM Web Science conferences are being initial-

ized and sessions organized at established scientometrics conferences such as the

International Society of Scientometrics and Informetrics conference (ISSI). Most of

this current research is dedicated to outlining the quality and scope of altmetrics

indicators. Case studies can be broadly described as those that compare metrics

across platforms (either alternative or classic) or those that study scholar perfor-

mance or participation in social media across specific disciplines.

One question that is of high interest for the entire altmetrics community is

whether social media mentions predict subsequent citation rates—or at least corre-

late to some degree with classic metrics. The most comprehensive comparison of

altmetrics and citations to date was conducted by Thelwall et al. (2013). These

authors looked at 11 different social media resources. However, metrics assessed in

this study could not predict subsequent citations. which once more indicates that

most altmetrics measure some different form of impact then citations.

Based on the current literature, Mendeley appears to provide the most article-

level metrics: Zahedi et al. (2014) found Mendeley readership metrics for 62.6 % of

all publications in their test sample, and Priem et al. (2012) found that close to 80 %

of their publication set was included on Mendeley. In contrast, Priem et al. (2012)

found only around 5 % of their sample papers cited on Wikipedia and Shuai

et al. 2013 even less than this—which shows that different social media channels

will provide very different metrics. Haustein et al. (2014c) could also show that the

field is still developing: they identified around 20 % of biomedical papers published

in 2012 being mentioned in at least one tweet on Twitter, twice as many as in 2011.

Mendeley readership and citation counts were found to show a moderate and

significant correlation by several studies (Bar-Ilan 2012; Haustein et al. 2013; Li

et al. 2012; Priem et al. 2012; Zahedi et al. 2014). Shuai et al. (2013) also report

correlations for citations and mentions in Wikipedia, while Samoilenko and Yasseri

(2013) did not find significant correlations of Wikipedia metrics with academic

notability for researchers from four disciplines.

Li and Gillet (2013) and Thelwall and Kousha (2014) have collected user data

from social media platforms (from Mendeley and Academia.edu, respectively) to

determine how user activities relate to the professional levels of academia. Li and

Gillet (2013) found that Mendeley users with higher impact were senior scholars

with many co-authorships. Thelwall and Kousha (2014) showed that more senior

philosophy scholars on Academia.edu get more page views for their profile pages,
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but they did not observe any positive correlation of page views and citations

received.

Disciplinary differences appear to underlay most current altmetrics. Zahedi

et al. (2014) conducted a study on altmetrics across disciplines and found that

journals from different disciplines are represented to a very different extent on

Mendeley (with arts and humanities being the least represented), Wikipedia, Twit-

ter, and Delicious. Several studies have taken a close look at single disciplines and

their depiction through altmetrics. Haustein et al. (2014a) focused on astrophysi-

cists, and Haustein et al. (2014b, c) analyzed biomedicine scholars on Twitter.

Holmberg and Thelwall (2014) then compare Twitter usage across researchers from

10 disciplines.

All these examples show that much still needs to be studied before we fully

understand what alternative metrics derived from social media platforms or other

online data can tell us about research activities and scholarly impact.

Conclusion
The call for alternative approaches to measure scholarly performance and

impact has been heard and experts from academia, publishing business and

research councils are engaged in the present discussion of new indicators. The

label “altmetrics” has allowed this community to connect and establish

venues for discussing their ideas about how to make sense of user interactions

with scholarly content in various online environments. Expected outcomes of

this discussion vary, and while some are skeptical about the practical rele-

vance of altmetrics, others believe that altmetrics will become seamlessly

integrated to other performance measurements, like Piwowar (2013a, p. 9)

puts it: “Of course, these indicators may not be “alternative” for long. At that

point, hopefully we’ll all just call them metrics”.
Before this can happen, much more work is needed in order to better

understand the nature of user behavior in social media environments and the

value of individual metrics obtained through measuring this user behavior.

Current research focuses on this task and is step-by-step creating a map of the

altmetrics landscape. Meanwhile single publishers have started to provide

aggregated altmetrics for publications; other stakeholders enter the altmetrics

market. These are still rather niche services, but if altmetrics become popular

with a broader community and gain influence, it is quite likely that

peopcheckle people might change their behavior in order to achieve better

scores or even try to game. This of course is not new and happens as well with

traditional bibliometrics and citation counts (e.g., Frey and Osterloh 2011),

for example, through self-citations or cartels. But bibliometricians have found

ways to adjust their indicators in order to respect such behavior. Conse-

quently, independent research should monitor the use of altmetrics equally

carefully and keep on studying how tools, users and metrics interact. For now,

(continued)
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both social media platforms as well as publication databases offer a useful

environment for browsing scholarly references and discovering interesting

information based on peer recommendations so that many academics can

already benefit from altmetrics for their everyday work.
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Open Science: Many Good Resolutions,

Very Few Incentives, Yet

Sascha Friesike and Thomas Schildhauer

Abstract In recent years, a movement has emerged, which assembles itself under

the umbrella term “Open Science”. Its intent is to make academic research more

transparent, collaborative, accessible, and efficient. In the present article, we

examine the origins, various forms, and understandings of this movement. Further-

more, we put the aims of individual groups associated with Open Science and the

academic realities of their concepts into context. We discuss that much of what is

known as Open Science can be viewed through the prism of a social dilemma. From

this perspective, we explain why the concept of Open Science finds a lot of support

in theory, yet struggles in practice. We conclude the article with suggestions on how

to foster more Open Science in practice and how to overcome the obstacles it is

currently facing.

1 Science: An Inherently Open System

The concept of Open Science can be somewhat misleading. Ever since the inven-

tion of the journal system in the late seventeenth century, the idea of academic

research has been to make results open or public (the word “to publish” comes from

Latin publicatio “making public”). Before the invention of the journal system,

science was indeed closed. Individual researchers encountered obstacles claiming

ownership of concepts or findings. They would send out anagrams to “file” proof of

evidence. Once a finding was known to others, the anagram could prove who found

it first. However, without the finding itself, the anagram was of little value.

Naturally, this was a highly ineffective system, which led researchers to make the

same discoveries over and over again. To counter this ineffectiveness, to avoid
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repetitive studies, and to make sure that original inventors would receive credit, the

journal system was brought to life. Researchers would publish findings under their

name in order to claim authorship. The first journal, Philosophical Transactions of
the Royal Society was founded in 1665. The next 200 years brought upon an

enormous extension of the scientific community with a few polymaths during the

renaissance and a million scientists in 1850. Today, we estimate that there are

100 million people involved in science worldwide (Bartling and Friesike 2014). As

manpower increased, so did the complexity of the scientific community, affecting

its disciplines and sub-disciplines. This growing complexity is also reflected in the

development of the journal system. While early journals would cover vast amounts

of topics (like Science or Physical Review Letters), their more recent counterparts

focus on increasingly specialized subject-matters (like the Journal of Services
Marketing or the Journal of Mathematics Teacher Education, for example). Our

scientific system as it is today is the outcome of a slow evolution. It began with the

introduction of the journal system and reflects the many developments a growing

number of researchers continuously produce. Today, the group of people who form

the Open Science movement (Woelfle et al. 2011; Nielsen 2012) challenge what has

been conventionally perceived as the most efficient way to publish and diffuse

knowledge, questioning whether this approach––maintained over the last

200 years—is really in the best interest of both, the research community and society

as a whole.

2 The Origins of Open Science

The idea of Open Science is tightly intertwined with the Internet. Web technologies

allow an unprecedented exchange of research data, designs, concepts and more.

However, most incentives in the academic system can be traced back to the paper-

based publication system with their roots predating the creation of the World Wide

Web. Examples are monetary awards for publications in selected journals

(WU Wien 2014) or the grant of a tenured position based on publications. The

paper-based publication system developed at a time when text printed on paper was

the most efficient means of disseminating academic knowledge. Before anything

went off to a printing press, it had to be in the correct and finalized form. Any

mistake, regardless of its size, could only be corrected in the next edition––if there

ever was one. That led to an academic publishing system that focuses strongly on

the pre-publication process. For many publication formats, the period between the

moment when a manuscript is handed in to an editor and the moment when it is

published can last several years. This can become especially bitter when an article

is turned down after several rounds of revisions, and is then sent to another journal

to go through the same process all over again. Some articles stay in the

pre-publication process for over half a decade. In business and economics for

instance, the average pre-publication time is about 18 months (Björk and Solomon

2013). In the case that an article is rejected after 18 months, and is then sent to
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another journal, a great deal of time would have accumulated in the process. Many

articles never actually get published because no author is willing to carry them

through the entire process. To illustrate this common occurrence, let us assume the

case of a PhD student who finishes his or her Ph.D. and then pursues a career outside

of academia. Reviewer requests are ignored—as the PhD graduate now has other

things on their mind—and the work, regardless of how good it is, never gets

published. Therefore, potentially relevant research remains unseen by fellow

researchers. This has drastic consequences for the research system. For example,

considering the case that someone else comes up with the same research question in

the future, he or she may pursue research that has already been carried out. Instead

of improving existing knowledge, the researcher will likely replicate something that

was already done yet got lost in the pre-publication process.

Today, some disciplines use pre-publication services to “publish” what has not

yet been published (physics for instance e.g., arXiv.org). Researchers use a (pre-)

publication outlet to show their latest results and to be able to read current findings

from other researchers. Only reading what is published in traditional, paper-based

journals would make current readings lag at least 1 year behind. Researchers from

other disciplines must often endure long waiting periods, hoping that they survive

the pre-publication process before other publications with similar findings surface.

Aside from the process, the content of a publication is also strongly related to our
paper-based heritage. This means that a publication is basically a written descrip-

tion of a research process, including its findings and interpretation. Over time, the

form of publications has become standardized. Today, journals explicitly instruct

researchers on what to include and how their articles should be structured. How-

ever, what is not included is also what interests the Open Science movement. Paper-

based articles do not enable the presentation of vast amounts of research data, nor

can they present interactive elements, moving pictures, or executable code. It is this

cultural heritage that limits the presentation of research findings to the confines of

printed paper (Boulton et al. 2011)––a medium hardly any researchers use today,

considering the wide usage of online resources to find and read articles within the

scientific community.

The personal computer has long substituted the traditional library in regards to

journal-based publications. The fact that what gets published continues to resemble

what can be printed on paper is as if one would design cars to best be pulled by

horses.

With the Internet playing a central role in more and more aspects in our daily

lives, many researchers feel that academic knowledge creation has yet to fully take

advantage of the possibilities the web has to offer (Meyer and Schroeder 2013).

This can seem somewhat ironic considering the intent behind the creation of the

World Wide Web 25 years ago. It did not necessarily seek to transform the many

aspects in our daily lives to the extent that it has, but rather to foster the exchange of

information among scientists (Berners-Lee 1989).
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3 Forms of Open Science

What is today labeled as Open Science is less a concept that can be easily defined,

as it is a diverse movement with various interests. When looking for a definition of

what Open Science actually means, Nielsen (2011) is most frequently cited: “Open
science is the idea that scientific knowledge of all kinds should be openly shared as
early as is practical in the discovery process.” Yet, it remains unclear or at least

debatable what “open” in the context of academic research truly means. When we

compare the idea of Open Science to Open Source Software, this ambiguity

becomes more evident. In Open Source Software “open” means that anyone can

see and edit the source code of a program. In contrast, in Open Science there is no

consensus on what “open” means. Furthermore, different scholars, activists, and

interest groups advocate for various forms and understandings of openness in

science. Here are the most prevailing ones:

3.1 Open Means Transparent

This form of Open Science probably comes closest to the commonly held notion of

“open” within the Open Source Software community. When open means transpar-

ent, Open Science is understood as a form of research that publishes anything that

may increase understanding or aid the reproduction of presented findings. This

understanding of Open Science can have a multitude of implications, given the

differences in methods and data between research projects and disciplines. Advo-

cates of this understanding support the concepts of open research data (making the

primary research data available and reusable) (McCullough 2009; Piwowar 2011;

Fecher et al. 2014), open code (e.g., publishing the code used to run statistical tests),

and open notebook science (sharing lab reports online, allowing fellow researchers

to understand every single step in the research process including negative results).

The foundation of this argument maintains that science, as a whole, would witness

an increase in quality once researchers would ensure that their findings are repro-

ducible in order to enable other researchers to understand how the entire process

was previously carried out (Stodden 2009). An open peer review system would

allow readers to add thoughts to an article. A group larger than today’s reviewers
would be able to assess the quality of an article (Nature 2006).

3.2 Open Means Collaborative

In this form of understanding, “open” in Open Science can be understood as

“anyone can join”. Under this definition, the research process is made public as

early as possible. Research questions are posted and lab reports are submitted
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online, enabling other researchers to see what others are currently working on in

order to allow for comments and to invite collaborators. The main idea behind this

approach is to get as much external feedback as early as possible. This collaborative

process helps avoid repeated mistakes and duplicated research efforts, thereby

speeding up the research process overall. A famous example of this form of Open

Science is the Polymath Project (Gowers and Nielsen 2009; Cranshaw and Kittur

2011), in which mathematician Timothy Gowers posted a research question online

(seeking to find a new combinatorial proof to the density version of the Hales–

Jewett theorem). Fellow mathematicians contributed to his post leading to a solu-

tion within 7 weeks. While the first problem was solved, another problem arose,

which developed into a spin-off of sorts. The results from the Polymath project

were published under the pseudonym D.H.J. Polymath (Polymath 2010, 2012).

Today, the Polymath Project is frequently cited as a prime example of Open

Science in action. Openly publishing data and code allow other researchers to

reuse information that may be highly beneficial in unraveling answers to novel

research questions. Securing the right to reuse published data would speed up a

gridlocked research process, making the entire system more efficient.

3.3 Open Means a Broader Understanding of Impact

This understanding of Open Science is concerned primarily with the impact mea-

surement in academia. Most scholars argue that current impact measurements such

as the Impact Factor and the H-index have considerable downsides. There is some

consensus surrounding the need to update standards in order to better incentivize

researchers to produce quality work instead of quantity in research papers. Most of

the concepts presented in this realm are labeled “altmetrics”. They measure a

variety of key figures to better describe the actual impact research has. Many of

the figures included in altmetrics come from social media. For a more in-depth

explanation of this concept, please refer to the chapter on social media and

altmetrics written by Weller in this book (Weller 2015).

3.4 Open Means Open to the Public

Most of what is discussed among supporters of Open Science stays within the realm

of professional research. However, there are efforts in the Open Science community

to engage the general public. This engagement comes in two common forms: First,
attempts have been taken to write academic research in a manner that is under-

standable to a non-expert audience. Supporters of this idea claim that scientific

research is often phrased in a way that makes it almost impossible for outsiders to

understand what the research is about (Cribb and Sari 2010). Consequently, the

general public often relies on science journalism. Advocates explain that it would
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be better to understand research directly and not by proxy. Second, there are

attempts to include the general public in the research process itself. This concept

is labeled “citizen science” (Hand 2010) or “crowd science” (Franzoni and

Sauermann 2014). This form of inclusion essentially engages a wide audience in

the data gathering process. In this approach, the process can be divided into small

chunks and worked on remotely from around the world. Famous examples of this

understanding of Open Science are FoldIt and Galaxy Zoo.

3.5 Open Means Accessible to Anyone

This concluding understanding of Open Science is closely linked to the open access

movement (Rufai et al. 2012). Advocates of this understanding explain that pub-

licly funded research is often published in copyrighted journals. The very institu-

tions that carry out research end up having to pay for the publications they or their

colleagues wrote. Anyone not associated with a research institution is de-facto

excluded from reading research findings as individual articles come with hefty price

tags. To provide an example, one of the leading journals in management called

Management Science charges US$30 to access a single article for 2 days. Even if

interested in the subject of a research article, hardly anyone outside of academia

will buy access to this original article. Furthermore, most research institutions do

not have the means to subscribe to all relevant research outlets. Libraries must make

budgetary decisions on where to allocate their funds. Given limited resources, it is

common for many researchers to not have access to every journal that publishes

relevant findings in their own fields.

There is no dominant school of thought in Open Science. All of the aforemen-

tioned understandings are frequently referenced in the literature––none of which

could be considered particularly uncommon (Fecher and Friesike 2014). However,

these different forms of Open Science (see Table 1 for a brief overview) demon-

strate how multi-variant the field is and how many individual movements fall under

the same umbrella term. This lack of uniformity further explains why the concept of

Open Science can be so difficult to grasp.

Overall, one can argue that Open Science constitutes a cultural shift in how

knowledge is created and disseminated. In the grand scheme of things, the Open

Science movement has many aims including: increasing research quality, boosting

collaboration, speeding up the research process, making the assessment of research

more transparent, promoting public access to scientific results, as well as introduc-

ing more people to academic research. While all of these intentions sound noble and

worthy to support, Open Science is only gaining traction very slowly. The fact that

we discuss all of these ideas as a movement and do so a quarter century after the

invention of the World Wide Web, provides us with an impression on how slow the

development of this realization is.
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4 Understanding Open Science as a Social Dilemma

As a whole, the considerations underlying the Open Science movement can be

regarded as a social dilemma. A social dilemma is a “situation in which individual
rationality leads to collective irrationality” (Kollock 1998, p. 183). It is a situation

in which the collective best interest of a group is not in the best interest of the

individuals in the group and therefore the individuals make defecting choices. Or in

the context of science: What is in the best interest of the scientific system is not

what incentivizes the individual researcher. For an individual researcher this means

that he or she is incentivized to share knowledge (information, data, research results

etc.) in a matter that best drivers his or her career further.

The ideas, which embody the Open Science movement, show little concern for

the individual researcher. Instead, they address overarching problems within the

academic knowledge creation system as a whole. Data sharing will be used as an

example to illustrate this phenomenon. The expressed idea behind open research

data is that the scientific system as a whole would improve, the replication of

research results would be more easily avoided, and the application of old data in

Table 1 Overview of the different forms of Open Science

Form of Open

Science Main argument Keywords Readings

Open means

transparent

Science, as practiced today, is not

reproducible

• Open data

• Open code

• Open note-

book science

• Open peer

review

McCullough

(2009)

Piwowar (2011)

Fecher et al. (2014)

Stodden (2009)

Open means

collaborative

Science would be more efficient if

more researchers would work more

closely together and merge knowl-

edge pools

• Polymath

project

Collaborative

writing

Gowers and Niel-

sen (2009)

Cranshaw and

Kittur (2011)

Nielsen (2012)

Open means a

broader under-

standing of

impact

The method we currently use to

determine the impact of research is

insufficient and does not take

advantage of web tools

• Altmetrics Priem et al. (2010)

Weller and

Puschmann (2011)

Weller (2015)

Open means

open to the

public

Science can benefit from including

the general public into its

workflows

• Science com-

munication

• Crowdfunding

• Citizen sci-

ence

• Crowd

science

Cribb and Sari

(2010)

Franzoni and

Sauermann (2014)

Hand (2010)

Open means

accessible to

anyone

Publicly funded research results

should be publicly available

(online)

• Open access Rufai et al. (2012)
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new contexts would be possible. Yet, the individual researcher receives much––if

not most of their academic recognition––through published research. When apply-

ing for a new position for instance, the applicant must submit a publication list.

Today, data is not considered a publication. Thus, publishing data does not add

value to a publication list. While there are a few data journals, most data is

considered to be supplementary, which may be of interest to some readers, but

does not necessary need be included in most publications. Furthermore, data is

messy. In order to make it understandable and reusable, data sets need to be

cleaned, annotated and equipped with metadata. This entails a great deal of addi-

tional effort, which a scientist must invest before sharing. But this also means that

the resources necessary to share data are taken away from elsewhere.

Moreover, there are also potentially harmful consequences that could arise from

data sharing. In the case that someone uses data to prove a published finding wrong,

the author would be forced to “retract” the article and remove it from their personal

publication list in line with the paper-based publication system. Correcting the

article after it has already gone through the pre-publication process cannot be

reduced to a simple update. Holistically speaking, the process of someone verifying

research results does in fact improve the academic system. In an Open Science

system, findings that turn out to be wrong are no longer published. On an individual

level, however, this requires extra effort to be invested, which in turn may generate

a negative payoff. Understanding this micro perspective of Open Science is essen-

tial in understanding why ideas that would improve the overall research system fail

to gain momentum on the individual level. The same holds true for other Open

Science-related concepts as well. While most researchers would second the motion

that open access is desirable, they also explain that publishing in traditional journals

is more important to them individually. Publishing in highly ranked journals is

important for receiving grants, scholarships, and positions in academia

(Binswanger 2014; Neill 2008). Many fields do not have highly ranked open access

journals (e.g., business and management). An individual researcher in these fields

must consequently decide whether to publish in a highly ranked journal or to

publish in a lesser ranked open access outlet.

In conclusion, Open Science requires a deviation from current best practices

along with a change in thinking within the academic world. It is unreasonable to

expect that large numbers of researchers will adopt the principles of Open Science

in order to improve the system at the expense of their own career ambitions. Clear

incentives are needed to overcome the current social dilemma of Open Science.

5 Incentives to Foster Open Science

Today, most of the incentives in science stem from a time when publications were

paper-based. While the Internet and with it the World Wide Web has dramatically

changed the way we collect information (e.g., online surveys) and analyze data

(e.g., the programming language R) as well as the way we write (e.g., collaborative
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writing environments, real-time collaborative editing), performance indicators used

to evaluate “good” research have not been updated accordingly. If we agree upon

the notion that more openness in research has a positive impact on scientific

progress, we need to ask what can be done to implement such a system. As is

true for all complex problems or social dilemmas, there is no simple solution.

However, there are already a few incentive structures in place, which promote Open

Science and are paving the way for future developments. These incentives come in

three major forms.

5.1 Institutional Incentives

These incentives come directly from the institution(s) a researcher is affiliated with

and are not determined by disciplinary practices or general considerations in

academic research. Each research institution shapes the working culture of its

scientists. For instance, this can develop implicitly under an institute’s leadership
or explicitly due to a system of performance management (WU Wien 2014).

Institutional blogs, data archives, archiving services, open access appointees, and

funding options for open access publishing are some examples of institutional

incentives. Furthermore, advisors play a significant role in shaping the understand-

ing and orientation of young researchers. In an organizational environment where

Open Science is understood as something others should start with, new practices

will only take up a slow adoption rate. The same holds true for organizations that

solely pay lip service to the idea of Open Science, but shy away from implementing

it into their research processes. It is important to emphasize the weight of institu-

tional incentives. Luckily, most of us work under conditions, where research

institutions are granted a large degree of freedom when it comes to their scientific

practices. Yet, with this freedom comes the responsibility to shape the system in a

way that is most beneficial for the science as a whole.

5.2 Disciplinary Incentives

Disciplinary incentives address an entire group of researchers who work in the same

domain, regardless of the institution they are associated with. The opportunity that

lies within disciplinary incentives is that they offer a more level playing field for all

researchers in one field itself. If an incentive applies to all researchers in one field

implementing Open Science practices, it does not come with individual penalties.

As discussed before, Open Science in many cases does not catch on as individual

researchers feel that implementing Open Science would be to their (temporal)

disadvantage. What is in the best interest of the research community is not neces-

sarily in the best interest of the individual researcher. Disciplinary incentives

bypass this issue as they apply to all researchers that work in one field. Examples
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of such incentives are disciplinary databases like GenBank—a sequence database

of all publicly available nucleotide sequences (Benson et al. 2007). Participants of

the entire research discipline have agreed upon the fact that it is in everybody’s best
interest to publish gene sequences. Thus, the community compels its researchers to

do so. Further examples are academic journals with data sharing policies. Such

journal policies mandate scientists to publish original research data alongside their

findings. Examples of journals with such policies are Atmospheric Chemistry and

Physics, F1000Research, Nature, and PLoS ONE.

5.3 Systemic Incentives

Incentives considered to be systemic are cross-disciplinary and affect researchers

regardless of their field or institution. These incentives reflect the research culture

as a whole. Good examples for such incentives are the requirements that come with

project funding. In the U.S. for example, the National Institute of Health urges

investigators seeking US$500,000 or more (per year) to develop a data sharing plan:

“Timely release and sharing of final data by NIH-supported studies is expected.”
(NIH 2003, p. 25). In the European Union, under the research funding program

Horizon 2020, open access publications are considered a “general principle”. “As of
2014, all articles produced with funding from Horizon 2020 will have to be
accessible: Articles will either immediately be made accessible online by the
publisher [. . .], or researchers will make their articles available through an open
access repository no later than six months (12 months for articles in the fields of
social sciences and humanities) after publication [. . .]” (European Commission

2012). The European Union has taken a stride in promoting academic data sharing

by way the Horizon 2020 program’s systemic incentive structure.

These three forms of incentives reach an increasing number of researchers. It is

evident that an institutional incentive affects less people than a disciplinary incen-

tive; and a disciplinary incentive, in turn, affects less people than a systemic

incentive (see Fig. 1). With an increase in outreach, the potential damage to the

scientific system as a whole increases as well. What does that mean? Open Science

is––to a large extent––a deviation from well-known practices. With policy changes

that address this deviation always comes the risk of side effects. Side effects could

be the loss of power from established players, regulations that are not in line with

privacy or copyright laws, or an increase in goal uncertainty for young researchers.

To avoid such ripple effects from occurring, systemic incentives should be

implemented on a step-by-step basis rather than in one giant leap. While disciplin-

ary incentives such as journal policies can demand more from researchers, there are

many different journals researchers can choose from. In contrast, systemic incen-

tives have the ability to change the entire research landscape. With this comes a

certain degree of responsibility, reflected in the cautious nature of policy-making

and implementation thus far. The open access policy in the Horizon 2020 program

for instance, was preceded by a far more liberal policy in the FP7 program
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(European Commission 2008). While the Horizon 2020 program mandates all
research results to be published open access, the FP7 program only required 20 %

of the research funded to do so. One could argue to test the waters. The current

Horizon 2020 program takes this experimental approach for open research data.

6 Future Directions

As seen in the previous section, there are already a few incentives in place seeking

to foster more engagement with Open Science. They are, however, exceptions––

and not the rule––in academic research. The Open Science movement comes with

the promise of a better, faster, and more just scientific system.

This article argues that the current debate on Open Science covers a multitude of

understandings. And these varying perceptions are one reason for the slow realiza-

tion of Open Science. Academic research as a whole has no agenda, and no

priorities on what topics to tackle first. The academic system has no centralized

governing body with an agenda-setting function. Therefore, the future of Open

Science will be determined by the three levels of incentives (institutional, disci-

plinary, and systemic) discussed above.

It is also important to understand that science––as an established system––is

imprinted by customs and culture of its heritage. Although changes can bring

potential benefits for the entire system, these cultural traces must be addressed.

To provide an example of such an imprint: In many research fields, quotations are

referenced with a source as well as a page number. Once a publication becomes

Fig. 1 Three forms of

incentives to promote Open

Science

Open Science: Many Good Resolutions, Very Few Incentives, Yet 287



digitally retrievable online, a page number is no longer necessary. Today, a reader

could simply search for quoted text and would probably do so regardless of a

supplied page number. However, methods stemming from a time when publications

were printed on paper––and not easily searchable by a personal computer––have

remained common practice. To address this imprinted practice, online journals like

PLoS ONE insert page numbers on their online publications. What may look like an

anachronism to some helps others provide page numbers in reference system that

has yet to catch up with today’s research reality.

Open Science is an attempt to improve a vast, international and multidisciplinary

research system. Given the complexity of the research apparatus, the improvements

Open Science can harness will take far longer to actualize than many are willing to

accept. Yet, incentivizing individual researchers to rethink their own actions issue

by issue remains the only viable solution to the social dilemma Open Science is.
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(eds) An irregular mind, vol 21, Bolyai society mathematical studies. Springer, Cham

Polymath DHJ (2012) A new proof of the density Hales-Jewett theorem. Ann Math 175

(3):1283–1327

Priem J, Taraborelli D, Groth P, Neylon C (2010) Altmetrics: a manifesto. http://altmetrics.org/

manifesto/. Accessed 20 June 2014

Rufai R, Gul S, Shah TA (2012) Open access journals in library and information science: the story

so far. Trends Inform Manag 7(2)

Stodden V (2009) The legal framework for reproducible scientific research: licensing and copy-

right. Comput Sci Eng 11(1):35–40

Weller K (2015) Social media and altmetrics: an overview of current alternative approaches to

measuring scholarly impact. In: Welpe IM, Wollersheim J, Ringelhan S, Osterloh M (eds)

Incentives and performance – governance of research organizations. Springer, Cham

Weller K, Puschmann C (2011) Twitter for scientific communication: how can citations/references

be identified and measured? In: Proceedings of the ACM WebSci’11. ACM, Koblenz, pp 1–4

WU Wien (2014) Prämien für Top-Journal-Artikel. http://www.wu.ac.at/academicstaff/awards/

publication. Accessed 20 June 2014

Woelfle M, Olliaro P, Todd MH (2011) Open science is a research accelerator. Nat Chem

3:745–748

Open Science: Many Good Resolutions, Very Few Incentives, Yet 289

http://www.nature.com/nature/peerreview/debate/nature05535.html
http://www.nature.com/nature/peerreview/debate/nature05535.html
https://lists.okfn.org/pipermail/open-science/2011-July/000907.html
https://lists.okfn.org/pipermail/open-science/2011-July/000907.html
http://altmetrics.org/manifesto/
http://altmetrics.org/manifesto/
http://www.wu.ac.at/academicstaff/awards/publication
http://www.wu.ac.at/academicstaff/awards/publication


Success Measurement of Scientific

Communication: The Contribution of New

Media to the Governance of Universities

Christian Pieter Hoffmann

Abstract Success measurement is a critical component of any organization’s
governance. It fulfills functions as important as the monitoring, coordination and

evaluation of organizational activities. We argue that knowledge-intensive organi-

zations are also communication-intensive organizations: communication is essen-

tial for the creation and sharing of knowledge. Universities, as knowledge-intensive

organizations, focus significant efforts and resources on scientific communication.

We conclude that success measurement of universities can largely be understood as

the success measurement of scientific communication. This chapter will argue that

new media provide new opportunities for the success measurement of scientific

communication. Online media render activities as diverse as citations, bookmarks,

views or downloads accessible to analysis—and thereby facilitate a more varied

evaluation of effects caused within the scientific community (“impact”). Social

media, especially, provide insights into conversations and personal networks. By

observing and analyzing new media, universities can generate a richer, more

differentiated understanding of their communication success. Thereby, new media

have the potential to contribute to the governance of universities.

1 Introduction

Universities tend to be heterogeneous organizations, comprised of departments,

institutes, centers, chairs. Individual university units commonly enjoy a significant

degree of autonomy which, in turn, decreases the coherence and impedes the

coordination of the overall organization (Coleman 1990; Giddens 2004). At the

same time, universities—public or private—are increasingly exposed to competi-

tive forces. International competition for scholars, students and funding is forcing

universities to rethink the necessary level of organizational coherence and coordi-

nation. In reaction to these changing requirements, the governance of universities is

C.P. Hoffmann (*)

Institute for Media and Communications Management, University of St. Gallen, St. Gallen,

Switzerland

e-mail: christian.hoffmann@unisg.ch

© Springer International Publishing Switzerland 2015

I.M. Welpe et al. (eds.), Incentives and Performance,
DOI 10.1007/978-3-319-09785-5_18

291

mailto:christian.hoffmann@unisg.ch


notably beginning to adopt insights and practices from the strategic management of

corporations.

Today, university governance—just like the strategic management of corporations—

is faced with the challenge of aligning the activities of its members with overall

organizational goals and ambitions (March and Simon 1959). This includes

translating organizational goals into individual objectives and providing adequate

incentives (Coase 1937; Demsetz 1988). Yet, the alignment of organizational and

individual goals, the coordination and co-orientation of a complex organization

require not only a sufficiently clear definition of its goals but also an evaluation of

its goal attainment.

This chapter will focus on the success measurement of universities’ output, more

specifically scientific impact assessment (Bollen et al. 2009). After a brief intro-

duction to the importance of success measurement to organizational coordination

and coherence, we suggest that universities, as knowledge-intensive organizations,

are largely defined by and primarily produce various forms of knowledge which are

disseminated based on communication (cf. Blumer 1969). We therefore argue that

impact assessment of universities has to be informed by success measurement in

(organizational) communication. Next, we will provide a brief overview of the

approaches and opportunities available to success measurement in communication

as well as current approaches applied to the success measurement of scientific

communication. Finally, we will point out how new media alter the opportunities of

success measurement in communication and in scientific communication, in par-

ticular. We suggest that new media allow for a richer analysis of communication

effects, and thereby a more comprehensive evaluation of the success of universities

as well as their individual members.

2 The Importance of Success Measurement

Evaluating the impact or success of its activities is a core function of any organi-

zation’s governance. Organizations are purpose-driven social institutions, they are

largely defined by their goals and ambitions—common goals give meaning and

substance to an organization, they are a precondition for the coordinated action of

its members (Coleman 1990; Cyert and March 1963; Blumer 1969). Many theories

have been proposed on how organizations come up with and define shared goals,

how strategies are derived. For the purpose of this contribution, we will ignore these

(undoubtedly crucial) matters, though, and focus on the opposing end of the

governance process: the evaluation of the successful attainment of previously

defined goal(s).

Given the importance of shared goals to the identity, the specific function, even

the mere existence of an organization (Weick 1995), it is relatively easy to

understand why success measurement plays a critical role in the governance of

organizations. For without success measurement, an organization can be likened to

a sprinter who knows where she wants to run, but doesn’t ever know if she has
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actually arrived—or where she stands relative to other sprinters. Planning, the

process of defining goals and choosing adequate measures, therefore is never

complete without an evaluation of the achieved success (Carroll and Buchholtz

2006; Freeman 1984).

In effect, success measurement fulfills a number of functions in the governance

of organizations—not all of which are always consciously pursued (Coase 1937;

Demsetz 1988). All of these functions complement each other and can become

more or less salient depending on the current state and activities of the organization:

Information: Success measurement constitutes an analysis that provides important

informational input to organizational decision makers.

Monitoring: A key focus of success measurement is on the organizational environ-

ment, including the organization’s stakeholders. It allows for a monitoring of

changes in the organizational environment. In other words, success measure-

ment contributes to the boundary spanning efforts of organizations.

Coordination: Success measurement focusses the attention of organization mem-

bers on specific goals. It thereby facilitates the coordination of the organization

and increases the coherence of organizational behavior.

Surveillance: Through success measurement, the organization’s leadership controls
the activities of the organizational members in order to ensure that they actually

contribute to the common goals. Dangers to the cohesion of the organization are

identified and can be addressed.

Steering: Success measurement discloses the current state of the organization’s goal
realization and thereby allows for timely adjustments and necessary corrections

in organizational behavior.

Evaluation: Of course, success measurement is the basis for the evaluation and

rewarding of the organizational members’ or units’ contribution.

In short, there are many reasons for any organization—knowledge-intensive or

not—to engage in success measurement and the evaluation of its impact. Yet,

knowledge-intensive organizations, like universities, feature some particularities

that impact the form their success measurement tends to take.

3 Measuring the Success of Universities

In most cases, knowledge-intensive organizations are also communication-

intensive organizations: the creation and dissemination of knowledge is based on

communication (Blumer 1991; Rose 1962). Through communication, organizations

collect information as raw material for the creation of knowledge. Organizational

members communicate in order to share information and coordinate their activities

and collaborate in the production of knowledge. The result of that collaboration, in

turn, is then communicated to internal and external stakeholders.

Sociologists and communication scholars have pointed out that communication

largely constitutes organizations—any kind of organization. Without
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communication, individuals wouldn’t be able to achieve a sufficient level of

coordination to be considered an organization (Katz and Kahn 1966; March and

Simon 1959; Mead 1965). This observation is especially true for knowledge-

intensive organizations as these organizations focus on immaterial objects (i.e.,

information and knowledge) rather than physical products. In other words, com-

munication is not only a substantive characteristic, but also a key output of these

organizations.

Applied to research institutions, we posit: The scientific endeavor is driven by

communication. Scientific impact, therefore, is driven by successful communica-

tion. A scientist with a strong impact is one who is being heard, whose contribution

is taken note of, respected, built upon. In order for these effects to be achieved, the

scientist’s output, his/her communication, needs to be clear and understandable,

interesting and insightful, useful and inspiring. The better his/her communication

meets these standards, the more likely his/her output is to be given attention, to be

favorably received and employed in other researchers’ work.
A key conclusion to take away from these propositions is: The evaluation of

success or impact in academia is largely an exercise in success measurement of

(scientific) communication. So what do we know about success measurement in

communication?

3.1 Success Measurement in Communication

In short, communication success has been achieved whenever communication

effects are in line with the predefined communication goals. Frequently, three

forms of communication effects are differentiated: cognitive, affective and conative

effects (Fishbein and Ajzen 1975). Grunig (1993) points out that there is another, a

fourth effect, which can be considered a precursor to cognitive, affective and

conative effects: a perceptual effect. In other words, target audiences must be

reached, some level of attention must be attained, in order for any further effects

to materialize. Therefore, perceptual effects constitute something like the founda-

tion for higher order communication effects.

Cognitive and affective effects constitute a second level of effects. On this level,

we find the opinions, attitudes, beliefs, or convictions of the target audiences (Fiske

and Taylor 1991; Rosenberg and Hovland 1960). Only when cognitive and/or

affective effects have been achieved, can any effects on the behavior of target

audiences be expected. Of course, these behavioral effects are usually most valu-

able to the communicator—only they have tangible or economic benefits. Yet, they

are also the most difficult to achieve with any level of certainty.

Research has uncovered a myriad of variables that impact the effects of com-

munication. Among these variables are features of the source or sender (e.g., a

scholar), the medium (e.g., an academic journal), the message (e.g., a scientific

finding), the recipient (e.g., colleagues within the scientific community), and the

social setting (e.g., competition between various research teams) (Hovland
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et al. 1953; Katz and Lazarsfeld 1955; Petty and Cacioppo 1986). While we cannot

go into much detail on the vast variety of findings in this field, we can begin to grasp

the complexity of any act of communication and the variety of factors that affect

whether a communicator is actually able to attain his/her communication goal(s).

Again, higher order communication effects are increasingly difficult to realize: In

many instances, it is quite difficult to even gain the attention of a target audience,

let alone affect their knowledge or attitudes in a specific way—which in turn would

be the precondition for specific behavioral effects.

Given the complexity of communication effects, success measurement in com-

munication is frequently differentiated by the level of effect achieved. In organi-

zational communication or public relations research, a framework describing four

levels of success measurement has found widespread acceptance (Lindenmann

2003—see Fig. 1). The first two levels of the framework concentrate on the

successful transmission of communication. On the topmost, in effect the most

basic level, organizations measure the “output” of their communication: the instru-

ments they have chosen to apply in order to reach their target audiences. Typical

measures on this level would include the number of events organized, the number of

press releases published, etc. While this “output” is most easy to measure, assessing

the communication output doesn’t really provide any information on whether and

how target audiences have been affected.

The second level of the framework focusses on the “outgrowth” of communi-

cation, meaning the attention gained among target audiences. Typical measures

include the number of attendants at an event or number of downloads of an online

document. At this level, success measurement addresses the question of whether

any of the output produced by the communicator actually has been seen/heard/

considered by a recipient. If yes, success has been achieved on the outgrowth-level.

While the first two levels of the framework focus on the successful “transmis-

sion” of communication, the following two levels focus on higher-order commu-

nication effects: If the communicator is interested in whether the communication

perceived by the target audiences has, in fact, left any mark on their knowledge,

understanding, attitude or even behavior, it is necessary to conduct success

Fig. 1 Levels of success measurement in communication
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measurement on the “outcome” level. The final level, the “outflow” level, addresses

the question of whether the communication outcome has generated any (economic)

value for the communicator.

As we have seen, communication success becomes more and more difficult to

attain the higher the level of effect under consideration—it also becomes more

difficult to measure. We will illustrate this challenge by applying the framework to

the specific domain of scientific communication.

3.2 Success Measurement in Scientific Communication

Today, what is the most common and established measure of scientific impact?

Despite widespread criticism, it is most probably still the number of articles

published in top-tier journals, with the quality of the outlet being assessed based

on the journal’s impact factor (Bollen et al. 2009). Considered in terms of commu-

nication effects, this measure actually assesses the success of communication on the

lowest possible level, the output level. The number of published articles provides

information on the effort invested in communication, but it really doesn’t provide
any information on the effects of this output.

This finding needs to be qualified insofar as the impact factor does in fact

contribute to the validity and sophistication of success measurement: Given that

the impact factor indicates the average number of citations of articles published in a

specific outlet, it also indicates that, on average, articles published in a high-impact

journal have enjoyed a higher level of attention and consideration than those

published in low-impact journals (Garfield 2003). Complementing the number of

published articles by the impact factor of the respective outlet therefore allows for

inferences regarding the success achieved on the outgrowth level. Publishing in

high-impact journals makes it more likely that a sizeable audience has been

reached. Of course, based on the journal impact factor alone, we cannot say for

certain if this was in fact the case for a specific article or not.

It may be somewhat sobering to realize how basic success measurement in

scientific communication has been, and largely still is. This finding may also

explain why there is so much skepticism directed at success measurement in

academia—ranging from criticism aimed at particular measures to an overall

resistance against the “quantification” and ranking of scientific achievements

(Adler et al. 2012; Seglen 1997). At the same time, we need to acknowledge the

difficulty of valid and reliable success measurement in communication—in general

as well as specifically in the context of scientific communication. As any social

scientist can attest, it’s not easy to find out about the opinions, attitudes, beliefs, or

convictions held by individuals. Really, success measurement in communication is

limited by the variety of methods available to the social sciences (but often hobbled

by a lack of resources as the application of some of these methods can be quite

costly—more costly than would seem warranted in the context of communication

success measurement).
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Running the risk of oversimplifying a complex matter, we could say that in

success measurement of communication, we find three instruments at our disposal:

surveys, observations and content analyses. Obviously, there are many different

forms of surveys (qualitative as well as quantitative) and observations (directed at

more or less controlled environments and featuring various levels of involvement

on the part of the observer). As a rule of thumb, though, surveys and observations

tend to be invasive and resource-intensive and therefore only sparingly applied to

success measurement in communication.

Any academic reading this contribution may ask him- or herself: How frequently

would I be willing to participate in a survey analyzing my reception of my

colleagues’ work? Would I want someone to observe me while scouting for

input into my next research endeavor? To date, common—and understandable—

apprehension on the part of the target audiences in combination with a lack of

resources leads to strong preference for the application of content analyses in

communication success measurement.

In public relations, professionals analyze press articles in order to gauge the

public’s reception of their communication efforts. In financial communication,

analyst reports are analyzed in order to anticipate the reactions of investors. In

scientific communication, we find a significant advantage in the fact that the target

audiences tend to produce artefacts that lend themselves to content analyses, most

specifically publications such as journal articles, research reports or books. By

analyzing these artefacts, it is possible to estimate the success of scientific com-

munication both on the outgrowth and the outcome level:

As we have already noted, content analyses focused on citations provide insights

as to attention gained among the communicator’s peers (outgrowth). Aside from

attention and consideration (i.e., cognitive effects), citations also signal a level of

respect—even in the case of a critical reception—(i.e., affective effects), and they

indicate activities on the part of the recipient, such as reading, analysis, or promo-

tion (i.e., conative effects). All of these effects, uncovered by mere content ana-

lyses, indicate esteem within the scientific community, which may translate into

collaboration, promotion, funding, etc.

The relative richness of the information provided by citation-focused content

analyses can be seen as the reason that output-level metrics (in some cases enriched

by the insights provided by journal impact factors) have increasingly been

complemented by citation counts and the calculation of metrics such as the

h-index (Hirsch 2005). The h-index directs our attention away from the overall

esteem for an outlet (i.e., a journal), and focuses it on the reception of individual

contributions—aggregated by individual scientific communicator. The average

number of citations attracted by the publications of a researcher is a better indicator

of his or her esteem within the scientific community than the mere number of

publications (even if weighted by journal impact factor) because it takes the

attention, evaluations and activities of the target audiences caused by specific

publications (as opposed to overall outlets) into consideration.

Of course, the emergence of the h-index as somewhat of a new gold standard in

individual-level metrics of scientific impact also indicates a very important insight:
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The options available to success measurement in (scientific) communication are

dependent on the media employed (see Fig. 2).

4 The Contribution of NewMedia to Success Measurement

In the pre-digital era, counting citations by peers, while possible, was still quite

cumbersome and too resource intensive to be employed on a broad scale. Online

media have significantly altered that situation. The digitization of scientific com-

munication and the resulting artefacts were the precondition for the establishment

of searchable databases. These databases, in turn, make it relatively easy to identify

and count citations—and to compute metrics such as the h-index.

In fact, online media introduce an entire new range of metrics to the success

measurement of scientific communication, called “webometrics”. Webometrics

include metrics such as page views, bookmarks, hyperlinks or downloads—

indicating various levels of engagement with a scholarly publication. They can be

applied on the level of a journal (Thelwall 2012; Vaughan and Hysen 2002), a

single article (Kousha et al. 2010; Vaughan and Shaw 2003) or an individual

researcher (Aguinis et al. 2012).

Similar to citations, but more varied in nature—and, in some cases, more

subtle—webometrics also indicate the attention and consideration given to individ-

ual contributions. Views indicate overall interest. Bookmarks are an even more

valid measure of interest, as it constitutes an activity indicating future use. A

bookmark can also be interpreted as an indicator of interest and appreciation,

since the publication has been deemed worthy of further attention. Similarly

downloads, which indicate that the publication has been judged of sufficient quality

Fig. 2 New media effects on the applicability of success measurement methods
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to warrant further analysis. All of these metrics can be considered leading indicators

to eventual citations. Hyperlinks are strong indicators of esteem, as they direct

others’ attention to the publication.

In short, we can already state that the establishment of online media has

significantly increased the scope and sophistication of the evaluation of scientific

impact. It has expanded communication success measurement beyond the output-

level to include outgrowth- and even outcome-measures. While all of these mea-

sures are still derived from some form of observation or content analysis, the

widespread adoption of online media in academia has rendered a larger number

of activities accessible to success measurement efforts—and thereby levels of

engagement, attention, interest and appreciation.

We will argue that the adoption of social media in scientific communication will

further expand the scope of scientific impact assessment and add even more depth

and richness to success measurement in scientific communication.

4.1 Social Media in Scientific Communication

Why should social media be able to contribute to the evaluation of scientific impact,

and thereby to the governance of academic institutions? In order to better under-

stand this contribution, it is necessary to understand the specific nature of social

media. In a conventional definition, social networking sites have been defined as:

“web-based services that allow individuals to (1) construct a public or semi-public

profile within a bounded system, (2) articulate a list of other users with whom they

share a connection, and (3) view and traverse their list of connections and those

made by others within the system” (Boyd and Ellison 2007).

As opposed to earlier online applications, like message boards or chat rooms

(Bechar-Israeli 1995), social media tend to be “nonymous” in nature. Their purpose

is to allow self-expression (Zhao et al. 2008), interpersonal connections (Puckett

and Hargittai 2012) and the generation of social capital based on these connections

(Ellison et al. 2007; Kane et al. 2014). Therefore, the benefits of social media can

best be reaped if users maintain an identifiable—as opposed to an anonymous or

pseudonymous—online-presence (Kane et al. 2014).

Above all, social media make it easier than ever before for users to publish

content online—be it text, photos, videos, or other data. Personal profiles are the

basis for these publication activities; they are also the nucleus of the articulation and

management of personal networks. Because the publication of content is as easy as

a mouse click, users tend to publish more content than they would have without

these new media affordances. In economic terms, social media lower the transac-

tion costs of online publication, thereby increasing the number of such publications.

The more cumbersome and costly an online publication, the more users have to

critically evaluate its necessity.

By lowering the transaction costs of online publications, social media don’t
necessarily increase the quality of each individual publication. Quite on the
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contrary, social media allow their users to publish content that would have previ-

ously been deemed unworthy of publication. On the other hand, the apparent

banality of some of the data published in social media also increases its richness.

Social media make available data on who does what when where and with whom.

Observations, opinions, whims, ideas—anything can quickly be shared with a

digital audience. Analyzing these tremendous amounts of data (“big data”) may

require sophisticated algorithms and sizeable IT capacity, but it is possible to access
and analyze more data than ever before.

In other words: Due to social media, more communication by and within the

scientific community than ever before has become accessible to observation and

content analyses, and thereby to success measurement. Some social media are

expressly geared towards scientific communication, such as academic social net-

working sites like Academia.edu and ResearchGate. These services include func-

tions such as uploading and sharing articles, endorsing colleagues, or finding

literature (Jeng et al. 2014; Thelwall and Kousha 2014—see, for example,

Fig. 3). At the same time, mainstream applications have also found avid use within

the scientific community. For example, twitter has become a popular tool for

purposes as diverse as networking, information gathering, knowledge dissemina-

tion, and conference chatter (Mahrt et al. 2013; Nentwich and König 2012).

Gruzd and Goertzen (2013) conducted a survey among the members of three

professional social science organizations. They found that, currently, non-academic

SNS and blogs are the most popular applications for frequent use, followed by

Fig. 3 New media in scientific communication (here: ResearchGate)
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online document management services. As to use intentions, academics report to be

most prone to adopt presentation sharing sites, bibliographic management sites

(e.g., Mendeley), and academic social networking sites (e.g., Academia.edu or

ResearchGate).

A recent large-scale survey conducted among German academics of various

disciplines revealed that content platforms (such as Flickr or Youtube) are the most

frequently used, followed by general social networking sites (such as Facebook),

academic SNS and microblogging services (Pscheida et al. 2014). Procter

et al. (2010) found that social media adoption among scientists is influenced by

demographic characteristics, such as age, gender, but also by position, and disci-

pline. Gruzd and Goertzen (2013) found that social media are primarily used for

informational purposes, such as staying up-to-date on colleagues’ activities and

discovering new ideas or publications.

In summary, we find evidence that social media are in fact rapidly being adopted

in scientific communication. These media are applied to uses as diverse as net-

working, dissemination and promotion of content, information, knowledge man-

agement, discussion, and simple small talk. Thereby, we do find the expected

increase in the amount and richness of published data as facilitated by social

media’s low transaction costs of content publication. These observations lead us

to the question of what the contribution of social media to scientific impact

assessment will look like. What kinds of metrics can social media add to the success

measurement of scientific communication?

4.2 New Metrics of Scientific Impact

The information derived from the analysis of social media can be summed up in two

terms: “conversation” and “community”. Conversations in social media tend to be

asynchronous, in written form and to a large degree accessible to the public, thereby

ideally lending themselves to content analysis. These are important distinctions

between social media conversations and, for example, telephone or e-mail conver-

sations. Of course, the traditional academic conversation, as documented in peer-

reviewed journals, is also asynchronous, in written form and accessible to the

public. That is why impact assessment has traditionally relied on the content

analyses of these publications. Yet this traditional academic conversation is also

very slow and heavily filtered—as opposed to social media conversations, which

are lively, instantaneous, diverse, more personal, informal and emotional in nature.

Since conversations tend to evolve within specific subsets of network members,

another important contribution of social media to success measurement revolves

around communities. Members of a community more frequently converse with each

other as opposed to non-members. Joining a conversation frequently implies joining

a community, too. As “nonymous” media, social media render personal relation-

ships, and thereby the membership and structure of communities, explicit and

observable. Through “friendships” or follower-relationships, through the membership
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in groups or by becoming a fan or follower of a site, it is becoming increasingly easy to

identify and observe communities. Structural analyses of social relationships, such as

social network analyses, are well established in social sciences (Freeman 2004). Yet,

social media provide a new foundation for these analyses and significantly increase the

richness of available data (Priem and Hemminger 2010; Priem 2013).

It has long been established that conversation and collaboration within commu-

nities is a driving force in scientific impact. The term “invisible colleges” has been

used to describe closed networks of researchers employed to refine and promote

ideas and publications (Crane 1972). Within invisible colleges, core members—or

influentials—collect social capital, also called “academic capital”, which is later

translated into more tangible assets such as research grants or promotions (Bourdieu

1990).

Since social media allow for unprecedented access to data on community

structures, roles within communities (i.e., centrality, prominence, influence), and

conversations within communities, they facilitate the application of observation and

content analyses in scientific impact assessment. In social media, it is possible to

observe and analyze the reaction of peers and target audiences to the communica-

tion of individual researchers as well as research institutions. New metrics such as

“buzz”, “sentiment” or “influence” derived from social media analytics in effect

indicate the attention given to a communicator, the cognitive and affective reaction

of audiences, the respect and esteem awarded to the communicator. They also

indicate conative reactions, for example, in the form of likes, replies, comments,

friendship requests, etc. (Thelwall and Kousha 2014).

The access to information on communities and conversations provided by social

media goes beyond what webometrics already contribute to the success measure-

ment of scientific communication. Thanks to social media, universities will be able

to learn more about the effect of their communication efforts within and beyond the

scientific community than ever before. Thanks to new media, success measurement

in academia will finally move beyond mere output- or outgrowth-measures and

actually consider the outcome achieved through successful communication.

Thereby, social media will significantly contribute to the reliability and validity

of success measurement as a key element of university governance.

5 A Note on Public Universities

Without going into too much detail, we should note that the new opportunities

provided by social media to the governance of universities should be especially

attractive to public universities. These institutions are increasingly faced with

competitive pressure, due to globalizing markets for students, scholars and funding,

but also due to private competition and restrictions in public funding. As von Hayek

(1945) pointed out, public institutions suffer from severe disadvantages when faced

with competitive pressure due to their disconnection from market information.

Since public institutions cannot benefit from the information provided by freely
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fluctuating prices (driven by supply and demand) about the interests, preferences

and intentions of their interaction partners, they are more apt to misallocate

resources than private institutions (von Mises 1996).

Public institutions should, therefore, be especially motivated to access informa-

tion on the judgments, attitudes, tastes and reactions of their target audiences. They

should strive to compensate for informational disadvantages unavoidably associ-

ated with their legal status. Again, the observation and analysis of communities and

conversations in social media may provide more insights into the cognitive, affec-

tive and conative reactions of target audience than ever before available to public

institutions. This is not only true for the scientific community, but also further

stakeholders such as students, the general public, local communities, political

interest groups, etc.

Of course, social media analytics cannot fully compensate for the lack of

tangible information as provided by the market process (i.e., feedback on the

outflow-level). Yet there is reason to be optimistic about the governance of public

institutions when considering the affordances of new media.

Conclusion
It should be noted that the perspective presented in this chapter has adopted a

distinct functional perspective, presupposing the necessity and benefits of

success measurement in knowledge-intensive organization. Of course, such a

perspective may be criticized due to its normative implications. There may be

reasons to question the necessity of success measurement in knowledge-

intensive organization, or universities in particular—such objections would

go beyond the scope of a contribution focusing on the role of new media in

success measurement, though.

As to the contributions of new media, these contributions are by no means

a comprehensive or ideal solution to the challenges associated with success

measurement in (scientific) communication. Although more diverse and fluid

in nature, more fine-grained and extensive, data published in online media

still present only a filtered and selective view into the dynamics of scientific

work, the personal interactions and relationships necessary for successful

research (Crane 1972). Many conversations in social media are not accessible

to success measurement due to privacy restrictions. Therefore, online publi-

cations considered in webometrics analyses still tend to be a relatively slow,

filtered representation of the dynamics involved in generating captivating

research (PLoS Editors 2006). Finally, since many online metrics are based

on relatively simple user activities, they are also susceptible to deception or

gaming efforts—on the other hand, there is not much reason to expect that

they would be more so than traditional metrics of scientific impact.

This chapter has focused on one specific element of university governance:

the task of success measurement, which is a necessary precondition for any

(continued)
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kind of strategic management of and within organizations. We have pointed

out that knowledge-intensive organizations, such as universities, are primar-

ily engaged in communication activities. Success measurement, such as

scientific impact assessment, is therefore largely comprised of the assessment

of successful (scientific) communication.

We have differentiated various levels of communication success measure-

ment and have pointed out the methods available to the assessment of

communication success. As we have seen, the more refined the intended

level of communication success, the more difficult its attainment, and the

more complex its evaluation. For that reason, success measurement in aca-

demia has tended to focus and rely on mere output metrics—a questionable

foundation for the governance of universities. New media, though, increas-

ingly allow for more diverse and sophisticated metrics of communication

success—and scientific impact.

While digital media have already revolutionized scientific impact assess-

ment by rendering large-scale citation counts and the calculation of metrics

such as the h-index feasible, webometrics further contribute to success

measurement in scientific communication. Analyzing page views, book-

marks, downloads and hyperlinks add richness to our understanding of

audience reactions and judgments.

Social media will further complement these significant advances in suc-

cess measurement by allowing access to the conversations and structures of

various communities. In future, whenever a university pursues goals like

gaining access to regional, staff or funding markets, establishing a certain

position in an academic field, attracting the attention and interest of specific

academics (or students, corporations, political supporters, etc.), connecting to

important stakeholders, increasing its standing within the scientific commu-

nity, promoting the recognition of its members or its research, social media

analytics will be able to inform the ensuing evaluation of goal attainment.

By analyzing the structure of relevant communities and the position of the

institution or its members within these communities, buy observing and

analyzing ongoing conversations within relevant communities, universities

will be able to learn more about the cognitive, affective and conative reac-

tions of their target audiences than ever before. Of course, we are only

beginning to understand the reliability, validity and limitations of metrics

derived from social media analytics—and thereby the quality of their contri-

bution to success measurement and university governance. This chapter

should therefore be read as a call for further research into these matters.

Yet, as the propositions set forth in this chapter indicate, there is ample reason

to expect that, thanks to the affordances of social media, universities will

shortly widen the scope of their impact assessment beyond impact factors and

h-indices. As of today, there is ample room for the development of a much

(continued)
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richer and more varied understanding of scientific success and impact on

relevant stakeholders.
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Double-Blind Peer Review: How to Slaughter

a Sacred Cow

Margit Osterloh and Alfred Kieser

Abstract The performance evaluation system in academia has been much criti-

cized during the last years. But there are few suggestions how to improve it. In

particular double blind pre-publication peer review has become a sacred cow that

has not been touched. We analyze the flaws of the present system and discuss open

post-publication peer review as a promising alternative.

In recent times quantitative performance evaluation in research has come under

attack while qualitative pre-publication peer reviews upon which quantitative

evaluation is built is still considered a sacred cow. Quantitative performance

evaluation was introduced in universities and research institutions in the wake of

New Public Management during the 1990s in order to make comparisons of

scholarly performance more objective, to reduce cronyism, to activate competition

and to make scholars accountable towards the taxpayers. But in the meantime there

exists a considerable literature about the shortcomings and dysfunctional effects of

quantitative performance evaluation, in particular of rankings (e.g., Adler and

Harzing 2009; Alvesson and Sandberg 2013; Dunbar and Bresser 2014; Helbing

and Balietti 2011; Kieser 2012; Lawrence 2003; Starbuck 2005, 2015; Walsh

2011). Even a popular medium like “The Economist” recently states that “Science

goes wrong” (The Economist 2013a).

We discuss three main causes triggering complaints about the present system of

performance evaluation: the quality of the double blind pre-publication peer review

system upon which quantitative performance evaluation is piggy-packed, the valid-

ity of the performance indicators, and the negative unintended consequences of

“governance by numbers”. We then evaluate a new proposal for an open post-

publication review system.
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1 Questionable Quality of the Present Peer Review System

Peer reviews are the founding stones of academic research evaluation. In particular

the double blind review system is treated as almost sacred (Judge et al. 2007,

p. 503). However, the quality of this system has come under scrutiny (e.g., Abramo

et al. 2009; Bedeian 2004; Frey 2003; Gillies 2005, 2008; Helbing and Balietti

2011; Kieser 2012; Starbuck 2005, 2006; Tsang and Frey 2007). These studies have

disclosed severe problems (Campanario 1998a, b; Osterloh and Frey 2014).

Low interrater reliability: The correlation between the judgments of two peers is

low. In 16 studies, Starbuck (2005, 2015) found a mean correlation between

reviewers of only 0.18. In clinical neuroscience the correlation between reviewers

“was little greater than would be expected by chance alone” (Rothwell and Martyn

2000, p. 1964). Luck of the referee drawn plays a big role (Bornmann and Daniel

2009).

Low prognostic quality: Assessment of promotion decisions in three prestigious

management departments estimated an error rate of 60 % (Starbuck 2015).

Reviewers’ ratings of manuscript quality correlated only 0.24 with later citations

(Gottfredson 1978). Many articles published in “top” journals are rarely cited,

which means that the reviewers do not judge the future impact in a satisfactory

way (Hudson 2013; Laband 2013). This is the reason why the rating of a journal

should not be used as an indicator of quality of a single article published in the

respective journal (Baum 2011; Kieser 2012).

Low consistency over time: Highly ranked journals rejected many papers that

thereafter received distinguished prizes, among them the Nobel Prize (Campanario

1996; Gans and Shepherd 1994; Lawrence 2003).

Confirmation bias: Referees score papers according to whether the results

conform or conflict with their preferences (Bedeian 2004; Campanario 1998b).

Papers threatening the previous work of reviewers tend to be rejected (Lawrence

2003). As a consequence, unorthodox research has a small chance of being

published.

Superficial and coercive reviews: Due to the anonymity of reviewers as well as

the lack of incentives for investing in thorough reviews, reviewers often work

superficially (Eisenhart 2002). In addition, their comments are not perceived as

advice, but as coercion to get a paper published (Frey 2003). The double blind peer

review system induces reviewers not to behave as peers but as rulers who never

receive a critical feedback (Tsang and Frey 2007). As a consequence, a high

percentage of authors revise their manuscript, even when they are convinced that

the reviewers are wrong (Bedeian 2003).

Lack of transparency: Editors conceal important information, such as which

school of thought the reviewer is related to.

Delays: Publication to journals often is delayed by months, if not years. Since

scientific papers are the major media of scholarly communication, the progress of

science is slowed down considerably.
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The current system is very expensive since scientific publishers are predomi-

nantly for-profit organizations that charge high to outrageous prices for their

services. It is doubtful whether the benefit of the services provided to the science

system that is essentially financed by the tax payer justifies these costs.

Based on this evidence an overview article on peer reviews states bluntly

“Journal peer review is thus an unreliable quality control mechanism” (Campanario

1998b, p. 299). Nevertheless the present system of anonymous peer reviews is

seldom put into question (e.g., Eisenhart 2002). In many articles that deal with the

problems of academic performance evaluation the problems of double blind peer

reviews are not even mentioned (e.g., Alvesson and Sandberg 2013; Dunbar and

Bresser 2014; Flickinger et al. 2014; Hudson 2013; Laband 2013; Walsh 2011).

Double blind peer reviews remain a sacred cow.

Nevertheless we emphasize that peer judgements are indispensable for scientific

progress, with the exception of double blind reviews. The fact that they do not

accord often is not detrimental, but—in contrary—may indicate productive and

solid research (Campanario 1998a). However, this is the case only if diversity of

judgements and findings fuel an open scholarly discourse within the “republic of

science” (Polanyi 1962). Blind reviews in a publish-or-perish career system oppress

such discourses.

2 The Seductive Power of Numbers

Rankings today are accepted as valid performance indicators that shape decisions

on hiring, tenure, income, and allocation of resources though they are piggy-

backed on peer judgements that are highly controversial and sometimes heavily

flawed. Why could that happen? First, some authors believe that by aggregating

independent judgements individual reviewers’ biases can be mitigated: Aggrega-

tion allows for error compensation, enables a broader perspective (e.g., Abramo

et al. 2009; Weingart 2005), and thus might represent the “collective wisdom” of

the scientific community more correctly than a low number of peer reviews (Laband

2013).1

Second—and more important—numbers are seductive (Nkomo 2009). It is more

convenient to read rankings than articles: “numbers travel better and faster than

words” (Heintz 2010, p. 167). Numbers are “immutable mobiles” (Latour 1988).

They can be moved and combined easily, and they can be aggregated to complex

constructions. During this process numbers lose their context-embeddedness. At the

same time the necessity to know the context to interpret numbers correctly is

downplayed. A self-vindication of numbers sets in (Power 2004) that fabricates

the world it pretends to represent. Moreover, numbers appear as “hard facts” that

1Whether peer reviews are really independent is questionable as long as they are part of research

communities that share assumptions.
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can be used in the form of output-control. In contrast to process or input control this

kind of control can be applied by non-experts that do not know and are not involved

in the context (Osterloh 2010; Ouchi 1979). This is the reason why journalists,

politicians, and managers love numbers. Also researchers use such indicators when

trying to inform themselves in areas they are not involved in. Sometimes they are

even convinced that they should trust aggregated indicators more than their own

judgement (Laband 2013).

It follows that these numbers when publicly communicated shape the cognition

of the users. In this way, “governance by numbers” has changed the behaviour of

scholars even when they criticize it or do not believe in its legitimacy (Flickinger

et al. 2014; Sauder and Espeland 2009). They also contribute to identity construc-

tions: “Who am I? I am a person who has published in this or that journal.”

(Alvesson and Sandberg 2013, p. 136) Such “journal fetishism” (Willmott 2011)

leads scholars to care more about the publication outlet than the content of the

research.

Such reactions are aggravated by a lock-in effect, i.e., a self-vindicaton of

numbers at the institutional level. This effect is closely related to Goodhart’s Law
(1975) in monetary policy, and to the Lucas Critique (1976) in econometric

modelling. Examples are editors who encourage authors to cite their respective

journals in order to raise their impact rankings (Garfield 1997; Monastersky 2005;

Smith 1997),2 or universities like the King Saud University in Riyadh, that offer

cash to highly cited researchers for adding the university’s name to their research

papers. In this way, the King Saud University has improved its position in the

Webometric ranking from position 2,910 in 2006 to position 186 in 2011

(Bhattacharjee 2011).

Self-vindication of numbers happens within all kinds of “governance by num-

bers” be it in the area of research, politics or economics. It makes performance

indicators become a dependent variable (March and Sutton 1997). But with

research this self-vindication has more serious consequences. In this field there

exists a fundamental uncertainty. Success in research only rarely corresponds with

success in the commercial market (Bush 1945; Nelson 2004). In addition, research

often produces serendipity effects; that is, it provides answers to unasked questions

whose usefulness is revealed only after a long time (Stephan 1996). Therefore peer

judgements are decisive to determine whether research is done in a solid way. As

we have argued, the present double blind peer reviews do not fulfil this task

satisfactorily. Whether by aggregation of peer judgements individual biases are

mitigated is highly questionable. Among other things it is dependent on how the

indicators are constructed and used.

2According to Wilhite and Fong (2012) journals published by commercial companies show

greater use of coercive tactics. These authors also find that highly ranked journals are more likely

to coerce, but the direction of causality is unclear.
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3 The Validity of Scholarly Performance Indicators

The validity of scholarly performance indicators based on publications and citations

is put into question for three reasons (Kieser 2012; Osterloh and Frey 2014).

First, there exist technical and methodological problems, e.g., when attributing

publications and citations to authors and institutions. Small changes in measure-

ment techniques and classifications can have considerable consequences for the

position in rankings (Frey and Rost 2010; Ursprung and Zimmer 2006). There are

also selection problems. Usually only journal articles are selected for consideration

in citation-based metrics thus discrediting the contributions of books and articles in

edited books. Other difficulties include the low representation of small research

fields and non-English journals. Moreover, citations can have a supportive or

negative meaning or merely reflect herding, and incorrect citations are endemic

(Simkin and Roychowdhury 2005; Woelert 2013). The comparison of numbers of

publications, citations and impact factors not only between disciplines but also

between sub-disciplines does not make sense (Bornmann et al. 2008; Kieser 2012).

Therefore, using citations or citation-based rankings as indicators for scholarly

performance is highly problematic.

Second, using impact factor as a proxy for the quality of an article published in a

journal is very common, but leads to large error probabilities (Adler et al. 2008).

The “extreme variability in article citedness permits the vast majority of articles—

and journals themselves—to free-ride on a small number of highly cited articles”

(Baum 2011, p. 449). Many top quality articles are published in non-top journals,

and many articles in top journals generate very few citations (Campbell 2008;

Kriegeskorte 2012; Laband and Tollison 2003; Oswald 2007; Singh et al. 2007;

Starbuck 2005). Nevertheless this indicator has become internationally accepted

(e.g., Abramo et al. 2009; Archambault and Larivière 2009; Jarwal et al. 2009). In

recent times more and more critical voices tell us that journal based metrics such as

impact factors should not be used as a surrogate measure of the quality of an

individual article or of the excellence of a researcher (e.g., Alberts 2013; Baum

2011; Kieser 2012). Nevertheless, this performance indicator is widely used and

often decisive for scholarly careers.

Third, scholars react to indicators by changing their behaviour in the form of

goal displacement and counterstrategies. Researchers learn and are advised how to

maximize different metrics (e.g., Dumas et al. 2011; Lalo and Mosseri 2009). As a

consequence, indicators not only lose their ability to discriminate between good and

bad performance, but they distort good performance (Frost and Brockmann 2014;

Meyer and Gupta 1994). Such effects in research have recently been widely

discussed (e.g. Osterloh and Frey 2014). Examples are:

Replication studies are rarely done because such studies cannot be published in

prestigious journals (The Economist 2013b).
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Studies that do not support hypotheses are hard to publish though they contribute

considerably to scientific progress.3 As a consequence, HARKing—Hypothesizing

After Results are Known—has become common (Bedeian et al. 2010; Starbuck 2015).

Intrinsic motivation and curiosity are crowded out by extrinsic rewards. The “taste

for science” Merton (1973) is replaced by a “taste for publication” or a “taste for

rankings”. As a consequence, incremental “game-spotting research” flourishes that is

conducted rigorously, but lacks intellectual boldness (Alvesson and Sandberg 2013).

Authors trying to please reviewers change their manuscripts to get them

accepted in a way that contradicts their convictions. Frey (2003) calls this behav-

iour “publication as prostitution”.

Cheating, e.g., by withholding data that contradict own previous research or by

fabricating results is a mounting concern among scholars. Such “Win at all Costs”

behaviour was revealed by a survey among US business schools. The authors

compound such behavior “by the unprecedented importance attached to publishing

in ‘A-level’ journals” (Bedeian et al. 2010, p. 720). Researchers are caught in a

“Publication Impossibility Theorem System” or PITS (Frey 2009). They are

expected to publish in A-journals, but for the overwhelming majority this is

impossible. Very few slots in such journals heat up frustrating tournaments.

4 Is It Possible to Steer Away from Sacred Cows?

There exist some suggestions how to deal with the flaws of the present system of

performance evaluation. First, the individual researcher is addressed. For example,

Starbuck (2015) advises scholars perceiving unreliable research evaluations as

liberating. They should “dare not to depend on editors”. Other authors recommend

training and workshops about correct scholarly behavior (Alvesson and Sandberg

2013), or deeper, reflexive conversations about what we do as scholars (Nkomo

2009). Second, some suggestions are made on the level of institutions, e.g., to create

more and better indicators (e.g., Abramo et al. 2009; Adler and Harzing 2009;

Starbuck 2009), to rely more on citations (e.g., Alvesson and Sandberg 2013), or to

allow to submit a paper to several journals at the same time (Dunbar and Bresser

2014). But these suggestions do not deal with the problems of double blind peer

reviews.

If one agrees that in research peer judgements as well as scholarly debate are the

founding stones of scholarly performance evaluation, and at the same time the

founding stone of scientific progress, than we need something different than the

double blind peer review system. What is needed is a peer evaluation system that

builds on reading and discussing papers instead of counting numbers (Lawrence

2008; San Francisco Declaration on Research Assessment (DORA) 2012). In

3According to Popper (2005) falsification of hypotheses is even the only avenue to scientific

progress.
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particular we need a system that first takes reviewer biases and conflicting

views into account, acknowledging that diversity of scholarly views is necessary

for scientific progress as long as an open discourse in the scientific community

flourishes; second, gives advice without crowding out intrinsically motivated

scholarly curiosity; third, is transparent, i.e., provides information to the public

scholarly discourse which in the old system is only provided to the editor; fourth, is

non-invasive, i.e., robust concerning reactivity; fifth, works without undue delays;

sixth, is cost-efficient; seventh, provides advice on how to cope with the huge

amount of scholarly publications without relying solely on numbers.

To meet these conditions, Osterloh and Frey (2014) suggest relying in the first

place on input control, i.e., rigorous selection and socialization of scholars. Never-

theless selection of candidates, as well as selection of publications that are to be

read, needs evaluations. We agree with Kriegeskorte (2012, p. 1):

For better or worse, the most visible papers determine the direction of each field and guide

funding and public policy decisions. Evaluation, therefore, is at the heart of the entire

endeavor of science. As the number of scientific publications explodes, evaluation and

selection will only gain importance. A grand challenge of our time, therefore, is to design

the future system, by which we evaluate papers and decide which ones deserve broad

attention.

5 Open Post-Publication Peer Review: The Future

of Scientific Publishing?

As we have seen, the review process in its present form is invalid, intransparent,

unreliable, inefficient, and hinders scholarly discourses that are at the heart of

scientific progress. Reforms of the current system are urgently needed. Open-

post-publication reviewing (OPR) as suggested Kriegeskorte (2012; see also

Kriegeskorte and Deca 2012) is a promising suggestion that meets the conditions

mentioned. It has the potential to revolutionize scientific publishing. Our following

discussion of OPR closely follows Kriegeskorte’s (2012) concept complemented by

critical comments.

The openness of the new system: OPR means that any scientist can at any time

publish a peer review on any published paper by submitting his or her comments to

an online public repository. Reviews can take the form of review essays. According

to Kriegeskorte they can also take the form of numerical quality ratings, which we

see as problematic. They can be signed by authors or be submitted anonymously.

The repository will link each paper to all its reviews, so that each paper is

automatically accompanied with the evaluative information from different

reviewers. Any scientist can freely submit a review on any paper and anyone can

freely access any review. Papers already published in the current system can also be

commented in post-publication reviews.

We find that the choice between signed and anonymous reviews is not

unproblematic but, as Kriegeskorte holds, it is unavoidable:
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There is some evidence that the threat of revealing the reviewer’s identity to the authors or
of making a review public may just deter reviewers and do little to improve review quality.

This highlights the need to give reviewers a choice of whether or not to sign. Moreover,

defining reviews as open letters and mini-publications will create a different culture, in

which scientists define themselves not only through their own work, but also through

others’ work they value. Signed evaluations have the advantage that they attach the

reviewer’s reputation to the judgment, thus alleviating abuse of reviewer power. Anony-

mous reviews have the advantage that they enable reviewers to criticize without fear of

negative consequences. Both types are needed, and a scientist will make this choice on a

case-by-case basis. The anonymous option will encourage communication of critical

arguments. But to the extent that an argument is objective, sound, and original, a scientist

will be tempted to sign in order to take credit for his or her contribution. In analyzing the

review information to rank papers, signed reviews can be given greater weight if there is

evidence that they are more reliable. (Kriegeskorte 2012, p. 7)

The first reviews are initiated by an editor chosen by the author: The first

reviews of a paper can be of crucial importance. Kriegeskorte therefore suggests

introducing an editor who selects the first reviewers. However, in contrast to the

traditional system, the editor is chosen by the author and the first reviewers sign

their reviews. Soon after publication, the author asks a senior scientist in his or her

field to edit the paper. The senior scientist’s role will be acknowledged in the paper.
The editor has to find two to four reviewers who are willing to publicly review the

paper. Of course, the reputation of the editor and of the first reviewers has an impact

on the attention a paper will receive. The author may also inform other scientists of

the publication and ask them to review it. Author- and editor-requested reviews will

be marked as such.

Paper evaluation functions (PEFs): The system will allow any reader and any

organization to define a PEF based on content and quality criteria and will auto-

matically be informed about papers’ fit to these criteria. The PEF could for

example, filter out anonymous reviews or weight evidence for central claims over

potential impact of the results (e.g., may even take impact factors into consider-

ation, though we would not recommend to do so).

Individuals or organizations, e.g., associations for academic fields, may define

PEFs according to their own priorities and publish the resulting evaluation through

a web-portal. The free definability of PEFs will create a plurality of perspectives of

the literature as long as no single PEF has gained dominance. The permanent

evolution of multiple PEFs impedes “gaming the game” (Macdonald and Kam

2007) because PEFs can be adjusted in response to attempts to game the system. In

general, manipulation exercises can be detected since, at least with signed reviews,

as the community can identify who, together with whom, is taking a positive or

negative stance for or against a paper.

Web-portals can define PEFs for subcommunities—for scientists too busy to define their

own. A web-portal can be established cheaply by individuals or groups whose members

share a common set of criteria for paper prioritization. (Kriegeskorte 2012, p. 7)

Will it be possible to motivate reviewers to write reviews of high quality?
Because public reviews are directed to the community, their impact to a large

extent depends on the persuasiveness of their arguments. This sharply contrasts

314 M. Osterloh and A. Kieser



with the secret traditional peer review that often reflects political intentions of

reviewers who see themselves as the author’s competitors or as supporters of a

representative of a theory which they find attractive. It can be assumed that the

motivation to review a paper is greater in the new system than in the current one

since the signed review is a publication with which reputation can be earned. Public

reviews make reviewing a more meaningful and motivating activity. Scientists

asked to write a pre-publication review for a traditional journal might also ask

themselves whether they should publish their (originally secret) review once the

respective paper has been published. Signed reviews will be citable publications.

As the new system develops, one can imagine that reviews will be cited and quoted

in articles and other reviews. One can imagine that exciting public discourses will

develop between authors and reviewers and among reviewers.

Kriegeskorte (2012, p. 8) argues that control through the scientific community

will improve the quality of evaluations:

A core feature of this proposal is a clear division of powers between the OE4 system, which

accumulates reviews and ratings and links them to the papers they refer to, and the PEFs,

which combine the evaluative evidence so as to prioritize the literature from particular

perspectives. This division of powers requires that the evidence accumulated by the OE

system is publicly available, so that independent groups and individuals can analyze it and

provide PEFs. This division of powers ensures transparency and enables unrelated groups

and individuals to freely contribute to the evaluative evidence and to its combination for

prioritizing papers. For example, if a group of scientists started doing mutual favors by

positively evaluating each other’s papers, an independent group could build a PEF that uses

only signed evaluations and downweights evaluations from individuals within cliques of

positive mutual evaluation. Conversely, when a web-portal claims to combine the evalu-

ative evidence by a given PEF to compute its paper ranking, anyone can re-implement that

algorithm, run it on the public evaluative evidence, and check the ranking for correctness.

This fosters a culture in which we keep each other honest, and in which public interest and

self-interest are aligned.

A minimalist quantitative evaluation mechanism for rapid ratings: Kriegeskorte
(2012, p. 8) recommends the provision of a minimalist open evaluation formula that

reminds one of minimal “like” and “dislike” buttons but goes beyond them. He

admits that such buttons are not suitable for evaluating scientific papers. Therefore,

assuming that reviewers are familiar with impact factors, he suggests using a

one-dimensional rating scale for the rapid review called “desired impact in impact

factor units” that ranges from 0 to 12. We do not agree with this idea. This

suggestion leads to the seductive power of numbers mentioned, and neglects that

discourses, not counting, are at the heart of scientific progress. It would be mis-

leading to re-introduce impact factors, which Kriegeskorte (2012, p. 3) himself

characterizes as “impoverished evaluative signals” that “are kept secret and con-

tribute to the reception of a paper only after being reduced to a categorical quality

4OE¼Open Evaluation.
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stamp”. This would be true not only for a journal label, but also for a “desired

impact” label.5

Revisions: The author can submit a revision of his or her paper. A revision is a

separately published document linked to the previous version of the paper and

accompanied by a “justification statement” that addresses the changes (typically in

response to reviewers’ comments). The justification statement is needed for the

revision to replace the previous version. The authors of signed reviews are auto-

matically informed about revisions and can revise their reviews in the light of the

revision. Revisions may be limited to a certain number per year.

In the long run, rankings may become superfluous: The review phase is open

ended and so important papers will accumulate more reviews over time. They will

trigger more intensive discourses between reviewers. They will also more often be

identified as important in evaluative web-portals.

A new culture of scientific publishing: Kriegeskorte (2012, p. 12) optimistically

assumes that an OPR could create a new culture of scientific publishing overcoming

the drawbacks of the current system:

Open evaluation goes hand in hand with a new culture of science. This culture will be more

open, transparent, and community controlled than the current one. We will define ourselves

as scientists not only by our primary research papers, but also by our signed reviews, and by

the prior work we value through our public signed ratings. The current clear distinction

between the two senses of ‘review’ (as an evaluation of a particular paper and as a summary

and reflection upon a set of prior papers) will blur. Reviews will be the meta-publications

that evaluate and integrate the literature and enable us as a community to form coherent

views and overviews of exploding and increasingly specialized literatures.

After some years a PEF could collect contributions that have elicited the most

inspiring debates. The original authors are given the opportunity to present their

work to a broader audience as “state of the art”. In contrast to the present system,

this would be the outcome of a transparent and collaborative process.

6 Evaluation of the Open Post-Publication Evaluation

System

A number of questions arise concerning the new system. Kriegeskorte (2012) raises

the following questions:

Won’t the literature be swamped with low-quality papers that are never evaluated?
This could happen. The new system will not prevent us from reading papers that

have not been evaluated yet (Kriegeskorte 2012, p. 12/13). However, with the

5 The “desired impact factor” Kriegeskorte mentions is different from a journal impact factor.

Therefore, the problem of free-riding on a small number of highly cited articles in high-impact-

journals is avoided with Kriegeskorte’s approach. However, when certain PEFs will have gained

prominence, counting exercises are likely to set in.
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present peer review system the attention of readers is often enough misguided by

criteria hard to trace. With evaluated papers the new system helps to select what

to read on the basis of open and transparent criteria. Moreover, scholars are

motivated to seek informal feedback before publishing their paper, because a

published paper cannot be erased from the record (Kriegeskorte 2012, p. 15).

What will happen to papers that will end up in “the twilight zone of unevaluated
papers”? Kriegeskorte (2012, p. 13) answers that “as readers, we do not mind

this, because twilight papers will not come to our attention unless we explicitly

search for them”. On the other hand, scholars have to learn to connect better with

peers by informal feedbacks to find an initial audience and a peer-to-peer editor.

As a disadvantage, there is no doubt that this gives room for some scholarly

“marketing” and even cronyism.

How can reviews and reviewers be evaluated? Kriegeskorte (2012, p. 14/15) makes

two suggestions. In the first one he recommends using quantitative criteria, e.g.,

the weighting of reviews according to the reputation of the reviewers (measured,

e.g., by the H-index) or by estimating the predictive power of their past reviews

by relying on meta-reviews of their past reviews. We are skeptical concerning

this suggestion since it activates the “seductive power of numbers” as well as

reactive measures. It does not encourage scholarly debates and might strengthen

mainstream research. The second suggestion is a qualitative one: A reviewer

who signs a review or rating links his or her reputation to a paper. “Performance

could be judged as high if the reviewer’s judgment stands the test of time, and

especially high if this evaluation was made early and/or diverged from existing

evaluations when it was entered.”(p. 15). We appreciate highly the idea to make

reviewing in this way a competitive, public activity that at the same time pro-

motes the scholarly discourse.

In sum, post-publication review has advantages and disadvantages. The most

important disadvantages are, first, that it gives only few guidelines of how to select

newly published papers for reading. However, as mentioned, the old system often

misguides this selection by an intransparent review process and one-dimensional

rankings. Second, the necessity to choose an editor who selects the first reviewers

may trigger undue advertisement efforts and even may promote cronyism. How-

ever, in the new system cronyism is much harder to hide since judgments have to be

substantiated by arguments. Third, we do not support Kriegeskorte’s suggestion to

use quick evaluation formulas. What is counted counts. It leads to empoverished

evaluative signals and seduces peers not to use their own brain. Nevertheless also in

the new system evaluations are in danger of the “seductive power of numbers” as

soon as some communities or persons become dominant and their judgments are

weighted.

The most important advantages of the open post-publication peer review system

is that it strengthens open scholarly discourses about different views that are at the

heart of scientific progress. It does so first, by enhancing the quality of peer reviews,

making them part of the scholarly reputation system and by impeding intransparent

power of reviewers. Second, it avoids the lock-in effect of misleading performance
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indicators and encourages to care for content instead of publication outlets. Third, it

is more resistant to “gaming the game” efforts because it is based on comprehen-

sible and transparent arguments instead of numbers.
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Part VI

What Research Organizations Can Learn
from Knowledge-Intensive Business



The Professional Partnership: An Alternative

Model for Public University Governance

Reform

Nancy R. Edwards and Berthold U. Wigger

Abstract We propose an alternative model for university governance reform;

namely, the professional partnership. To this end, we provide a theoretical founda-

tion to support the propositions that the profession, as institution, and the partner-

ship, as organizational form, have unique governance characteristics that are more

effective for knowledge-intensive organizations, such as universities, than the

corporate model of governance, on which the New-Public-Management-inspired

governance model for German public universities, the so-called Neues

Steuerungsmodell, is based.

Much of the past and current debate on university governance reform centers on the

adoption of the corporate model of governance. Like the traditional model of public

administration, the corporate model implies the management and governance of a

large, hierarchical organization in which readily measurable outcomes result from

work that can be—and often is—standardized and easily defined in corporate

manuals. The theoretical foundation of corporate governance is agency theory,

which is problematic for the German public university context, to the extent that

no clear and uncontested agency relationships can be defined, with the result that

artificial agency relationships must be constructed in order to operationalize the

corporate model and its governance structures and instruments. Given the unsatis-

factory theoretical underpinnings of this approach and the questionable results

rendered by the corporate model, we take a different approach; namely we extend

Williamson’s transaction cost theory in offering a more theoretically-robust

approach to the governance of knowledge-intensive services. Specifically, we

extend transaction cost theory in several important ways that recognize the unique

attributes of knowledge as a commodity, explicitly account for the knowledge

dimension of human assets, account for the unique characteristics of knowledge

workers, and, taking all of this together, extends the scope of viable governance
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structures to include the broader professionalization of knowledge workers and the

partnership as an organizational form and governance structure.

1 Characteristics of Knowledge Work and Knowledge

Workers

A key characteristic of knowledge work is that it chiefly involves non-routine,

non-standardized tasks that require domain-specific knowledge. To this end, knowl-

edge workers “rely on a sophisticated combination of theoretical knowledge,

analytical tools and tacit or judgmental skills that are very difficult, but not

impossible, to standardize, replicate and incorporate within formalized organiza-

tional routines” (Reed 1996, p. 585). They are typically engaged in work that

involves solving complex and unique problems—often for individual clients—by

offering creative and innovative solutions, which make bureaucratic approaches to

monitoring and control difficult (Alvesson 1993; Greenwood et al. 1990).

The other key characteristic of knowledge work is that it is often difficult for

non-experts to evaluate. Credence goods represent such a special case. Problems

concerning credence goods arise when an expert provider of services, who is more

knowledgeable about the needs of the consumer than the consumer himself is,

determines the quantity and quality of service that is provided (Emons 1997;

Dulleck and Kerschbamer 2006). As noted by Emons (1997, p. 107; emphasis in

the original), “aggravating this special feature is the fact that even ex post, con-
sumers can hardly determine the extent of the service that was required ex ante. It is
often difficult, if not impossible, to find out whether repairs were really needed or

whether necessary treatments were not performed.” Many knowledge-intensive

services, including higher education and research, may be characterized as cre-

dence goods and therefore pose a unique governance problem.

We assume a definition of knowledge workers as experts in a domain who

possess a high degree of domain-specific knowledge. This definition consequently

includes the traditional professions (i.e., law, accountancy, medicine, etc.) as well

as non-professional occupations that require expert-level knowledge (e.g., manage-

ment consultancy, academia, etc.), reflecting the convergence in characteristics

ascribed to both professional and non-professional knowledge workers (Alvesson

1993).

The key questions to be answered now are what differentiates knowledge

workers from other categories of workers and what are the implications for the

governance of organizations that employ mostly knowledge workers? As Foss

(2007) argues, assumptions about the knowledge and motivation of economic

actors are crucial for any informed discussion of governance and organization,

yet have not been addressed in a systematic way in the case of knowledge workers.

In reviewing the literature on knowledge workers, three key characteristics have

been identified: a preference for collegiality in decision making; the performance of
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work that is non-routine and non-standardized; and, a preference for autonomy and

freedom from external constraint in the work environment (Greenwood and

Empson 2003; Moe 1995; von Nordenflycht 2010).

Collegiality in decision-making reflects the extent to which decisions in an

organization are based on a flat hierarchy in which workers are active participants

in key managerial decisions. Several authors confirm that the distribution of

authority in knowledge-intensive firms reflects an emphasis on collegiality, peer

evaluation, autonomy, informality and flexibility (Greenwood et al. 1990; Starbuck

1992). Lending further support, empirical research conducted by Sveiby and

Simons (2002) found that a collaborative atmosphere even enhances the effective-

ness of knowledge work. In the context of professional service firms, collegiality is

reflected in members’ “broad participation in strategic decisions, rotating executive
positions and high individual autonomy in the production process” (von

Nordenflycht 2007, p. 431).

According to Reed (1996, p. 585), knowledge workers, “specialize in complex

task domains which are inherently resistant to incursions by the carriers of bureau-

cratic rationalization and control”. This relates not only to the belief in self-

regulation (i.e., that only other qualified experts are able to evaluate their work

and, consequently, a preference for collegiality in decision making and control), but

also to the desire for autonomy in organizing and conducting their work. As

explained by Hall (1968, p. 93), autonomy “involves the feeling that the practitioner

ought to be able to make his own decisions without external pressures from clients,

those who are not members of his profession, or from his employing organization”.

In summary, salient distinguishing characteristics have been identified that

differentiate knowledge work and knowledge workers from other categories of

work and workers. In what follows, we formulate three propositions, from which

we derive our chief argument; namely, in favor of the professional partnership as an

alternative approach to the governance of knowledge work and knowledge workers,

in general, and for public university governance reform in particular.

2 The Profession as Institution and Mode of Governance

Proposition 1 Professionalization offers more effective governance of knowledge

work and knowledge workers than the corporate model.

In order to discuss professionals in general or, in the university context, academics

in particular as being a distinctive group apart from other (knowledge) workers, a

definition of the professions must be established on which further distinguishing

characteristics can be elaborated. Wilensky (1964, p. 138; emphasis in the original)

defines professions according to the following two criteria. Firstly, “the job of the

professional is technical—based on systematic knowledge or doctrine acquired

only through long prescribed training. Secondly, professionals adhere to a set of

professional norms; i.e., standards of conduct that inform their behavior vis-à-vis
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their clients and their colleagues.” While the first characteristic overlaps with our

broader definition of knowledge workers, the second characteristic can be viewed

as distinguishing professionals from other knowledge workers. Thus, in addition to

the characteristics common to knowledge workers discussed above (i.e., collegial-

ity in decision-making, the nature of knowledge work, and preference for auton-

omy) members of recognized professions exhibit additional, unique characteristics

that have important governance implications; namely, self-regulation and social

control. These are manifested in the establishment and enforcement of strict

requirements for entry into the profession (i.e., educational standards), the selec-

tion, training, promotion and socialization of aspiring entrants, resulting in a strong

allegiance to the profession, the strict adherence to a code of ethics, and the

trusteeship norm (Goode 1957; Greenwood et al. 1990; Hall 1968; von

Nordenflycht 2007, 2010; Parsons 1939; Scott 1965; Starbuck 1992; Wilensky

1964).

Underpinning the self-regulation and social control among members of a pro-

fession is the adherence to strict codes of professional ethics. According to Starbuck

(1992, p. 717) “professionals’ ethical codes require them to serve clients unemo-

tionally and impersonally, without self-interest.” This echoes Wilensky’s (1964)

discussion of professional norms, which dictate that professionals have an obliga-

tion to perform technically competent, high-quality work while adhering to a

service ideal, stipulate that, when the two are at odds, “devotion to the client’s
interests more than personal or commercial profit should guide decisions”

(Wilensky 1964, p. 140). In addition, Starbuck (1992, p. 717) notes that “pro-

fessionals identify strongly with their professions, more strongly than with their

clients or their employers. They not only observe professional standards, they

believe that only members of their professions have the competence and ethics to

enforce these standards”.

Professional codes of ethics are generally considered to be more severe than the

laws and regulations with which professionals must comply, thus bestowing upon

them a high status within the larger society. However, maintenance of this social

standing requires credible enforcement of codes of ethics in order to sustain the

legitimacy of self-regulation and shield professionals from the scrutiny of laymen1

(Goode 1957; Hall 1968). Given the preference for autonomy and the belief that

only other expert-professionals are competent to evaluate their work, it is in the

interest of professionals to comply with and mutually enforce their codes of ethics.

Related to their adherence to a strong code of ethics and professional norms,

professionals possess an attitudinal trait that further distinguishes professionals

from other knowledge workers is their public service ethos (Hall 1968), also

referred to by von Nordenflycht (2010) as the trusteeship norm. The trusteeship

norm encompasses the notion that “professionals have a responsibility to protect the

interests of clients and/or society in general,” which lies “at the core of professional

1As explained by Goode (1957, p. 198), “in exchange for protection against the larger lay society,

the professional accepts the social control of the professional community.”
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codes of ethics and is often contrasted against a “commercial” or “economic” ethos

that allows unfettered pursuit of self-interest” (von Nordenflycht 2010, p. 163).

Codes of ethics and professional norms explicitly recognize and control for the

information asymmetries inherent in most knowledge-intensive service transac-

tions. Alluding to the specific credence goods nature of professional services,

Goode (1957, p. 196) explains that, “socialization and social control in the pro-

fessions are made important by the peculiarly exploitative opportunities the pro-

fessions enjoy. The problems brought to the professional are usually those the client

cannot solve, and only the professional can solve. The client does not usually

choose his professional by a measurable criterion of competence, and after the

work is done, the client is not usually competent to judge if it was properly done”. In

a similar vein, Wilensky (1964, p. 140) explains that, “the client is peculiarly

vulnerable; he is both in trouble and ignorant of how to help himself out of it. If

he did not believe that the service ideal were operative, if he thought that the income

of the professional were a commanding motive, he would be forced to approach the

professional as he does a car dealer—demanding a specific result in a specific time

and a guaranty of restitution should mistakes be made. He would also refuse to give

confidences or reveal potentially embarrassing facts. The service ideal is the pivot

around which the moral claim to professional status revolves”.

Finally, self-regulation and social control are anchored in the socialization

process that aspiring entrants to a profession must undergo. Those aiming to enter

a profession must meet the high educational requirements, as well as undergo

extensive training during which intensive socialization occurs (Goode 1957). All

of this culminates in a strong sense of allegiance to the profession. Members of

professions have been described as exhibiting an esprit de corps and a sense of

“being in the same boat”, which are said to be “fostered by such things as control of

entry to the occupation, development of a unique mission, shared attitudes toward

clients and society, and the formation of informal and formal associations” (Bucher

and Strauss 1961, p. 330). According to Starbuck (1992), professionals identify

more strongly with their profession than with either their clients or their employers,

which Hall (1968, p. 93) refers to as “a sense of calling to the field.” As described by

Goode (1957, p. 195; emphasis added), “typically a profession, through its associ-

ation and its members, controls admission to training and requires far more educa-

tion from its trainees than the containing community demands. Although the

occupational behavior of members is regulated by law, the professional community
exacts a higher standard of behavior than does the law. Both of the foregoing

characteristics allow the professions to enjoy more prestige from the containing

community than can other occupations. Thus, professionals stand at the apex of

prestige in the occupational system”.

Thus far we have identified and discussed the unique attributes of professionals—

both attitudinal and behavioral—that differentiate them from other labor market

participants. Based on the foregoing discussion, we conclude that these attributes

are clearly inconsistent with the assumptions about human behavior that underlie

transaction cost theory—specifically, self-interested opportunism. An additional
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property that differentiates professionals from the archetypal homo economicus is

that professionals have become institutionalized.

As with many social science theories and constructs, there lacks a clear and

uncontested definition of what constitutes an institution. A key figure in the field of

sociology and institutional theory, Scott (1995, p. 33) defines institutions as being

composed of “cultural-cognitive, normative, and regulative elements that provide

stability and meaning to social behavior” and have attained a high degree of resilience

and legitimacy. Important work in sociology (see for example, Alvesson 1993, 2000;

DiMaggio and Powell 1983; Meyer and Rowan 1977) has discussed professions as

institutions. This interest in professions as institutions has stemmed in large part from

the fact that “many of the traits that make the professions sociologically interesting

grow from the dimension of community” (Goode 1957, p. 195; emphasis added).

Characteristic of each of the established professions, and a goal of each aspiring

occupation, is the ‘community of profession.’ Each profession is a community

without physical locus and, like other communities with heavy in-migration, one

whose founding fathers are linked only rarely by blood with the present generation.

It may nevertheless be called a community by virtue of these characteristics: (1) Its

members are bound by a sense of identity. (2) Once in it, few leave, so that it is a

terminal or continuing status for the most part. (3) Its members share values in

common. (4) Its role definitions vis-à-vis both members and non-members are

agreed upon and are the same for all members. (5) Within the areas of communal

action there is a common language, which is understood only partially by outsiders.

(6) The Community has power over its members. (7) Its limits are reasonably clear,

though they are not physical and geographical, but social. (8) Though it does not

produce the next generation biologically, it does so socially through its control over

the selection of professional trainees, and through its training processes it sends

these recruits through an adult socialization process (Goode 1957, p. 194).2

From this point of view, a professional community has its own symbolic

systems, relational systems, routines, and artifacts, which support the three pillars—

regulative, normative, and cultural/cognitive—of the ‘profession as institution’ (Scott
1995). Powell explains the three pillars as follows: “regulative elements emphasize

rule setting and sanctioning, normative elements contain an evaluative and obligatory

dimension, while cultural/cognitive factors involve shared conceptions and frames

through which meaning is understood” (2007, p. 2). According to Powell, “each of

Scott’s pillars offered a different rationale for legitimacy, either by virtue of being

legally sanctioned, morally authorized, or culturally supported. These two key treat-

ments of institutional mechanisms underscore that it is critical to distinguish whether

an organization complies out of expedience, from a moral obligation, or because its

members cannot conceive of alternative ways of acting” (2007, p. 2).

2 Ouchi (1979) distinguishes between three different governance models: markets, bureaucracies

and “clans”, where clans “rely upon a relatively complete socialization process which effectively

eliminates goal incongruence between individuals” (1979, p. 833). In this respect, professionali-

zation and the resulting professional communities as discussed here resemble clans.
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The institutional effects of professionalization on professionals differentiate them

in important ways from non-professional knowledge workers. As explained by

Wilensky (1964, p. 141), “the degree of professionalization is measured not just by

the degree of success in the claim to exclusive technical competence, but also by the

degree of adherence to the service ideal and its supporting norms of professional

conduct”. Earlier work by Parsons (1939, p. 467) provides a more detailed discus-

sion: “The professional type is the institutional framework in which many of our most

important social functions are carried on, notably the pursuit of science and liberal

learning and its practical application in medicine, technology, law and teaching”. He

elaborates further on this point as follows. “The institutional pattern governing

professional activity does not, in the same sense, sanction the pursuit of self-interest

as the corresponding one does in the case of business [. . .]. Business men are, for

instance, expected to push their financial interests by such aggressive measures as

advertising. They are not expected to sell to customers regardless of the probability of

their being paid, as doctors are expected to treat patients” (Parsons 1939, p. 463). In

Parsons’ view, “success” and “achievement” are institutionally defined and differ

fundamentally between business and the professions. These differences also form the

institutional constraints on socially accepted and expected behavior for the members

of these two distinct groups (i.e., businessmen and professionals). The fundamental

conclusion that can be drawn is the following: transaction cost theory’s self-

interested and opportunistic homo economicus appears to be subject only to external
regulative constraints on his behavior, whereas professionals are subject to both

external and internal regulative, normative and cognitive constraints.

3 The Partnership as Organizational Form and Mode

of Governance

Proposition 2 The partnership, as an organizational form, offers more effective

governance of knowledge work and knowledge workers than the corporate model.

As an organizational form, when viewed from a legal and financial perspective, a

partnership is created by a contractual agreement between two or more individuals

who agree to share the risks and the profits resulting from the operation of a business. It

has been observed that, “partnerships tend to occur among individuals of similar type

and quality” (Kandel and Lazear 1992, p. 813). For the governance of knowledge-

based organizations and of knowledge-intensive service transactions that are rendered

to non-expert clients, the partnership, as an organizational form, possesses a number of

governance features that distinguish it favorably from both market and hierarchy.3

3 The partnership model has also been discussed under different labels in the management

literature. Burns and Stalker (1961) distinguish between mechanistic and organic organizations.

Bureaucracies are inherently mechanistic as they rely upon ramified hierarchies, explicit formal

rules and large worker heterogeneity. Partnerships, in contrast, are organic by nature as they

exhibit flat hierarchies, few formal rules and little heterogeneity among its members.
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Firstly, given that an individual partner is, on the one hand, a mutual beneficiary

of her partners’ actions but is also, on the other hand, mutually liable, she has very

strong incentives to monitor and control her partners’ behavior.4 This results in an

internal agency problem that is resolved with a form of governance referred to by

Fama and Jensen (1983) as a strong “mutual monitoring system”. The unlimited

personal liability to which partners are exposed thereby reinforces peer mutual

monitoring and militates against self-interested opportunistic behavior (Kandel and

Lazear 1992; Ribstein 2009). This is consistent with the preference for collegiality

and the belief that only other experts or professionals are able to accurately and

critically evaluate the non-routine, non-standardized work in which knowledge

workers are engaged. It is also consistent with the self-regulation of the professions,

which depend on strict compliance with own codes of ethics and professional norms

for sustaining their elevated social status and maintaining their reputational capital.

This combination of both the ability and the incentive to engage in peer mutual

monitoring results in significantly more effective governance than, for example,

profit participation in the corporate model (Kandel and Lazear 1992).

From the perspective of non-expert third parties—most notably clients—this

goes a long way toward reducing the risks associated with the information

asymmetries that complicate market contracting and lead to high transaction

costs. In this way, the partnership optimizes transaction governance while signifi-

cantly reducing transaction costs. Where credence goods transactions are

concerned, we expect the differential to be even greater.

Secondly, the unification of ownership, management and control, combined with

the tournament system of promotion to partner create incentives that promote

knowledge creation and knowledge sharing by all members of a partnership—

both among partners and non-partner professional staff. Both Foss (2007) and

Hackett (2000) discuss the problems encountered by many knowledge-based orga-

nizations and identify a tendency among knowledge workers in traditional private

and public bureaucratic organizations to hoard knowledge, which typically results

from corporate-style performance-based incentives, as one of the most serious obsta-

cles that such organizations must overcome. Sharing of knowledge and other resources

(especially those that contribute to fixed costs), can allow knowledge workers who

work together in a partnership context to realize economies of scale and scope in the

services they offer, which leads to both lower production and transaction costs than

would be realizable via either hierarchy (which discourages knowledge sharing) or

market-based transactions between individual self-employed experts working by

themselves (where knowledge-sharing is precluded due to competition).

Finally, the partnership is highly consistent with the professional allegiance to a

profession. It is also more consistent with related professional norms—such as the

4 In contrast to the limited liability enjoyed by shareholders, owing to the fact that the corporation

is a legally separate entity, the partnership is not a legal entity separate from its partner-owners.

Consequently, each partner bears unlimited personal liability for the debts of the partnership, even

if they were incurred by another partner (on behalf of the partnership).
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trusteeship norm and the service ideal—than either market contracting or hierar-

chical organization. As noted by Goode (1957, p. 197), “the professional who is

also a bureaucrat becomes less directly dependent on the professional community

for his career advancement, so that the ordinary sanctions of that community may

have less impact.” Subsequent empirical research by Hall (1968) lends further

support to the claim that a bureaucratic organizational structure (i.e., akin to

Williamson’s “hierarchy”) is incompatible with a professionalized workforce.

The formal processes and hierarchical control structures associated with corporate

governance and traditional public administration are therefore likely to conflict

with informal processes and “collegial controls” that underlie the governance of

professional partnerships (Moe 1995). Taken together with the unique attributes of

knowledge workers and professionals—i.e., a preference for self-regulation, auton-

omy in conducting work, the non-routine, non-standardized nature of work

performed (and the difficulty faced by non-experts in monitoring and controlling

work), and the preference for collegiality in decision-making, a hierarchically

structured organization, like a traditional bureaucracy, may well have the effect

of undermining the desirable governance features associated with the institutional

aspects of professionalization.

4 The Case for the Professional Partnership

Proposition 3 As embodied in the professional partnership model, when com-

bined, these two complementary approaches optimize the governance of

knowledge-based organizations, while minimizing governance costs.

On the basis of the foregoing discussion, we make a case for the partnership as

the ideal organizational structure, arguing that it maximizes the governance effects

related to the professions as well as those associated with the organizational

structure as such.

The partnership as an organizational form is strongly linked to the professions,

which may account for its historical prevalence among professional services, such

as law and accountancy firms (e.g., Kandel and Lazear 1992; Ribstein 2009). In

many respects, it reflects the defining institutional features of the professions.

Firstly, it reflects the belief held by most professionals that non-professionals are

not fit to monitor and control the work of professionals, therefore resulting in a

preference for mutual peer monitoring of professionals by professionals.5 Secondly,

it reflects the preference for autonomy in conducting work and the preference for

collegiality in decision-making at the managerial-level, given the relative equality

and status of the partners. Thirdly, it is consistent with the trusteeship norm. That is,

the view held by professionals that commercial interests—both own and those of

5 For a detailed discussion of peer review in academia see Osterloh and Kieser (2015).
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clients—should be secondary to compliance with professional standards and codes

of ethics.6 This is an important contrast to the corporate form, in which a separation

of ownership control has led to the goal of shareholder value maximization and

performance-based financial incentives for employees to narrowly pursue that goal.

Lastly, and relatedly, the tournament system of promotion to partner that is fre-

quently utilized by professional partnerships provides incentives for professional

staff who aspire to become a partner to work towards the best interest of the

partnership, rather than pursuing their own individual financial interests. Thus,

the governance features of the partnership as an organizational form complements

and reinforces many of the key governance features of the profession as an

institution which, we believe, should result in optimal governance at minimum cost.

Professional service firms (PSFs) are businesses characterized as employing

highly skilled individuals who provide knowledge- and human-capital intensive

services. While these individuals typically belong to a profession, that need not be

the case. Examples of PSFs frequently cited in the literature include law firms,

accounting firms, management consultancies, medical practices and advertising

agencies. Taking a resource-based view of the firm, human capital is the key source

of competitive advantage in a PSF (Empson 2001).

While sometimes organized as corporations with outside shareholders, the

archetypal PSF is organized as a professional partnership.7 This choice of organi-

zational form is significant, in that a partnership has unique governance features

that distinguish it from the corporate model of governance. Namely, in contrast to

the corporation, with its clear separation of ownership and control, a partnership

combines ownership, management and operations (Greenwood et al. 1990; von

Nordenflycht 2007; Ribstein 2009). As a consequence, authority is shared by all

owner-managers. Employee-owners are actively involved in formulating and execut-

ing strategy, while at the same time representing the organization’s key strategic assets.
Professions, as occupational groups, have been a focus of sociological research,

which has identified key traits that distinguish them from other occupational groups

(von Nordenflycht 2010; Scott 1965). In general, professionals are characterized as

having a high degree of bargaining power vis-à-vis employers, given both the

scarcity and the transferability of their knowledge, skills, and abilities, combined

with a strong preference for “autonomy and freedom from external constraint” in

their work environment (Greenwood and Empson 2003, p. 916). They are typically

engaged in work that involves solving complex and unique problems for individual

clients, which makes bureaucratic approaches to monitoring and control—a key

characteristic of large corporations and public organizations—infeasible.

6 In some cases, such as hospitals, organizing as a nonprofit is a way to minimize commercially

oriented governance (Hansmann 1996).
7 Some self-regulating professions, such as law and accountancy, do not allow outside ownership;

only licensed professionals may participate in the ownership of the firm.
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Greenwood and Empson (2003) provide a number of arguments to support their

assertion that the internal agency costs in a professional partnership or a PSF are, in

general, much lower than the external agency costs associated with the separation

of ownership and control in the modern firm: First, partners are more knowledge-

able about the business of the firm than are investors in public corporations,

enabling them to monitor more efficiently the behavior of their agents. Second,

the proximity of partners to managers provides opportunities to exercise influence

in a way not available to more dispersed shareholders. Third, managers are likely

aware of the scrutiny of their colleagues.

Thus, the professional partnership avoids the agency problems arising from

information asymmetries that plague the relationship between managers and share-

holders of the firm. An additional benefit of the partnership identified by Ribstein

(2009) is its flow-through entity status. Namely, earnings must legally be distrib-

uted to partners, thereby preempting the agency problem associated with control

over free cash flows that increases agency costs in firms (Easterbrook 1984; Jensen

1986; Kochhar 1996; Lehn and Poulsen 1989).

Also unique to the professional partnership is the influence of personnel policy

on organizational finance. Becoming a partner in most professional service firms is

highly sought after by junior staff, given the financial rewards, the social prestige,

and the ability to actively participate in decision-making that it entails (Greenwood

et al. 2007; Greenwood and Empson 2003; von Nordenflycht 2007; Ribstein 2009).

The ‘up-or-out’ system of career advancement, which is often utilized in profes-

sional service firms, exploits the ‘tournament system’ of motivation (Becker and

Huselid 1992). This approach to career advancement supports the socialization that

underpins many of the important norms that distinguish the profession as an

institution and mode of governance.

In a discussion of incentives in the public university context, research on the

interaction between motive dispositions and forms of incentives must be men-

tioned. Employment in the public sector has traditionally been associated with

job security, career advancement via a merit system and salary protection based

on a system of collective labor bargaining (Chen 2012). While an elaborate system

of rules and formal procedures is seen as decreasing managerial flexibility and

autonomy in the public sector (Chen 2012), which may be viewed as a drawback, at

the same time public sector managers have been shielded from the market pressures

and individual accountability for organizational performance that is faced by

managers in the private sector. Public universities and, specifically, professors

have been no exception.

The recent introduction of performance-based management techniques adopted

from the corporate model of governance was intended to change this bureaucratic

culture by stimulating professors to think and act more like private sector managers.

A recent meta-analysis by Weibel et al. (2010), who researched relationship

between individual performance and performance-related pay in the public sector,

found that intrinsic motivation was greatly reduced by the use of performance-

based pay. These authors analyzed the results of 46 experimental studies and

concluded that intrinsic motivation accounts for much greater performance by
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public sector managers than does extrinsic motivation (specifically, the promise of a

financial reward). Relatedly, a 1982 survey of US federal government and private

sector ‘middle managers’8 revealed clear differences in reward preferences between
the two groups. Specifically, the government managers rated the importance of

financial reward as a career goal lower than did their private sector counterparts and

rated the importance of “helping other people” and doing work that is “worthwhile

to society” higher than private sector managers (Rainey 1982, p. 290). The work of

Weibel, Rost and Osterloh tends to corroborate Rainey’s findings.
This leads to a further criticism of the use of corporate governance tools like

performance-based pay by those who emphasize the social role played by public

sector organizations. These critics argue that financial goals are frequently at odds

with social values, such as equity and access, which public service organizations

should prioritize. This argument is particularly salient for such merit goods as

education and health care. The normative disagreement about the role played by

public sector organizations in society has galvanized political and philosophical

opposition to the adoption of the corporate model, but with a notable lack of viable

alternatives on offer. Given that professors can be described as knowledge workers,

with all of the associated characteristics, and as intrinsically motivated public sector

workers, professionalization is an incentive-compatible mode of governance that

should promote both the enhanced performance of professors and the broader social

interests served by education and basic research. Indeed, both theory and evidence

suggest that current experiments with the corporate model of performance-based

compensation will not reap the expected benefits and may even reduce motivation

and performance.

Finally, research suggests that the unique governance features associated with

the professional partnership and the PSF are also associated with organizational

performance that is superior to the performance of the corporation. An empirical

study of management consultancies by Greenwood et al. (2007) found that partner-

ships and privately held firms outperformed publicly-traded firms in the consulting

industry, regardless of the level of organizational complexity or geographical scope

of operations. The authors conclude that organizations that are managed and

controlled by owners perform on average better than those organizations that are

characterized by a separation of ownership and management. Indeed, the fact that

owners place their own capital at risk is considered to be a ‘signal’ of quality and

integrity to clients and other stakeholders (Van Lent 1999, p. 240).

In summary, the professional partnership combines the unique and complemen-

tary governance features of the profession as institution and the partnership as

organizational form, offering the following benefits. Firstly, they are more consis-

tent and compatible with the characteristics of knowledge work and knowledge

8 “A ‘middle manager’ was defined as a person below the level of vice-president or assistant

agency director, with at least one level of supervision below him or her” (Rainey 1982, p. 292).
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workers than are either the corporate model or the public bureaucracy model of

governance. Secondly, it reflects the lack of clear agency relationships and treats

knowledge workers as experts who collegially monitor each other’s work via a

system of peer mutual monitoring. This is consistent with the credence goods nature

of work conducted particularly in the university setting, which does not lend itself

to monitoring and evaluation by non-expert managers. Thirdly, the collegial work

environment, autonomy in working and participation in decision-making are more

consistent with the intrinsic motivation that characterizes knowledge workers and

sheds a dubious light on the use of corporate-style performance-based rewards,

which research has shown may actually decrease work performance and motiva-

tion. Lastly, and relatedly, it reflects research findings that indicate higher levels of

work motivation in knowledge workers working in a knowledge-based organization

as opposed to a mixed or non-professional, hierarchical organizational setting. This

may also explain, at least in part, the superior performance of PSFs.

In applying the PSF governance model to universities there is, however, one

obstacle that must be taken into account. While private PSFs operate in markets in

which market prices (ideally) provide signals of both opportunity cost in producing

services and the willingness to pay of costumers or clients, comparable prices do

not exist in the university context. The underlying reason is that universities, in

engaging in science, contribute to a public good that will not be provided in private

markets due to market failure.9 Private PSFs, in contrast, provide knowledge-

intensive services that are marketable, as these services are essentially private in

nature (e.g., medical treatment or client-specific legal advice). This difference,

however, does not preclude the PSF as a role model for university governance.
Rather, it implies that universities need a different source of funding. While PSFs

can fund themselves by marketing their services, universities rely on public funds.

A further reason why the PSF model cannot be transferred one-to-one to universi-

ties concerns ownership. To the extent that universities are public, separation of

ownership and control is a virtually unavoidable prerequisite of university gover-

nance. Nevertheless, this does not preclude the PSF model as an alternative

governance approach. What matters for PSF incentives is not ownership in a literal

sense; rather, it is the distribution of residual rights of control typically associated

with private ownership (Hart et al. 1997; Wigger and vonWeizsäcker 2000; Wigger

2004). In applying the partnership model to public universities the question is thus,

to what extent can residual rights of control be attributed to professors as partners?

9 See, e.g., Nelson (1959, 2004), Arrow (1962) and Dasgupta and David (1994) on market failure

in science. The lack of market prices may also explain the widespread use of research rankings in

academia. Like market prices they are easy to gather and one-dimensional in nature. In contrast to

market prices, they do not reflect costs of research and it is a matter of debate to what extent they

reflect benefits for society. In addition, research rankings may invoke detrimental incentives, as

Osterloh and Frey (2014) point out.
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Conclusion
A chief aim of our research is to stimulate reformers to think beyond the

limited scope of the corporate model of governance in the discourse on public

university reform. In this vein, questions were posed, such as “Does it make

sense to run a university like a firm?” and “Are there alternative private-sector

models of management and governance more appropriate and effective for

the university context than the corporate model?”, questions to which we

sought answers. To this end, the chief contribution of our work can be

summarized as follows. Starting at the broader, abstract level of knowledge

work and knowledge workers, arguments drawn from transaction cost theory

were made that lay the foundation for two alternative, yet complementary,

modes of governance borrowed from the private sector: the broader profes-

sionalization of knowledge workers and the partnership as an organizational

form. Namely, the argument was made that partnerships contribute to lower

transaction costs than can be achieved by either markets or hierarchies in the

governance of knowledge-intensive service transactions for a number of

reasons. Firstly, lower information asymmetries between expert-partners

reduce the probability that opportunistic behavior can be successfully pur-

sued. Secondly, the unification of ownership, management and operations in

the persons of the partners contributes to a highly effective system of internal

mutual peer monitoring.
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Incentivizing Innovation in Knowledge-

Intensive Companies: Conceptual Analysis

of the Fit Between Reward Programs

and Organizational Contexts

Sven Grzebeta

Abstract In this conceptual study, I analyze the fit between corporate programs

incentivizing innovation and knowledge-intensive organizational contexts. Based

on the personal characteristics and contextual factors determining creative work

behaviour the levers for rewarding innovation in knowledge-intensive business

contexts are discussed. Drawing on fit theory, I corroborate the hypothesis that a

“one size fits all” approach for programs incentivizing innovation does not fully

leverage the creative potential of organizations. I analyze the dimensions and

implications of the fit between incentive programs for innovation and knowledge-

intensive organizational contexts and conclude with selected practical recommen-

dations to improve this fit.

1 Introduction

For the past 30 years, innovation has been a buzz word both in the theory and

practice of business management. Whenever firms find themselves under increased

pressure—be it from competition, regulation or social change—it is likely that at

some stage there will be a call for more innovation. For knowledge-intensive

companies, innovation is at the same time natural and of critical importance

because enhancing their knowledge stock and finding new applications for it is

part of their organizational DNA (Muller and Doloreux 2009; Starbuck 1992; Swart

and Kinnie 2003). While crucial competitive advantages are to be gained from

innovation (Kanter 1983; Sheehan and Stabell 2007), finding and implementing

successful business innovations is a complex and elusive task (Ahmed and Shepherd

2010; Burgelman and Sayles 1986). Typically, the management board of a com-

pany will decide to implement an innovation program of some sort to increase the

company’s innovativeness. In order to ensure that management and staff contribute
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to such a program’s success (or, at least, do not act against it) incentives are

introduced. Such incentives may have a positive effect on people’s behavior within
the organization, and, if used strategically, they can in fact be a powerful gover-

nance tool (Aguinis 2013; Lerner andWulf 2007). For incentives to be effective it is

important, both for the researcher and the practitioner, to understand the interac-

tions of incentives, creativity, co-operation and business innovation in knowledge-

intensive companies thoroughly.

Starbuck (1992, p. 715) defines a knowledge-intensive firm as one in which

“knowledge has more importance than other inputs”. To make a knowledge-

intensive firm special it must, to a significant extent, depend on “esoteric” and

“exceptional expertise” (Starbuck 1992, p. 716). Most of the recent literature

accepts West and Farr’s (1990, p. 9) definition of the term “innovation” as “the

intentional introduction and application within a role, group or organization of

ideas, processes, products or procedures, new to the relevant unit of adoption,

designed to significantly benefit the individual, the group, organization or wider

society”. For the purpose of this article, I follow these definitions. The ability to

generate new ideas is usually identified with the personal characteristic of creativity
(Ekvall 1971; Mumford and Gustafson 1988; Scott and Bruce 1994). An impressive

body of research on applied creativity has been produced over the past three

decades (Amabile 1983; Egan 2005; Mumford and Gustafson 1988; Zhou and

Shalley 2003), accompanied by studies on how it is impacted by incentives

(Aguinis et al. 2013; Becker 1987; Toubia 2006), on the relationship between

productive and creative goals (Miron et al. 2004), and on the impact of teamwork

and knowledge sharing on creativity (Sung and Choi 2012). There is general

agreement in the literature that both individual and organizational factors influence

the degree of creativity that an individual shows in a given situation (Amabile 1996;

Oldham and Cummings 1996; Scott and Bruce 1994; Woodman et al. 1993). It is

also generally acknowledged that goals and incentives are important antecedents to

individual creativity (Farr and Ford 1990; Shalley 1995). Azoulay et al. (2011)

found that in an academic research setting, rewarding longer-term rather than short-

term success and giving researchers freedom to experiment increases both the

frequency and novelty of published research findings.

However, when investigated empirically, existing models only explain up to

34 % (Oldham and Cummings 1996) and 37 % (Scott and Bruce 1994) of variance

in innovative behavior. Thus, a large part of the observed phenomenon remains

unaccounted for. Moreover, the interaction effects of personal characteristics,

job-related tasks, incentives and knowledge-intensive organizational context have

not yet been explored systematically. Although there is evidence that performance

management and incentive schemes can have a positive effect on innovation in

knowledge-intensive organizations (Azoulay et al. 2011; Lerner and Wulf 2007),

the implications for the various organizational settings in the real world have not

yet been fully explicated. This is particularly painful for the practitioner who is

looking for guidance when designing a concrete incentive scheme for innovation in

a given knowledge-intensive business context. From an academic perspective, it is
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desirable to develop models which explain an even larger part of the variance in

observed innovative behavior.

In the worst case, the incentive scheme for new ideas is counterproductive as

employees shift their focus from the timely delivery of projects to the creation of

new ideas or as they get badly frustrated by seeing that their good ideas do not get

support for implementation from the organization. Thus, the innovation program

must be adequate to the organizational context in which it is placed (Becker 1987).

However, the implications of the fit of an incentive scheme for innovation in

knowledge-intensive companies with its organizational context have not been

analyzed to date. Therefore, I undertake a conceptual analysis of the fit between

corporate programs incentivizing creativity and knowledge-intensive organiza-

tional contexts. The key question is: What is the best approach to designing an

effective incentive program for innovation in a knowledge-intensive business

context? My hypothesis is that a “one size fits all” approach for programs incen-

tivizing innovation is not adequate to systematically leverage the creative potential

of knowledge-intensive companies. My approach draws on existing research and

anecdotal evidence.

I start by exploring the relation of knowledge, ideas and innovation in

knowledge-intensive companies. Next, I undertake an exposition of the levers for

rewarding creativity and innovation in a knowledge-intensive corporate context.

I then propose to analyze the problem using a systems approach to fit theory. Based

on the research findings from the literature concerning incentives, creativity and

innovation I analyze the dimensions and implications of the fit between an incentive

program for innovation and its organizational context in knowledge-intensive

companies. I conclude with selected practical recommendations to improve this

fit in practice.

2 Generating Knowledge Through Ideas: Innovation

in Knowledge-Intensive Companies

Although innovation can be critical for the survival of companies of all types and in

all sectors (Christensen 1997) it is of particular importance for knowledge-intensive

companies (Lei et al. 1999; Swart and Kinnie 2003). Knowledge-intensive firms

must engage in a continuous process of learning (and unlearning) if they want to

remain competitive since knowledge ages and may get outdated (Starbuck 1992;

Lei et al. 1999). Up-to-date knowledge is the lifeblood of knowledge-intensive

companies, and the application of this knowledge in ways which create value for

their customers is a critical competency (Muller and Doloreux 2009; Sheehan and

Stabell 2007). Such relevant knowledge is difficult to generate or to acquire and its

management requires special skills and adequate organizational environments (Earl

1994; Lei et al. 1999; Swart and Kinnie 2003).
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With respect to their competitively critical knowledge, firms may pursue an

explorative or exploitative approach (Edvardsson 2008; Hansen et al. 1999).

Knowledge-intensive companies may innovate in two ways specific to them:

First, they may produce new insights by research and intelligence or even discover

new domains of knowledge (Starbuck 1992). Secondly they may find new ways of

applying their knowledge in commercial contexts (Sheehan and Stabell 2007).

Although only the first approach is based on the explorative generation of new

knowledge in the strict sense, identifying new opportunities to exploit existing

knowledge also requires, somewhat paradoxically, exploration. Innovation and

knowledge have a relationship of mutual reinforcement because fruitful research

and the generation of new useful ideas require domain expertise (Amabile 1983),

and in turn, new ideas generate new knowledge. However, it should be noted that

the cumulative extension of knowledge, e.g., a lawyer reading and understanding

new pieces of legislation, is not necessarily innovation. Rather, adding and refresh-

ing knowledge in a linear way is routine business for knowledge-intensive

companies.

As innovation requires new ways of thinking, the phenomenon of creativity

has received great attention in organizational psychology (Amabile 1983, 1996;

Mumford and Gustafson 1988). But creative ideas must be translated into tangible

improvements in order to be effective (Miron et al. 2004; West 2002). For example,

if a programmer in an IT company has an idea for a new software product, the

realization of this idea is likely to require organizational support in terms of

management decisions, resources and co-operation with colleagues. West (2002)

even goes so far as to claim that the implementation of ideas, regarded as a team

exercise, is much more critical for successful innovation than the generation of

ideas. Therefore, idea generation and implementation of the solution constitute two

halves which together make up innovation.1

It is important to differentiate between acquired knowledge, explicit ideas as to

how to apply this knowledge and its successful application. Moreover, some

innovations may be implemented by the idea originators themselves and others

require the support of other employees or management, or the provision of

resources by others.2 Furthermore, ideas can be applicable to one’s own job or

work group (Axtell et al. 2000) or to improvements anywhere in the company (Van

Djik and Van den Ende 2002). Finally, innovation may take place implicitly in the

routine of one’s daily work (Janssen 2000), or it may be formulated in an explicit

idea (Van Djik and Van den Ende 2002). The latter approach is the basic principle

underlying all types of employee suggestion schemes (Ekvall 1971) and a good

practical way to capture creativity.

1 Some authors have proposed more sophisticated phase models: idea extraction, idea landing and

idea follow-up (Van Djik and Van den Ende 2002); idea generation, idea acceptance by coalition

building, idea implementation, and transfer and diffusion (Kanter 1988).
2 For a systematic typology of creative contributions cf. Unsworth (2001).
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3 Fostering Innovation Through Incentives

in Knowledge-Intensive Companies

If a knowledge-intensive company wants to become more innovative, it needs to

ensure that both the generation of valuable ideas and their successful application are

supported as much as possible (Kanter 1988). An organization may achieve this by

adapting its culture accordingly (Ahmed 1998) and by promoting innovation

explicitly with corporate programs (Ahmed and Shepherd 2010; Burgelman and

Sayles 1986). Such programs work on the level of the organization (e.g., by defining

strategy and setting the corporation’s agenda) and on the level of the individual

member (e.g., by goal setting or skill development). Three types of recommenda-

tions can be found in the literature: (1) Changes to the organizational structure to

remove administrative barriers, increase departmental autonomy and accelerate

decision-making processes (Lei et al. 1999); (2) Changes in management behavior

(e.g., by goal setting, reward schemes, or alternative decision-making procedures)

to promote exploration and rational risk-taking (Ahmed 1998; Azoulay et al. 2011;

Gumusluoglu and Ilsev 2009); and (3) Fostering knowledge-sharing and open

communication to support the diffusion of knowledge and the generation of break-

through discoveries or ideas through cross-functional collaboration (Edvardsson

2008; Scarbrough 2003; Swart and Kinnie 2003).

Organizational structure, culture and leadership have implications far beyond a

company’s capability to innovate. Although an organizational context supportive of
innovation may be the most effective long-term approach, changing an organiza-

tion’s cultural characteristics is a difficult and, in practice, slow process (Farr and

Ford 1990; Lei et al. 1999). Therefore, it appears to be relevant to investigate

alternative approaches to foster innovation. One alternative approach is represented

by programs that aim at increasing a company’s innovativeness by offering

rewards3 to the employees. Such programs can be implemented in a short period

of time and can be expected to have a positive effect on the staff’s behavior without
much delay. However, one should consider that creativity can only partly be

enhanced by means of incentives: specifically, whereas task motivation might be

influenced by incentives in the short- to medium-term (Aguinis et al. 2013), the

other personal characteristics which are required to produce creative behavior,

namely domain expertise and creativity skills (Amabile 1983) cannot be influenced

by incentives within a short timeframe (Amabile 1996). In particular with a view to

3Davila et al. (2006) differentiate between incentives and recognition rewards. They define

incentives as contractually arranged links between performance and subsequent rewards, and

recognition as voluntary and subjectively determined rewards which are not announced in

advance. However, if recognition rewards are to have any motivational effect their existence

must either be known or at least be reasonably expectable by the affected persons. Therefore, I use

the terms “incentive” and “reward” more or less interchangeably in this article. “Reward” has a

stronger focus on the actual presentation of the benefit, whereas “incentive” highlights the

motivating effect of a contingent reward. By “recognition” I refer to the acknowledgement (verbal

or other) by the organization of an achievement or a contribution.
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the key role of highly specialized domain expertise in knowledge-intensive com-

panies (Starbuck 1992) this is an important limitation. Another challenge is that

highly-specialized experts may even show resistance to new ideas if these reduce

the value of the specialists’ current expertise or put their professional privileges at
risk (Earl 1994; Starbuck 1992). A successful incentive program for innovation in a

knowledge-intensive organization needs to reflect these constraints.

Becker (1987) provides a framework for the design of incentive systems for

innovation. The strength of Becker’s approach is that it takes a holistic view of the

incentives working towards or against innovation in an organization. However, his

conceptual framework is geared to traditional hierarchical models of the firm and he

deals with incentives for innovative behavior only on the basis of conventional

approaches to pay (base and general performance-related components). Hence he

suggests different types of incentive schemes for managers and staff, in which only

the former are granted performance-related pay, and he measures contributions to

innovation on hierarchical entities such as work groups and business units, rather

than on the level of informal teams or simply those individuals who made the

innovation happen, regardless of rank or organizational position. Therefore,

although his framework is still valid as an analytical tool, it needs to be updated

to reflect recent approaches to innovation management (Ahmed and Shepherd

2010) and the current working environments in knowledge-intensive organizations

(Edvardsson 2008).

Based on principal-agent theory and expected probability considerations, Toubia

(2006) and Manso (2011) develop output-maximizing incentive models for explor-

ative behavior which take the strategic considerations of actors into account.

Although Toubia’s insights may help to design adequate incentives in group

creativity processes, and guidelines for rewarding executives may be formulated

based on Manso’s conclusions, one cannot derive parameters for a concrete incen-

tive program directly from their theoretical models. Moreover, both approaches

implicitly assume that managers and employees are rational economic agents who

are mainly motivated extrinsically.

Employee expectations in knowledge-intensive organizations tend to differ from

those prevalent in traditional production or service environments (Edvardsson

2008; Starbuck 1992). In particular, many knowledge workers value self-efficacy

and opportunities for professional and personal growth at least as much as monetary

rewards (Edvardsson 2008). Ekvall (1971) notes that motives such as intellectual

stimulation and making a contribution to the company’s success are, by and large,

equally important to idea originators as monetary incentives. Given such motives in

employees, developing and providing creative ideas is attractive by and in itself,

even without extrinsic motivational factors. In a similar vein, Becker (1987) regards

the enhancement of one’s skills and the appreciation by competent colleagues as

motivators which are effective without any incentives set by management. He

differentiates between incentives for innovation “in a narrow sense”, by which he

refers to explicit rewards, and incentives “in a broader sense”, which result from

strategy definition and implementation, the organizational setup and personnel

development programs. Non-monetary rewards include recognition of the
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employee’s contribution and visibility of the employee (within the company or

even to the general public), and awards such as certificates, trophies or privileges,

and promotions (Van Djik and Van den Ende 2002). But as innovation in corporate

contexts has a clear commercial goal, employees may show even higher motivation

when offered financial rewards, which, if applied in the right way, may improve

employees’ performance (Aguinis 2013). Moreover, experiments and case studies

show that creative output can be increased with adequate performance-based

rewards (Davila et al. 2006; Toubia 2006). A major advantage of financial rewards

is that they may scale with the value of the contribution to the organization.

However, existing research also highlights the risks and downsides of monetary

rewards. Generally, extrinsic motivators may undermine intrinsic motivation

(Amabile 2000). Amabile et al. (1986) show that contracted-for rewards can reduce
the creativity that people show when executing a task. However, according to the

same study, this is much less the case for performance-contingent rewards. Hence,
incentive schemes should offer rewards according to the value added by the

contribution, not just for executing a certain task such as submitting an idea. It

should be noted that any program will in practice reward a combination of creative

and productive performance because putting forward, promoting and implementing

ideas are not only creative but also productive activities.

Based on the insights by Axtell et al. (2000), setting the parameters of an

incentive program should be relatively straightforward. According to their analysis,

individual level characteristics are the main determinants of idea generation,

whereas factors on the organizational and team level can best explain variations

in the implementation likelihood. One would simply need to understand the main

and interaction effects of rewards on idea generation and implementation and

optimize the input variables with a view to maximizing the expected value of

implemented ideas. However, this approach has two complications. First, whereas

it is quite straightforward to monitor and assess the production of creative ideas, it

appears much more difficult to evaluate someone’s contribution to their implemen-

tation. Often the desired behavior is not even pro-active support of an idea, but the

mere absence of defensive or obstructive behavior of managers or employees who

resist the change implied by the idea (Becker 1987; Miron et al. 2004). Therefore,

reward programs should also aim at encouraging the support of ideas, no matter

where they come from.

Second, Axtell et al.’s conclusion that management support is not a critical

contributor to idea generation is counter-intuitive. Employees in knowledge-

intensive organizations tend to appreciate self-direction (Edvardsson 2008), and

anecdotal evidence points to the fact that they care a lot about the support of their

ideas by the organization. Given a person’s characteristics and preferences, the

motivation to forward ideas depends on the expected payoff that the idea may bring

to the originator in terms of self-efficacy, benefits from the proposed change,

recognition, or reward (Amabile 2000; Farr and Ford 1990). If an employee has

reason to believe that an idea will likely be rejected or not supported by the

organization, his or her expected payoff from this potential innovation will be

very low and the employee is unlikely to put much effort into developing and
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promoting it. Axtell et al. look at the impact of personal characteristics and

organizational context factors on the implementation of one’s own ideas. They

find that in this case, contextual factors do not have a great effect on the likelihood

of implementation, which is an important contribution to the academic understand-

ing of innovative work behavior. If, however, in a broader innovation approach in

knowledge-intensive firms the originator and the people promoting and

implementing the idea are different persons, environmental factors may be deter-

minants of creative work behavior. Vice versa, and intuitively, individual and

job-level characteristics such as motivation to explore, breadth and depth of

domain-relevant skill and the ability and willingness to help others with the

implementation of their ideas should have a significant impact on the implementa-

tion likelihood of ideas.

4 Fit Between Incentive Programs to Foster Innovation

and Organizational Context

Because each organization has its specific characteristics with regard to encourag-

ing or inhibiting innovative work behavior (Scott and Bruce 1994; Oldham and

Cummings 1996), incentive schemes for innovation may have a better or worse fit

to their organizational context. This fit is important for three reasons: First, the

organizational contexts of knowledge-intensive companies tend to be of a peculiar

kind (Earl 1994; Starbuck 1992) and an effective incentive scheme for innovation

needs to reflect these peculiarities. Second, a program incentivizing creativity must

be designed in a way that reflects the organization’s strategy, in particular with

regard to exploration and exploitation of knowledge, and its desire and capabilities

to implement ideas. Ideas which do not even have a chance of being implemented

are not only without value, but they will also lead to serious frustration of the

employees who put them forward. On the other hand, if a program leads to the

implementation of the wrong ideas, it may even harm the organization economi-

cally. A third reason is that the program should be tuned so as to increase the

likelihood of a good idea or insight to be applied within the organization.

Typically, the number and quality of implemented innovations are regarded as

the main dependent variable in models of individual creativity in work contexts

(Janssen 2000; Oldham and Cummings 1996). But the system-based concept of fit

(Drazin and Van de Ven 1985) takes a broader view on the success criteria of

organizational interventions. For instance, the acceptance of an innovation program

by management and staff, realistic expectations of the potential rewards by

employees, and the organizational support for ideas are not only antecedents to

successful innovation, but at the same time these factors should be considered as

affected by the program. Vice versa, the effects from an incentive scheme feed back

through their medium-term influence on corporate culture, e.g., if successful appli-

cations of new ideas positively affect management’s attitude towards employee
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creativity or knowledge-sharing. Moreover, such a program may have unintended

consequences or side-effects, to which a simplistic input–output-model might be

insensitive. Based on their finding that innovation and productivity have a “dialec-

tic” relationship, Bledow et al. (2009, p. 319) come to the following conclusion:

“As innovation has emerged from contradictory organizational structures and

cultures, ‘one-best-way’ recommendations for organizational innovation that do

not take into account the particularities of a given organization are misguided and

may even do more harm than add value.” According to fit theory, it is impossible to

design a good incentive program for innovation by deriving each parameter sepa-

rately from an environment which is taken as independent and static.

I will now turn to the relevant dimensions of the fit between a reward scheme for

innovation and its organizational context in a knowledge-intensive company.

Policies and procedures As an incentive system is an additional organizational

policy, its inter-relation with existing policies and procedures must be taken into

account. In a bureaucratic organization with rigid procedures, where strict adher-

ence to detailed rules is expected (as this may be vital to the organization’s
performance), strong incentives to change the status quo may be misdirected

since creativity and innovation tend to require deviating from existing practices,

routines or even rules (Olin and Wickenberg 2001). On the other hand, if such an

organization wants or needs change, particular care must be taken to offer incen-

tives that can be expected to be effective in the right way within the given

organizational context. Moreover, existing policies and procedures put constraints

on the innovation process (Azoulay et al. 2011; Lei et al. 1999) and conversely, an

incentive system may affect the agents’ compliance with the policies.

Performance management and pay The monetary and non-monetary rewards

offered by the program must be considered in relation to the compensation and

benefits policies of an organization as well as its socio-demographic characteristics

and the employees’ expectations. The latter are of particular importance with regard

to perceived effort-reward fairness (Ekvall 1971; Janssen 2000; Aguinis

et al. 2013). As the rewards granted in the context of an incentive scheme for

innovation are contingent upon certain forms of behavior and, most likely, addi-

tional success criteria, they constitute a form of performance management (Aguinis

2013) and should be at least compatible with existing performance management

schemes.

Job-related tasks The relationship of the desired employee behavior with the

existing work roles and job-related tasks must be considered. The implications can

be both ways: On the one hand, employees must have sufficient “space and time”

for creative thinking and the development of innovative ideas, on the other hand,

there may be employees in knowledge-intensive organizations, e.g., in R&D units,

who are already paid a salary or a bonus for the continuous development of new

ideas, as this is their main job (Lerner and Wulf 2007). In this case additional

incentives may be set to promote exploration and experiment and to encourage

research in as yet unknown or remote areas (Manso 2011; Azoulay et al. 2011).

Knowledge management and team work While knowledge sharing is gener-

ally regarded as a determinant of innovation in knowledge-intensive contexts
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(Swart and Kinnie 2003), knowledge-intensive companies may follow different

strategies with regard to the generation, sharing and exploitation of knowledge

(Edvardsson 2008; Scarbrough 2003). The prevalent forms of team work determine

how knowledge is generated, shared and utilized practically in a particular organi-

zation (Sung and Choi 2012). An incentive scheme should leverage these social

structures and foster practical ways of knowledge management which are compat-

ible with the company’s strategy (Earl 1994).

Practically, I suggest that the following four aspects should be considered when

defining a scheme to incentivize innovation:

Motivational effect The fit between the program and the organizational context

is bound to have an effect on the motivation of employees to be creative and to

apply or put forward their ideas (Becker 1987; Ekvall 1971; Miron et al. 2004).

While the immediate goal is to maximize the number of insights or ideas produced

and forwarded by members of the organization, the value for the organization

depends on the quality of the ideas.

Idea quality Therefore, the interaction effects of the program and the organi-

zational environment on the adequacy of ideas with regard to the organization’s
goal are important (Ahmed and Shepherd 2010; Davila et al. 2006). For a

knowledge-intensive organization, it should be clear whether the strategic focus

is on generating new relevant knowledge or on new commercial applications of

existing knowledge (Edvardsson 2008; Hansen et al. 1999).

Implementation likelihood The program needs to fit the organizational envi-

ronment in such a way that it maximizes the implementation likelihood of good

ideas. As the implementation of ideas often requires resources, the choice of the

right ideas is important, and ideas should be prioritized by their expected value for

the company (Burgelman and Sayles 1986). So again, this is not only a question of

quantity, but also of quality and selection.

Side effects Any adverse side effects or unintended consequences of a program

within the given organizational context should be foreseen and avoided, especially

with a view on the program’s potential to foster unethical behavior (Aguinis

et al. 2013; Baucus et al. 2008) and its effect on the acquisition, sharing and

diffusion of knowledge (Scarbrough 2003; Starbuck 1992; Swart and Kinnie 2003).

If there is a good fit of the incentive scheme for innovation and the organization

the incentive scheme will be more effective compared to a bad fit. A good fit can be

recognized by a general acceptance of the scheme, a sufficient number of insights

produced and ideas suggested, an efficient and smooth evaluation and selection

process, and the timely implementation of all valuable ideas. In case of a bad fit the

program may have no effect at all, or, worse, unintended and undesired conse-

quences, such as employees or managers developing an attitude of resistance

against new ideas and innovation (Earl 1994; Starbuck 1992). A bad fit shows itself

in a low number of ideas proposed, reluctant take-up and evaluation by the

responsible experts and a low implementation ratio with long lead times. Based

on the systems approach to fit (Drazin and Van de Ven 1985), the incentive scheme

can be expected to be effective as an intervention even if it has a bad fit. Members of

the organization will react to it in one way or another, and if the scheme does not
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have a good fit, these reactions, although rational and adequate from each actor’s
individual perspective, may be harmful to the organization as a whole.

5 Improving the Fit: Some Practical Aspects

Given these complex structural relations between the dimensions of an incentive

scheme for innovation and aspects of the organizational context, what are the levers

to achieve a good fit between the incentive program and the organizational context

in a knowledge-incentive company? I propose four practical principles to guide the

design and implementation of such a program.

Define the goal of the program First, it is important to clarify and formulate the

goal of the innovation program and to ensure that it is aligned with the overall

strategy of the organization (Davila et al. 2006), in particular with its strategic

approach to knowledge management (Hansen et al. 1999). For instance, if the

pronounced strategy of an organization is to grow regionally while focusing on

core competencies and activities, then a program to create product ideas “out of the

box” would be a mismatch. The goal of the program has two functions: It makes

explicit what exactly the organization wants to achieve with the program and it

gives employees guidance as to what kind of knowledge and ideas to generate and

to spend time on. Ideally, the goal serves as a map for the organization’s “innova-
tion radar” so that its members have an indication of the areas which may be

worthwhile exploring.

Check goal against organizational reality Second, the need for any

incentivization (beyond existing compensation and benefits practices) should be

derived from the gap between the innovation requirements and the organizational

reality in terms of existing explorative and innovative efforts. Moreover, socio-

demographic aspects of the workforce as well as product and market particularities

of the organization should be considered. The following examples are among the

practical questions to answer: Is any additional incentive required at all or do

employees show sufficient intrinsic motivation to address the challenges crea-

tively? What are employees’ and managers preferences, e.g., with regard to risk?

In particular, it is important not to kill existing intrinsic motivation by introducing

external incentives which may be perceived as contracted-for rewards (Amabile

et al. 1986; Amabile 2000). Are any additional organizational measures required to

ensure that people have the ability to do what is asked from them (skills, time,

resources. . .)? If such resources are missing, incentives will unlikely have the

desired effect (Farr and Ford 1990).

It should also be checked if the organization is able to achieve the defined goal at

all. How much support does the program have from top, middle and lower man-

agement? Are there any stakeholders in the organization who would tend to obstruct

such changes? If so, can they be incentivized so that their expected payoff makes

them support rather than oppose new ideas (Farr and Ford 1990)? One consequence

of these analyses may be that an incentive program is the wrong approach and that,
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for instance, a new organizational structure or the change of key personnel is

required (Earl 1994; Lei et al. 1999). If the goal of the program is incompatible

with corporate reality, it has a bad fit and is bound to fail.

Align incentive program with existing policies and procedures Once the

requirements for the incentive program have been identified based on the gap

between the goals and the status quo, the levers of the incentive scheme can be

set and calibrated. The two main points here are to offer rewards that are effective,

in the given organizational situation, as incentives to explore, and to align the

characteristics of the scheme with existing policies and procedures, especially in

the compensation and benefits area. Both the expected performance and the rewards

need to be well-defined (Aguinis et al. 2013). Which behavior exactly will be

rewarded? Is it the generation or codification of knowledge, the submission of an

idea which meets certain criteria, or only the commercially successful application

of knowledge? If rewards are attached to the attainment of goals, these should be

adequate to the challenge at hand. Davila et al. (2006) suggest using realistic goals

to foster incremental innovation, but stretch goals when radical innovation is

needed. The level of additional pay offered must be defined in relation to existing

levels of compensation. It is unlikely that offering an extraordinarily high reward

for an idea, which exceeds normal annual bonuses by an order of magnitude, will

work any more efficiently than a reward which is in line with existing bonus

practices (Van Djik and Van den Ende 2002). Rather, such blatantly inadequate

offers may turn out to be harmful as people set their mind on the jackpot rather than

the generation of relevant knowledge or ideas (Scarbrough 2003). Also, free-riding

or even fraudulent behavior may be encouraged inadvertently (Aguinis et al. 2013;

Baucus et al. 2008; Toubia 2006).

Define fair and transparent rules Also, the calculation basis on which mone-

tary rewards are determined needs to be specified. In particular, when offering

financial rewards their determination must be well-defined and transparent so that

participants regard the scheme as fair (Aguinis et al. 2013; Janssen 2000). Basi-

cally, any figure available for financial controlling purposes can be used as the basis

of calculation, e.g., incremental sales, additional earnings (e.g., EBIT) or a project’s
estimated net present value (NPV). Also, qualitative characteristics of a contribu-

tion such as its degree of novelty or whether it can be turned into a patent can be

considered. In commercial contexts, employees are likely to compare their payoff

to their contribution’s utility for the company. If a new product based on an

employee suggestion becomes profitable, the employee should feel that the com-

pany shares a fair part of the gain. Moreover, rewards should be given promptly so

that temporal contiguity may support a positive feedback effect, thus increasing the

employees’ motivation to show further creative behavior. In the context of inno-

vation this is often difficult as it may take a while until an idea has been put to

practice, and it may take an even longer time until it has become clear to what

extent it is successful (Farr and Ford 1990).

Non-monetary rewards also need careful consideration with regard to organiza-

tional fit. They should be designed in such a way that employees perceive them as

appreciative and honest tokens of gratitude from the organization. If it is well
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known that the CEO does not at all enjoy social events with staff, it is not a good

idea to offer a dinner party with the CEO as the prize of an idea competition.

Conversely, if the CEO has lunch with varying members of staff every day in the

cafeteria, a lunch date will not be regarded as something special. The cultural fit is

critical here because while an employee-of-the-month scheme may be adequate for

a fast-food restaurant, it is clearly not so for a management consulting firm

(Edvardsson 2007; Starbuck 1992).

No matter which combination of monetary and non-monetary rewards is chosen,

one form of recognition is vital to any kind of innovation program, namely

appreciative feedback to the idea originator. With such feedback, the organization

shows that it cares about the idea and that it recognizes the extra effort undertaken

by the originator, especially if the idea is ultimately rejected (Van Djik and Van den

Ende 2002). In addition, qualified feedback from supervisors or experts may help

the originator to produce better ideas in the future (Manso 2011).

Many approaches and creative combinations of elements are feasible, and

organizations should look out for creative incentives for creativity, for instance

by offering development and training opportunities as rewards for creativity and

innovation (Aguinis et al. 2013).

Communicate regularly and use feedback Although not an aspect of structural

fit itself, regular, transparent and clear communication about the program’s status,
progress and results helps to keep the organization aligned toward the goal. Any

successes such as the implementation of a good idea should be made public within

the organization. Any feedback from employees or management should be attended

to as it is the most helpful tool to check whether the program is effective along the

way. If the program does not fit the organizational context in any respect, commu-

nication among the participants or towards the organizers (e.g., to the HR depart-

ment) will probably give an indication of the problem and it should be taken as an

opportunity to improve the fit based on this information.

Finally, the people responsible for administering the incentive scheme need to

closely monitor its effect on the organization. It is not enough to ensure that rewards

are given to employees for relevant contributions because these rewards may still be

a waste of money (if the employees had shown their creative and supportive

behavior anyway) or fail to realize further creative potentials of the organization

(if the incentives are not effective in eliciting creative behavior across the organi-

zation). The best indication of a good fit is the combination of a high number of

meaningful explorative contributions, their efficient and unagitated evaluation by

the organization and the commercial application of the most valuable ones.

6 Summary and Discussion

New ideas and innovative ways of commercially applying knowledge are compet-

itive assets for knowledge-intensive companies. They require exploration, research

and the generation and acquisition of knowledge. Based on the existing literature
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I have assumed that individual innovative behavior in knowledge-intensive work

contexts can be positively influenced by innovation programs, in particular by

offering monetary and non-monetary rewards for creative ideas and their applica-

tion. Setting goals or incentives for innovation in knowledge-intensive companies is

a highly specific case of performance management. The fit model of organizational

structures implies that there is not a “one-size-fits-all” solution for an incentive

system for innovation in knowledge-intensive companies. Most features of an

incentive system can be beneficial in one particular circumstance but harmful in

others. The following general recommendations have been derived as the key levers

to achieve a good fit: clear definition of a program’s goal, consistency with existing
policies and procedures, transparent and fair rules and intensive use of communi-

cation and feedback. As fit is a function of the consistency of system-environment-

relations, which imply feedback and adaptation effects, the exact definition of the

parameters is a tentative, iterative process characterized by approximation and

continuous improvement.

These findings have implications both for academic research and practical

innovation management. While researchers agree that additional incentives may

lead to more innovation in knowledge-intensive firms, the fit between incentive

programs and their organizational context is critical for an innovation program’s
success. Beside personal and organizational characteristics, the fit between a reward

program for innovation and the knowledge-intensive organizational context needs

to be considered as an explanatory variable. The resulting hypothesis is that this fit

is one of the factors affecting creativity, knowledge acquisition and the implemen-

tation of innovative business models in knowledge-intensive companies.

For the practitioner, this implies that in most cases, just offering money or

trophies will not work in knowledge-intensive environments. Instead, the systemic

interdependencies of the incentive program with its specific organizational context

need to be considered. The incentive system needs to be calibrated by iterative

improvements based on experience and feedback, and most likely additional

changes to organizational structures or practices are required to improve the fit

between incentive program and organizational context. An innovation program in

knowledge-intensive companies should not only address the motivation to show

creative work behavior, but also include measures to promote learning, training,

knowledge-sharing and collaboration (Lei et al. 1999; Scarbrough 2003; Swart and

Kinnie 2003). Although I have argued that most characteristics of an incentive

scheme are neither good nor bad in themselves, some principles can be generalized

based on the existing literature and the considerations above: Firstly, an innovation

program and the accompanying incentive scheme in a knowledge-intensive envi-

ronment need to be open and inclusive in order to generate a broad variety of truly

creative approaches and to gain support throughout the organization. The latter is of

particular importance for knowledge-intensive companies as new insights need this

support in order to be applied commercially. Secondly, rewards should be adequate

and they should reflect the economic value of any contribution to the firm, provided

that this contribution would not be regarded as already covered by any other form of

compensation. Economic efficiency of the scheme and reward fairness as perceived
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by the participants need to be balanced. Although non-monetary rewards are

effective and should be used beside monetary ones (Davila et al. 2006; Aguinis

et al. 2013), it is an imperative of both effectiveness and fairness to let the

contributors of ideas and the supporters of innovation participate financially in

any extra value that they helped to create.

A number of limitations of this study should be noted. The arguments presented

here are conceptual and have not yet been tested empirically. Although the concept

of fit explicitly acknowledges the particularities of a given organization, my

approach does not differentiate between different types of knowledge-intensive

companies on the conceptual level. Incentive systems may work differently e.g., in

pharmaceutical companies, investment banks and IT consulting firms. Similarly,

the results are only of limited use for non-commercial knowledge-intensive orga-

nizations such as government departments and universities. Although they share

many organizational features with commercial entities, there are a number of

important differences: It is not normally possible for such organizations to share

economic profit with its members, there is usually less flexibility in pay and

promotion, and their staff can be expected to be driven, at least partly, by motives

other than financial gain. However, like companies, non-commercial knowledge-

intensive organizations must ensure that any incentive scheme they consider intro-

ducing fits the specific organizational context, even though the relevant character-

istics and available tools may be different.

Future research should put the hypothesized parameters of a good fit to an

empirical test (both quantitatively and qualitatively). There is also an opportunity

to better explain innovative work behavior if future empirical research confirms the

hypothesis that the fit between incentive schemes and knowledge-intensive orga-

nizational contexts is a determinant of employee creativity.

Knowledge-intensive companies depend heavily on exploration, new ideas and

innovation. Incentive schemes to foster creativity and innovation can be effective if

they have the right fit to the organizational context. However, an incentive scheme

is not an end in itself. Even if rewards are granted and formal recognition is given to

innovators, the proof of its organizational fit lies in the generation of economic

value through continuous and successful application of new knowledge and crea-

tive ideas throughout the organization.
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Adoption and Use of Management Controls

in Higher Education Institutions

Thomas W. Guenther and Ulrike Schmidt

Abstract Management control systems are formal, routine-based systems which

help to maintain or alter organizational activities to increase efficiency and effec-

tiveness. During the last decade the higher education sector faced crucial changes

towards more autonomy and self-financing in most countries. Thus, also the

management control systems were challenged to be adapted to these environmental

changes. This article gives insight into the design of management control systems

of 176 higher education institutions in Germany, Austria and Switzerland (response

rate 40.9 %). We analyze both the adoption and use of budgeting, planning and

reporting instruments, of financial control instruments and of instruments and

systems for quality management.

1 The Spread of Management Control Systems

in the Higher Education Sector

Management control systems are formal, routine-based systems which help to

maintain or alter organizational activities (Simons 1995) and which enable an

organization to effectively and efficiently accomplish its objectives by the optimal

use of the organizational resources (Anthony 1965). Management control systems

should be tailored to an organization’s environment to support organizational vari-

ables in order to find the appropriate fit and enhance organizational performance

(Langfield-Smith 1997, 2007; Otley 1980). Management control system research is

focused on implementation and use (Malmi 2001; Speckbacher and Wentges 2012;

Ittner and Larcker 2001) and on considering the fit with contingency factors

(Chenhall 2003). Thus, for this paper we do not only look on the implementation,

but also on the use of different management controls. In the last decade manage-

ment control system research underlined the need to consider different controls

existing in parallel and to analyze their interaction with each other. Thus,
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comprehensive management control system frameworks with different controls,

which mutually interact, have been developed (e.g., Simons 1995; Malmi and

Brown 2008; Ferreira and Otley 2009; Merchant and van der Stede 2011).

Regarding the adoption of management control systems we refer to Malmi and

Brown (2008) and use the structure of the management control as a package

framework to analyze the adoption and suitability of a variety of management

control instruments in the higher education sector.

Simons (1995) states in his levers of control (LoC) framework that all four

control systems (beliefs system, boundary system, diagnostic control system and

interactive control system) are intertwined and contribute together to the success of

the organization. He distinguishes the four levers of control which demonstrate

conflicting dimensions of control to implement an intended or emerging strategy for

the organization. The beliefs system stands for the core values of the organization

which can be formally implemented in a vision or mission statement or in the

guidelines of an organization. The beliefs system helps to identify problems and to

solve them. It inspires motivation of employees and supports them to find innova-

tive solutions (Simons 1995). In contrast to the beliefs system, the boundary system

defines limitations for the employees of the organization when they look for

entrepreneurial opportunities. The purpose of a boundary system is to avoid risks

for the organization. The boundary system is formally implemented in the code of

conduct or in the compliance rules of an organization (Simons 1995). Thus, there is

a tension created by pairing the beliefs and the boundary system which defines

commitment, empowerment and freedom to operate (Simons 1995).

Whereas beliefs and boundary system describe the design of management

controls, the diagnostic and interactive control systems are about the use of man-

agement control instruments in an organization. The diagnostic control system

stands for the typical planning and feedback loop of management control systems.

It compares actual performance measures with targets set before by the planning

system of the organisation. Thus, analysing variances and drawing conclusions

from that is the core of the diagnostic control system. Again, in contrast, the

interactive control system is about strategic uncertainties and symbolizes the

feedforward processes by communicating outcomes and results, by discussing

consequences of failure and by finding innovative solutions, for example, in the

form of emergent strategies to deal with strategic uncertainties of the organization.

Also the diagnostic use and the interactive use establish a dynamic tension which is

not per se bad for the organization but constructive to balance feedback and

feedforward processes. Thus, all four levers of control form the framework of a

management control system following the conceptualization of Simons (1995). In

our study we use Simons’ (1995) LoC framework not only to analyze what kind of

management control systems are adopted, but to shift the focus on how they are

used within the organizations of our setting.

In the last decade the higher education sector in Western countries faced crucial

transformations (Brown and Brignall 2007; Parker 2011). Governments have

reduced their financial support of higher education institutions and demand more

competition and financial self-dependence of universities and colleges (Lawrence
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and Sharma 2002). Furthermore, under the headline of new public management

instruments from the private sector have been transferred to the public sector to

increase professionalism, efficiency and effectiveness (Hood 1995; Pollitt 2002).

The intention was to change the focus from inputs to outputs. Thus, products as

outputs of the public organization are defined. Costs of these outputs are calculated

by the introduction of cost accounting to get artificial prices for the outputs on the

one hand because efficient and competitive markets for the products often do not

exist. On the other hand cost accounting is implemented to focus on efficiency, the

relation of inputs and outputs, by calculating costs of public products and to inspire

competition for efficient production of outputs. Furthermore, contracts between the

government and the “producers” of public goods and services are concluded in

order to emphasize accountability (Brown and Brignall 2007). With lowering

hierarchical control more autonomy and more responsibility are given to heads of

higher education institutions who in turn should hand down more autonomy for

academic performance but also for financial and HR management to structural units

such as departments and schools (Harman 2002). The counter-part of increased

autonomy is increased reporting effort to satisfy information needs of higher

education management and government authorities and to justify public funding

with taxpayers’ money. Furthermore, more autonomy within the higher education

institutions results in a higher need for management control systems and manage-

ment control instruments to use the higher autonomy on each hierarchy level of the

higher education institution to enhance management. Granting autonomy also

raises concerns of government heads and ministries how lower hierarchy levels in

public administration will use or might misuse the gained autonomy. As a conse-

quence more comprehensive reporting is introduced to counteract potential misuse.

However, trust in well selected professional and administrative staff that live the

core values of the organization, might avoid the need for extended reporting.

In Central Europe state universities still dominate the higher education sector.

Nevertheless, the number of private schools and universities increases and these

institutions gain market share in the higher education sector. This also results in

higher competition in the higher education sector.

Considering the profound changes in the higher education sector it has to be

stated that management control system research in this special part of the public

sector is still limited. Research is mostly focusing on case studies (e.g., Arnaboldi

and Azzone 2010; Modell 2006) or on single instruments (e.g., Lawrence and

Sharma 2002; Modell 2003). Broader cross-sectional studies besides the study of

Chung et al. (2009) on Australian universities are missing so far. Using survey data

from 176 chancellors of universities from Germany, Austria, and Switzerland we

show what types of management control systems are adopted by higher education

institutions and how they are used.
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2 Methods

2.1 Design and Sample of the Survey

Using the tailored design method by Dillman et al. (2009) we developed a stan-

dardized written questionnaire for data collection. All questions were derived and

designed based on management control system theory. We use, if available, vali-

dated items and scales of previous studies. We report the sources of items when we

present results on the specific aspect. The questionnaire was pretested with 11 expe-

rienced researchers and practitioners from higher education institutions to adjust

items in wording to the higher education setting.

The population consists of all 478 officially recognized private or public higher

education institutions in Germany, Austria, and Switzerland (full sample) (381 in

Germany, 52 in Austria, 45 in Switzerland; 143 universities, 261 universities of

applied sciences, 74 specialized universities for art, music and teacher education).

The overall response rate in our study was 40.9 %. After correcting for question-

naires with missing data, 176 observations are used for the further analysis.

Respondents are primarily (vice) chancellors (39.2 %), (vice) presidents

(20.4 %) or top management of the university (7.4 %), head of administration/

finance (20.5 %) or head of controlling (6.8 %). Furthermore, on average respon-

dents have been working in the current positions for 6.9 years and for 10.7 years at

the responding higher education institution. In addition, on average they have

11.7 years of professional experience in higher education administration. For

further information and details of the survey see Guenther et al. (2013).

2.2 Measures for Adoption and Use of Management Control
Instruments

Following the theoretical framework of Simons (1995) and Malmi and Brown

(2008) in our survey we differentiate between the adoption of management control

systems and its use. Thus, we asked top management of higher education institu-

tions differentiated questions first on the variety of management control instruments

they adopted in their organization (adoption of management control) and second

how they use the management control instruments (use of management control

systems). For the adoption of management control systems we use the structure of

the management control as a package framework of Malmi and Brown (2008) as the

framework of Simons (1995) is not so specific and detailed about the design of

management control instruments as he “only” differentiates between beliefs and

boundary systems for the design and between interactive and diagnostic use for the

use of management control systems. Thus, Simons’ (1995) framework is used for

the second question on how management control systems are used by higher

education institutions.
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To get insights in the adoption of management control instruments in the higher

education sector, higher education management was asked which general manage-

ment control instruments are adopted from the following three categories of control

instruments and if they are adopted whether they are suitable for the special setting

of higher education institutions. These questions help to assess the usability and the

cost/benefit relation for the specific instrument. The three categories are:

(1) budgeting, planning and reporting instruments,

(2) financial control instruments and

(3) quality instruments and quality management systems.

This structure follows the categorization of Malmi and Brown (2008) who

differentiate planning and cybernetic controls into long range planning, action

planning, budgets, financial measurement systems, non-financial measurement

systems (for the higher education sector especially quality instruments and quality

management systems, but also performance measurement, risk and environmental

management systems) and hybrid measurement systems (such as the balanced

scorecard). We use a much more comprehensive list of instruments than mentioned

in Malmi and Brown (2008) to be more detailed and more specific for the special

characteristics of the higher education sector. We also categorize the management

control instruments of Malmi and Brown (2008) differently. The categories of the

management control instruments are addressed in the following section which

covers the budgeting, planning and reporting process (Sect. 3.1) and in the financial

control instruments (Sect. 3.2) which are the traditional source of management

control in Continental Europe. Researchers have to be aware of using research

instruments and items which are familiar to the management control culture of their

respondents (Guenther 2013). Due to the importance of quality in higher education

institutions we decided to have a separate battery of questions on this issue

(Sect. 3.3). The items on adoption and suitability of management control instru-

ments were taken from previous empirical surveys on management control instru-

ments in German-speaking countries and adjusted to the special setting of higher

education institutions (Guenther and Gonschorek 2011; Guenther and Heinicke

2013).

In addition to asking what instrument are adopted by higher education institu-

tions and how they are perceived to be suitable for the higher education setting, in

the last results section we report about the answers on the interactive and diagnostic

use of management control systems in higher education institutions as in the

framework of Simons (1995). The items were taken from previous empirical

surveys on management control system research (Henri 2006; Widener 2007).
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3 Results

3.1 Adoption of Budgeting, Planning and Reporting
Instruments

Table 1 gives an overview of the adoption and suitability of budgeting, planning,

and reporting instruments in the higher education institutions of our sample. Five

major results can be derived. First, the budgeting process is used in almost all higher

education institutions and additionally, it is seen to be helpful and suitable. Second,

components of a strategic planning process (vision, mission statement, business

plan) can be found in more than half of the higher education institutions and

confirmation rates for suitability are also very high. Third, negotiating target

agreements with structural units (e. g. institutes, chairs and professors) within a

higher education institution can be found in 68.6 % of all institutions with a very

high suitability rate of 90.0 %. Target agreements are typically connected with

budgeting, planning and reporting processes as they incorporate specific plans for

key performance indicators for these structural units and measure target achieve-

ment afterwards. Very often these target agreements are connected with budgets,

i.e., input to enable target achievement and reward systems to incentivize target

achievement afterwards. Thus, one central element of new public management for

the higher education sector seems to be widely practiced and also accepted. Forth,

higher education institutions are restrictive with adopting modern sophisticated and

holistic management tools (e. g. performance measurement, risk management or

environmental management systems) whereas confirmation rates of suitability are

high. This may be caused by lacking personal and financial resources for the

implementation of new techniques or by mental barriers against complex and

innovative management tools. Finally, due to public financing and financial con-

straints instruments for mid-term financial and liquidity planning are widely spread

and accepted.

3.2 Adoption of Financial Control Instruments

Historically, due to public funding cash accounting systems focusing on cash inflow

and cash outflow were dominant. Driven by the introduction of new public man-

agement in the higher education sector double-entry bookkeeping has gained

importance to better measure product costs for services in teaching and research

(by also considering accruals, and depreciation and amortization of fixed assets)

while the adoption of cash and extended cash accounting systems has decreased.

Table 2 shows that more than 50 % of the higher education institutions have

introduced double-entry bookkeeping and financial accounting (i.e., balance sheet

and income statement) recently. In addition, cost category and cost centre account-

ing is widely spread with high confirmation rates of suitability of around 80 %.
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Driven by EU regulation to show actual costs for research projects with third parties

and to avoid public subsidizing the calculation of planned and actual costs for

research projects is quite well adopted. However, cost unit accounting to calculate

costs for teaching is not widely spread. Furthermore, assessing the efficiency of

investment projects is also scarce as these are mostly financed by additional budgets

granted from external sources such as state driven research foundations, EU, federal

or state funds. Interestingly, the suitability for such calculations is seen to be very

high. Thus, an implementation gap for some financial control instruments in higher

Table 1 Adoption of budgeting, planning, and reporting instruments in higher education institu-

tions (greatest frequency for both adoption and suitability of the instruments in bold letters each)

Budgeting, planning

and reporting

instruments

Is the instrument

adopted? If adopted, is the instrument suitable?

Yes

(%)

No

(%)

Do not

know/

No

answer

(%)

Suitable

(%)

Partially

suitable

(%)

Not

suitable

(%)

So far not

discussed/

No

answer

(%)

Budgeting/resource

allocation system

90.2 7.5 2.3 85.4 12.7 0.0 1.9

Mission statement 76.6 18.3 5.1 67.2 29.9 2.2 0.7

Mid-term financial

planning (1–4 years)

72.6 24.6 2.9 76.2 18.3 1.6 4.0

Target agreements

within higher educa-

tion institution

68.6 29.1 2.3 90.0 9.2 0.8 0.0

Strategic planning/

business plan

64.6 32.0 3.4 77.9 22.1 0.0 0.0

Liquidity planning 63.4 31.4 5.1 82.0 14.4 0.0 3.6

Process analyses (e.g.,

work flow, activity

costing)

57.7 37.7 4.6 76.2 18.8 1.0 4.0

Budgeted balance

sheet and income

statement

56.3 38.5 5.2 73.5 21.4 2.0 3.1

Economic ratio analy-

sis of financial

statements

56.0 40.0 4.0 70.4 26.5 2.0 1.0

Vision statement 51.1 41.4 7.5 66.3 30.3 2.2 1.1

Performance mea-

surement system

48.0 48.6 3.4 65.1 33.7 0.0 1.2

Risk management

system (risk exposure,

risk assessment, risk

reporting)

36.8 56.9 6.3 57.8 39.1 1.6 1.6

Environmental man-

agement system (e.g.,

following EMAS)

16.6 73.1 10.3 62.1 20.7 3.4 13.8
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education practice can be derived (e. g., calculation of costs for teaching, life cycle

costing and appraisal of investment projects).

Table 2 Adoption of financial control instruments (greatest frequency for adoption and suitability

of the instruments in bold)

Financial control

instruments

Is the instrument

adopted? If adopted, is the instrument suitable?

Yes

(%)

No

(%)

Do not

know/

No

answer

(%)

Suitable

(%)

Partially

suitable

(%)

Not

suitable

(%)

So far not

discussed/

No

answer

(%)

Cost centre accounting 93.1 3.4 3.4 82.2 14.7 0.0 3.1

Cost accounting in

general

88.0 9.1 2.9 75.0 21.1 0.7 3.3

Cost category

accounting

85.7 9.7 4.6 79.9 16.1 0.0 4.0

Calculation of planned

costs for research pro-

jects with third parties

80.6 16.6 2.9 81.6 13.5 0.0 5.0

Product unit costing 77.0 18.4 4.6 76.1 20.1 0.7 3.0

Calculation of actual

costs for research pro-

jects with third parties

67.4 28.0 4.6 79.7 12.7 0.8 6.8

Double-entry

bookkeeping

50.9 41.1 8.0 78.7 19.1 0.0 2.2

Cash flow statements 38.3 51.4 10.3 76.1 20.9 3.0 0.0

Calculation of planned

costs for teaching

36.0 58.3 5.7 82.5 14.3 0.0 3.2

Cash accounting 29.7 58.3 12.0 42.3 42.3 7.7 7.7

Calculation of actual

costs for teaching

26.3 65.7 8.0 91.1 6.7 0.0 2.2

Marginal costing (e.g.,

fixed and variable

costs per student)

22.9 66.9 10.3 60.0 35.0 0.0 5.0

Static investment

appraisal for invest-

ment projects (e.g.,

comparison of costs or

profit)

22.4 67.2 10.3 66.7 28.2 0.0 5.1

Extended cash

accounting

20.0 68.0 12.0 57.1 37.1 2.9 2.9

Life cycle costing for

investment projects

12.1 75.3 12.6 76.2 9.5 9.5 4.8
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3.3 Adoption of Quality Instruments and Quality
Management Systems

Quality assurance of research and teaching becomes more and more important in

the higher education sector. Competition for the most talented students and for

scarce resources and funding opportunities for research projects results in a need for

instruments to measure, control and manage quality in research and teaching.

Table 3 demonstrates the adoption and suitability of quality instruments for our

sample. It shows that a large variety of instruments is used by higher education

institutions to control quality.

The evaluation of lectures by students and alumni surveys seem to be a must for

universities which is confirmed by the very high adoption rates. The accreditation

of programs or institutions is widely used (91.4 % of responding institutions), but

the confirmation rate for suitability is lower with 70.3 %. Similar to quality

benchmarking with other higher education institutions scepticism about suitability

is quite high, which can be derived from a high share of respondents seeing “only”

partial suitability. Furthermore, measuring quality by indicators and by awards for

both research and teaching is less often adopted, however suitability is confirmed

by two third of respondents. Altogether, a large variety of different quality instru-

ments exists in parallel to each other in higher education institutions.

In contrast to single quality instruments which are generally widely spread in our

sample (Table 3), comprehensive quality management systems are only rarely

adopted in higher education institutions. Neither the European Foundation for

Quality Management (EFQM) model, nor the International Organization for Stan-

dardization (ISO) 9000ff. standards, nor the Total Quality Management (TQM)

approach are widely adopted and rates for suitability are, in relation to other

instruments, relatively low with a confirmation rate of about 50 % (Table 4).

To sum up, the management control landscape has seen dramatic changes in the

last decade. The introduction of new public management resulted in giving up

traditional cash accounting systems in higher education institutions. Financial

accounting and cost accounting have been highly promoted and introduced and

are now widely spread and also widely accepted in the higher education sector.

Another crucial component of new public management, concluding target agree-

ments between higher education management and the structural units, is widely

used and highly confirmed as an adequate control instrument by our respondents.

Furthermore, we also see the impact of regulations on the use of management

controls. This can be seen by the high spread of cost unit accounting for research

projects with third parties due to existing EU regulations forbidding cross subsi-

dizing of private firms via research funding. The same holds true for strategic

planning, accreditation and target agreements which are demanded by many uni-

versity laws in Germany, Austria, and Switzerland. Some of these politically

supported control instruments are critically viewed by respondents as explained

above. Furthermore, comprehensive management systems (for quality, risk, perfor-

mance or environment) are only scarcely adopted by higher education institutions.
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Table 3 Adoption of quality instruments (greatest frequency for adoption and suitability of the

instruments in bold)

Quality instruments

Is the instrument

adopted? If adopted, is the instrument suitable?

Yes

(%)

No

(%)

Do not

know/

No

answer

(%)

Suitable

(%)

Partially

suitable

(%)

Not

suitable

(%)

So far not

discussed/

No

answer

(%)

Evaluation of lectures

by students

96.0 2.9 1.1 85.5 11.4 0.0 3.0

Accreditation 91.4 6.3 2.3 70.3 24.1 3.2 2.5

Student service offices 88.6 7.4 4.0 86.4 9.7 0.6 3.2

Alumni surveys 88.0 8.0 4.0 90.3 6.5 0.0 3.2

Student satisfaction

surveys

88.0 5.7 6.3 82.5 14.3 0.0 3.2

Trainings in didactics

for higher education

institutions

85.7 10.9 3.4 84.7 10.7 0.0 4.7

Mentoring and

tutoring programs

85.1 10.9 4.0 85.2 10.7 0.0 4.0

Scientific training

programs, summer

schools

81.1 13.1 5.7 81.4 14.3 0.0 4.3

Appointment rules for

new faculty

78.6 14.5 6.9 86.0 11.8 0.0 2.2

Tuition/financial sup-

port for quality

assurance

69.7 26.3 4.0 85.2 13.1 0.0 1.6

Benchmarking with

other higher education

institutions

66.3 30.3 3.4 64.7 31.9 0.9 2.6

Analysis of dropouts 65.7 28.0 6.3 79.8 17.5 0.0 2.6

Use of guidelines for

good scientific prac-

tice (e.g., following

the German Research

Foundation (DFG))

65.5 24.1 10.3 87.6 8.8 0.0 3.5

Quality measurement

using indicators

62.9 32.0 5.1 69.1 27.3 0.9 2.7

Peer reviews 55.2 35.1 9.8 79.2 16.7 0.0 4.2

Awards for excellent

teaching

49.4 46.0 4.6 75.6 20.9 0.0 3.5

Awards for excellent

research

43.1 52.9 4.0 74.3 23.0 0.0 2.7
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The same holds for cost calculation for teaching and for the evaluation of invest-

ment projects including life cycle assessments.

3.4 Intensity of Use of Management Control Instruments

Analyzing the adoption of management control instruments only gives insight into

what instruments exist and which are used in higher education institutions. Apply-

ing Simons’ (1995) framework for management control systems allows us to

additionally explore how these instruments are used. Simons (1995) distinguishes

between a diagnostic and an interactive use of management control systems, such as

performance measurement systems (PMS) or budgets. The diagnostic use of a PMS

is formally applied by management to monitor and reward organizational outcomes

and correct deviations. The achievement of set targets and the comparison of actual

vs. planned performance indicators underline the feedback loop within cybernetic

management control systems. In the higher education sector the diagnostic use of a

PMS is essential for reporting goal achievement of the structural units

(e. g. departments, schools, institutes) to the higher education management. Man-

agement interactively uses a PMS to get personally involved in decision activities

and in active dialogue throughout the organization. It inspires interaction between

members of the organization and strategy development driven by measuring and

subsequently discussing results. This is generally regarded as the feed forward loop

of management control systems. For innovative industrial settings Henri (2006) and

Widener (2007) show that management controls such as PMS are differently used

within organizations. Referring to Simons (1995) we also collected data on the use

of performance measures in higher education institutions distinguishing in diag-

nostic and interactive use. To measure diagnostic and interactive use of perfor-

mance measurement systems we use items validated in previous empirical studies

Table 4 Adoption of quality management systems (greatest frequency in bold letters)

Quality management

systems

Is the instrument

adopted? If adopted, is the instrument suitable?

Yes

(%)

No

(%)

Do not

know/

No

answer

(%)

Suitable

(%)

Partially

suitable

(%)

Not

suitable

(%)

So far not

discussed/

No answer

(%)

European Founda-

tion for Quality

Management Modell

(EFQM)

21.1 64.0 14.9 56.8 37.8 0.0 5.4

ISO 9000ff.

standards

18.3 65.7 16.0 56.3 25.0 3.1 15.6

Total Quality Man-

agement (TQM)

13.7 71.4 14.9 58.3 37.5 0.0 4.2
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on innovation settings by Vandenbosch (1999), Henri (2006) and Widener (2007).

As we measure 7 point-Likert scales for all items (scales from 1 to 7 with 1 for very

low usage and 7 for very high usage) we are able to measure the intensity of use of

the performance measurement system of the higher education institution.

Figure 1 presents the results for the diagnostic and interactive use of PMS within

the higher education institutions of our sample. Overall, the level of diagnostic and

interactive use of the PMS is higher in Austrian and Swiss universities than in

German universities. For Austria this might be driven by the regulation that Austrian

universities have to deliver information to the administration by a so-called intellec-

tual capital statement (Wissensbilanz) which is formally required by a regulation of

the Austrian ministry of science and research (Wissensbilanzverordnung in BMWF

2010). Austrian universities seem to use and discuss the collected data of the PMS

much more than German universities which confirms the intended benefits of the

external regulation. In Switzerland higher interactive use of the PMS might by

inspired by the fact that target agreements do not exist which might give room for

more openly discussing outputs and outcomes of teaching and research.

The average of all items for the total sample in Fig. 1 is slightly above 4.0 which

indicates only a medium level of diagnostic as well as interactive use of PMS within

higher education institutions. Contrasting the use with the above results on the

adoption of control instruments in Tables 1, 2, 3, and 4 one might get the impression

that potentially driven by higher education sector reforms higher education institu-

tions have implemented a variety of control instruments in the last decade, but the

intensity of using them is only average across higher education institutions. This

may be caused by either limited suitability of PMS or by reluctance of using the

PMS instruments.

Sample: N = 173 universities in Germany, 
Austria and Switzerland

4,4 4,8 4,5 5,2 4,7 4,6 4,1 3,7 3,5 4,7 4,2
1,0

2,0

3,0

4,0

5,0

6,0

7,0
Ø

 S
ca

le
of

 c
on

fir
m

a�
on

1=
 st

ro
ng

ly
di

sa
gr

ee
; 7

 =
 st

ro
ng

ly
ag

re
e

Total

Germany

Austria

Switzerland

Diagnostic use of PMS Interactive use of PMS 

Fig. 1 Diagnostic and interactive use of performance measurement systems
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Interestingly, for the items “Checking critical success factors” and “Focusing the

higher education institution on critical success factors”, German universities are

much closer to Swiss universities and to the average than for other items. This

might be explained by the stronger focus also driven by state governments on

performance measures which are often part of the resource allocation model

between the state and the universities. Additional pressure was created by the

German Research Foundation (Deutsche Forschungsgemeinschaft—DFG) with

the excellence program focusing on research excellence only. Furthermore, in

general, there are no significant differences between levels of use when comparing

diagnostic and interactive use of controls.

Figure 2 focuses on the role of the heads of the university (president, vice-

president, chancellor) and how they are involved in using performance measures to

manage their universities. Interactive use is understood as whether the top man-

agement really works with the data, discusses with subordinates, adjusts the PMS if

data is missing or measurement problems occur etc. Again, the picture of the use of

management controls is confirmed. The level of the use of PMS is only medium. It

is noteworthy that for these questions most of the respondents are self-assessing

their own behavior as they are part of the university management. This confirms the

insufficient interactive use by management as an overestimating respondent bias is

normally observed. Furthermore, the intensity of use is higher for Austrian and

Swiss universities. In sum, management control systems are adopted, but university

top management only uses performance measures interactively with medium inten-

sity. In the article at hand we only present results for the use of PMS but the same

holds also for the use of budgeting as a management control instrument. We report

on the adoption of budgeting systems in Table 1 but not on the use of budgeting,

data which also had been collected in our survey.

Sample: N = 174 universities
in Germany, Austria and
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4 Implications for Practice and Research

The results we can derive from our survey for the adoption and use of management

control instruments in the higher education sector allow conclusions for both

practice and research. As different stakeholder groups are engaged in the higher

education sector, we split the normative implications in addressing different stake-

holder groups:

Implications for higher education institutions and their top management:

• Universities seem to be driven by higher education sector reforms to implement

a large variety of new control instruments (double-entry bookkeeping, cost

accounting, performance measures, strategic planning processes, target agree-

ments, quality instruments etc.). However, the intensity of use of these instru-

ments is, overall, “only” at a medium level. Higher education institutions are

called to consider whether a management control instrument does make sense,

also in the light of limited administrative personnel and financial capacity. What

are the instruments which are most beneficial for the organization? Do benefits

exceed costs in maintaining a given management control instrument?

• Just implementing a control instrument in the higher education sector does not

seem to be sufficient for a higher education institution. Studies on the use of

management control systems tell us that management controls can be used in

different ways and that the type of use is crucial for the success of the organi-

zation. In innovative settings management controls are often intertwined and are

mutually reinforcing themselves in order to enhance performance. Thus, the

focus of practice in higher education institutions should shift from running

control instruments to how to run and how to use management control systems.

How does the roll-out of a new management control instrument look like? Who

should use the instrument when and how frequently?What parties, what levels in

the hierarchy and how many members should be involved in control processes?

Do higher education institutions use management control instruments diagnos-

tically or interactively or both?

• Furthermore, some of the analyzed management controls face only partial

suitability in the higher education sector. Thus, the costs and the benefits of

promising controls for the higher education institution should be carefully

reflected (e.g., benchmarking, accreditation, financial ratio analysis). Do these

instruments make sense at all for the specific setting of higher education insti-

tutions? Can we abandon some of these instruments if they are not beneficial?

Can we adjust the instrument or reduce frequency to be beneficial for higher

education institutions?

• We observe differences in the adoption and use of management control instru-

ments between different countries. Thus, it might be interesting to explore why

there are differences and also to search for other drivers explaining differences in

the adoption and use of management controls. Are we willing to learn what

management control instruments should be adopted and how to use them from
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peers in the same country and especially from peers in other countries?Where do

we find best in class adoption and usage? Where are our competitors? How do

they run their universities? Are we willing and capable to visit and to learn from

higher education institutions in other countries and other continents?

• We also see differences in unreported results in adoption and use between

different types of higher education institutions, especially between universities

on the one hand and universities of applied sciences and specialized universities

for art, music and teacher education on the other hand. This raises further

questions on the adoption and use of management control systems which have

to be addressed by higher education management: What management control

instruments can be used and how should they be used in special settings like an

academy of art? Regarding the smaller sizes of these institutions how can

management control instruments be downsized to their setting? How has their

special setting been reflected in a different layout of management control

systems?

Implications for funding and governing institutions in the higher education

sector (research funding agencies such as the Deutsche Forschungsgemeinschaft

(DFG) in Germany, ministries which are funding higher education institutions as an

entity, governing agencies such as the science council (Wissenschaftsrat), higher

education rector conference (Hochschulrektorenkonferenz) as examples for the

German setting):

• Development in management control in higher education institutions has been

driven by installing new instruments and by the tendency to give more autonomy

to higher education institutions following the notion of new public management.

This development was heavily supported by the above mentioned funding and

governing institutions. Heads of these bodies should ask themselves whether

they should shift from demanding higher education institutions to adopt man-

agement control instruments like cost accounting, strategic planning or quality

management to focusing on whether and how these instruments are used and

what the benefits of these instruments are. Is it reasonable to demand a list of

management control instruments in university laws and regulations? Can the

regulation of management control instruments, which should be implemented by

higher education institutions, be reduced in favor of a stricter monitoring of

outputs of an autonomous and self-controlling university? This might leave

room for higher education institutions to decide themselves what management

control instruments to apply and how to use them. Should evaluation of higher

education institutions place particular emphasis on outcome and second on the

actual use of management control systems instead of evaluating the existence of

instruments in narratives?

• Funding and governing agencies should develop procedures and techniques on

how to supervise and consult higher education institutions in finding the optimal

design and use for the management control systems. Are these agencies willing

to look on existing experiences of other supervising bodies on how to evaluate

management control processes, on how to assess them and on how to give advice
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(e.g., using professional and experienced controllers in governing bodies, having

financial and controlling experts besides professors and academics in evaluation

teams for excellence competitions or research funding)?

• Our study focuses on the management control systems of higher education

institutions in German-speaking countries. However, higher education institu-

tions are just the “producers” of research and teaching in the entire higher

education system. Thus, also the management control systems of the governing

and administrating bodies in the higher education sector (ministries, councils,

research funding institutions etc.) should become part of the management

control system perspective in the higher education sector. Are governing bodies

capable of analyzing, discussing and diagnostically or interactively using reports

of higher education institutions themselves? Are these bodies willing to learn

from higher education systems in other countries (often one federal state in

Germany just benchmarks with another federal state in Germany forgetting

about the fact that competition in teaching and research is global)? When higher

education institutions should have target agreements and strategic plans, are

these derived from superior strategic plans for the higher education sector in the

country or the federal state? When universities develop strategies for their higher

education institution more or less autonomously who and how are these “divi-

sional” plans coordinated for the whole country or the federal state to reach and

fulfil public targets and to contribute to public welfare?

Implications for research in higher education institutions:

• Facing a multitude of management controls, it might be interesting to shed some

light on what combinations of controls are more or less suitable and how these

combinations are related to performance of higher education institutions in

research and teaching. One question is here how an optimal configuration of a

management control system looks like.

• Another interesting research avenue may be to explore the role of autonomy,

strategy and other antecedents on the layout of management control systems in

the higher education sector. What are antecedents and success factors of an

effective management control system in the higher education sector?

• Since respondents of our surveys were the heads of university management, it

would be interesting to explore the perceptions of other hierarchy levels of the

university like deans or academic professionals (e. g., lecturers and professors).

How do higher education institutions deal with management control systems on

different levels of their hierarchy?

• There are other management systems (e. g., HR management, technology man-

agement) or controls (e. g., culture or administrative controls) which are not

focused on in this article. Nevertheless, it might be interesting to also look into

these controls to examine changes driven by higher education sector reforms.
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Österreich, BGBLA_2010_II_216, https://www.ris.bka.gv.at/Dokumente/BgblAuth/

BGBLA_2010_II_216/BGBLA_2010_II_216.pdf. Accessed 07 Mar 2014

Brown R, Brignall S (2007) Reflections on the use of a dual-methodology research design to

evaluate accounting and management practice in UK university central administrative services.

Manag Account Res 18:32–48

Chenhall RH (2003) Management control systems design within its organizational context:

findings from contingency-based research and directions for the future. Account Organ Soc

28(2):127–168

Chung TKJ, Harrison GL, Reeve RC (2009) Interdependencies in organization design: a test in

universities. J Manag Account Res 21:55–73

Dillman DA, Smyth JD, Christian LM (2009) Internet, mail, and mixed-mode surveys. The

tailored design method, 3rd edn. Wiley, Hoboken

Ferreira A, Otley D (2009) The design and use of performance management systems: an extended

framework for analysis. Manag Account Res 20(4):263–282

Guenther T (2013) Conceptualisations of ‘controlling’ in German-speaking countries: analysis and

comparison with Anglo-American management control frameworks. J Man Contr 23

(4):269–290

Guenther T, Gonschorek T (2011) Wertorientierte Unternehmensführung im deutschen
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The Suitability of Intellectual Capital

Reports for the Quantitative Measurement

of Overall University Performance

Otto A. Altenburger and Michaela M. Schaffhauser-Linzatti

Abstract Universities are exposed to significant pressures from public and private

stakeholders to steadily increase their academic performance in research, teaching,

and industrial cooperation. The Intellectual Capital Report has been regarded as a

suitable reporting tool to measure, publish, and evaluate their efforts and success. It

allows for integrating non-monetary values on intangible assets such as human,

structural, and relational capital. In 2002, Austria has been the first country world-

wide to introduce the annual publication of an Intellectual Capital Report for public

universities obligatorily. In spite of its broad design and innovative, modern

characteristics it is to question whether this instrument is suitable not only to

verbally describe university performance but also to provide a basis for quantitative

measurement and comparison. Such quantitative approaches comprise multiple

statistical instruments, Data Envelopment Analysis, and — maybe somewhat

aside — fuzzy logic approaches. We reveal that the Intellectual Capital Report

applied for Austrian universities cannot provide an adequate data base for these

methods so far. Consequently, we suggest that it should either be adapted to the

necessary formal requirements or undergo a deep discussion on its general useful-

ness and relevance.

1 Introduction

Management of private enterprises as well as of public organizations might induce

the ongoing development of specific reporting tools to meet the current information

needs relevant to their decision-making processes. Reflecting management infor-

mation systems from a different angle, not only management creates new reporting

instruments, but the introduction of such new reporting instruments also conversely

leads to changes in the information policy and in the management behavior (Rauner

and Schaffhauser-Linzatti 2002). Consequently, the introduction of innovative

reporting tools needs to undergo a critical discussion from the very beginning in
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which way they might contribute to better stakeholder information, improved

decision making, and finally increased efficiency and quality of the institutions

concerned.

The last decades faced some hypes about reporting tools that reflected the spirit

of the times and the social development mainly of the industrialized economies.

Among others, very heterogeneous innovations such as social accounting

(Ungureanu 2012), environmental accounting (Artene et al. 2012), and Intellectual

Capital Reports (Edvinsson and Malone 1997) emerged. The social and environ-

mental balance sheets never really succeeded and nearly vanished; they left behind

some residual information in already existing tools or still undergo a discussion

whether accounting or simple reporting should be preferred. By contrast, some

ideas such as the Balanced Scorecard (Kaplan and Norton 1992), which indeed

pours old wine into new skins, began its sweep through the world of operational

business (Schaffhauser-Linzatti and Faisst 2003).

We are now living in the age of the so-called knowledge society (Drucker 1993).

The increasing relevance of intellectual values (Stewart 1998) led to the develop-

ment of a new reporting movement which emerged under the denomination of

Intellectual Capital Reporting. Intellectual Capital Reports comprise quantitative as

well as qualitative approaches which reflect the disciplines and perspectives of their

proponents. Austria has been the first country in which an Intellectual Capital

Report has been demanded by law. It must be published annually by all Austrian

public universities and might serve as a role model for further developments

worldwide.

Universities produce intellectual values which have been made public since

ever. Due to their intangible characteristics, these performances, however, cannot

be standardized and evaluated by means of regular accounting or finance pro-

cedures. That is why universities serve as an excellent field of implementing

alternative reporting instruments to present their results in academic research and

teaching. From a management perspective, the Intellectual Capital Reports intend

to deliver the necessary information to support universities’ decision makers, to

increase performance, and to reallocate their tight resources. Hence, these reports

might be an impetus to reconsider academic management behavior and strategies.

To reflect the general application, structure, and future relevance of Intellectual

Capital Reports the Austrian Intellectual Capital Reports will be subsequently used

as an example to derive strengths and weaknesses of this instrument and to draw

general conclusions.

The article is structured as follows: Sect. 2 presents a short overview over the

development and the different approaches of Intellectual Capital Reports and

relates their characteristics to the main requirements of university reporting. In

Sect. 3, we analyze how the Austrian Intellectual Capital Reports and their pre-

decessors have entered quantitative approaches. We then derive pitfalls to avoid

when installing universities’ Intellectual Capital Reports. Section 4 confirms the

Austrian concerns and adds international critics. Section 5 concludes.
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2 Approaches of Intellectual Capital Reports

for Universities

In a very broad definition, Intellectual Capital Reports are applied to collect,

measure, and present information on Intellectual Capital for documentation, man-

agement, and controlling purposes. They address internal and external stakeholders

(Schaffhauser-Linzatti 2003).

Internally, public institutions such as universities may apply Intellectual Capital

Reports for a better resource allocation, efficiency measurement, or personnel

deployment planning and regard them as a supplement to the already established

instruments of cost accounting and controlling which may replace Balanced Score-

cards (Schaffhauser-Linzatti and Faisst 2003). However, the main emphasis of the

Intellectual Capital Reports is information for external stakeholders. Universities

try to demonstrate their performance by listing past activities; their main products

are the creation and the reproduction of knowledge.

As can be easily proven, annual reports derived from financial accounting are not

sufficient to reflect the intellectual assets and intellectual output of universities

(Schaffhauser-Linzatti 2005). According to the narrow regulations of the current

law (Maul 2003), extended since then in Germany, but not in Austria, only acquired

patents and licenses are included in financial statements. In contrast, Intellectual

Capital Reports also aim at communicating intellectual achievement potentials and

intellectual performances and allow for a flexible publication of the universities’
individual emphases and characteristics. However, these intended targets and

advancements did not lead to one single, generally accepted approach so far. This

implies that no satisfying and overall applicable concept has been finally agreed

upon by academics and practitioners, which is further reflected by the fact that

Intellectual Capital Reports have not entered business and governmental reporting

on a broad basis. The following rough classification into two diverse directions

proves the heterogeneity of the Intellectual Capital Report models.

First, the older approaches— also referred to as Human Resource Accounting—

are built upon monetary values to evaluate intellectual assets and to put them on the

balance sheet. For an overview see Cañibano et al. (2000). So far, none of these

approaches have been successfully implemented due to the high need of information

and uncertain information quality.

Second, the more recent approaches reject the idea of monetary evaluation. They

try to visualize Intellectual Capital and performances in a quantitative and qualita-

tive way. These models have in common that they are more or less structured like

ratio systems or — even simpler — as loosely related statistical information. That is

why they are regarded as an applicable solution for universities. The new era of

non-monetary Intellectual Capital Reports started with the Skandia Navigator

(Edvinsson 1997), followed by the Intellectual Assets Monitor (Sveiby 1997), the

Intellectual Capital Index (Roos and Roos 1997), the Calculated Intangible Value

(Stewart 1998), the Market Value Added (Lev and Sougiannis 1996), and the
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approach developed by the Austrian Research Centers, the so-called ARC-model

(Leitner 2005).

The ARC-model meets the requirements of New Public Management (Thom and

Ritz 2000) by integrating outputs and goals of a non-profit, public organization to

enable performance-oriented controlling of its processes. It was the role model for

the Intellectual Capital Report entering Section 13 (6) of the Austrian Universities

Act 2002, (UG 2002). This Intellectual Capital Report has, as a minimum, to

present: (1) the sphere of action, social goals and self-imposed objectives and

strategies of the university; (2) its Intellectual Capital, broken down into human,

structural and relational capital; (3) the performance processes set out in the

performance agreement, including their outputs and impacts. Structure and design

of the Intellectual Capital Reports are regulated by a decree called Wissensbilanz-

verordnung of the responsible Federal Minister. Such a decree was published first in

2006, followed by a new decree in 2010, slightly amended during the last years

(Altenburger et al. 2012).

3 Performance Studies for Austrian Universities

3.1 Overview over the Studies

Apart from the qualitative, verbal information that can also be given in any other

form of publication, Intellectual Capital Reports must allow for quantitative ana-

lyses in order to operationalize future steps. To reveal whether the obligatory

Intellectual Capital Reports meet such criteria and whether the data base has been

improved, we conduct a qualitative meta-comparison of studies applying two

different reporting tools: first, the so-called ABIV-studies based on the ABIV

(work report of the head of department) before the implementation of the Univer-

sities Act 2002 until 2005; and second, the so-called ICR-studies based on the

universities’ Intellectual Capital Report introduced 2006. Table 1 summarizes the

references of the included ABIV-studies and ICR-studies and their methodological

approaches.

The ABIV did not represent any form of Intellectual Capital Report, but was a

simple questionnaire with 48 indicators which had to be filled out manually by each

researcher; the results were accumulated by the departments and forwarded to the

dean. The ABIV-studies refer to these data of the years 2000 and 2001. On the one

hand, an aim of the analyses was to evaluate universities and departments according

to their efficiency. Statistical analyses (see Sect. 3.2) were applied to filter out

appropriate ratios which were entered into a Data Envelopment Analysis (DEA; see

Sect. 3.3). On the other hand, the results of the ABIV-studies revealed indicators

which are indeed meaningful and do not just add to any administrative data

graveyards. These indicators could have been identified as useful data base for

the Intellectual Capital Report, however, they did not significantly enter the final
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Wissensbilanzverordnung. Now, the Intellectual Capital Report demands 28 ratio

categories (except for medical universities) with up to 44 stratification factors

which can be further subdivided and which is consequently different at each

university. As an example, field of studies is regarded as one stratification factor —

imagine the University of Vienna with about 180 study programs!

The ICR-studies tried to retrace the ABIV-studies with the new data material to

figure out which of the proven approaches are still realizable. As it soon became

obvious that the new data base did not allow for many methods such as DEA, the

ICR-studies added new performance measurement approaches such as fuzzy logic

(see Sect. 3.3).

Table 2 contrasts the ratios and ratio categories that have been used in the ABIV-

studies and the ICR-studies in general after adjusting for correlations. The listing of

the data used in the ICR-studies follows the structure of the Wissensbilanz-

verordnung without the detailed and voluminous stratification factors.

The following subsections describe the quantitative approaches applied and

summarize main results to prove their applicability. For any detailed results we

must refer the reader to the original papers.

3.2 Statistical Analyses

The statistical analyses discussed here were applied both in the ABIV-studies and

the ICR-studies. Correlation analyses measure linear relations between two vari-

ables without revealing the direction of cause and effect; regression analyses

measure whether and how variables are related without revealing the direction of

Table 1 Studies and approaches

ABIV—Arbeitsbericht des

Institutsvorstandes ICR—Intellectual Capital Report

Studies included in this comparison

Leitner et al. (2005, 2007) Altenburger and Schaffhauser-Linzatti (2007, 2009),

Altenburger et al. (2009, 2012)

Schaffhauser-Linzatti (2003, 2005, 2008, 2010, 2011)

Veltri et al. (2009)

Quantitative approaches applied by these studies

Correlation analyses (Pearson,

Kendall τ)
Correlation analyses (Pearson, Kendall τ)

Regression analyses Regression analyses

Factor analyses Factor analyses

– Stochastic Frontier Analysis

DEA-analyses –

– Fuzzy logic expert system
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Table 2 Indicators applied

ABIV—Arbeitsbericht des

Institutsvorstandes ICR—Intellectual Capital Report

Overview of indicators and indicator categories used

48 indicators in total 28 ratio categories (+5 for medical universities)

Up to 44 stratification categories per ratio

category

– 1. Intellectual Capital

– A. Human Capital

Staff (input variable) Staff

– Number of habilitations

– Number of appointments

– Percentage of women

– Gender pay gap

– B. Relational Capital

– Outgoing staff (at least 5 days)

– Incoming staff (at least 5 days)

– C. Structural Capital

– Number of cooperations with other

institutions

Financial funds provided by third parties

(industry)

R&D project income

Finished projects ad personam (industry) –

Finished projects of the department

(research)

–

– 2. Core processes

– A. Teaching and further education

– Teaching load of staff

– Number of studies

– Average duration of studies

– Applicants with special admission

conditions

– Number of students (bachelor, master)

– Number of enrolled studies

– Number of outgoing students in exchange

programmes

– Number of incoming students in exchange

programmes

– Success rate of students

– B. Research and arts

– Research staff

– PhD students employed at the university

– 3. Output

– A. Teaching and further education

– Number of degrees

– Number of degrees within tolerance period

– Number of degrees of students with studies

abroad

(continued)
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this relationship (e.g., Chatterjee and Hadi 2012). Among others, Firer and

Williams (2003) reveal the relation of Intellectual Capital and business perform-

ance, Antonella and Veltri (2011) or Bonaccorsi and Daraio (2002) the relation of

Intellectual Capital and university performance.

In the ABIV-studies, all then requested indicators were correlated applying

Pearson and Kendall τ b correlations due to different scales of the data to reduce

redundant variables on a university and on a faculty level. The remaining indicators

were then grouped according to possible departmental emphases, teaching,

research, and industrial cooperation. The ratios presented in Table 2 refer to the

sub-studies on the 133 technical and natural science departments in seven public

Austrian universities. The results fulfilled most of the expectations experienced in

daily university life. Roughly summarized, we identified the following correlations:

among all categories of staff (e.g., professors, assistants); between staff and output;

between staff and PhD-students; between staff and research output; between staff

and industrial cooperation; and between research and teaching. Interestingly, no

correlations were found between departmental size and teaching; departmental size

and research performance; and departmental size and third-party funds. The fre-

quently used ordinary least square regression has also been applied to explain

differences in indicator variances. In addition to the two input variables staff and

space (m2), a subsequent factor analysis verified the attribution of the output vari-

ables to the three emphases research, teaching, and industrial cooperation (see

Table 2, allocation in brackets) which also corresponds to international findings

(Salerno 2003).

In the ICR-studies correlation analyses to reveal redundant variables did not lead

to any tangible results as over all disciplines at each university nearly all ratios were

correlated. This fact proves that a differentiation among fields of research and study

is necessary but overall not possible due to differently structuring stratification

Table 2 (continued)

ABIV—Arbeitsbericht des

Institutsvorstandes ICR—Intellectual Capital Report

– B. Research and arts

Monographs (research) Number of publications

Journal papers (research) –

Project reports (research) –

Other publications (research) –

Presentations (research) Number of presentations

Space (in m2, input variable) –

Examinations (teaching) –

Finished supervised diploma theses

(teaching)

–

Finished supervised PhD theses (research) –

Patents (research) (To be reported outside ICR)
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factors of the Intellectual Capital Report (Altenburger et al. 2012). Standardized

methods comprising simple ratio analyses, linear regression, factor analyses, and

Stochastic Frontier Analysis were chosen to highlight single topics of interest in

order to reveal application possibilities of the Intellectual Capital Report, e.g.,

gender influences on university performance (Altenburger et al. 2009;

Schaffhauser-Linzatti 2011).

3.3 Data Envelopment Analysis

A DEA could only be performed by the ABIV-studies (see Table 1). Structural

problems with ICR data did not allow for calculating DEA in the ICR-studies.

DEA has been developed as a non-parametric model based on the method of

fractional linear programming. Being a management and consultancy tool it eval-

uates and benchmarks the efficiency of different, independent decision-making

units acting under the same technology. Based on estimated differences between

observed values and an ideal production frontier a decision-making unit is called

efficient as long as no other unit exists that reaches the same output with less input

or produces more output with the same input, respectively (Charnes et al. 1978).

DEA allows for ranking decision-making units and for specifying improvement

potentials in regard to changes in specific inputs, outputs, and their combinations.

That’s why many industries apply DEA successfully; among others banks (Wheelock

and Wilson 1995) or start-up companies (Fuertes Callen et al. 2005). Being

independent of prices, data units, and predefined weights of inputs and outputs,

DEA is especially valuable for non-profit organizations (Leitner 2005; Ahn and

Seiford 1990); applications for universities are run by, e.g., Bonaccorsi and Daraio

(2002), Fandel (2003), Sinuany-Stern et al. (1994) or Wagner (2002).

DEA enables to enter qualitative and quantitative information and variables of

different scales into the same calculation. It also allows for multiple input and

output ratios in contrast to simple performance ratios; the Golden DEA rule requires

that the number of inputs and the number of outputs should be smaller or equal the

number of decision-making units divided by three. As the independence and

number of ratios and decision-making units selected by the statistical analyses

before (see Sect. 3.2 and Table 2) fulfilled all information requirements, the

ABIV-studies could perform DEA successfully.

The results of DEA are presented as percentages with 100 % for a totally

efficient decision-making unit. Therefore, DEA enables the ABIV-studies to rank

the departments according to their overall efficiency and to single scores in

research, teaching, and industrial cooperation. The voluminous results of the

ABIV-studies are summarized in Leitner et al. 2007. Overall, about half of the

departments included into the study were efficient with an efficiency score of at

least 85 %. Besides a simple ranking of the efficiency of the Austrian universities,

four additional categories of differences were identified. First, significant regional

differences within an identical legal framework; second, varying differences in the
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defined fields of study between the periods under observation (2001 and 2002);

third, the influence of the department size, where small and large departments

overperform (e.g., Gander 1995; Johnes and Johnes 1993); and at last unexpected

differences among the specialization on industry, teaching, research, or a wide

range of university tasks. To prove the robustness of the results, different DEA

approaches by Charnes et al. (1978) and Banker et al. (1984) and a subsequent

sensitivity analysis were calculated. A Malmquist-Index for long-term observations

was not applied due to the short observation period, see Fare et al. 1994.

3.4 Fuzzy Logic

The fuzzy logic approach has only been applied as part of the ICR-studies (Veltri

2007; Veltri et al. 2009) and was never used for the ABIV-studies. The fuzzy expert

system approach has been chosen because of its flexibility to adapt the quantitative

as well as qualitative indicators in an individual approach.

This cognitive framework reproduces experts’ perceptions on complex problems

and formalizes non-quantitative concepts in such a way that they can be processed

by computers. Experts enter knowledge into a knowledge base in symbolic form,

mainly by rule blocks. An inferential engine derives numerical values out of this

knowledge base by using logic and heuristics (Magni et al. 2006). To do so, first “if-

then” rules are derived by multiple experts acting under incomplete and imperfect

information with reduced complexity (Zadeh 1978), e.g., “The more X is Y, the
more certain A is B”. The fuzzy logic approach transfers these assumptions into a

formal model and delivers a numerical value (Dubois and Prade 1980). Finally, the

results have to be tested for their reasonability, if required adapted, and validated by

sensibility analyses. The application of fuzzy systems in economics is steadily

increasing and comprises, among others, finance and investment (Magni

et al. 2004), accounting (Zebda 1991), economics, or insurance (Facchinetti

et al. 2001).

The fuzzy logic expert system by Veltri (2007; Veltri et al. 2009) evaluates the

Intellectual Capital of universities (for further studies on this focus see also Bozbura

et al. 2007 and Tai and Chen 2009). The basic structure of the model has been

developed as a general approach to develop a fuzzy expert system for universities’
Intellectual Capital. To prove its applicability and reliability, it was empirically

applied to the Intellectual Capital Reports of the Austrian public universities in

2006. The selected indicators follow the structure of the Austrian universities’
Intellectual Capital Reports (see Table 2). The model is structured as a decision

tree which runs from branches to the trunk. It measures the value-creation power of

the university’s Intellectual Capital. The final output is determined by human,

structural, and relational capital which again depend on further variables, cascading

backwards until the final input variables, the value drivers, are reached. These value

drivers are combined by “if-then” rule blocks, by modularization and by creating
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intermediate variables; finally the IC Index with a single value between 0 and 100 is

derived.

The results of the comprehensive IC Index deliver a ranking of Austrian uni-

versities. Further disassembled indices split up the index into the three main input

categories human, structural, and relational capital at the next level of the decision

tree, and such illustrate how the overall performance is compound and where

strengths and weaknesses occur.

3.5 Lessons Learnt from the Austrian Studies

This subsection derives the most critical pitfalls and weaknesses of the Intellectual

Capital Report by referring to the experience of the ABIV-studies and the

ICR-studies. It serves as a basis for Sect. 4 to add to general data requirements

and problems revealed in the literature.

As shown in Table 2, correlation analyses reduced the original 48 ABIV-

indicators to 12 independent indicators which were comparable among clearly

defined fields of studies and research. These indicators, being clear and manage-

able, allowed for applying the most important quantitative instruments. The ABIV-

successor, the current Intellectual Capital Report, includes only 28 ratios (except

for medical universities) which are, however, further deepened by stratification

factors such as gender, nation, or field of studies. Hence, the final number of

indicators to be reported depends on the university and its range of tasks; an

extrapolation of the first Wissensbilanzverordnung (see Sect. 2) came up to a

maximum of 32,000 single data per year (Schaffhauser-Linzatti 2010) which

have been reduced by further amendments.

The simple reduction of indicators and stratification factors, however, did not

improve the structure of the Intellectual Capital Report substantially. The summary

of the ICR-studies above showed that in spite of a voluminous data collection the

most meaningful quantitative approaches cannot be performed anymore. Among

others, simple statistical analyses show that relations between research and teaching

could not be calculated due to not-matching classifications of fields of studies and

fields of research. Moreover, the Golden DEA rule is not fulfilled any more.

Therefore, the efficiency of departments and universities cannot be evaluated by

sophisticated instruments. The most problematic weaknesses of the Intellectual

Capital Report in comparison to the ABIV are:

• Choice of ratios: The demanded indicators are significantly correlated and not

independent which prohibits the application of regression analyses. A reduction

to the most significant indicators would help. Also, most indicators are of

quantitative, but non-financial nature, although Intellectual Capital Reports

should keep the balance between numerical and verbal information. As experi-

enced during work on the fuzzy logic model, soft elements such as employees’
satisfaction or leadership abilities are missing. Apart from calculations, the
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relation between teaching and research indicators is not balanced. As the Intel-

lectual Capital Report is used for resource allocation, strategic engagement

towards the most profitable indicators might lead to a biased university perfor-

mance in the long run.

• Definition and stratification factors: In spite of the numerous stratification

factors, comparable and additional important information is missing. For exam-

ple, correlation analyses indicated that not only number of staff, but also

qualification of employees matter, which is not demanded by the Intellectual

Capital Report. Nationality of students and staff is not given consistently.

Missing data depth does not allow for many regressions or DEA because of

the Golden DEA rule. Most of all, the classifications of scientific disciplines and

of studies do not match. Consequently, any comparison of teaching and research

or assignment of academic staff, e.g., correlations between students and

teachers, is made impossible. Some classifications are not even harmonized

with other university-related statistics.

• Time series of data: Due to frequent adjustments of the required data, long-term

studies or comparative studies are not possible.

4 Lessons to Be Learnt

4.1 Overview

The Austrian experience shows that quality of data must beat quantity, that the cost-

benefit ratio improvements by introducing new approaches must exceed the draw-

backs of former systems, and that data applications and analyses have to be planned

jointly with the design of the new tools. When leaving aside the applicability of the

indicators in different quantitative approaches and going a step backwards to the

required data, a comprehensive literature review revealed that exactly such topics

are not addressed internationally on a broad theoretical basis and gives room for

two questions. First, vast and steadily increasing literature concentrates on struc-

ture, applicability and sense or absurdity of evaluations and rankings of universities

(Krull 2011 suggests to regard them as part of the entertainment industry), but still,

only few publications can be found on a general approach how to identify adequate

indicators (e.g., Bonaccorsi and Daraio 2007); the majority of related publications

only describes how ratios are used in specific institutions or for specific purposes

(for a comprehensive overview see Slunder 2008). Second, no publication has been

found about auditing, i.e., quality assurance, of such data.
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4.2 Identification of Adequate Indicators

In the rapidly changing socio-political context of universities, indicators are mainly

classified according to the three categories: teaching, research, and industrial

cooperation as connection between university research and external economies

(European Commission 2005); as an exception, ABET (2006) adds administrative

levels. Garcı́a-Aracil and Palomares-Montero (2009) demonstrate the missing

consensus about indicators and classification criteria in the OECD countries (see,

e.g., OECD 2007; ENQA 2007; CIHE 2007). According to Sizer et al. (1992),

indicators enter five primary uses: monitoring, evaluation, dialogue, rationalization,

and allocation of resources. However, most of the indicator systems do not address

the target they are implemented for and consequently steer the discussion into the

wrong direction.

The general classification as well as most indicators proposed in the literature

match with the Austrian findings in the ABIV-studies (Leitner et al. 2007). But one

of the main problems is the allocation of indicators to input or output categories as

well as their allocation to teaching or research. Input is in general defined as staff

and, partially, infrastructure, output always comes back to different forms of

expenditure, publications, and licenses (for measuring the performance of research

see, e.g., Berghoff et al. 2007 or an alternative approach by Hofmeister 2011; for

industrial cooperation Gulbrandsen and Smeby 2005). However, these classifica-

tions depend on the fundamental view whether teaching and research are comple-

mentary functions or rivalling academic activities (e.g., Sarrico et al. 1997).

Still unsolved is the problem of combining qualitative and quantitative indica-

tors and when to use absolute and relative values. Also, multidimensional and

single ratios lead to diverging results, as proven among others by Turner (2005).

Here, the CHE approach strikes out on new paths (Berghoff et al. 2008). Only few

analyses include external indicators such as employability, knowing about the

pitfalls and data problems (Diem and Wolter 2011).

Consequently, we learn that, apart from their application area, indicators literally

only indicate, but do not exactly measure performances. Hence, we cannot expect

precision of information, only approximations of a stated target.

4.3 Auditing

Every quantitative result is only as good as the data basis used. Although intra-

university control mechanisms have been installed, many data, also resource-

relevant ones, are not externally audited which induces two implications:

First, it may lead university managers into temptation to present the own unit in a

favorable way by forwarding generally correct, but sugar-coated information. On

the other hand, the ambiguity of a strict auditing or other forms of performance

control like ranking procedures may foster a biased reactivity by strategic selection
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of conducted performances (Leeuw 1996). This so-called performance paradox has

been revealed not only in for-profit organizations (e.g., Kaplan and Norton 1992),

but also in the course of New Public Management studies (e.g., Van Thiel and

Leeuw 2002), among others for educational institutions (Espeland and Sauder

2007).

Second, data may be incorrect due to either unintentional errors or intentional

fraud. The auditing profession has developed and still improves instruments to

reveal such irregularities, e.g., the “ten commandments” to address fraud during the

audit (IDW 2012). These tools (e.g., Terlinde 2005; Sancar 2012) can be easily

adapted for universities for internal as well as external audits.

Consequently, we learn that the data for such reports should be audited by

external institutions. At least, an obligation for detailed internal audits should be

implemented. Without auditing of data any evaluation performance measurement

must be questioned.

On a more general level, the efficiency of implementing sophisticated perform-

ance indicator systems could be subjected to the judgmental scrutiny of the scien-

tific community (for the discussion in business see Gaither 1994), if the search for

the identification of valid indicators does not seem to lead to satisfying results.

Moreover, their usefulness for conducting meaningful quantitative approaches has

to be kept in mind simultaneously. This step has not been focused so far.

Summary and Conclusions

This paper derived requirements for reporting instruments on Intellectual

Capital focusing on indicators to evaluate universities’ performances. To do

so, we compared two different series of studies on performance measurement

of Austrian universities. The results of the single studies remain outside this

research (see Table 1 for the series and their single studies).

The two series were based on two different reporting tools: the former

ABIV was replaced by the Intellectual Capital Report according to the

Universities Act 2002. Both series first tried to filter out representative

indicators for the fields of teaching, research, and industrial cooperation.

Then, these indicators entered sophisticated quantitative instruments to eval-

uate these three fields individually and combined. The ICR-studies were

originally designed to reproduce the results of the ABIV-studies to enlarge

the long-term view of the universities’ development. It soon became clear that

the new data structure did not allow for retracing the former studies. Hence,

alternative, but less powerful tools were applied to gain information on

universities’ performances.

The impossibility to apply useful and meaningful approaches gave the

impetus to this qualitative meta-analysis which adds to the literature in two

aspects. We revealed which indicators could be successfully used for Aus-

trian universities. On the one hand, we found out that the, at first glance, few

(continued)
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indicators listed in Table 2 in the ABIV-column are sufficient to install

sophisticated quantitative instruments which lead to significant and applica-

ble results. On the other hand, the highly praised Intellectual Capital Report

turned out as not useful for deep quantitative analyses, but only for statistical

reasons. Moreover, it demands too many indicators and enforces excessive

bureaucracy. A reasonable cost-benefit ratio cannot be certified.

The main findings of this meta-analysis point to apparent results which are

simple and already well-known, but often neglected. Well-structured, clear,

and yet simple statistical instruments which may be wrongly blamed for

being old-fashioned can be very effective and efficient whereas complicated

models in spite of their theoretical appropriateness and international reputa-

tion may follow the contemporary trend of alternative reporting tools, but do

not work in the intended way. Most of all the structure of each reporting tool

must be consistent in its definitions and stratification factors.

Limitations of our main findings result from the naturally small sample of

Austrian universities and the legally predefined data structure. The missing

comparability of the studies reveals weaknesses and pitfalls of the Intellectual

Capital Report, but does not allow for quantitative analyses on the differences

to other reporting tools which tend to lead to more scientific explanatory

power. In its existing structure, no more in-depths analyses to gain further

results can be conducted. Consequently, further research shall include statis-

tical and comparative qualitative content analyses of reporting tools outside

Austria to lay a broader base for filtering out adequate indicators for measur-

ing university performance. Practical implications of this study are ongoing

discussions with the legislative bodies to restructure, standardize, and sim-

plify the Intellectual Capital Report in order to display its inherent, but still

concealed strengths.

We are aware of the fact that there does not exist one single, perfect

solution. However, scientists and university managers steadily have to strive

for improved solutions by conducting qualitative and quantitative evaluations

and analyses on past evaluations. Lessons to be learnt by standard setters in

Austria and beyond are, first, that one should not skip well-tried strategies in

favor of non-tested experiments without any need. Second, according to

“structure follows strategy” the instalment of a data collecting and presenting

tool should offensively address the question of future interpretation and

analyzing possibilities.
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The Elusive Effectiveness of Performance

Measurement in Science: Insights from

a German University

Christoph Biester and Tim Flink

Abstract Over the last decades, procedures of compiling, measuring and evaluat-

ing academic performance have made incursions into the realm of universities. The

result is an effect on employment negotiations, increased competitive performance

measurement in funding allocation and, in the context of salary distribution, impact

on how individual and collective achievements of academic staff are compared

among each other or between different research institutions. Despite the pervasive-

ness of this type of systematic performance measurement impinging upon nearly all

university activities, we still know little about whether these systems matter for

researchers under evaluation. Based on empirical insights from an evaluation at a

large German university, we discuss perceptions of professors exposed to one

university performance measurement system. That exposure seems to trigger, in

particular, worrisome attitudes of ambivalence towards the university and the

academic value system.

1 Introduction

In the course of an emerging Audit Society (Power 1999), the public sector has

taken to extensive evaluations of nearly all social activities, not sparing higher

education and the system of scholarship. Universities, traditionally regarded as the

loci of hitherto academic freedom and muse (Stichweh 2003), have been forced to

adopt output-oriented management systems, albeit at different periods of time

Walker and Sharp 1991. In Germany’s case, universities were confronted with a

mixture of more or less pronounced goals. The so-called New Steering Model

(Kommunale Gemeinschaftsstelle für Verwaltungsmangement 1993), following

New Public Management leitmotifs of accountability and competition (Dunleavy
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and Hood 1994) entailed the implementation of predominantly output-oriented, i.e.,

indicator-based management systems for higher-education institutions (Bogumil

et al. 2013).1 In consequence, universities are now requested to report on the impact

of conducted research, teaching, knowledge transfer and other activities in order to

demonstrate their relevance to society (Wissenschaftsrat 2006). However, as fed-

eralism and constitutionally guaranteed academic freedom in Germany (Hüther

et al. 2011) have set the playing field, differences have increasingly become

apparent in both how universities of the 16 federal states have implemented output

governance systems to reap basic and third-party funds (Jansen 2010) and how they

differ from each other in adopting individual performance measuring systems

vis-à-vis the individual federal state principals. Not least, since ordinary professors

in Germany are public servants to their states and thus enjoy the highest degrees of

autonomy in international comparison (Buchholz et al. 2009), universities’ man-

agement levels can only but resort to indirect steering activities. Established in

2002, the W-salary2 directive (W-Besoldung) (ProfBesReformG 2002) exemplifies

one such indirect activity, which is nonetheless a powerful instrument of perfor-

mance measuring and rewarding and arguably unfolds veritable governance prop-

erties (Biester 2010, 2013): For the first time in post-war German history,

performance measurement directly impacts the personal salary of university pro-

fessors. In light of these developments, it may become pervasive as a governance

technique. This is because decisions pertaining to appointments and salaries are not

permitted to be based solely on the output and measured impact of professors’
research, but must take into account, for instance, the assessment of their acquired

research grants —a social construct which tends to get translated as actual research

achievements (Flink and Simon 2014). Not least, professors are required to show a

track record of teaching courses, however, an evaluation of the content seems to be

neglected (Wissenschaftsrat 2005).

Hence, it seems that a one-way road is paved: The more political instances put

pressure on universities’ management levels to govern their institutions autono-

mously (Guston and Keniston 1994) and to justify their output in a yearly rhythm,

1Arguably, NPM reforms pertaining to German higher education and science institutions were

heralded by the German Council for Council of Science and Humanities (Wissenschaftsrat)

suggesting in its recommendations on Competition of the German Higher Education System
(1985) that evaluations should enhance “achievements by means of a public comparison” and

bring about “transparency in achievement” (WR 1985). One goal was to counteract an increasing

loss of trust in the capability of the scientific community to regulate itself, exhibited both by the

political administration and the general public (Krücken and Maier 2007), while other goals, e.g.,

to make Germany’s science system internationally more competitive (WR 1992), ensure gender

equality (WR 1998), better and structured training of young researchers (WR 2002) were consec-

utively linked up to this reform.
2 The W-salary directive regulates the salaries of professors in the German higher education

system consisting of a basic pay (lower in comparison to the former C-salary) and a top-up pay

remitted to the individual professor depending on his/her performance in research and teaching as

well as on tasks and responsibilities of academic self-organization (e.g., university presidencies,

faculty responsibilities).
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the more university employees are bound to bear the consequences of their activ-

ities. Scholars have criticized the social consequences of academic performance

measurement, predicting difficult times for scholarship and the higher education

system as a whole: They warn that the freedom of research and teaching is in

danger, that the intrinsic motivation to produce new knowledge for reasons of pure

research interest gets suppressed (Osterloh and Frey 2008; Kieser 2010), that

unintended effects, such as opportunism and misconduct, arise (Sieweke 2010)

and that scholars increasingly find favor with research to the disadvantage of

teaching (Ronge 1998), as well as the possibility that narrower subjects might die

out (Hartmann 2006). Unfortunately, such scholarly output addressing the realm of

higher education institutions is hardly borne by rigor of empirical evidence (except

Sauder and Espeland 2009). In cases where empirical data are employed, they serve

mostly to deliver a bird’s-eye view (Paradeise and Thoenig 2013) but neglect

in-depth examinations of individual universities, non-university research institutes

and their staff members. Even worse, sociology and political science hardly attend

to the cognition of economics and psychology that have, inter alia, investigated the

question as to whether intrinsic motivation is triggered by extrinsic motivators.3

This empirical lacuna in the social sciences is astonishing given the genuine dismay

academics have with the seemingly increasing trend towards organizational

accountability at the price of self-determination and peer group recognition (Flink

and Simon 2014). This critique may also apply to the social studies of science, as

performance measuring systems for higher education and scholarship would indeed

offer a wellspring of relevant research puzzles, e.g., the stability of one of their

classical hypotheses: that science is borne by a self-referential normative structure

(Merton 1990) and thus needs no further extrinsic motivators. This leads us to our

main objective for this chapter: If academics primarily follow their research

interests4 co-defined by a globally spread community, how do they perceive

organizational performance measurement techniques embellished with financial

rewards? We will shed light on this question by presenting empirical findings

from an evaluation of a performance measurement system at a large German

university.

Our findings are structured as follows. First, we introduce some important

properties of the evaluated performance measurement system. Second, we intro-

duce the research methods applied, a combination of an online survey and

3 These include the works of Deci et al. (1989), Jensen/Murphy (1990), Gneezy and Rustichini

(2000), Osterloh/Frey (2000), Ryan/Deci (2000), Kunz and Pfaff (2002), Bock et al. (2005), Ederer

and Manso (2012), a great deal of which discusses the gulf of economic or behavioral management

premises of rational, i.e., selfish and extrinsically motivated human beings versus psychologically

informed premises of self-determined human beings, who might be motivated by extrinsic rewards

indirectly, while experiencing gratification if they perceive their activities as enjoyable, challeng-

ing and purposeful (for a brilliant literature review, see Weibel et al. 2010).
4 Flink et al. (2012) surveyed professors with high performance in research at German universities

(N¼ 2,538), the findings illustrated that professors care much less about their university profile but

most about their own research interests and their peer community.
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individual professor interviews. Third, we discuss the evaluation of the data to

conclude, fourth, that performance measurement at this particular university has a

disciplining rather than a motivating effect on professors: While most professors do

indeed participate, and some financially profit from the system, their perceptions

reflect inner conflicts towards performance measurement, which is best described

by the term ambivalence. The results lead us to the conclusion that while perfor-

mance measuring in scholarship may prove successful in observing and partly

triggering individual activities, its negative social consequences —, most notably

embittered attitudes towards the academic system as a whole — make it worth

reconsidering.

2 The Case of Performance Measurement System

at a Large German University

In 2000, the university management of our case study followed ministerial demands

to implement an output-oriented performance measuring system. It is worth noting

no other university has installed a system of such quantitative rigor under the

auspices of the same federal state or any other of the federal states in Germany.

While only some parts of the input stemming from this performance measuring are

actually put to use by the university management to illustrate output and thus obtain

funding from the state, professors are requested to systematically enter all of their

own and their staffs’ achievements into an online performance recording system.

Here, professors run across 30 criteria5 that roughly follow the categories of

research, teaching, knowledge transfer and activities of academic self-

administration. The system converts their achievements into points6 attached to

which are two conversion keys.7 Addressing both professors under the old C-salary

directive and the new W-salary directive, one conversion key translates achieve-

ments into points dedicated to equip their faculties with resources, i.e., research

staff, instruments and facility resources.8 A second conversion key applies only to
professors falling under the W-salary directive and translates their points into sums

for performance-based top-up funding. The system disrespects disciplinary or

subject-specific differences. For example, while professors in art history report

5 The exact number of criteria is not specified here to ensure case anonymity.
6 To give you some examples how achievements are translated into points: supervision and

assessment of dissertations/habilitations¼ 40 points; book publication¼ 16 points; peer-reviewed

article¼ 8 points; student thesis supervision and/or exam assessment¼ 2 points; reviewing a

research proposal¼ 2 points; student exam¼ 1 point.
7 The achievements are controlled by the administration. As an example, publications need to be

referenced with international standard book numbers, or assessed exams require the adding of

student identification numbers.
8 All faculties developed their individual allocation model to receive funds from the university

management.
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that they are not used to publishing in peer-reviewed journals, an achievement that

the system rewards with a considerable amount of points, and while their degree

courses show many fewer modules and students than, for instance, engineering,

they are not offered any alternatives to receive funding for their achievements.9

According to the sum of accumulated points, professors under the W-salary

directive can receive bonus payments adding up to their monthly salary, which the

system ranks in a five-tier model,10 with each tier carrying a different financial

weight: rank 1: 0–100 points¼€0.00; rank 2: 100–200 points¼€90.00; rank 3:

200–300 points¼€280.00; rank 4: 200–300 points¼€370.00; rank 5: over

400 points¼€500.00. Apparently, this model offers cumulative advantages for

those professors classified into the higher ranks (Merton 1988): If, for instance,

you reach level 3, one achieved point will be worth €2.80, while at level 4 it is

already worth €3.70. In light of the fact that professors might need years to achieve

enough points in order to climb up to higher ranks, equal achievements (e.g., a peer

reviewed journal article handed in by a level 2 professor in comparison with a level

4 professor) performed by lower-ranking professors effectively result in less

money. It must also be noted that performance-related payments are carried out

incrementally; a professor able to demonstrate an increase in his or her achieve-

ments during the reporting period, but who does not cross the threshold to reach the

next level, will remain at the current level. In contrast, anyone demonstrating poor

performance over two consecutive reporting periods (6 years in total) will be

downgraded a rank level.11 It is crucial to know that by starting or continuing

their academic career at this university, professors have the opportunity to be

classified into higher ranks from day 1; whereas, for professors coming from

elsewhere, i.e., industry or academia, this depends on assessment of previous

activity and, most certainly, on their negotiation skills. Moreover, professors cannot

be forced by the university management to participate in this system. While a loss

of potential bonus payments for those falling under the W-salary directive might be

bearable,12 all the professors can nonetheless expect to experience moral pressure

from their faculty management, as defiance results in reduction their faculty’s
resources.

9 Reviewed annually by the university management, the input of achievements can be carried out

continually over the course of the year. An advisory council, consisting of professors from

different faculties, acts as a switchboard between the professors, who can send in questions or

criticism or suggest amendments, and the university management, which decides about how to

deal with professorial requests.
10 Professors can only rise up to a higher rank, if their performance is sustained for a period of

3 years.
11 If professors demonstrate steady performance over a long period of time, an application for the

removal of the time limit for the performance-related bonus can be accepted by the university

management.
12 At least, this is what professors reported to us.
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3 Data and Methods

Our evaluation of the university performance measurement system followed a

multi-stage process, combining qualitative (expert interviews) and quantitative

(survey) methods. In the first stage, four main thematic areas (user evaluation,

governance effects, perceptions of performance measurement criteria and attitudes

towards bonus payments in the W-salary directive) were agreed upon with the

university management. After a pretest of a semi-structured questionnaire (Meuser

and Nagel 2009), interviews were conducted with all of the status groups involved

in the performance measurement system, both those who manage it and those who

are exposed to it.13 The interviewees’ sample comprised of representatives from the

university presidency and administration (n¼ 3), deans (n¼ 3), the chairman and

one member of the measurement system’s advisory board (n¼ 2), as well as pro-

fessors (n¼ 10) from a range of disciplines, departments and different salary grades

(C, W2, W3), hence showing the greatest possible contrast. A content analysis

(Mayring 2010) of interviews14 served as the basis for planning an online survey

questionnaire.

Pretested with three professors of this university, the online survey15 served as a

quantitative method to ask all of the relevant16 professors a total of 53 questions,

divided into six thematic areas. First, we asked questions on the four main thematic

areas pertaining to the evaluation of the performance measurement system and,

second, questions on work satisfaction and employment relationships. The survey’s
response rate amounts to 59 %, an exceptionally good result. Altogether, the survey

provided a total of 276 variables17 and 139 cases for data analyses. Moreover,

individual survey answers could be correlated with each person’s data extracted

from the measurement system, including their age and gender, their academic

subject, their salary status, either falling under the C- or W-salary directive and,

in particular, their individual performance points.18 This allowed us to shed light on

questions such as whether low performing professors perceive performance

13We pursued two distinct goals by carrying out expert interviews: (1) gain technical knowledge,

i.e., about administrative competences and specialized knowledge pertaining to the measurement

system, (2) to look out for process-related knowledge about potentially interesting interactions,

decisions and organizational dynamics and (3) detect interpretive schemas borne by everyday

knowledge that the interviewees have generated in grappling with the measurement system (see

Bogner et al. 2009).
14 All interviews were conducted in German. The sequences displayed in this chapter were

translated by the authors.
15 The online survey was developed and implemented using the software limesurvey.
16We neither addressed professors on the salary gradeW1, nor guest professors, special professors

and acting professors, as they do not take part in the university performance measurement system.
17 The high number of variables in comparison to the number of questions is due to the differen-

tiated sampling of varying circumstances for professors on the C- and W-salary scales.
18 It is important to note that all personal information was immediately coded and that correlations

were made on such aggregate level that it guarantees full anonymity to surveyed staff.
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measuring more critically than high performers or if differences in their response

behavior depend on their subject or academic discipline, their age, gender and on

their salary status. Combining qualitative expert interviews with survey data, we

can determine whether performance measuring impacts the professors’ behavior
and, not least, in their perceptions of work- and status-related concepts, such as

autonomy, self-determination and gratification. However, other than presenting a

colorful picture, we cannot deduce any causal links between survey results and

interview statements, with the first representing attitudes and the latter only but

offering potential explanations for these attitudes. And yet, the latter represent more

than just individuals’ answers, but are to be read as interpretive schemas bridging

the schism of structure and agency (Sewell 1992).

4 Results

4.1 Perceptions on Performance Measurement and Steering

How do we explain that all professors addressed by the university performance

measurement system do actively participate in it, but about 45 % rate this particular

system as very unfair, and another 13 % as rather unfair?19

Our first question is if the professors oppose the performance measurement

system in general. In the online survey, professors were asked whether or not

they agreed with the statement. “Steering via the performance measurement system

is necessary.” Our hypothesis predicted that a clear majority would not agree with

this statement. We were surprised, however, that the opposite was the case: just

under a quarter strongly agreed with the statement, while 15.1 % agreed somewhat

(Fig. 1).

When analyzed according to discipline, it turns out that the humanities and

social science researchers are not the ones to least agree with the statement, but

rather the natural scientists, however, the differences are not statistically significant.

Furthermore, the agreement or disagreement with the statement was independent of

salary grade and individual research achievements (Fig. 2).

As the amounts for performance-related bonuses in the context of the W-salary

directive are determined by means of the evaluation system, this subject was also

included in the questionnaire. The professors paid W-salaries were asked to assess

the suitability of the system on a scale from fundamentally appropriate (2) to

fundamentally unsound (�2), on the assumption that it would be perceived as

19 The survey question to be answered was “The procedure of the [name of the] system assessing

and rating my performance is overall fair.” The highest rejection (64 %) comes from engineering

scientists, followed by the social sciences/humanities (62 %), life sciences (45 %) and natural

sciences (44 %), without any statistically significant differences according to professors’ salary
status, gender and age.
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fundamentally unsound by the majority. However, of the professors surveyed,

51.4 % considered the W-salary directive to be fundamentally appropriate. Only

under a fifth (18.9 %) considered it to be fundamentally unsound.20

While we are still struggling with the question as to why the steering via the

system is widely accepted, but the system as such is held to be unfair, further

responses to questionnaire items might shed light on this puzzle (Fig. 3).
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Fig. 1 Management with the performance measurement system is necessary (N¼ 139)
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Fig. 2 Management with the performance measurement system is necessary, according to

disciplines (N¼ 139)

20 The high level of support for performance-related bonuses in academic pay was positively

correlated (Pearson r¼ 0.389, p< 0.01) with the incremental value obtained for research. This

means professors who perform highly in research are those fundamentally in favor of the W salary

directive. With regard to teaching, this correlation was however not determined.
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The answer as to whether the system is suitable for documenting individual

performances shows rather equal distributions on both negative and positive ends.

A fairly negative response is provided to our suggestion that (1) entering perfor-

mances would stimulate the respondents’ individual self-reflections on their indi-

vidual achievements. Moreover, professors report (2) that they are neither in need

of using their performance data for internal contract negotiations (disagreed with by

overall 47 %), nor do they seem to have a clear opinion about this possibility

(41 %). When it comes to questions pertaining to interactions with the university

management, i.e., the presidency and its staff21 in charge of the measurement

system, answers reflect clearer and rather negative perceptions. Here, performance

measurement seems to reveal a conflict between the individual researcher’s auton-
omy on the one hand and organizational control on the other hand: About half of all

responding professors strongly agree with the statement (3) “The measurement

system is all but about observing our work,” and another fourth of all respondents

Fig. 3 Use of performance input and monitoring experience (N¼ 139)

21 Questions pertaining to control experience were actor-specifically differentiated. Over 70 %

strongly impute steering interests to the university presidency (another 10 % rather confirm this),

while deans and faculty administrations were only selected by 40 % (strong confirmation), and

each by further 18 % (weaker confirmation).
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merely support this opinion. That professors also experience (4) the sensation that

management attempts to monitor their activities is strongly confirmed by nearly one

third, and rather confirmed by a further 16 % of the respondents. Even one third of

all respondents believe that (5) “The reason for measuring their performance is

distrust by the university management.” While 40 % do not share this opinion, it is

nonetheless worrisome to see such a robust negative attitude.

The analysis of the expert interviews presents a differentiated picture of the percep-

tion of performance measurement in the university. First of all, most statements show

sensitivity in that academic activities must be held accountable to society. Whether

performance measurement is something feasible is answered in a differentiated way.

I consider it plausible to require performance in research and teaching to be assessed, and

also that it is the right thing to do in the sense of having an incentive effect. As in many

other contexts, there is always the question, ‘How do I measure it?’And that is naturally not
quite trivial in research and teaching, as well as in many other cases. (Interview 3)

The basic agreement with the measurement and evaluation of performance is

associated with an incentive effect, with the fundamental question of the feasibility

of measuring and evaluating research and teaching achievements then pointed out.

But quite fundamentally I find it right, because I do see that in academia there is a high

degree of freedom, which is good, and there are certainly many people employed here, who

are highly motivated. But despite this, from my point of view, particular achievements

should be noticeable, and those that produce poor performance should also be noticed, so

that the institute can make sure that things are improved. (Interview 3)

The basic agreement with performance measurement is associated with a system

of recognition that “outstanding achievements should be noticeable,” which goes

beyond the recognition of achievement by the relevant scholarly community, which

in this context was not mentioned once. At the same time, poor performance should

also be visible to enable institutes to react, with no suggestion being offered as to

how the institute could and should improve matters.

For another interviewee, there was no doubt that research and teaching perfor-

mance is subject to criteria that can be used to evaluate performance. However, this

could not take place in a solely quantitative manner due to the complexity of the

subject matter. The transfer of qualitative performance measurement, provided in a

statement, into a figure is regarded as a problem:

Well, generally both achievements in teaching as well as research are subject to criteria

with which one must comply. These are qualitative and quantitative criteria. You rightly

said that we judge, for example, publications and research applications. But when I do that,

a statement and no figure comes out at the end. And that is exactly the big problem that I see

here in this performance measurement system: we are illustrating an extremely complex

matter with one figure. (Interview 2)

While professors maintain that research and teaching achievements are basically

quantifiable, performance measurement and evaluation are regarded to be a form of

recognition. Not least, they are held to be plausible and necessary in the sense that

they can act as an incentive system. This agreement is however only in exceptional

cases, expressed explicitly and without reservation, as in the following quote:
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Ultimately, one has to justify what one does to oneself as well as to others who provide the

money and also entrust one with the responsibility for students, trainees and research

funding. When we demand that our students undergo an evaluation, we should also do

the same for professors or university departments. (Interview 7)

Yet, in relation to what criteria should be used for performance measurement,

numerous discipline-specific issues were raised across all of the interviews. Given

in merely one typical example of the interviews, this statement establishes a

connection with a question asked in the online survey on the inclusion and evalu-

ation of qualitative criteria in the performance measurement system:

I’ll tell you quite honestly, I don’t think much of it; in my opinion it probably isn’t really
possible to make these evaluation criteria suitable for all scientific disciplines [. . .] A

research paper could be two pages or 50 pages long. It could appear in a high-impact

journal or in a run-of-the-mill journal. This all counts as roughly the same in, for example,

the performance measurement system, without particular weighting being given to the

impact factor of the journal. (Interview 4)

The exclusively quantitative evaluation of research and teaching performance

was viewed critically by many of the interview partners. In the online survey, a

good half (54 %) of professors had a favorable opinion towards the inclusion of

qualitative indicators in the system; whereas, one quarter was against and a further

quarter selected the option “Do not know.” In a second stage, those professors in

favor of the use of qualitative indicators were presented with a selection of various

parameters to evaluate, including the use of impact factors for the evaluation of

publications. The inclusion of impact factors in the performance measurement

system for the evaluation of publications was considered by a good quarter of the

academics to be very appropriate (27.4 %); whereas, a good fifth (21.9 %) viewed it

as not at all appropriate. The following chart shows how this evaluation differed

between academic areas (natural sciences, life sciences, engineering sciences as

well as the humanities and social sciences) (Fig. 4).

Whereas the average evaluation of the impact factor indicator was positive in

both the humanities and the social sciences, as well as in the natural and life

sciences, academics in the engineering sciences considered this indicator to be

only of limited appropriateness.

4.2 The Effectiveness of Performance Measurement
and Evaluation

The analysis of the interviews and results from the online survey indicate that

performance measurement and evaluation are indeed effective at this university.

However, the question is: how do they affect professors? For the analysis presented

here, it is assumed that an effect exists when a change in conduct in connection with

the performance measurement and evaluation system is detectable, as evidenced by

the following quote:
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Regarding this performance measurement system, I know what gets you points, then you do

pay a bit more attention to that, so that you organize your daily routine accordingly, so that

you will work on tasks that will bring points with greater urgency or in greater number, or

so that you are carrying them out mainly in order to be able to actually register them in this

performance measurement system. [. . .] It has happened that I made the direct offer to

colleagues, ‘when you need a reviewer for your doctoral students, I am available.’ Then you
go on the offensive rather than remaining passive. (Interview 4)

Such clear statements are not typical of the interviews. Quite openly admitting

that certain tasks are performed with more urgency in order to receive points is an

exception, but this phenomenon suggests that performance measurement and eval-

uation are effective in the sense of steering work towards fulfilling predetermined

criteria. Another indication that the effect of performance measurement and eval-

uation does indeed manifest itself lies in the fact that the statement dealing with the

effect of the system tend to be emotional; that is, people feel personally affected.

The system itself is a source of offence, but seeing that one’s individual achieve-
ment is visible in the system and brings something to the department is a source of

pride and results in a positive feeling:

There is something that I had personally thought was not possible. There is something

insulting about it. I consider myself to be a very engaged professor. I do it with dedication,

love, I find this job fantastic, and I know where I achieve a lot. But the fact that when I am

not watching out for the points, not doing the important things, not publishing in peer-

reviewed journals, writing articles or supervising doctoral students — the big cash cows of

the performance measurement system — when I am not keeping an eye on these things, I

had thought that this does not exert control over me, because I say that I will not let such a

system dictate how I develop my professorship. But if I don’t do these things, I realize that
it will insult me. (Interview 5)

But I also observe within my department that, naturally, when people have the feeling that I

have, for example, shown my colleagues this points table and do observe that people are

very proud when they see they have done something that brings something to the depart-

ment. (Interview 8)

[W]ord gets round about who is a good researcher. And that is accidentally naturally

correlated with the performance measurement system. We live for this recognition. People
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do want recognition. You can call it vanity, but it feels good if you face the world with a

good standing in the performance measurement system. (Interview 9)

In each of the three quoted passages emotions are expressed. In the first passage,

a conflict between individuals’ attitudes to work and the system is clear. The

experience of a disparity between how one’s duties as a professor, according to

one’s own opinion, ought to be realized and developed and that what the criteria

within the system convey as important has caused ambivalence, i.e., in this case

offence. It is not the case that the measurement and the evaluation of performance

have zero impact on the organizational structure of the professorship or of the

profession, in the sense that differing rationales or frames of reference meeting on

the conflict line of scholarship and governance are proving to be ineffective. Rather,

the system develops a steering effect that may not reach far into the profession, but

nevertheless has reached individuals perceiving it as an affront. Conversely, if

performance within the system is rendered visible, and if the consequences are

tangible, namely so that the individual achievement even brings something to the

discipline, this becomes a source of pride and is thus perceived as a form of

recognition, which feels good.

Even though the question of the effectiveness of performance measurement and

evaluation is difficult to answer due to an absence of clearly defined terms, it is

obvious from the cited passages that the performance measurement and evaluation

system affects the behavior of professors, causes offence and pride as well as

conferring local recognition.

4.3 Unintended Effects and Structural Problems

The fact that the evaluation also showed that clear indications of unintended effects

and undesired steering as well as associated structural problems exist must not be

concealed, although this is only briefly described here. It is clear from the inter-

views that the measurement and evaluation of teaching performance is particularly

problematic due to the variation in module structures used in degree courses.

In the evaluation of research performance, a similar structural problem with

regard to doctorates and post-doctorates is apparent. In a narrow field of study,

fewer degrees will be awarded than in a larger one. This leads to a serious problem,

as described in one case: Professors may be faced with the dilemma of deciding

whether to supervise a post-doctoral project that does not fit thematically into their

discipline or specialism but which would clearly improve the personal points

ranking. In other words, will a professor decide according to disciplinary quality

standards or will she/he leer at achievement points?

A further effect, which is without a doubt to be assigned to the unintended

category, arises from the practice that the points for co-authored publications are

divided between the authors. In one case, not only was it stated that competition

between professors within the university increased as a consequence of this
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practice, but it was also noted that this led to research disciplines becoming more

thematically inward-looking despite the fact that increased interdisciplinarity is

widely called for. To be fair, it must be noted that the established practice of

dividing points has probably caused the number of publications with multiple

authors to diminish.

5 Summary and Further Research Questions

The evaluation of a performance measurement system at a large German university

illustrates that performance measurement affects the behaviors of exposed pro-

fessors by causing a dichotomy between agreement and disagreement or criticism

and not least by provoking high degrees of ambivalence, i.e., simultaneous,

conflicting reactions towards being measured. The fundamental agreement with

performance measurement and evaluation points to a positively-viewed system of

incentives and recognition and the fundamental measurability and evaluability of

research and teaching achievements in general, e.g., for being accountable to the

society or for serving one’s own faculty. In contrast, doubts are cast upon the extent
to which measurement and evaluation are possible at all, especially if evaluating all

disciplines’ performance through a single set of criteria can be viable.

Moreover, the emotions expressed in the interviews and the specific descriptions

of activities show that performance measurement yield stress in terms of decision-

making, but more importantly, it has personal effects: When an individual’s
achievements are not recognized, this is experienced as a slight affecting even the

self-regard of those being measured. However, if individual achievements become

visible, by means that are obviously intrinsic to the logic of the academic system,

this produces pride and is perceived as recognition. Hence, it does not appear to be

the case that the measurement and evaluation of individual achievements by the

university management system has zero impact on the profession in the sense that

differing frames of reference meeting on the line of conflict between scholarship

and organizational governance are proving to be ineffective. Further evidence for

the effect of performance measurement and evaluation are the descriptions of what

are termed unintended effects. Some of our findings point to the effect of individ-

uals partly engaging in activities of shirking or deception, whilst exposed to

performance measurement, rather than simply refusing participation by reasons of

criticism.

Altogether, the question remains whether we need better, i.e., either clear-cut or

wide definitions of the term effectiveness, in particular when it comes to individual

or collective exposure to performance measuring. In this, for further research we

encourage to bridge a seemingly disciplinary gap between quantitative and quali-

tative empirical social research and behavioral economics and psychology. Here,

the realm of higher education and scholarship offers a wellspring of exciting

phenomena, following the observation that academics are socialized to pursue
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their activities with highly intrinsic motivations, i.e., they see their job as a unique

form of ‘calling’, whilst facing techniques of organizational accountability.
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Performance Management Systems and their

Influence on the Governance Structures

of Portuguese Universities: A Case Study

Ana I. Melo and Cláudia S. Sarrico

Abstract The aim of this chapter is to understand how performance is being

measured and managed in universities and the way Performance Management

Systems (PMS) have affected the roles and influences of key actors in the gover-

nance of universities. Results from a high performing Portuguese university show

the inexistence of a fully developed PMS. In fact, even though there has been a

substantial increase in the measurement of performance in most areas, there seems

to be a lack of action, especially regarding individual performance. In terms of

governance, the analysis of the case study through a new governance framework

shows that external pressures to implement PMS (mainly coming from the state and

from European policies) are the most influential ones. Moreover, results show that

there has been a centralization of authority and a change in the roles of key actors.

The number of external members in the main governing bodies grew and aca-

demics’ bureaucratic work increased enormously. Nevertheless, academics are still

the most powerful group in terms of decision-making. The governance reforms that

took place in the Portuguese higher education system enable the implementation

and functioning of PMS. But other factors should also be considered, namely the

level of communication and the level of stakeholder involvement. These factors

help to overcome resistances and to build trust, the most difficult piece of the

performance management framework.
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1 Introduction

The nature of public services has changed over the years, mainly induced by new

government orientations and social, economic and technological changes. In many

of these services, a new form of management, more concerned with the organiza-

tion and coordination of services towards an increased efficiency in service deliv-

ery, has been implemented (Bleiklie et al. 2000; Mwita 2000; Pollitt 2003). In order

to classify and explain the reforms that took place in many countries, some authors

came up with concepts such as ‘managerialism’ (Aucoin 1990; Pollitt 1990) or

‘New Public Management (NPM)’ (Hood 1991).

Similarly to what happened in many public organizations, universities also faced

increasing pressures to change their ‘traditional’ nature (Amaral and Magalhães

2002). According to the existing literature, several exogenous forces have contrib-

uted to the urge to reform these institutions. Among these are the following: first,

the shift from being ‘Ivory Towers’, inhabited by scholars with the liberty to pursue
knowledge in a rigorous and critical way, enjoying the independence of mind that

came from autonomy and intellectual freedom (Barry et al. 2001; Czarniawska and

Genell 2002), to being deliverers of mass higher education (Halsey 1995); second,

the increasing difficulty of exclusively financing the institutions with public funds;

third, European policies; and finally, the emergence of new approaches to public

policy, such as NPM (Hood 1991; Shattock 1999; Chevaillier 2002; Salter and

Tapper 2002).

Growing demands to become more efficient, effective and accountable, led to an

increased interest in introducing control mechanisms aimed at assessing organiza-

tional performance. As a result, Performance Management Systems (PMS) have

been implemented in some universities and many of these institutions have started

to rethink their forms of organization, governance and management (Vilalta 2001).

Even though many universities claim that they have implemented PMS and that

they are now more accountable to their stakeholders (Melo et al. 2010), it is neither

clear how performance is being measured and managed nor what the real effect of

these new managerial arrangements on the governance structures of these institu-

tions has been, particularly concerning the roles of key actors. Therefore, the central

focus of this chapter is first, to understand the way performance information is

being collected and used and second, to understand the extent to which the roles and

influences of the main actors in the governance structures of universities have been

affected by PMS.

Data from a Portuguese university is presented, one that considers itself inno-

vative and entrepreneurial, being, in fact, the only Portuguese university that

belongs to the European Consortium of Innovative Universities (ECIU).1 As

1 The ECIU was founded in 1997 by ten European universities, being its goal to create a European

network, where participating institutions can exchange experience and best practice of projects

within education, research and regional development.
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such, one would expect that such an institution would have implemented adequate

systems to measure, report and manage performance.

The chapter is structured in the following way: first, a systems view of perfor-

mance management in higher education is introduced; second, an analytical frame-

work incorporating the main actors in the governance structures of universities is

displayed and the research questions are outlined; third, the research design,

methods and setting are introduced; fourth, findings are presented according to

the framework developed; and finally, results are discussed and conclusions are

drawn.

2 Theoretical Background

2.1 Performance Management in Higher Education: A
Systems View

For the purpose of this chapter, performance management is defined as an inte-

grated system where performance information is closely linked to strategic steering.

It consists of three stages: the first is the measurement stage, which involves

measuring the input, output, level of activity or outcome of organizations, people

and programs, thereby gathering performance information (Radnor and Barnes

2007; Askim 2008); the second is the reporting stage, which entails communicating

performance information to decision-makers; and the third is the management
stage, which consists of using the information and acting upon it, aiming at

improvements in behavior, motivation and processes (Bouckaert and van Dooren

2003; Radnor and Barnes 2007).

Given the importance of linking the measurement process with strategic plan-

ning and the need to look at several levels of performance, it is considered adequate

to use an ‘input–output model’ to look at the performance of universities (Fig. 1).

This model, based on systems-theory, provides tools for a dynamic and systemic

thinking, since it acknowledges the existence of a closed loop between the actions

of performance measuring, taking corrective action and achieving outcome

response (Boland and Fowler 2000). It comprises four main components: inputs,

processes, outputs and outcomes.

According to this model, higher education is seen as the process of transforming

inputs (e.g., students’ and academics’ time) into outputs, which can be broadly

classified as relating to the three areas of every university’s mission: teaching,

research and third mission. Outcomes are the products of a university in the long

run, and include, for instance, building a well-educated society (Boland and Fowler

2000). All this process is monitored and controlled. At the end, the output and the

outcome are measured against pre-established targets and, if there is a difference

between these and the actual outputs/outcomes, corrective action occurs.
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Since performance measurement should not be used as an end in itself, but to

provide staff with feedback designed to enable them to develop and improve their

practice, generating ownership and building trust is essential for a well-succeeded
performance management system (Bouckaert and Halligan 2008). This means that

professionals ought to be invited to say what constitutes a good service and what

they want to be assessed on (De Bruijn 2007). Plus, there should be a clear

identification of the functions of performance measurement as well as the intended

forums for dealing with the performance measurement results. In this way, the

manager and professional can trust that any deviation from it will demand

consultation.

In the last stage of the system’s view there is an ex post audit and/or evaluation,

comprising both an internal and an external dimension. In higher education these

tasks can be performed by an accreditation agency. Ideally, this feeds forward to the

next cycle.

In order to assess performance, some criteria are usually used. These normally

relate to the three “e”s: economy, concerned with ensuring the lowest possible cost;
efficiency, concerned with how much output is achieved for a given level of input at

a specified level of volume and quality; and effectiveness, concerned with the extent
to which services confer the benefits which they are intended to confer (Holloway

1999). The three “e”s relate to the more rational, hard type of control mechanism in

performance management. Another fundamental dimension is trust, which repre-

sents a softer type of control mechanism of performance. Trust, when present, acts

as a facilitator of the more rational dimension. Trust-based control systems rely on
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Fig. 1 A systems view of performance management in universities [Adapted from Bouckaert and
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traditions, on professions, on standard practice. A key challenge is to keep equilib-

rium between these two systems, and indeed make them work in unison (Bouckaert

and Halligan 2008).

If working well, a PMS should provide information on important matters,

promote appropriate behavior, provide mechanisms for accountability and control,

and create a mechanism for intervention and learning (Haas and Kleingeld 1998;

Neely 1998); that is, it should be used for improvement purposes (Radnor and

Barnes 2007). But that seldom happens. In fact, some authors (e.g., Radnor and

McGuire 2004; Hood 2006; Laegreid et al. 2008) argued that the focus for many

public service organizations is on measurement, leading to an excessive amount of

data collected with little action.

But, how are these systems working inside universities? And, how have they

influenced key actors in the governance of universities?

In order to answer these questions it is essential to understand the way univer-

sities are governed.

2.2 Governance Structures in Higher Education

De Boer (2002: 44) regards governance structures as a ‘set of rules concerning

authority and power related to the performance of a university’s activities directed
towards a set of common goals’. It reflects the way an organization divides and

integrates responsibility and authority.

As Fig. 2 illustrates, governance structures can be conceptualized by an ‘inner
ring’ and an ‘outer ring’. The ‘inner ring’ represents the internal coordination

mechanisms, and is composed of the members of the university’s governing

bodies—the ‘four Estates’. These are: students, academics, non-academic staff

and external representatives.

The ‘outer ring’ embodies the external coordination mechanisms and is com-

posed of the state, Europe (understood as European policies) and the market.

This model extends Clark’s (1983) ‘triangle of coordination’ to other internal

stakeholders of the university, revisiting the concept of the university’s Estates

proposed by Neave and Rhoades (1987). According to Neave (2009), the charac-

teristic of an Estate is the central part played by prescribed and formal status. To

Neave (2009) there has been a move from what Clark (1983) called ‘academic

oligarchy’ to an extended constituency in which all three Estates—Academic,

Student and Administrative—have their formal elected place. To the three Estates,

this research adds a new one—the ‘External Representatives Estate’, since these

members have become increasingly important in the governance and management

of universities.

Therefore, Fig. 2 is proposed as the analytical framework that will help to

understand how the introduction of the performance management system described

above has affected governance structures and the roles, influences and accountabil-

ities of the key actors (the ‘inner ring’).
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3 The Case Study

3.1 Research Design and Methods

To illustrate what is happening, it was decided to study the case of a Portuguese

university (PU) in-depth. The Portuguese higher education system was chosen

because it has recently gone through major reforms, which aim at putting progres-

sively in place mechanisms of control, in order to fulfill demands for increased

accountability. PU was selected because it is an entrepreneurial organization,

recognized for its good performance, and it was one of the few that has decided

to become a public foundation subjected to private law, which means that it has to

raise at least 50 % of its revenue. It would be expected that such a university would

have implemented mechanisms to measure and manage performance.

In relation to performance, it has been regarded as a system, using two main

dimensions: the collection and use of performance information data. The key actors

studied are the four Estates that compose the ‘inner ring’ (see Fig. 2): academics,

non-academic staff, students and lay members.

Mixed methods were used to assemble data. These comprised documentary

analysis and interviews. The documents analyzed included policy and strategic

documents, minutes of meetings, the results of internal surveys, and statistical data

collected from secondary sources. The semi-structured interviews were conducted

to 39 members of the four groups that sit in the governing bodies of a university:

academics (n¼ 24), non-academic staff (n¼ 9), students (n¼ 4) and external rep-

resentatives (n¼ 2). The number of interviews conducted to each group was related

to their weight inside the existing governance structures. The interviews were all

Fig. 2 Governance

structures in higher

education
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recorded and transcribed, totalizing 42 h of recordings. This meant that each

interview lasted, on average, 1 h and 7 min.

The interview schedule integrated three main sets of questions. The first group of

questions was centered on performance measurement and management practices, at

all levels. In order to help the interviewees answer these questions, a prompt card

was shown to them, integrating: the main activities that compose the mission of a

university (teaching, research and third mission), the employees of a university

(academic and non-academic staff), ‘customers’ (students), services and finance.

The second set of questions focused on the pressures (both internal and external)

felt to measure and manage performance. The last set of questions was mainly

related to the influences exerted on decision-making by each one of the Estates; and

the impact the introduction of measurement and management practices might have

had on these groups.

All the quotations used were coded in order to ensure confidentiality. S refers to

students, L to lay members, NA to non-academic staff and A to academics.

3.2 Research Setting

The chosen university—PU—was established in the early 1970s. It is divided into

17 different departments, and has around 13,500 students. It employs nearly 1,500

members of staff, which comprise, approximately, 1,100 academics.

At the time the interviews took place (between January and June 2009), this

institution had three main decision-making bodies at the central level. First, there

was the University Assembly, which was composed of a large number of members

(approximately 110, comprising academics, students and non-academic staff). This

body only held formal meetings on occasions such as the election of the Rector or

the approval of the University’s Statutes and their alteration. Second, there was the

University Senate, with nearly 50 members, integrating academics, non-academic

staff, students and lay members. This was the most important collective decision-

making body, since it decided not only on academic matters, but also on the

approval of the budget, annual plans and strategic plans. Finally, there was the

Rector, who presided over the Senate. The Rector, who was elected, appointed

high-level institutional officers (Vice-Rectors and Pro-Rectors).

3.3 Performance Measurement and Management Practices

3.3.1 How is Performance Measured?

Results show that the degree of measurement and the way performance information

is used vary considerably according to the area.
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Teaching and learning is mainly assessed through students’ feedback. At the end
of each semester, the university asks students to fill in a questionnaire about the

content of the course and about academics. Then, the Office of Information

Management summarizes data from the questionnaires in a graphical form and a

score from one to nine is given.

Professional bodies also used to visit the university periodically, in order to

measure the effectiveness of teaching and learning and accredit degrees. Since its

creation, the Agency for Assessment and Accreditation of Higher Education has

suspended all the accreditation procedures performed by professional bodies.

Internally, there were two Vice-Rectors responsible for education, one for

undergraduate degrees and the other for post-graduate degrees, and three institutes

(IFIU, IFPG and IFSP) responsible for coordinating teaching and learning within

the university. Some of the interviewees felt that sometimes there was an overlap

between the activities developed by IFIU and the ones carried out by the Pedagogic

Council. Additionally, the Office of Information Management also collects data on

teaching and learning (e.g., success rates and retention rates).

Since 2005, there has been no evaluation of programs or degrees at a national

level. There used to be a global coordinating body of the evaluation system called

the National Council for the Evaluation of Higher Education. This body had to

assist and assure the credibility of the process of higher education, and to review

and report on the quality assurance procedures. However, according to ENQA

(2006), follow-up of the assessments was inexistent and, in many cases, the reports

failed to provide consistent, clear and sufficient information to the stakeholders.

Most significant was the general perception that the evaluation results had no

consequences, since there were no plans of action drawn up to overcome or

attenuate weaknesses or reinforce strengths.

Following the recommendations of the European Association for Quality Assur-

ance in Higher Education (ENQA), the Ministry Science, Technology and Higher

Education created the Agency for Assessment and Accreditation of Higher Educa-

tion (Decree-Law 369/07). The Agency has recently started a preliminary process

of accreditation.

Research and scholarship is reviewed mainly because of an external audit

performed by the Foundation for Science and Technology to Research Units. To

an academic ‘this is the most evaluated area’ (A67). The evaluation system on

which it is based comprises a periodic evaluation by panels of international experts,

which include direct contact with the researchers through visits to all units. This

process culminates with the panel attributing a qualitative grade, which determines

funding. The parameters that are looked at are: size of research contracts and

quality of research outputs, translated by the number of publications, citations

and the impact factor of journals.

Internally, there was one Vice-Rector looking after research and there is a

Research Institute, which was responsible for coordinating research activities

within the university. The Office of Information Management also collects statistics

on research, but only on demand. To gather that information it usually uses

secondary sources, such as Citation Indexes.
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Regarding third mission, it is consensual that no measures are used, apart from

financial measures (e.g., income generated by services provided). ‘It is merely

impressionistic’ (A42). In governance terms, there is one Vice-Rector responsible

for it.

In practice, academics’ performance is measured in terms of research, providing

information on publications, supervision of postgraduate students, coordination of

projects and research grants, and in terms of teaching, through the feedback

obtained from students at the end of each semester. Historically, research has

been the most important issue, not only because it is the most easily measured,

but also because it is the one that contributes the most to career progression. The

Office of Information Management and the Office of Human Resources also collect

statistics on academics, such as numbers, categories and salaries, sorted by depart-

ment. Nevertheless, most interviewees agree ‘the evaluation methodology is not

adequate’ (L82).
Students are very closely monitored in terms of numbers, degree results, com-

pletion rates and retention rates, even though there is no follow-up of students after

graduation. The Office of Information Management and the Academic Office gather

that information, mainly due to the need to send it to Ministry on a yearly basis.

Non-academic staff is effectively measured through a national system developed

by Government to assess public servants (the Integrated System for the Evaluation

of Performance within Public Administration—SIADAP). Within central adminis-

tration, each member of staff discusses objectives with the Director of his or her

service and ways to reach them, being their performance then compared with

pre-established objectives. Within departments, non-academic staff agrees their

objectives with the head of department, being then assessed by him or her at the

end of each year. The performance of each member of staff can be considered ‘Non-
Adequate’ (1–1,999), ‘Adequate’ (2–3,999) or ‘Relevant’ (4–5). Only 25 % of the

workers can be awarded a grade between four and five, and, only a maximum of 5 %

can be considered ‘Excellent’ (5). The Council responsible for coordinating the

evaluation process within the university receives all the results and revises them.

All the interviewees consider SIADAP an extremely bureaucratic system that is

‘too time consuming for what you get from it’ (A69). The Office of Information

Management and the Office of Human Resources also collect statistics on

non-academic staff, such as numbers, categories and salaries.

Support services are assessed at a central level though the evaluation of the

Director of each service by the Administrator. At a departmental level, the head of

department assesses each service. Apart from that, there are two support services

that launch satisfaction surveys on an annual basis. That is done voluntarily.

In relation to the performance of support services, the university is starting to

implement the Evaluation and Accountability Framework. This system, integrated

in SIADAP, was developed by Government to assess the performance of public

services, at a national level. The Office for Quality, Evaluation and Procedures is

coordinating its development inside the university.

It is consensual that finance is clearly measured both at university and depart-

mental levels. The key performance indicators used by the Finance Office are
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developed by that office and have been agreed upon by the Administrator. These

have to comply with the ones defined by the law that regulates public spending. The

Consolidated Results were then presented to Senate and ratified by this body, after

being certified by an external auditor. The Office of Information Management

gathers all financial information. Departments have their own budgets and have

some autonomy in running those budgets, within pre-established rules.

3.3.2 How is Performance Information Used? Who Uses that

Information?

Data on research is closely analyzed, especially due to the need to prepare for

external evaluation exercises. Results obtained on this area were generally looked

at by the Research Institute and used by research units to improve their performance.

Although some data is collected on teaching and learning and academic staff
(through students’ feedback), it seems consensual that departments do very little

with it. Even though some heads of department have taken some action concerning

data from the questionnaires, such as, changing the courses lectured by a particular

teacher, this seldom happens. If academics have tenure, it is still not very clear what

can be done, since it depends on a clearer definition of the Statutes that regulate the

academic profession. In addition, there seems to be ‘a lack of legitimacy to act upon

the data collected from the questionnaires, especially if heads of department are not

full professors’ (A47). This is particularly problematic in relatively new depart-

ments, which do not have a huge number of full professors.

Moreover, the majority of the interviewees question the validity of the question-

naires, since the way they are administered does not guarantee the representative-

ness of the sample and its response rates are quite low. According to a student ‘there
is not an evaluation culture in the university. . . [and] there has not been enough time

to find the best way to explain each student that there may be direct consequences

from their participation’ (S46). In fact, many of the interviewees feel that students’
will to participate in the academic life has decreased over the years. Several

explanations have been advanced to account for these changes: first, the shorter

period students spend at the university, after the implementation of the Bologna

Process; second, the lack of information provided to incoming students concerning

the mission, development plan and governance structures of the university; third,

the increasing competition for jobs; and fourth, the pressure exerted by families for

students to finish their degrees as soon as possible.

In addition, the majority of the interviewees regard the questionnaires as unfit for

purpose. They are considered too long, discouraging students from filling them

in. Plus, some people believe there should be complementary tools to assess the

quality of teaching and learning. An interviewee stated: ‘The questionnaires are not
enough. . . a different system must be used to validate results’ (A39).

Therefore, results on academics’ performance seem to be only used in terms of

career progression. In fact, their curriculum is thoroughly evaluated when they

apply for a position, especially their research activities. Pedagogic activities and
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management activities account very little for career progression, which may lead to

a perverse effect: academics may feel tempted to focus on research and spend less

time preparing their courses or performing management duties.

A lot of data is collected on students, even though not much is done with it.

In relation to poor-performing non-academic staff, bad evaluations in the Inte-

grated System for the Evaluation of Performance within Public Administration

have a direct impact on their promotion.

Data concerning support services and finance is analyzed and used for improve-

ment purposes by the central administration.

Third mission is not subjected to a lot of measurement, and the scarce data that

gets collected seems to be neglected.

3.3.3 Pressures to Measure and Changes in the Roles, Influences

and Accountabilities of Key Actors

The role of measurement in universities has changed considerably, over the last

years, especially with the creation of new laws, which demand more efficiency,

effectiveness and accountability from universities, and with the introduction of

external audits.

Externally, pressures come from the state, Europe and the market (the ‘outer’
ring of Fig. 2). Internally, ‘there is a general perception in the university, mainly

among those linked to the management of the institution, that the implementation of

a performance management system is needed to facilitate decision-making’ (A38).
In fact, this university has willingly asked to be evaluated by the European

University Association (EUA 2007).

External Pressures

State

Most interviewees feel that the main pressures to measure come from Government

and are imposed on universities by law: ‘Law imposed the big changes that are

happening, otherwise no one would move!’ (NA50)
In fact, a lot of legislation came out since 2007, creating a new evaluation

framework for Portuguese universities; the Agency for Assessment and Accredita-

tion of Higher Education, believed to be the main pressure; a new juridical regime

for universities; and a new Statute for Academic Careers. These laws led to vast

reforms in the Portuguese higher education system.

Europe

The European Commission published a modernization agenda for universities,

which was welcomed by the member states and the main stakeholders in higher
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education. The main fields of reform were: curricular reform (also promoted

through the Bologna Process); governance reform, accomplished through more

university autonomy, strategic partnerships (e.g., with businesses) and quality

assurance; and funding reform, which means finding diversified sources of income

better linked to performance. It became clear that the implementation of these

reforms needed to be assessed, demanding increased measurement. As an inter-

viewee put it: ‘There have been international pressures (. . .) mainly European

[ones]’ (A47).

Market

Even though some interviewees stated the market had not a strong influence in

Portugal and that it had not influenced what happened inside the university, almost

all agreed that the competition between universities increased, and some even

argued that this competition has ‘benefited universities and other sectors of the

Portuguese economy’ (NA55). To the interviewees: ‘the number of students is

decreasing and the students that exist are just those. (. . .) We are competing for

the same universe’ (A67). Actually, some departments struggled to get students.

That was why a number of interviewees mentioned that attracting students became

an important issue and that universities felt the pressure to be better, which meant

‘reinforcing their marketing’ (A43) and ‘image’ (A80).
Additionally, society started to demand more accountability from public insti-

tutions, especially educational ones: ‘We have to be accountable to taxpayers, to

justify the money spent’ (S75).
But how have these pressures changed the roles of the key actors included in the

‘inner ring’ of governance?

Changes in the Roles of the Estates

Academic Estate

Several interviewees argued that the role of being an academic changed. They

stated that academics are now held more accountable for their actions, meaning

their students increasingly assess them. To an interviewee this does not mean they

have lost their autonomy:

I do not think they have lost their autonomy.. . . What they have now realized is that they

cannot have the same future that academics had 20 or 30 years ago. . .. Today, an Assistant
Professor does not know what chances he or she has to progress in his or her career. (A45)

This uncertainty has, to a number of interviewees, increased competition

between academics.

Moreover, academics felt they were increasingly asked to perform bureaucratic

tasks, including work related to performance management, and expected to perform

other roles (e.g., management roles), which, according to them, deviated their
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attention from research and teaching, and for which they were not adequately

rewarded in terms of career progression.

Although most interviewees agreed that academics were now more assessed

(especially due to the introduction of the questionnaire about the content of the

course and about academics), there seemed to be, according to them, little conse-

quences for poor performers, rather than some not frequent ‘internal reengineering’
(e.g., attributing courses to other academics).

Additionally, academics also worried about having to ‘share’ their decision-

making power with external members, whose role increased inside the university’s
governance structures. Nevertheless, they were still believed to be the most pow-

erful group: ‘It is obvious that at the end of the day, the power lies with academics’
(A49).

Administrative Estate

With the introduction of the Integrated System for the Evaluation of Performance

within Public Administration, non-academic members of staff became more

assessed than before. The introduction of this system raised competition and created

a bad environment within services and departments, according to some inter-

viewees. This group felt their efforts were not recognized and felt disappointed

and discouraged. Moreover, similarly to academics, they felt the workload

increased enormously and many of them highlighted the need to increase the

number of non-academics in the university, especially when compared to the

number of academics (three times more). Additionally, their representativeness in

university governing bodies was reduced to one member.

Student Estate

Students’ roles and influences have changed over the years, especially since they

started to be seen as ‘consumers’ of higher education. Therefore, in the last years,

attracting students and maintaining them satisfied became a concern of every

university.

In fact, and even though students always participated very actively in decision-

making within this university, they became more influential in terms of assessment

with the introduction of the questionnaire to assess courses and academics. Actu-

ally, their opinions became the main tools used to assess teaching and learning

(even though most interviewees questioned the validity of this tool, as explained

before). Nevertheless, they still were not believed to be very influential in terms of

strategic management.

External Representatives Estate

The number of lay members in governing bodies grew with the introduction of new

governance structures and their role has been enhanced within the university. They
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now represent almost 30 % of the members that sit on the General Council, the

ultimate decision-making body, and one of them chairs it.

They have been co-opted by the university, being most of them from the region

where the university is located. They were chosen mainly because of their prestige

and connections.

They are considered important to the university by most interviewees, especially

since they bring in completely different perspectives from insiders: ‘It is important

for the university to be connected to the surrounding environment’ (S51).
The results obtained thus confirm the suitability of the new governance frame-

work proposed in the chapter to study the governance arrangements of universities.

In fact, after analyzing the external coordination mechanisms and the role and

influence of the four Estates in decision-making, this university (PU) can be placed

in that framework, as shown in Fig. 3.

The state and Europe are the main external coordination mechanisms, with the

role of the market starting now to emerge.

The positioning of PU against the academic estates’ corner shows that even

though the number of external members increased in the main governing body, the

Academic Estate is clearly the dominant one.

Discussion and Conclusion

Through a systems view of performance management and the presentation of

a new governance framework for universities, this study contributes to the

research on the way performance is measured and managed in universities

and to the research on the effect performance management systems might

have had on the roles and influences of key actors in the governance of

universities.

(continued)

Fig. 3 The positioning of

PU in the framework of

governance structures in

higher education
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Data analysis reinforces the findings of some authors (e.g., Vilalta 2001),

which state that there has been a substantial increase in the measurement of

performance in the university over the years. In fact, data showed that more

areas are now assessed (third mission was clearly an exception), albeit many

interviewees agreed that better measures could be in place in some of them.

The increased level of measurement was greatly influenced by the external

environment, resulting mainly from European policy, namely the Bologna

Declaration; and from the state, which published a lot of legislation in the last

years. Additionally, the role of the market, even though minimal, started to

show, as competition for students became tougher. Therefore, it could be

argued that the main pressures to measure came mainly from Europe and

from the state, being little influenced by the market (see Fig. 3). Internally, a

new Contract-Program, which integrated some objectives, indicators and

targets, led to a different attitude in terms of the need to measure perfor-

mance. Moreover, interviewees also expected the external members of the

General Council to push more towards the introduction of control mecha-

nisms. Thus, similarly to what van Dooren (2006) found out for public

services, performance management in this university became more system-

atic and institutionalized.

Concerning the management of performance, many of the interviewees

mentioned the lack of use of performance data, especially regarding the

individual performance of both academic and non-academic staff. Thus, the

closed loop between measurement and taking corrective action, acknowl-

edged by Boland and Fowler (2000), does not exist. The reasons presented

were mainly related to the legal framework, which was considered very

protective. These findings are consistent with some literature on the public

sector (e.g., Radnor and McGuire 2004 and Hood 2006), which suggests an

excessive focus on measurement with little action, and can arguably be

extrapolated to other universities. In fact, if individual performance informa-

tion is not used very much in a university that is an ‘extreme case’ (Yin 2003),
one might expect that it will be used even less in universities that are less

entrepreneurial.

In terms of the components of the performance management system (see

Fig. 1), findings indicate a concern mainly with outputs, with several areas

being measured (with the exception of third mission). Data shows little

preoccupation with inputs and processes; outcomes are also not measured,

given the difficulties in doing so.

Given these findings, it can be stated that performance is not managed in a

systemic way in our case study, as presented in Fig. 1.

In relation to governance, it was apparent that the introduction of

control mechanisms led to some changes in the governance of the university,

following the general trend towards the centralization of authority in the

(continued)
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institution-level governing structures (the Rector, for example, has now more

power than before). These results reinforce Vilalta’s (2001) findings, which

state that with the introduction of control mechanisms, many universities

started to rethink their forms of organization, governance and management.

Even if it is still early to understand the real impact of the new structure

(imposed on universities by law in 2007 and implemented in 2009), it was

generally regarded by the interviewees as more efficient, given the decrease

in the number of committees and in their membership. Moreover, the lead-

ership structure was considered clearer and the participation of the outside

world bigger. The lighter, more centralized, and more externally participated

structure was thought to enable more strategic decision-making and provide

increased strategic coherence, which were considered fundamental for the

introduction and functioning of a performance management system.

Although, there were considerable changes in the university’s structure,
essentially driven by European and national interests, the introduction of

measurement and management practices also led to changes in the roles

played by the Estates involved in the governance and management of the

university, with the exception of the Student Estate, who rarely changed its

role in terms of decision-making.

Concerning the Academic Estate, the bureaucratic work demanded from

academics increased a lot. Academics were increasingly expected to perform

other roles (e.g., management roles). In their view this did not necessarily

lead to an increase in the quality of their teaching and research, since it left

them less time to focus on these tasks. Some academics also mentioned the

possibility of a decline in the ‘academic-voice’ in institutional decision-

making. Nevertheless, it was noted that they still have the most active voice

in the university and that the ‘collegial type’ of coordination still persists at

this institution (shown by the positioning of PU against the academic estates’
corner in Fig. 3).

Concerning the Administrative Estate, and although non-academic staff

were never very powerful inside the university, now they are even less

represented in governing bodies.

In relation to the External Representatives Estate, the presence of external

members increased significantly, even though they felt they did not partici-

pate very much in strategic decision-making.

Although it is acknowledged that the governance reforms that took place

in many higher education systems—more institutional autonomy from the

state, increased centralization of decision-making inside the institutions,

stronger leadership at the top, increased accountability and wider participa-

tion of external members—are enablers for the implementation and good

functioning of performance management systems, there are still other vari-

ables to take into consideration. Two important variables seem to be the level

(continued)

428 A.I. Melo and C.S. Sarrico



of communication and the level of stakeholder involvement. In fact, a good

level of communication between bodies, between units and between indivi-

duals, and the involvement of different actors in the development of such a

system will arguably overcome resistances and build trust. Trust is the most

difficult piece to develop of the performance management framework, as

devised in Fig. 1, but arguably, as discussed previously, a crucial one. As

Thomas (2004) argued, an ideal performance management system should be

embedded in the organization, stable and widely understood and supported.

The work presented contributes to a better understanding of performance

management practices in universities. It was developed in the Portuguese

context and complements previous work in a British context (Melo

et al. 2010). However, it is based on a single case study, albeit in-depth. As

future work, we envisage a more extensive research project, using survey

methods, of a more representative sample of European universities.
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Performance Management and Disciplinary

Efficiency Comparison

Matthias Klumpp

Abstract Performance measurement and management in universities in a disci-

plinary perspective is a newly established perspective due to increasing interest in

line with international university rankings as well as public management concepts.

From the perspectives of methodology as well as data access and quality the

disciplinary performance and productivity measurement poses several severe hur-

dles to research and practice. This chapter outlines conceptual views as well as a

data envelopment analysis for four science disciplines in German universities as

well as universities of applied sciences.

1 Introduction

The higher education management question of performance management is crucial
and difficult at the same time—mainly due to a high diversity of objectives and

performance fields (Dundar and Lewis 1995; Lindsay 1982; Sarrico 2010). For

example, typically different inputs (researchers, students, information, laboratories

and other resources) as well as different—and even in terms of input time

contradicting—outputs (e.g., publications, graduates, citations, patents, transfer

co-operations, community services) are produced in order to align with expecta-

tions of stakeholders within society.

This complexity is increasing due to a rising number of stakeholders as well as

increasing expectations towards universities as knowledge and innovation hubs

from societies and political institutions. Therefore, besides the traditional fields of

research, teaching and third mission (dissemination and transfer), new objectives

and performance fields are becoming important (Korhonen et al. 2001)—as

highlighted, for example, by the inclusion of gender indicators into university

indicator based budgeting schemes in Germany.
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The question of university efficiency is even more difficult on a comparative

faculty i.e., disciplinary level, e.g., regarding university budget allocation decisions
among different faculties, schools and academic disciplines as their objectives and

output indicators differ even more. This contribution therefore suggests the use of

the non-parametric efficiency analysis method, data envelopment analysis (DEA;

Charnes et al. 1978; Lewin and Morey 1981; Kocher et al. 2006), in order to

compare distinctive output and performance indicators across different disciplines

without an external or given weighting among specific indicators. This is important

because a given weighting say, for example, of book versus journal publications or

third party funding versus graduates may strongly affect the final efficiency analysis

due to the discipline-specific differences in these output fields. Using example

university data it is shown that the DEA method may be very promising for

university as well as faculty management in order to provide a “fair” performance

measurement facing different output categories and indicators across disciplines.

2 University and Performance Measurement: The

Disciplinary Gap

Methodologies used in measuring the efficiency of university operations have been

manifold (Glass et al. 1998; Kao and Hung 2008; Zangoueinezhad and Moshabaki

2011)—and have interestingly many similarities to ranking endeavors in the output

field. In a theoretical overview there are four distinctive areas (A to D) for

performance and productivity measurement:

(A) Simple one-dimensional outputs as performance measurements with just one

output indicator are quite often used in higher education management and

policies, e.g., for comparing universities (or departments thereof) regarding

their number of graduates per year; or universities, faculties and even research

groups regarding the number of publications, patent registrations or citations

per year. For third mission activities, indicators such as number or turnover of

spin-offs or the total number of their employees are used to measure perfor-

mance on a university or faculty level.

(B) Usually, most university and even faculty ratings use a number of output

indicators combined in relation to the specific objective of the ranking

(i.e. Van Vaught and Ziegele 2012). For a ranking of teaching quality a

combination of teacher-student-ratio, student satisfaction, international orien-

tation and expert reputation might be used; for a research ranking a combina-

tion of industry income (third party funding), publications, citations and peer

reputation could be applied (Shin and Totkoushian 2012). The most often used

method to calculate the overall score for such combined indicator rankings is a

weighted scoring system.

(C) Simple productivity metrics usually operate with a relation between one output

indicator (e.g., number of publications) and one input indicator (e.g., one

432 M. Klumpp



researcher per budget amount). Essential for the distinction between perfor-

mance and productivity measurement (efficiency) is the inclusion of an input

indicator, commonly addressed as the ‘size question’ (as usually performance

indicators favor larger institutions or units which more easily reach higher

output numbers, for example, in terms of graduates or publication numbers).

Though the division of output number by input numbers is used quite often,

theoretically also the division of inputs by outputs is feasible and may some-

times also yield interesting insights.

(D) For the inclusion of multiple input and multiple output indicators, a number of

methods are available in order to calculate a single measurement result. The

two mostly used are stochastic frontier analysis (SFA) and data envelopment

analysis (DEA):

(i) SFA: The stochastic frontier analysis uses a given production function in

order to calculate productivity measures from input and output data

(Kumbhakar and Lovell 2000). If such a production function is known

this is a feasible method, as it indicates clearly the improvement potential

for all non-efficient units (Jacobs 2001; Stevens 2005). But if there is no

known production function for inputs and outputs this is less valuable

though assumptions may be made (Coelli 1995).

(ii) DEA: The data envelopment analysis was proposed in 1978 as a

non-parametric multi-criteria efficiency measurement method (Charnes

et al. 1978, 1991; Seiford 1996; Thannasoulis et al. 2008; Zhu and Cook

2007). It is commonly used in multi-dimensional output industries such as

service industries (i.e. health care: Butler and Li 2005) and also education

and higher education (i.e. McMillan and Chan 2006; McMillan and Datta

1998; Ng and Li 2000; Sarrico et al. 1997; Taylor and Harris 2004).

In discussions regarding the different fields of measurement, it is usually

acknowledged that single output indicators cannot quite depict the complex task

of a university, especially since they do not take into account the distinction

between the objective areas of research, teaching and third mission, neglecting

the Humboldt Principle of an unity of these areas within universities (Sarrico 2010).

Additionally, with just one output measurement the size of the higher education

institution is crucial—larger universities may have an advantage in this perspective

as we experience in ranking evaluation and the ensuing rush for mergers in order to

reach world-class universities. Therefore it is obvious that in developing adequate

measurement and comparison systems should focus on category D with multiple
input and multiple output measurements.

Whereas for the university institutional level many performance and efficiency

analyses are existing for several countries in an international perspective (e.g.,

Abbott and Doucouliagos 2003; Beasley 1995; Worthington and Higgs 2011;

with one of the first being Ahn et al. 1989), the disciplinary perspective is seldom
to be encountered in quantitative performance and efficiency measurement. Espe-

cially international comparative studies use only institutional data. Access to data

on more detailed levels (disciplines, schools, faculties) is not available (i.e. Agasisti
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and Johnes 2009). The first step in this direction was taken in the framework of

international rankings such as the Shanghai ARWU ranking (Academic Ranking of

World Universities)—this league table started in 2007 and 2009 to establish also

“field” and “subject” rankings (ARWU 2014; Liu and Cheng 2005) in order to

subdivide the institutional level into the science disciplines, in this case the fields
Natural Sciences and Mathematics (SCI), Engineering/Technology and Computer

Sciences (ENG), Life and Agriculture Sciences (LIFE), Clinical Medicine and

Pharmacy (MED) and Social Science (SOC). A further high-esteemed international

ranking, the CWTS Leiden Ranking 2013 of Leiden University in the Netherlands

also features newly established discipline discrimination with the following cate-

gories obviously based on the ARWU listing with the categories Natural Sciences

and Engineering, Mathematics and Computer Sciences, Life and Earth Sciences,

Biomedicine and Health Sciences and Social Science and Humanities. This clearly

proves the force of a trend towards performance and excellence measurement on a

disciplinary basis.

3 Indicators and Data

The proposed institutional efficiency analysis is being conducted by utilizing a

method from the DEA method family to calculate the relative efficiency of higher

education institutions (Cooper et al. 2000; Madden et al. 1997; Sarrico and Dyson

2004; Taylor and Harris 2004). A major focus of DEA evaluations is the question of

viable objectives and performance data, especially if universities from different

countries are involved (Ramsden 1994; Sarrico et al. 2009; Stahl et al. 1998;

Worthington and Lee 2008). The research question in general is usually hampered

by the lack of quantitative comparative data on a disciplinary level. As in many

cases the problem is constituted not by missing data but the access to standardized
data comparable between different institutions of higher education (Kosmützky and

Krücken 2014; Reale 2014). For the universities in Germany, several output and

performance indicators can be discussed. Academic references point towards pub-

lications (e.g., Johnes and Johnes 1992) and third party funding (e.g., Jongbloed and

Vossensteyn 2001) for the field of research and graduates (e.g., Brennan et al. 1994)

for teaching. From these, the performance areas of third party funding 2009 (state

competitive research funding) can be used due to a very detailed data supply from

the German Deutsche Forschungsgemeinschaft (DFG) as main funding body in

Germany (DFG, 2013). Graduate data 20121 from the federal data agency in

Germany can be used for a performance comparison (Statistisches Bundesamt

1 The time gap between 2009 and 2012 can be connected to the distinctively longer time lag of

teaching as teaching processes take significantly longer to “produce” graduates, assumed between

two (master) and five years (Ph.D.) – whereas third party funding usually is registered about up to

one year after the proposal work input regarding the acquisition of research funding.
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2014) as those datasets are highly standardized and comparable among different

institutions. These output indicators can be combined with the number of professors

as input indicator for a productivity measurement (DFG 2013—data 2009). As only

the third party funding and professor numbers are subdivided by the four disciplines

discriminated by the DFG (humanities, life sciences, natural sciences, engineer-
ing), the efficiency measurement with DEA will focus on establishing the differ-
ences of efficiency results for the listed German universities with and without these
discipline categories.

The following indicators are finally used in the calculation as outlined in Sect. 4:

Number of professors (FTE), Number of professors (FTE) in the four disciplines

(humanities, life sciences, natural sciences, engineering), Number of graduates on

PhD level, Share of female graduates on PhD level, Number of graduates on master

level, Number of graduates on bachelor level, Third party funding in total, Third

party funding in total in the four disciplines (humanities, life sciences, natural
sciences, engineering).

Based on the dataset provided by DFG (third party funding, professor by

discipline, data 2009), 88 universities and universities of applied sciences are listed

due to the following data quality improvement steps: Addition of graduates num-

bers (total, Ph.D., MA, BA) from the German federal statistics offices; the Lausitz

FH (UAS) was deleted due to the recent merger with TU Cottbus; for the other

universities of applied sciences the professor FTE numbers were acquired2 through

internet and telephone sources from the universities themselves.

4 DEA Calculation

The description and calculation of the following data for German universities shall

outline and further the discussion on the disciplinary performance measurement

topic at the same time. In order to highlight the effect of disciplinary data details,

the following cases are calculated in a DEA application (BANXIA Frontier Ana-

lyst, Version 4.0). In combination with the four model options in the DEA calcu-

lation (CCR with fixed returns to scale, BCC with variable returns to scale, input-

and output-oriented models) a total of 16 DEA calculation runs is applied (A1-D4)

(Table 1).

A first test run was performed with all 88 universities showing that there are two

theoretical production anomalies (Köln DSHS and Hagen FernU): As it can be

argued, that these two institutions, the “Deutsche Sporthochschule Köln” (Köln

DSHS) as well as the “Fernuniversität Hagen” (Hagen FernU) as distance learning

2DFG does not provide professor numbers for the FH/UAS; though the later data from 2012/2013

represents a rupture in data standards (university professor staff with data from 2009, different data

source), the special interest in the performance of FH/UAS compared to the universities foregoes

the data quality problem in this calculation. Added data is marked with an asterix (*) in the data

tables.

Performance Management and Disciplinary Efficiency Comparison 435



university, have significantly different production environments at least for the

teaching area—shown in the distinctive outlying positions of these two institutions

in the frontier graph—they are excluded from the further calculations (then with

only 86 institutions).

After this correction the following frontier is obtained for the calculated DEA

Case A1 with the input professors (total number) and the outputs third party funding

(total in Mio. €) and graduates (total) for the CCR constant returns to scale and

input minimization mode (Fig. 1); this distribution is more dispersed with even four

institutions making up the production frontier (Hohenheim U, München TU,

Aachen TH and Freiberg TU).

A further comparison of the four different sub-cases A1 to A4 is depicted in

Table 2. Interestingly, comparing CCR and BCC cases the calculated efficiency

score increase which proves the existence of variable returns to scale (VRS) and the

BCC cases shall provide the more realistic efficiency values. Besides the first four

there are three more efficient institutions (München LMU, Friedrichshafen ZU and

Hannover MedH). Between input and output orientation there are only minor

(BCC) or no differences (CCR).

Furthermore, the concept of super-efficiency calculation (i.e. Zhu 2001) is used

in DEA in order to distinguish the institutions constituting the efficiency frontier

(correctly announced in a first step with 100 % efficiency score, exemplified in the

first column—A1**); this is done by calculating how much an efficient unit can

lose out on output (or gain in input) and still be on the production frontier compared

to the other efficient units and adding this to the already 100 % efficiency score. For

example,Hohenheim University has the highest super-efficiency score as it can lose
10.3 % of all output and still would be 100 % efficient (110.30 %).

Finally, in the A4 case the combination of efficiency values and the number of

professors (as an indicator for institutional size) are matched (correlation value

r¼ 0.11). As shown in Fig. 2, no clear “economies of scale” picture is recognizable,

meaning that high as well as low efficiency values are realized in small (low

number of professors) as well as large (high number of professors) institutions;

this is a result hypothesis as “independency of efficiency and size”.

Table 1 DEA calculation cases

Case Inputs Outputs Variations (1–4)

A (A1-A4) Professors

total (FTE)

TPFa total, graduates total CCR input, CCR output,

BCC input, BCC output

B (B1-B4) Professors

total (FTE)

TPF total, graduates discriminated

by levels (Ph.D., Ph.D. share

women, MA, BA)

CCR input, CCR output,

BCC input, BCC output

C (C1-C4) Professors

total (FTE)

TPF discriminated by discipline,
graduates total

CCR input, CCR output,

BCC input, BCC output

D (D1-D4) Professors

total (FTE)

TPF discriminated by discipline,
graduates discriminated by levels

CCR input, CCR output,

BCC input, BCC output
aThird party funding

436 M. Klumpp



F
ig
.
1

D
E
A
ca
se

A
1
(8
6
in
st
it
u
ti
o
n
s)
—

F
ro
n
ti
er

p
lo
t

Performance Management and Disciplinary Efficiency Comparison 437



Table 2 DEA cases A1 to A4 including super-efficiency values

University

A1** A1 A2 A3 A4

Input Prof. Total; Output TPF Total, Graduates Total

CCR

input (%) CCR input (%)

CCR

output (%)

BCC

input (%)

BCC

output

(%)

Aachen FH* 42.90 42.90 43.70 45.60

Aachen TH 100.00 104.00
1

104.00 1,000.00 114.10

Augsburg U 79.20 79.20 80.90 82.50

Bamberg U 77.40 77.40 78.10 78.90

Bayreuth U 53.90 53.90 54.30 56.90

Berlin FU 52.50 52.50 52.80 70.40

Berlin HU 43.70 43.70 44.10 58.00

Berlin TU 70.00 70.00 70.10 71.10

Bielefeld U 68.20 68.20 70.60 72.40

Bochum U 71.80 71.80 78.10 79.00

Bonn U 60.40 60.40 61.90 67.60

Braunschweig TU 74.00 74.00 75.00 74.10

Bremen HS* 59.40 59.40 60.50 61.50

Bremen JU 19.70 19.70 28.50 21.20

Bremen U 71.20 71.20 71.80 71.90

Chemnitz TU 77.90 77.90 78.70 78.70

Clausthal TU 53.90 53.90 60.80 54.70

Cottbus TU 54.30 54.30 58.60 55.40

Darmstadt TU 74.90 74.90 76.00 75.20

Dortmund TU 50.30 50.30 50.70 52.30

Dresden TU 65.90 65.90 66.40 73.50

Duisburg-Essen U 60.30 60.30 63.50 64.90

Düsseldorf U 57.90 57.90 59.80 62.10

Erlangen-Nürnberg U 64.00 64.00 67.30 73.50

Frankfurt/Main U 59.40 59.40 60.80 62.20

Freiberg TU 100.00 101.20 101.20 109.60 110.90

Freiburg U 65.70 65.70 66.40 66.50

Friedrichshafen ZU 57.20 57.20 180.00 1,000.00

Gelsenkirchen FH* 32.00 32.00 35.00 33.50

Gießen U 62.00 62.00 66.20 67.70

Greifswald U 43.50 43.50 45.80 43.90

Göttingen U 56.00 56.00 56.90 60.00

Halle-Wittenberg

U

47.60 47.60 49.30 51.80

Hamburg U 48.90 48.90 52.70 70.70

Hamburg UdBW 73.70 73.70 78.40 75.50

(continued)
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Table 2 (continued)

University

A1** A1 A2 A3 A4

Input Prof. Total; Output TPF Total, Graduates Total

CCR

input (%) CCR input (%)

CCR

output (%)

BCC

input (%)

BCC

output

(%)

Hamburg-

Harburg TU

71.10 71.10 77.70 75.50

Hannover MedH 99.40 99.40 100.10 100.10

Hannover TiHo 31.50 31.50 45.60 36.00

Hannover U 55.70 55.70 56.00 57.30

Heidelberg U 67.70 67.70 68.50 77.40

Hohenheim U 100.00 110.30 110.30 114.10 115.30

Ilmenau TU 76.10 76.10 80.80 78.90

Jena U 66.50 66.50 70.00 71.30

Kaiserslautern TU 63.50 63.50 63.90 66.00

Karlsruhe KIT 72.30 72.30 72.50 72.60

Kassel U 50.20 50.20 51.70 54.30

Kiel U 46.30 46.30 47.50 49.40

Koblenz-Landau U 33.30 33.30 38.00 34.00

Konstanz U 57.50 57.50 60.90 58.70

Köln FH* 37.50 37.50 38.50 41.10

Köln KatHO NRW* 45.60 45.60 51.50 46.70

Köln RFH* 25.80 25.80 28.80 27.30

Köln U 56.60 56.60 59.10 64.10

Leipzig U 60.40 60.40 64.80 66.10

Lübeck U 59.50 59.50 64.80 59.50

Lüneburg U 47.00 47.00 49.80 48.40

Magdeburg U 70.90 70.90 73.20 75.10

Mainz U 60.50 60.50 64.70 65.90

Mannheim U 80.10 80.10 80.50 81.80

Marburg U 53.00 53.00 55.70 57.70

München HS* 27.90 27.90 28.50 32.10

München LMU 70.30 70.30 1,000.00 115.20

München TU 100.00 103.60 103.60 1,000.00 112.60

München UdBW 50.50 50.50 52.30 52.50

Münster FH* 47.20 47.20 47.70 50.80

Münster U 64.40 64.40 67.60 72.70

Oldenburg U 70.50 70.50 70.50 73.20

Osnabrück U 46.30 46.30 47.40 48.90

Ostwestfalen-

Lippe HS*

36.60 36.60 39.80 38.00

Paderborn U 50.60 50.60 52.20 51.70

Passau U 87.00 87.00 89.40 88.10

(continued)
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As the research question addressed a possible change by adding a disciplinary

differentiation, especially the cases C2-C4 are reported in comparison with the A4

case and the B2-B4 cases: For the B cases with the differentiation in graduate levels
(PhD, MA, BA) the further added indicator of PhD by women as share of the total
PhD has been selected as this has shown the highest discriminatory value of the

three options. This is consistent with the use of this special indicator also, for

example, in indicator-based budgeting and funding schemes (e.g., MIWF NRW

2014). There are specific universities gaining in the efficiency calculation for the

DEA C cases, namely Augsburg U, Bamberg U, Berlin FU, Bielefeld U,

Bochum U, Dresden TU, Hamburg UdBW, Hannover TiHo, Heidelberg U,

Kaiserslautern TU, Leipzig U, Mainz U, Passau U, Witten-Herdecke U (Table 3).

The following Fig. 3 is outlining the aforementioned connection of efficiency

scores and institutional size represented by the total number of professors for the

DEA cases B4 (same result for C4).

Again, it is obvious that there is only a very tiny connection (r¼ 0,23) identically

for both cases—this highlights again that there are no significant economies of scale
present in university production processes as smaller as well as larger institutions

both come up with high as well as low efficiency values.

The further DEA cases D1-D4 (combining the output differentiation for TPF in

different disciplines and for the graduates on different levels) have been calculated

and can be seen in the data annex but do not provide further insights as the numbers

Table 2 (continued)

University

A1** A1 A2 A3 A4

Input Prof. Total; Output TPF Total, Graduates Total

CCR

input (%) CCR input (%)

CCR

output (%)

BCC

input (%)

BCC

output

(%)

Potsdam U 67.80 67.80 69.90 72.00

Regensburg U 57.70 57.70 58.60 60.90

Rostock U 45.70 45.70 45.90 48.30

Saarbrücken U 39.50 39.50 41.40 39.70

Siegen U 44.60 44.60 45.00 47.70

Stuttgart U 72.90 72.90 73.60 73.70

Trier FH* 32.60 32.60 36.10 33.90

Trier U 70.60 70.60 70.70 73.20

Tübingen U 50.40 50.40 50.90 51.10

Ulm U 62.60 62.60 62.70 63.00

Weimar U 50.90 50.90 57.50 52.00

Wiesbaden EBS 56.50 56.50 80.00 73.50

Witten-Herdecke U 47.10 47.10 68.00 56.10

Wuppertal U 47.10 47.10 47.20 50.40

Würzburg U 52.90 52.90 53.30 54.20
1Super-efficiency values in bold.
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Table 3 DEA cases A4 and C1–C4 including super-efficiency values

University

A4 B2 B3 B4 C2 C3 C4

BCC

output

(%)

CCR

output

(%)

BCC

input (%)

BCC

output

(%)

CCR

output

(%)

BCC

input (%)

BCC

output

(%)

Aachen FH* 45.60 56.70 61.20 73.80 56.70 61.20 73.80

Aachen TH 114.10
1

108.20 1,000.00 114.10 108.20 1,000.00 114.10

Augsburg U 82.50 104.30 104.40 104.50 104.30 104.40 104.50

Bamberg U 78.90 103.30 105.30 104.60 103.30 105.30 104.60

Bayreuth U 56.90 60.70 61.00 70.70 60.70 61.00 70.70

Berlin FU 70.40 58.80 1,000.00 109.50 58.80 1,000.00 109.50

Berlin HU 58.00 50.70 78.10 93.30 50.70 78.10 93.30

Berlin TU 71.10 78.70 78.70 80.50 78.70 78.70 80.50

Bielefeld U 72.40 75.70 130.30 109.80 75.70 130.30 109.80

Bochum U 79.00 76.00 115.40 103.20 76.00 115.40 103.20

Bonn U 67.60 84.90 89.40 92.30 84.90 89.40 92.30

Braunschweig

TU

74.10 82.80 83.00 83.00 82.80 83.00 83.00

Bremen HS* 61.50 79.40 86.60 91.90 79.40 86.60 91.90

Bremen JU 21.20 24.50 31.50 25.50 24.50 31.50 25.50

Bremen U 71.90 77.60 79.60 87.60 77.60 79.60 87.60

Chemnitz TU 78.70 89.00 89.60 89.30 89.00 89.60 89.30

Clausthal TU 54.70 64.80 69.60 65.70 64.80 69.60 65.70

Cottbus TU 55.40 63.20 67.00 63.40 63.20 67.00 63.40

Darmstadt TU 75.20 79.10 79.10 83.70 79.10 79.10 83.70

Dortmund TU 52.30 58.70 59.00 63.80 58.70 59.00 63.80

Dresden TU 73.50 97.60 104.10 103.30 97.60 104.10 103.30

Duisburg-Essen

U

64.90 66.60 69.60 84.30 66.60 69.60 84.30

Düsseldorf U 62.10 75.50 77.50 86.80 75.50 77.50 86.80

Erlangen-

Nürnberg U

73.50 74.50 78.90 85.30 74.50 78.90 85.30

Frankfurt/Main

U

62.20 79.70 86.10 92.50 79.70 86.10 92.50

Freiberg TU 110.90 123.80 132.10 140.30 123.80 132.10 140.30

Freiburg U 66.50 69.20 70.20 89.00 69.20 70.20 89.00

Friedrichshafen

ZU

1,000.00 74.90 180.00 1,000.00 74.90 180.00 1,000.00

Gelsenkirchen

FH*

33.50 44.70 46.10 54.30 44.70 46.10 54.30

Gießen U 67.70 75.50 91.90 97.80 75.50 91.90 97.80

Greifswald U 43.90 68.70 72.00 79.50 68.70 72.00 79.50

Göttingen U 60.00 58.50 73.70 93.30 58.50 73.70 93.30

Halle-Witten-

berg U

51.80 61.10 62.60 83.10 61.10 62.60 83.10

Hamburg U 70.70 62.10 81.10 97.20 62.10 81.10 97.20

Hamburg

UdBW

75.50 144.10 179.00 148.30 144.10 179.00 148.30

(continued)
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Table 3 (continued)

University

A4 B2 B3 B4 C2 C3 C4

BCC

output

(%)

CCR

output

(%)

BCC

input (%)

BCC

output

(%)

CCR

output

(%)

BCC

input (%)

BCC

output

(%)

Hamburg-

Harburg TU

75.50 82.50 89.40 87.40 82.50 89.40 87.40

Hannover

MedH

100.10 100.30 121.70 116.30 100.30 121.70 116.30

Hannover TiHo 36.00 131.20 1,000.00 144.20 131.20 1,000.00 144.20

Hannover U 57.30 61.10 61.10 70.40 61.10 61.10 70.40

Heidelberg U 77.40 68.10 105.90 101.60 68.10 105.90 101.60

Hohenheim U 115.30 132.10 136.40 133.20 132.10 136.40 133.20

Ilmenau TU 78.90 78.80 85.10 82.80 78.80 85.10 82.80

Jena U 71.30 93.00 98.00 98.50 93.00 98.00 98.50

Kaiserslautern

TU

66.00 100.70 103.00 103.30 100.70 103.00 103.30

Karlsruhe KIT 72.60 85.60 85.70 86.60 85.60 85.70 86.60

Kassel U 54.30 64.00 64.40 72.80 64.00 64.40 72.80

Kiel U 49.40 58.50 59.20 77.00 58.50 59.20 77.00

Koblenz-Lan-

dau U

34.00 68.50 69.20 75.20 68.50 69.20 75.20

Konstanz U 58.70 62.00 62.90 66.70 62.00 62.90 66.70

Köln FH* 41.10 47.60 62.90 71.20 47.60 62.90 71.20

Köln KatHO

NRW*

46.70 60.30 64.30 61.00 60.30 64.30 61.00

Köln RFH* 27.30 29.20 31.30 36.90 29.20 31.30 36.90

Köln U 64.10 82.10 85.90 89.10 82.10 85.90 89.10

Leipzig U 66.10 77.60 112.20 103.30 77.60 112.20 103.30

Lübeck U 59.50 86.20 93.00 94.40 86.20 93.00 94.40

Lüneburg U 48.40 63.90 79.40 96.10 63.90 79.40 96.10

Magdeburg U 75.10 80.70 81.10 80.90 80.70 81.10 80.90

Mainz U 65.90 98.00 109.90 107.80 98.00 109.90 107.80

Mannheim U 81.80 90.70 97.00 98.30 90.70 97.00 98.30

Marburg U 57.70 68.10 69.10 88.00 68.10 69.10 88.00

München HS* 32.10 34.40 43.90 56.00 34.40 43.90 56.00

München LMU 115.20 89.50 1,000.00 148.50 89.50 1,000.00 148.50

München TU 112.60 111.00 1,000.00 126.10 111.00 1,000.00 126.10

München

UdBW

52.50 65.10 66.20 77.00 65.10 66.20 77.00

Münster FH* 50.80 61.10 76.80 83.50 61.10 76.80 83.50

Münster U 72.70 73.40 98.60 99.60 73.40 98.60 99.60

Oldenburg U 73.20 79.80 91.50 96.50 79.80 91.50 96.50

Osnabrück U 48.90 55.70 56.70 82.80 55.70 56.70 82.80

Ostwestfalen-

Lippe HS*

38.00 51.10 52.50 59.50 51.10 52.50 59.50

Paderborn U 51.70 54.80 55.10 63.30 54.80 55.10 63.30

Passau U 88.10 106.80 110.80 106.80 106.80 110.80 106.80

Potsdam U 72.00 83.10 85.60 92.50 83.10 85.60 92.50

Regensburg U 60.90 66.80 72.40 93.10 66.80 72.40 93.10

Rostock U 48.30 52.20 52.30 71.30 52.20 52.30 71.30

(continued)
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are identical to the DEA Cases B and C (featuring the maximum values for each

unit thereof); this is consistent with DEA methodology as combinatorial patterns

usually do not produce additional outer production function boundaries.

5 Discussion

The aforementioned DEA results can be used for a discursive approach and the

identification of further research fields and questions. The main question of

representing a discipline differentiation in performance and efficiency measure-

ment was shown to be valuable for third party funding indicators as many univer-

sities gained in their efficiency scores compared to a calculation case with only an

accumulated total TPF indicator. In this context especially mid-size universities
(e.g., Universities of Mainz, Leipzig, Passau) as well as smaller and specialized
universities (e.g., Hannover TiHo) and the universities of applied sciences (e.g.,

Köln FH, Münster FH, Bremen HS) profited from these disciplinary details as

especially universities of applied sciences have usually a focused disciplinary

approach (e.g., none of them attains faculties in the field of life sciences including

medicine). The same result can be shown for a differentiation of graduates by

degree levels including the question of the share of PhD by women: With the

introduction of differentiation in the output area mainly mid-size and smaller

universities as well as the universities of applied sciences “gain ground” on the

very large and also on the technical universities (as they are recognized to have

advantages in acquiring TPF, for example, due to their engineering profile). This

should be detailed in further research, combined with influencing factors like

Table 3 (continued)

University

A4 B2 B3 B4 C2 C3 C4

BCC

output

(%)

CCR

output

(%)

BCC

input (%)

BCC

output

(%)

CCR

output

(%)

BCC

input (%)

BCC

output

(%)

Saarbrücken U 39.70 51.10 51.20 82.80 51.10 51.20 82.80

Siegen U 47.70 50.10 50.40 63.00 50.10 50.40 63.00

Stuttgart U 73.70 74.60 75.00 75.50 74.60 75.00 75.50

Trier FH* 33.90 43.60 45.50 51.20 43.60 45.50 51.20

Trier U 73.20 102.90 112.50 110.90 102.90 112.50 110.90

Tübingen U 51.10 51.50 56.10 86.30 51.50 56.10 86.30

Ulm U 63.00 70.20 71.40 75.80 70.20 71.40 75.80

Weimar U 52.00 69.50 73.40 70.60 69.50 73.40 70.60

Wiesbaden EBS 73.50 69.80 88.50 85.30 69.80 88.50 85.30

Witten-

Herdecke U

56.10 115.60 122.50 130.40 115.60 122.50 130.40

Wuppertal U 50.40 54.00 56.30 78.30 54.00 56.30 78.30

Würzburg U 54.20 80.40 85.50 88.40 80.40 85.50 88.40

1Super-efficiency values in bold.
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university type, disciplinary focus etc. as outlined above—though in this DEA

calculation no specific correlations were discernible which is in line with several

calculation results also in an international comparison: Usually no specific indica-

tors defining efficiency can be recognized but it becomes obvious that efficiency is

an independent perspective. Therefore especially university performance evalua-

tions, e.g., within rankings as well as within indicator-based funding schemes are

urged to apply multi-output measurement methods as, for example, DEA—as

otherwise the higher education concept of “profiling” and specialization as well

as smaller institutions are “punished” by lower financial budgets.

Altogether the research presented has shown that the detailed insight into

disciplinary differences is crucial to a fair and productive performance measure-

ment and management approach for universities. Otherwise especially specialized

institutions without the full disciplinary range are at a discernible disadvantage.

Therefore further research has to establish is this is true for all disciplines, if this

result for Germany holds also true for other countries and if there are other patterns

and indicators to explain the results (e.g., the influence of the 16 different higher

education systems of the German states).
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Consideration of Knowledge and Technology

Transfer Characteristics for Research

Evaluation

Harald F.O. von Kortzfleisch, Matthias Bertram, Dorothée Zerwas,

and Manfred Arndt

Abstract Knowledge and Technology Transfer (KTT) is currently becoming the

third mission for the scientific community in addition to research and education.

Therefore, there is a growing need to evaluate the impact of KTT, both directly and

indirectly, on industry and society. However, despite the growing importance of

KTT and the considerable amount of research that has already been conducted in

this field, existing approaches to research evaluation primarily focus on quantitative

determinants (e.g., number of publications, patents and licenses, number of collab-

oration projects with industry, or of companies founded) thereby neglecting

transfer-oriented aspects of research evaluation. Therefore, in this article we inves-

tigate the characteristics of KTT, and to what extent they are taken into account by

existing research evaluation approaches. Our results confirm that, up until now,

KTT has been infrequently considered as an approach toward the evaluation of

current research. Existing evaluation approaches focus on quantitative determi-

nants, but to some extent they fail to realize that those determinants are not equally

appropriate for evaluating KTT in different scientific disciplines or traditions.

Based on our results, we call for more integrative and systematic research, building

a foundation to meet the requirements of the growing importance of KTT in

research evaluation.

1 Introduction

The importance of KTT for economic development cannot be overstated. The term

KTT generally refers to the process of transforming intellectual property into

products, and transferring research results from research organizations to industrial

partners. “Both the acquisition of technology and its diffusion foster productivity

growth” (Hoekman et al. 2005, p. 1587). For this reason, the European Union has
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made KTT one of the central pillars of its new Horizon 2020 funding program

(Horizon 2014). The aim of this program is not merely to promote excellent

scientific results, but also to make an impact on industry and society. In fact,

Horizon 2020 explicitly encourages the transfer of knowledge and technological

advances along the innovation chain, from scientific excellence to industrial lead-

ership and sociological challenges. However, as many examples show a priori KTT

evaluation is difficult.

One example for economically successful technology transfer is the MPEG

Audio Layer III encoding, more commonly known as MP3 compression format.1

The MP3 format was designed in the early 1990s by the Movie Picture Experts

Group (MPEG) including, the German Fraunhofer-Gesellschaft, as an integration

of the MPEG-1 standard (and later extended in the MPEG-2 standard). However, in

the first years after its development MP3 did not gain much attention. The need for

personal and portable audio at that time was met by cassette players or CD players.

It took several innovations in other areas to create a growing interest in the MP3

format, such as the increasing access to personal computers and an improvement in

storage capacity as well as the growth of the internet and the upcoming of file-

sharing software in the late 1990s. Today, MP3 is integrated in many music players,

mobile phones or tablets and companies like Apple, Google, Amazon and many

other successfully use the MP3 format to sell music or audio books. MP3 is a huge

commercial success and generates licensing revenues that can be used for founding

new research projects. The MP3 format was accepted by the market. This corre-

sponds to an indirect positive evaluation of the MP3 format by the market.

An example for an unsuccessful technology transfer is the Transrapid project.2

The Transrapid is a German high speed monorail train using magnetic levitation

and a cruising speed of currently 500 km/h. Planning for the Transrapid started in

the late 1960s and its technological readiness was in 1991. From a technological

point of view the Transrapid uses a superior technology which allows higher speed

and even lower energy consumption as classical railway solutions. With its max-

imum speed of 550 km/h it is placed between classical high speed trains and air

traffic. Despite these advantages the Transrapid—at least so far—was not accepted

by a broad market. The competition with high speed trains using the ‘traditional’
railway system as well as cheaper air traffic tickets are seen as reasons for the

unsuccessful implementation of the Transrapid. In fact, the Transrapid technology

has only been commercially implemented in China so far. In Germany, the initial

test track in Emsland is the only remaining Transrapid track. Thus, although

providing a better technological foundation with better properties in speed, costs

and ecological impact the Transrapid can be regarded as an example for unsuccess-

ful technology transfer. In contrast to the MP3 format, the Transrapid was not

positively received and therefore indirectly evaluated negatively by the market.

1 See http://www.iis.fraunhofer.de/de/bf/amm/produkte/audiocodec/audiocodecs/mp3.html
2 See www.transrapid.de and http://www.hochgeschwindigkeitszuege.com/deutschland/

transrapid.php
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Nevertheless from the point of view of engineers it is considered as a great

innovation. What can be learned from the examples is that an evaluation by the

market is not always sufficient. Rather, an evaluation by peers appears to be

conducive to assess complex technology innovations like the Transrapid. Espe-

cially with regard to complex technology innovations, a positive evaluation by

peers cannot be put on an equal footing with market success. Although the

Transrapid is a great technological innovation from a scientific perspective, the

technology has not penetrated the market due to a lack of demand and due to

alternative technologies.

Despite the complexity of KTT, Horizon 2020 and many other research pro-

grams show that KTT is steadily becoming what is called the third mission for

communities within scientific organizations. The importance of analyzing KTT in a

research context cannot be overstated, too. Thus, with KTT becoming the third

mission for communities within scientific organizations, there is a growing need not

only to evaluate research results, but also to evaluate their direct and indirect impact

on industry and society. According to Kuhlmann and Heinze (2003), internal and

external research evaluation can be depicted in a three-layer model. The first layer,

known as ‘the core’, describes the evaluation of individual research efforts; the

second layer documents an evaluation of research and innovation policy programs;

and the third layer includes an evaluation of the performance of research institu-

tions. Within each of these layers, scholars and practitioners alike have developed a

considerable number of taxonomies, frameworks and methods. For instance,

research evaluation has been investigated within the context of responsive program

evaluation (Stake 1983), effect-oriented evaluation in poverty and wealth reports

(Beywl et al. 2004), and value, or purpose and method-oriented, research evaluation

(Altschuld and Zheng 1995; Patton 2000; Scriven 2013). Despite the obvious

importance of KTT, to the best of our knowledge, none of the identified approaches

for research evaluation has put a specific, explicit spotlight on the evaluation of

KTT, but rather existing approaches for research evaluation only focus on implicit

aspects of KTT.

As emphasized above, KTT is an important aspect of modern research commu-

nities. A considerable amount of research has already been conducted in the field of

research evaluation. However, little attention has been paid to the importance of

KTT in the context of research evaluation. To fill this gap, this paper addresses the

following research question: To what extent do existing methods of research
evaluation take into account specific KTT characteristics? To answer this question,
we conducted an extensive literature review in the interdisciplinary area of research

evaluation.

The remainder of the paper is organized as follows: The second section will

briefly introduce the topic of KTT. The third section describes our research

approach, derives characteristics of KTT from the literature and provides an

overview of existing taxonomies and concrete approaches of research evaluation.

Section 4 discusses how the characteristics of KTT feature in existing evaluation

methods, and to what extent transfer-oriented characteristics have been considered
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up until now. The paper closes with a conclusion and discusses the future practical

and theoretical implications of KTT.

2 Knowledge and Technology Transfer

Broadly speaking, the term KTT means the dissemination of knowledge and

technology between partners. More specifically, exchanging successful methods

and research results is not a new phenomenon for research institutions, especially in

industry. However, the goals of KTT have changed over time. Whereas in the past,

KTT mostly concerned the transfer of knowledge and technologies from industries

of developed countries to developing countries, today it refers to both intra-

organizational and inter-organizational transfer in the sense of collaboration and

cooperation in knowledge and technology-intensive fields (Meissner and Sultanian

2007). In this respect, more recently the term KTT has been associated with

innovation.

In academic circles, defining the transfer of technology and knowledge has been,

and still is, difficult. From a scholarly perspective KTT has been defined as “the

movement of know-how, technical knowledge, or technology from one organiza-

tional setting to another” (Roessner 2000). However, conceptualizing KTT depends

very much on the situational context in which it takes place. Up until now, scholars

have conceptualized it in the following areas: industry-science-relationships (Polt

et al. 2001a, b), technology transfer and public policy (Bozeman 2000), interna-

tional comparison of transfer activities (Meissner and Sultanian 2007), transfer

practices in universities (LeBris et al. 2010), and transfer strategies in research

programs (Schmoch 2000). Ambiguous definitions complicate discussions regard-

ing KTT, especially in the area of research evaluation. In this area exact definitions

are crucial because they guide the evaluator’s perception.
The following definitions exemplarily show that technology transfer and knowl-

edge transfer are often closely related. On the one hand, Meissner and Sultanian

(2007) define technology transfer as the “targeted transfer of technological or

technology-oriented know-how between transfer partners” (p. 21), such as individ-

uals, organizations or firms. On the other hand, Argote et al. (2000) define knowl-

edge transfer as “the process through which one unit (for example, group,

department, or division) is affected by the experience of another” (p. 151).

Transactive memory refers to the knowledge about ‘who knows what’ and thus to

“the combination of individual minds and the communication among them”

(Wegner et al. 1985), is very important for this effect. According to Bozeman

(2000), separate definitions have led to confusion in scholarly discussions for a long

time. Combining the two definitions, however, seems to solve this confusion:

“focusing on the product is not sufficient to the study of transfer and diffusion of

technology; it is not merely the product that is transferred but also knowledge of its

use and application” (Bozeman 2000, p. 151). However, a more detailed consider-

ation of KTT is needed in order to really understand what KTT is all about.
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Practical and scholarly contributions have contributed to a considerable body of

knowledge about KTT. Authors have identified varieties of motives, transfer

channels, barriers, influencing factors, qualitative and quantitative dimensions

and determinants, and characteristics of transfer activities. For instance, with

respect to technology transfer in universities, Beise and Spielkamp (1996) have

identified the following motives for transfer activities on the sides of the agent and

the recipient: economic interests, qualification of human capital, acquisition of

know-how, and scientific dialogue. LeBris et al. (2010) listed three distinct forms

of transfer interaction, serving as channels for KTT of universities: information

transfer, personal transfer, and goods (or product) transfer. In an additional study,

Markowski et al. (2008) discovered that, whereas about 90 % of large enterprises

undertake cooperative research and development activities, only about 36 % of

small and medium enterprises (SME) have these activities. According to their

research, the main factor hindering KTT is information asymmetry between the

scientific and industrial sectors, closely followed by the scarcity of resources for

implementing and maintaining transfer structures in universities. Additional bar-

riers are: cultural differences between the perspectives of the scientific and indus-

trial communities, and amount of administration required during transfer

interactions, especially with respect to rigid organizational structures on the side

of the universities. Analyzing the structures of transfer partners, Czarnitzki

et al. (2000) identified three major organizational factors influencing KTT: nature

of the research, whether it be basic research or applied research; degree of financial

support for transfer activities; and qualifications of employees.

Regarding the effectiveness of KTT, Bozeman (2000, p. 155) has summarized

dimensions and determinants for KTT, and integrated them into an effectiveness

model of technology transfer (see Fig. 1). According to this model, the effective-

ness of transfer activities depends on the characteristics of the transfer agent and the

recipient, including research organizations and enterprises; the transfer object, for

instance technology or knowledge; the transfer medium, for instance patents,

licenses or publications; and the demand environment, such as supply and demand

and the economical character of the transfer object.

Table 1 summarizes the dimensions of Bozeman (2000) Contingent Effective-

ness Model.

Effectiveness embraces several different criteria, such as: (1) opportunity cost,

which focus not only on alternative uses of resources but also possible impacts on

other missions of the transfer agent; (2) scientific and technical human capital,

which considers the impact of KTT on existing scientific and technological skills;

(3) political reward, which refers to, e.g., increased funding from participation in

KTT; (4) market impact and (5) economic development, which refer to the effect of

KTT on single firms as well as regional or national markets; and finally, (6) ‘out-
the-door’ transfer results, which refer to the effect of KTT provided by other

organizations or firms (Bozeman 2000).
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3 Analysis of Knowledge and Technology Transfer

Characteristics for Research Evaluation Approaches

To draw a coherent picture of the characteristics of KTT and their significance in

existing approaches to research evaluation, our study followed a three-step research

design: (1) identifying and summarizing the characteristics of KTT (Sect. 3.1);

(2) selecting relevant evaluation approaches from scholarly and practical literature

(Sect. 3.2); and (3) interpreting those evaluation approaches according to our set of

characteristics (Sect. 4).

3.1 Characteristics of Knowledge and Technology Transfer

To identify the characteristics of KTT, we examined existing definitions, models,

and frameworks in this field, and accomplished a list of five categories as a

framework for our analysis. Our brief overview of KTT in Sect. 2 illustrates the

broadness of this topic. Discussions among a group of authors, e.g., Bozeman

(2000), Barjak (2011), Meissner and Sultanian (2007), and Polt et al. (2001a, b),

led us to argue that a transfer-oriented research evaluation has to consider eight

characteristics of KTT: (1) tradition and culture of a research discipline; (2) general

understanding of research (for example, basic research vs. applied research);

(3) degree and extent of transfer interaction; (4) existing transfer structures, pro-

cesses, methods and instruments; (5) incentives and barriers for transfer activities;

(6) (not surprisingly) existing financial support for transfer; (7) environmental

conditions regarding research transfer; and (8) qualitative and quantitative perfor-

mance indicators. Although we have discussed the KTT models and framework

intensively, we do not claim that our list is complete. However, for the purposes of

Table 1 List of KTT characteristics according to Bozeman (2000)

Dimension Focus Example

Transfer

agent

The institution or organization

seeking to transfer the technology

Government agency, university, private

firm, characteristics of the setting, its cul-

ture, organization, personnel

Transfer

medium

The vehicle, formal or informal by

which the technology is transferred

License, copyright, person-to-person, for-

mal literature

Transfer

object

The content and form of what is

transferred, the transfer entity

Scientific knowledge, technological

device, process, know-how, and specific

characteristics of each

Transfer

recipient

The organization or institution

receiving the transfer object

Firm, agency, organization, consumer,

informal group, institution and associated

characteristics

Demand

environment

Factors market and non-market

pertaining to the need for the

transferred object

Price for technology, substitutability,

relation to technologies now used, sub-

sidy, market shelters
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our analysis, we further summarized those eight characteristics to include a set of

five distinct categories of characteristics: research tradition and culture (1 and 2),

transfer interaction (3), internal conditions (4 and 5), environmental conditions

(6 and 7), and KTT dimensions and determinants (8; see Table 2).

3.2 Approaches of Research Evaluation

Evaluation is a widely used word, and is used in different contexts with different

meanings (e.g., Kromrey (2000); Stockmann et al. (2007)). Stockmann et al. (2007)

highlights that evaluation in a scientific context is characterized by the following

attributes: an evaluation has clearly defined objectives; it uses empirical and

objective data collection methods for information generation; it uses precise,

open and explicit evaluation criteria; it is based on systematic procedures applied

by experienced evaluators; and it is the basis for the decision-making processes.

Following the procedures of our research design, and considering this working

definition, the next paragraphs present several evaluation taxonomies and concrete

approaches extracted from academic literature. Table 3 summarizes the evaluated

taxonomies of research evaluation.

In addition to general taxonomies of research evaluation, we also investigated

concrete research evaluation approaches (see Table 4), namely Patton (2000)

Utilization-Focused Evaluation, Stake (1983) Responsive Evaluation, Altschuld

and Zheng (1995) Goal-Attainment Approach, and Beywl et al. (2004) Experimen-

tal Studies.

Table 2 List of KTT characteristics

Characteristics Description

Research tradition and

culture

Scientific tradition and culture of the transfer agent. This includes

several factors about the status of the research organization, such as

natural or social sciences, basic or applied research, established or

new disciplines

Transfer interaction Characteristics of the interaction between the transfer agent and

recipient. This includes, for instance, degree and frequency of

transfer, transfer experience of each party, capacity of each of the

transfer parties to desorb or absorb information

Internal conditions Internal conditions that influence the transfer of knowledge and

technology for both the transfer agent and the recipient, for example,

financial support, transfer structures, processes, methods, instru-

ments, and internal barriers and incentives

Environmental

conditions

External incentives and barriers that influence the transfer of

knowledge and technology, for instance market demands, regula-

tions and promotion programs

KTT dimensions and

determinants

Dimensions and determinants for measuring KTT performance and

effectiveness
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In the next section the resulting relationships between the characteristics of KTT

and the taxonomies and concrete approaches of research evaluation will be

summarized.

4 Findings and Discussion

In our study, we investigated the characteristics of KTT, and to what extent they are

taken into account by existing research evaluation approaches. The resulting rela-

tionships between the characteristics of KTT, namely research tradition and culture,

transfer interaction, internal conditions, environmental conditions and

KTT-dimensions and determinants, and the approaches by Guba and Lincoln

(1989), Stufflebeam (2001), Fitzpatrick et al. (2004), Christie and Alkin (2008),

Patton (2000), Stake (1983), Altschuld and Zheng (1995), Beywl et al. (2004) are

summarized in Table 5. For our analysis, we used the broad categories of low (L),

Table 3 Taxonomies of research evaluation

Taxonomy

approach Author Description

Fourth genera-

tion evaluation

Guba and Lincoln

(1989, 2001)

“In Fourth Generation Evaluation we described the

historical evolution of evaluation practice: a first

generation focused on measurement, a second gen-

eration focused on description, a third generation

focused on judgment, and a fourth generation

focused on negotiation (the hermeneutic/dialectic).”

(Guba and Lincoln 2001, p. 8)

Program

evaluation

Stufflebeam (2001) Stufflebeam’s taxonomy is one of the most founda-

tional approaches for program evaluation adapted by

various authors (cf. Beywl et al. 2004; Hansen 2005).

Evaluation approaches are separated into: Pseudo-

evaluation, Question/Methods-oriented Approaches,

Improvement/Accountability Approaches, and

Social Agenda/Advocacy Approaches

Program

evaluation

Fitzpatrick

et al. (2004)

Fitzpatrick et al. (2004) focus on the practical pur-

pose of evaluation, and organize the approaches to

program evaluation into six categories: objectives-

oriented, management-oriented, consumer-oriented,

expertise-oriented, adversary-oriented, and partici-

pant-oriented

Evaluation the-

ory tree

Alkin (2004); Christie

and Alkin (2008)

“This branch we have designated methods since in its

purest form, it deals with obtaining generalizability,

or knowledge construction, [. . .]. Another branch we
call the valuing branch. [It] firmly establishes the

vital role of the evaluator in valuing. The third major

branch is use, which, [. . .] focused on an orientation

toward evaluation and decision making.” (Alkin

2004, p. 12)
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medium (M), and high (H). Therefore, the entries in this table should be interpreted

in relative rather than in absolute terms. The table is based on a literature-review,

and thus does not reflect empirical relationships.

Our analysis revealed that most research evaluation taxonomies consider the

importance of KTT to be low to medium. However, our KTT characteristics are

given some consideration, particularly in Guba and Lincoln (1989) negotiation

category of their generation model, Stufflebeam (2001) improvement/accountabil-

ity and social agenda/advocacy approaches, Fitzpatrick et al. (2004) goal, manage-

ment and consumer-oriented categories of purpose-oriented model, and Christie

and Alkin (2008) ‘use’ and ‘valuing’ branches of the tree model. With respect to

research tradition and culture, all of the presented models provide support for this

category at least to a medium level. However, especially within Fitzpatrick

et al. (2004) management-orientation category, we saw a slightly higher level of

consideration of research tradition and culture. In a very similar vein, all taxon-

omies do consider transfer interactions, but only at a low level. With the exception

of Stufflebeam (2001) social agenda/advocacy approach, which concentrates on

societal change, all taxonomies describe mechanisms that regard internal conditions

at a medium level, for instance, by respecting organizational goals or stakeholder

perspectives. Finally, with respect to external conditions, we argue that Fitzpatrick

et al. (2004) consumer-oriented category, in particular, points towards a high level

of consideration of external environments. In summary, although we identified

Table 4 Concrete research evaluation approaches

Evaluation

approach Author Description

Utilization-

Focused

Evaluation

Patton (2000) Approach is built upon the evaluation standards of the

Joint Committee of Standards; evaluation should be

judged by the utility and actual use of evaluation results;

ideal process for a Utilization-Focused Evaluation con-

sists of five sequential phases

Responsive

Evaluation

Stake (1983) Approach aims at integrating the interests of all stake-

holders of an evaluation project; evaluation should be a

response to the interests of all stakeholders; evaluator’s
role is to promote communication between stakeholders,

document the evaluation progress, and to make sure that

all stakeholders are equally integrated

Goal-Attainment

Evaluation

Altschuld and

Zheng (1995)

Approach aims to identify if, and to what extent, con-

crete program goals have been fulfilled; evaluation

based on pre-established research program purposes and

goals; typically is implemented internally and addresses

those responsible for research program or its sponsors

Experimental

Studies

Beywl

et al. (2004)

Approach aims to identify causal effects between a

research program and its implications; effect-based

evaluation of research programs; two random samples

are taken: one that participates in the program, and one

in a control group that does not; considered to be helpful

in identifying small but crucial effects

458 H.F.O. von Kortzfleisch et al.



some consideration of transfer activities in the investigated taxonomies, we state

that the taxonomies do not take KTT into account in a way that merits its growing

importance.

It is apparent from Table 5 that the concrete evaluation approaches consider

knowledge and technology similarly at a low to medium level. This is especially

true of Patton (2000) utilization-focused approach, which does not predetermine

any content of an evaluation, and only provides low support for our categories. For

the other evaluation approaches, we argue that research tradition and culture are

only supported to a low level, with the exception of Stake (1983) approach, for

which the holistic perspective on an evaluation objective would properly include

these categories. Similarly, transfer interaction is regarded at a low level, again with

the exception of Stake (1983) approach, which aims to consider the interests of

various stakeholders and to establish a dialogue during the evaluation process.

Thereby, we argue, this approach promotes dialogue on KTT between the transfer

participants. With respect to internal and external research evaluation, we see no

significant difference between Responsive Evaluation, Goal-Attainment Evaluation

and Experimental Studies. However, due to its focus on the evaluation goals, we see

Table 5 KTT in research evaluation

Approach

Research

tradition

and

culture

Transfer

interaction

Internal

conditions

Environmental

conditions

KTT-

dimensions

and

determinants

Generation model

(Guba and Lincoln

1989)

M L M M –

Program evaluation

taxonomy

(Stufflebeam 2001)

M L–M M M –

Purpose-oriented pro-

gram evaluation

(Fitzpatrick

et al. 2004)

M–H L M H –

Evaluation tree

(Christie and Alkin

2008)

M L M L –

Utilization-Focused

Evaluation (Patton

2000)

L L L L L

Responsive Evalua-

tion (Stake 1983)

M M–H M M L

Goal-Attainment

Approach (Altschuld

and Zheng 1995)

L M M L L

Experimental Studies

(Beywl et al. 2004)

L L M M L

L not included or little included, M partly included, H highly included
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a lower effect of external conditions in the case of Goal-Attainment Evaluation.

Finally, all of the evaluation approaches analyzed in this paper only provide a low

level of support when it comes to concrete dimensions or determinants for

measuring KTT.

Summing up, we conclude that the approaches discussed above have so far

shown little support for KTT. With respect to the evaluation taxonomies, we see

most support for it in Stufflebeam (2001) systematic categorization of evaluation

approaches. Regarding concrete evaluation approaches, we argue that Stake (1983)

early approach of evaluation provides most support for our analysis criteria.

However, as we will further conclude in the next section, we assert that a lot of

development and adaption will be needed to prepare the approaches described

above for the growing importance of KTT.

Conclusion

In this paper we have investigated the characteristics of KTT, and to what

extent they are taken into account by existing research evaluation approaches.

Despite the growing importance of KTT as the third mission in the scientific

community, evaluation practice still overlooks transfer activities, or mainly

focuses on quantitative determinants. However, at least to some extent, it

ignores the fact that those determinants are not equally appropriate for the

evaluation of KTT, especially in different scientific disciplines or traditions.

Our findings, therefore, contribute in two main areas towards a better under-

standing of how research evaluation can consider KTT.

Our first contribution was the identification of the characteristics of KTT

that should be considered in a transfer-oriented research evaluation and

develop a set of distinctive categories for our analysis, consisting of:

(1) research tradition and culture; (2) transfer interaction; (3) internal condi-

tions; (4) environmental conditions; and (5) KTT dimensions and determi-

nants. These characteristics have several implications for our analysis and

interpretation: First, KTT is strongly affected by the transfer partners under-

lying research tradition and culture. For instance, transfer activities might

differ in both goals and importance in different scientific disciplines. Second,

the nature of the transfer interaction is an important characteristic of KTT.

This implies that KTT is not only dependent on the transfer agent, but also its

interplay with the transfer recipient as well as potential intermediates. Third,

KTT depends on internal and external conditions that might result in transfer

drivers or barriers. Internal drivers and barriers, for instance, are the transfer

agent’s financial support for transfer activities, its procedural, methodological

or instrumental maturity. External drivers and barriers, on the other hand, are

the existing and potential market demands, legal regulations and external

promotion programs. Finally, KTT is defined through many different

(continued)
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dimensions and determinates. Existing literature suggests that quantitative

indicators alone are not sufficient for evaluating KTT.

Second, our findings contribute to the existing body of knowledge in the

academic field of research evaluation by analyzing the state-of-the-art fields

of research evaluation, and by identifying the potential for improvement with

respect to KTT evaluation. With respect to taxonomies of research evalua-

tion, such as the Guba and Lincoln (1989) fourth generation evaluation,

Stuffelbeam (2001) and Fitzpatrick et al. (2004) program evaluation

approaches and Alkin (2004) evaluation theory tree provide different catego-

ries for ordering evaluation approaches. However, our results provide evi-

dence for the argument that, so far, KTT is either neglected in research

evaluation or only considered implicitly. In a very similar lane, the results

from the concrete research evaluation approaches indicate that KTT has not

yet found its way into concrete research evaluation. None of the analyzed

approaches provided explicit consideration of KTT but integrate it implicitly

in terms of research aims or goals. However, in those cases the existing

approaches mostly refer to quantitative determinants, such as number of

publications or patents.

The evidence from our study suggests several implications for academic

inquiry and evaluation practice in the future. Our study offers new implica-

tions for academic inquiry in the domain of research evaluation. From our

perspective, it is necessary to further develop and adapt the existing

approaches towards a transfer-oriented research evaluation. In this respect,

we see Stufflebeam (2001) taxonomy and Stake’s Responsive Evaluation

(1983) as the most promising candidates for such enhancements. For

instance, based on the KTT characteristics presented in Sect. 3.1 Stufflebeam

(2001) systematic taxonomy including pseudo-evaluation, question/method-

oriented approaches, improvement/accountability approaches, and social

agenda/advocacy approaches could be extended by an additional, fifth cate-

gory regarding transfer-oriented evaluation approaches. With respect to the

concrete research approaches we regard Stake (1983) dialog-based, respon-

sive evaluation approach as a good starting point for a transfer-oriented

research evaluation. This relates also to the fact that in research—especially

basic research—process and input control are more important than output

control (Ouchi 1979; Schaarschmidt 2012). Regarding, for example, the KTT

effectiveness of an individual research or research program through scientific

publications, we argue that a dialog-based evaluation of the quality of pub-

lications is more accurate and expressive than a mere quantitative number of

articles or journal rankings.

Finally, our review of literature provides valuable insights for evaluation

practice. Regarding the goal-orientation of most of the existing approaches,

evaluators today have to predefine explicit transfer goals to be able to

(continued)
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evaluate them. However, this is not always possible, especially in complex

research programs. In such cases, we suggest using Stake (1983) responsive

approach and its participative mechanisms to help stakeholders to continu-

ously identify and evaluate ongoing transfer activities. These implications are

both new and important to research evaluation literature, and complement the

existing body of knowledge in this field.

However, as is the case for any research project, our study choices create

some limitations, which offer fruitful avenues for research. Depending on our

research approach, our study lacks empirical evidence in favor of our inves-

tigations and conclusions. Much more empirical research is needed to further

develop and test our findings in qualitative and quantitative research designs

from different perspectives (for example, transfer agent or transfer recipient),

or on different levels (for example, program, institution, group, or individual).

Although those limitations must be kept in mind, we hope our findings

provide new insights for academics and practitioners alike.
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Performance Assessment and Professional

Development in University Teaching

Tina Seidel

Abstract The quality of instruction at university level is typically measured by

means of student evaluation. Student evaluation is based on scientific knowledge

about effective instruction and includes aspects such as instructional clarity, teacher

support, and a positive learning climate. Student evaluation has become a widely

and commonly accepted approach of measuring instructional quality. However,

with regard to professional development, this approach has a number of limitations,

mainly due to the fact that the reflection about results and possible improvement is

reserved only for the individual instructor being assessed. Therefore, new

approaches have been developed that allow for collaborative reflection and sys-

tematic training. One example is the 1-year training program “Learning to Teach”

in which novice university instructors are trained and systematically evaluated.

Implications for the governance of knowledge-intensive organizations, such as

universities, are drawn with regard to the importance of systematic training of

novices.

1 Introduction

Universities are among the most important sources for young adolescents to acquire

scientific knowledge and to prepare for future careers in knowledge-intensive

occupations. They are accountable for providing this knowledge in a way that

supports students in their development of general cross-curricular competencies,

such as critical thinking, analytic reasoning, problem solving, and communicating

knowledge in a scientific way (Shavelson 2012). In this way, knowledge is not just

acquired in a factual way, but in a way that represents a deep understanding of

subject matter that can be used flexibly and adopted for various applications.

Given the many changes and reforms in university education worldwide,

let alone the European Union’s Bologna Reform, universities experience much
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criticism. At the heart of this criticism is the discussion that university instruction is

still oriented towards traditional teaching methods (Wissenschaftsrat 2008),

methods that are strongly linked to approaches of direct instruction that offer

limited opportunities for students to think critically, to develop reasoning skills,

to learn to communicate knowledge in a scientific way, and to apply knowledge to

new problems. Therefore, a call has been issued for instructional improvement

within universities (Braun and Hannover 2008).

It is interesting to note that the discussion and criticism about the quality of

university instruction is lacking empirical evidence. In educational research to date,

the limited studies focus mainly on describing typical instructional approaches and

rating the quality of instruction by means of student questionnaires. These subjec-

tive student ratings of instructional quality are then linked to students’ test perfor-
mances. The tests are typically developed and applied by the instructors or

university departments themselves, and therefore often lack standardization and

comparability that would allow for systematic comparisons across courses and

universities (Pellegrino et al. 2001). However, a number of intervention studies

have also been initiated. These studies investigate changes in instructional practices

and their effects on student learning more systematically (cf. Stes et al. 2010).

Student evaluation, in this context, has evolved as a commonly implemented

approach to assess instructional quality at universities, either with the aim to

monitor the quality of instruction and to detect outliers, or with the aim to use

these findings as a basis for professional development (Spiel 2011). In the first case,

student evaluation is used as a performance assessment tool with different high- or

low-stake consequences for instructors. In some countries, university teachers

might face serious consequences regarding their careers if their student evaluation

results are not satisfactory (or even outstanding). In other countries, obtaining

positive evaluation results is “nice-to-have”, but it is not connected to high-stake

decisions regarding future university-based careers. Especially in the context of

high-stakes consequences connected to student evaluation, there should be solid

empirical evidence about the objectivity, validity, and reliability of the applied

instructional assessment instruments.

In this chapter, my contribution to the question of incentives and performances

in knowledge-intensive organizations will come from an educational science per-

spective: first, the chapter will outline the conceptual models about teaching and

learning that are used as a basis for assessing instructional quality, since those

models are decisive for questions of objectivity, validity, and reliability. Thereby, a

focus will be given to both the student’s perspective and to the instructor’s per-

spective, in comparison to the perspectives of students and external experts.

Research findings are presented that show the importance of using different per-

spectives in judging multiple facets of instructional quality. Furthermore, the

professional development of university instructors will be addressed. Specifically,

research questions regarding the pre-requisites, practices and learning develop-

ments of novice university teachers are targeted since these persons have a strong

influence on effective reform in higher education. In concluding, it will be argued

that university teachers should be trained more systematically rather than by using

the currently applied “learning-by-doing” approach.
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2 Assessing Quality in University Instruction

2.1 Underlying Models of Teaching and Learning

In assessing the quality of instruction, most studies worldwide are oriented towards

a basic process-product model (Dunkin and Biddle 1974) that differentiates

between instructional processes, learning products, context such as student charac-

teristics, and prerequisites, such as teacher qualification (Fig. 1).

The idea behind the model is that good quality in instructional processes will

lead to positive learning outcomes on the side of students. The effect of instruc-

tional processes is mediated by student characteristics such as pre-knowledge,

interest in a topic, and self-concept of ability, but also by the socio-economic

background or the influence of peers and media. The quality of instructional

processes depends on the quality of the prerequisites of the instructors, meaning

that the more professionally qualified instructors are, the better the quality of the

instruction provided by them.

Based on this fundamental model, instructional effectiveness research has

evolved this model into more and more differentiated components. The so-called

“supply-use-models” are the basis of modern instructional effectiveness research

(Brühwiler and Blatchford 2011; Fend 1998; Helmke et al. 2008; Pauli and Reusser

2003). An important development in this context is the fact that all the research has

shown that one cannot assume a direct effect of instruction on learning (Winne

1987). Instead, multiple factors on the part of students and teachers, as well as

within the institutional context, have to be considered in order to model a teaching

and learning process appropriately. An example of a supply-use-model is given in

Fig. 2.

A very important aspect of the supply-use-model is the fact that the students’
perceptions of instruction are indeed a very important process factor (den Brok

et al. 2010; Seidel 2006). If students perceive a learning environment as supportive,

it is more likely that they will actively process the learning content and will be

intrinsically motivated to learn. Deep-learning processing in connection with

Fig. 1 Classic process-product model of teaching and learning
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intrinsic learning motivation, in turn, is strongly connected to positive learning

outcomes, such as a deep understanding of content, interest in a learning domain,

and the use of learning strategies as a skill for life-long learning. Given these

findings, it makes sense to ask students to evaluate the instructional quality of

university teaching. The question is, however, “What are they asked to evaluate?”

Research has shown quite some important factors to consider when answering this

question.

2.2 Instructional Quality from Student Perspective

In assessing instructional quality from the student perspective, three important

factors have to be considered. First, students can evaluate only those instructional

aspects that they are able to perceive and to which their attention is drawn. This

aspect is not trivial, since one’s perception is strongly influenced by one’s knowl-
edge. Think about the situation in which an accident occurs, and different persons

pass by. If one person has a professional background in medicine, the person will

apply this specialized knowledge immediately to the situation; for example, the

Fig. 2 Supply-use-model of teaching and learning [adapted from Brühwiler and Blatchford

(2011)]
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person may check whether someone is injured and, if so, to what degree. Another

person with a background in law will perceive different aspects; for example, he or

she might try to determine who may have caused the accident or which persons

might have witnessed it. This process, called professional vision, is regarded as a

key component of professional expertise (Goodwin 1994). When applying this

concept to instruction, it is very important that persons who judge the quality of

the instruction actually notice those aspects that are relevant for student learning

and, in addition, use their professional knowledge in order to reason adequately

about the observed instruction. To reason means to adequately describe what

happens during instruction, to explain the situation with regard to what constitutes

professional instruction, and to provide predictions regarding possible conse-

quences of the instruction on student learning (Seidel and Stürmer 2014; Sherin

et al. 2011). The fact that knowledge drives our vision and that the knowledge

should be professionally related has important consequences for using student

evaluation for assessing instructional quality. It means that student evaluation

must be based on elements that students can actually notice, and that the students

have enough knowledge to be able to reason about the observed instruction. The

kind of elements that have been shown to be “noticeable” for students are more

general, didactical aspects, such as goal clarity, classroom management, teacher

support, and learning climate (Clausen 2001; Klieme and Tippelt 2008). However,

when it comes to aspects that require deep understanding of the content taught, as

well as the specific pedagogy related to the content (pedagogical-content knowl-

edge; Shulman 1987), students are not a valid source of information. It has been

shown that students rarely meet an adequate judgment of these aspects since they

are simply not able to notice these aspects and to reason adequately about them

(Clausen 2001).

The second factor to be considered when using student evaluation is the

timeframe used for students to judge instructional quality. In many cases, students

are generally asked whether the teaching of an instructor throughout a course has

been clear, whether there was a positive learning atmosphere, and similar questions.

However, instructional research has shown that student judgments of instruction are

more valid if the ratings are rather very specific and situative. This has to do with

the fact that instruction can vary considerably during the course of a semester and

that students are asked rather generally about the instruction, and therefore find it

difficult to provide an appropriate aggregation of their perceptions. Thus, the

validity of student ratings can be systematically improved if student ratings are

either focused on specific instructional events or if multiple measurements are

aggregated to an overall value for instructional quality (Cohen et al. 2003).

The third factor to be considered refers to the question, “What should students

evaluate regarding the importance of instruction on their learning outcomes?” It has

been shown that the evaluation of the above-mentioned general-didactical aspects,

such as goal clarity, classroom management, teacher support, and learning climate

are systematically related to learning outcomes (Hattie 2008; Seidel and Shavelson

2007). In this sense, these are indeed relevant aspects for student evaluation of

instructional quality at universities. However, judging the quality of these instruc-

tional approaches does not explain the mediating processes involved in student
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learning. In this context, psychological theories are used in educational research.

One prominent theory is the “self-determination theory” (SDT; Deci and Ryan

2004), which allows one to model under which instructional conditions students are

intrinsically motivated to learn and, in turn, to use active learning strategies for a

deep understanding of learning content (Krapp and Prenzel 2011). SDT assumes

three basic psychological needs that have to be fulfilled for a learner in the process

of instruction: experience of competence, autonomy, and relatedness to others. If

these three needs are addressed in the process of instruction, students are highly

likely to experience self-determined motivation and to acquire a deep understand-

ing of the content to be learned. In this vein, instructional effectiveness research, in

the school context, is increasingly focusing student evaluation of instruction on

these aspects since they provide a better basis to understand the processes involved

between instruction and learning outcomes. In the context of student evaluation of

university instruction, these elements are not yet being implemented in a

systematic way.

2.3 Instructional Quality from the Instructor Perspective

Instructional quality can be also assessed from the perspective of instructors, either

by using self-reports or by judgments of peer-instructors or external professional

experts. In the case of instructors’ self-reports, research to date provides evidence in
the direction that instructors tend to overestimate the quality of their instruction

(Könings et al. 2013). In a study by Johannes et al. (2013), for example, university

teachers (N¼ 20) and their students (N¼ 325) rated the instructional quality by

means of a questionnaire targeting their teaching approaches (teacher-focused or

student-focused), the use of various didactical methods, and goal clarity. The

instruction of one course session was videotaped, and the students were asked to

rate the instructional quality directly after videotaping by means of a questionnaire.

In addition, external experts rated the videotaped instruction. Mean judgments of

instructors, students, and external experts were calculated, and means of the three

perspectives were compared (Table 1). In addition, correlations between self-report

and student judgments respectively expert judgments were calculated.

Table 1 Perspective differences between instructor self-reports, student judgments, and expert

judgments (Johannes et al. 2013)

Means Correlations

Instructional quality Self-report Students Experts Students Experts

Teacher focus (TF) 3.23 (0.91) 4.02 (0.48)** 3.63 (0.84) 0.46* 0.29

Student focus (SF) 4.45 (0.72) 4.34 (0.55) 3.27 (0.71)* 0.50 * 0.63**

Didactical methods (DM) 4.16 (1.08) 4.18 (1.06) 3.92 (1.06)+ 0.45* 0.44 *

Goal clarity (GC) 4.70 (0.64) 4.89 (0.45) 4.25 (0.97)* 0.42+ 0.47 *

+p< 0.10; *p< 0.05; **p< 0.01; Range: 1¼ “does not apply” to 5 “fully applies”
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Comparisons between perspectives show that, from the perspectives of the

students, the instruction was more teacher-focused (i.e., focus was on transmitting

knowledge by means of direct instruction by the teacher) compared to the instruc-

tors’ self-reports. Student-focused instruction referred to elements that allowed for

student cooperation, exchange of ideas, and more constructivist orientations in

teaching. Regarding these elements, self-reports and student judgments did not

differ; however, experts tended to be more critical regarding the implementation of

these aspects. This might have to do with the fact that external experts know about a

wider variety of possibilities to implement student-focused teaching and therefore

are more critical with regard to the opportunities that could be used. The same

pattern in perspective differences is also found regarding the implementation of a

variety of didactical methods in instruction, as well as in goal clarity. If instructors

themselves, as well as their students, lack professional knowledge about opportu-

nities that could be used in the area of student focus, didactical methods, and goal

clarity, their judgments are likely to be biased, since their frames of reference are

more limited compared to those of external experts.

In order to investigate whether rankings of instructors are comparable across

perspectives, correlations between instructors’ self-reports and student judgments

as well as expert judgments, were calculated (see Table 1, right columns). A

significant, coherent pattern emerged from these correlations. Instructor self-reports

were systematically intercorrelated with the corresponding student, as well as with

the expert judgments, and all correlations were comparable in size. Taken together

with the comparison of mean differences, this indicated a more homogeneous

perception of instructional quality, with a tendency towards a more critical expert

perception.

A comparison of perspectives is also of interest when it comes to relationships

between instructional quality and learning outcomes. As pointed out above, intrin-

sic learning motivation, as well as the deep-level processing of learning content, are

two aspects in the learning process that are decisive for a deep understanding of

subject matter. In the study of Johannes et al. (2013) judgments of the three

perspectives of instructors’ self-reports, student ratings, and expert ratings were

correlated with students’ reports about intrinsic motivation and deep-level

processing directly after the assessed instruction. The correlational pattern between

assessment of instructional quality from different perspectives and the quality of

student learning processes is quite systematic for the perspectives of students and

external experts. From these two perspectives, students are more likely to report

about intrinsic learning motivation and a deep processing of learning content if their

instructors’ teaching was rated as student-focused, using a variety of teaching

methods, and providing goal clarity. Teacher-focused approaches were not related

to these two learning outcomes from any of the three perspectives. In comparison to

these two perspectives, instructors’ self-reports were not systematically related to

the learning outcomes, with the exception of goal clarity and deep level processing.

Performance Assessment and Professional Development in University Teaching 471



The fact that it is challenging for university teachers to judge their own instruc-

tion is reasonable, since the process of teaching is highly dynamic and complex. In

such a situation, reflection is difficult and strongly influenced by outstanding events

in the complex flow of activities (Berliner 2001). For this reason, instructional

effectiveness research typically focuses on the perspectives of students or external

experts (e.g., by means of video-analysis; Seidel and Shavelson 2007). However,

whether instructors actually meet the perspective of their students (in the sense of

congruity) is also regarded as an important indicator for the professionalism of an

instructor (Könings et al. 2013; Vermunt and Verloop 1999). Frictions respectively

the degree of congruity between perspectives is therefore often used as a basis for

teacher professional development.

3 Professional Development in University Teaching

Being a university teacher means that one has to deal with multifaceted, instruc-

tional situations. Next to academic teaching goals, emotional, motivational, attitu-

dinal, cultural, social, and other factors greatly affect teaching-learning interactions

during instruction (Floden 2001; Shuell 1996). Hence, for university instructors to

develop professionally, they must acquire professional knowledge of, and the

ability to deal with, relevant teaching and learning factors. Nevertheless, university

instructors in many countries are typically trained in their discipline and have no

systematic training in teaching at the university level. Therefore, novice instructors

often experience the classes they teach as “learning-by-doing.” Exclusive use of a

learning-by-doing approach leads to a situation in which novice instructors typi-

cally adopt traditional existing teaching approaches that they know from their own

previous experiences as students (Seidel and Hoppert 2011). Furthermore, implicit

and subjective theories of novice university instructors exert a major influence on

the way instruction is provided. These subjective theories typically do not neces-

sarily correspond to a research-based professional knowledge of teaching and

learning (Berliner 2001; Hammerness et al. 2002). Therefore, it is argued that

universities have to invest in the professional development of their instructors and

that systematic training would be the best way to provide a sound scholarly basis for

professional university instruction (Stes et al. 2010). As one example, the project

“Learning to Teach” (LehreLernen) provided and tested a structured training

program for novice university teachers (Johannes et al. 2012). Novice university

teachers were targeted since they are more sensitive towards the new experience of

teaching and motivated to learn about teaching. Furthermore, in comparison to

more advanced researchers (post-docs, junior faculty professors) they do not yet

have to face dealing with the multitude of tasks in research and teaching which

often keeps more advanced instructors away from participating in ‘extra’ activities
of teacher professional development. The “Learning to Teach” program included

basic didactical training, as well as video-based workshops and feedback (see

Fig. 3).
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In the training program, groups of approximately 15 novice university instruc-

tors were trained per course. Initially, an introductory workshop acquainted trainees

with ways to discuss video cases constructively as a learner community. Basic

professional knowledge about didactical teaching methods was provided in a

second workshop. For individual and group reflection about the quality of instruc-

tion, trainees were videotaped while conducting one course session. They received

individual feedback from the training team with regard to their instructional quality.

In addition, short video clips were selected as a basis for collaborative discussions

among trainees during two reflection workshops. The training program was con-

ceptualized in a way that incorporates components of teacher professional devel-

opment that have been shown to be effective. These include aspects such as

reasonable duration, content focus, coherence, active learning, and collective par-

ticipation (Desimone 2009). In addition, the incorporation of video-based learning

tools in a learner community provides situative and concrete learning experiences

that trainees can more easily put into action in their courses (Korthagen 2010).

Overall, the evaluation of the training program has shown positive effects on the

learning developments of the trainees. At the beginning of the training, the novice

university instructors had general and unspecific goals and theories about instruc-

tional quality. A typical answer was “to teach well” or “to teach better than what I

had experienced as a student” (Johannes et al. 2012). The general goals were

unrelated to strategies they could use in order to achieve their goals. During the

course of the training, they systematically specified their goals because they

Fig. 3 Structure of 1-year training for novice university instructors in the program, “Learning to

Teach” (Johannes et al. 2012)
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acquired professional knowledge about what constitutes instructional quality. Fur-

thermore, they were also better able to notice these aspects when they observed

their own teaching and they were better able to use their knowledge in order to

reason adequately about their teaching. Despite the fact that their teaching still

tended to be rather teacher-focused (Seidel and Hoppert 2011), they gained more

confidence in teaching and, with this confidence, then started to try out new

teaching approaches and methods that would allow for more student focus and

collaboration (Johannes and Seidel 2012).

The “Learning to Teach” program is one example how teacher professional

development components that have been shown as effective in research can be

implemented. However, a variety of other approaches could be used as well: This

would include for example, peer instructors or more advanced instructors observing

and evaluating instruction and providing feedback regarding their perspectives.

Peer-observation is particularly important regarding feedback about the quality of

content and the specific content-pedagogy since student evaluations do not provide

this kind of information. A second variation can be that instructors form a “learning

club” in which instructors plan courses together, implement them and reflect upon

their experiences collaboratively. In the context of school instruction, these forms

are being already implemented, for example, as video clubs or reflection groups

(Sherin et al. 2011).

Conclusions and Future Directions

This chapter contributed to the field of assessment of instructional quality

from the perspective of educational science by demonstrating that underlying

models of teaching and learning drive what is regarded as a “good quality” of

instruction. Quality of instruction can be viewed from the viewpoint of its

relevance for student learning, meaning that those aspects should be assessed

that are systematically related to positive outcomes in student learning. In

order to judge instructional quality, professional knowledge about these

aspects of instructional quality is required. When students evaluate instruc-

tional quality, they possess knowledge about a number of these aspects,

typically with regard to more general didactical approaches, as well as their

subjective experiences of being supported in their learning. Research shows

that, given these aspects of instructional quality, student ratings in the context

of student evaluations provide a quite valid source of information. However,

with regard to instructional aspects that require content knowledge as well as

content-related pedagogy, students lack this kind of professional knowledge.

In this respect, external experts or peer-instructors are better sources for

judging these instructional aspects. General didactical approaches are sys-

tematically related to important indicators for student learning. However, in

the school context, content knowledge, as well as content-related pedagogy,

has been shown to be important aspects of instructional quality (Baumert

(continued)
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et al. 2010; Shulman 1987). In university instruction, these elements are

hardly ever addressed, and a focus is given to student evaluations of the

above outlined general didactical aspects. For the future development of the

field, however, content and content pedagogy should be addressed more

intensively.

Furthermore, it must be noted that complex teaching and learning models

are intensively applied in the context of teaching and learning in schools.

Thereby, student as well as teacher prerequisites (knowledge, interest, home

environment, etc.) are considered when investigating the influence of instruc-

tion on student learning. In the field of university instruction, research based

on elaborated teaching and learning models is widely lacking. Most studies

refer to a very basic process-product model by linking instructional variables

to general student test scores as learning outcomes. As research within the

school context has long demonstrated, these approaches are very limited,

since they do not provide a sound basis for describing, explaining, and

predicting teaching and learning processes (Winne 1987). Thus, future

research in the context of university instruction should focus more intensively

on applying complex models of teaching and learning in order to assess

instructional quality. This would mean that more rigorous research programs

have to be incorporated that include systematic testing of university students’
prerequisites and developments during courses and study programs (e.g.,

pre-knowledge, motivation, self-regulation, problem-solving). Furthermore,

instructor competencies (e.g., knowledge of content, pedagogy) would have

to be assessed and instructional quality has to be assessed by multiple

perspectives and multiple times. These assessments then have to be linked

systematically to changes in student development (so-called “value-added”).

These kinds of approaches could be started with selected university depart-

ments as pioneer and then systematically expanded throughout university.

Finally, when it comes to learning to teach in university contexts, most

universities still rely on an approach in which novice instructors start teaching

by applying a learning-by-doing approach, with the result that traditional

teaching methods are transferred from one generation to the next

(Wissenschaftsrat 2008). In this context, the implementation of new instruc-

tional approaches, as it is called for in the context of university reform, will

hardly find entrance to university instruction. Therefore, the need to provide

novice university instructors with more structured and systematic training is

indicated.
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Part VIII

Incentives and Performance: WhatWe Can
Learn from a Fairy Tale



Cinderella Between Rigor and Relevance

Rolf Wunderer

Abstract Using a well-known fairy tale from the Brothers Grimm’s collection as

an example, I outline the patterns of behavior and consequences of a

one-dimensional orientation towards quantitative measuring. This task occurs in

connection with the boycott of an individualized ranking by economic researchers,

which occurred in the context of their disciplines’ history of dogmata.

1 Cinderella, Rigor and Relevance

The tales in the collection of the Brothers Grimm (2007/1997; Brüder Grimm 1999/

1837), are called “world document heritage” and perceived as the most published

work in the German language; they have been translated into 170 languages

(Schede 2004, p. 60). The Brothers were also effective role models in higher

education politics. Following their “protestation letter” written on 17 November

1837 to King Ernst August, their sovereign and employer, with five colleagues from

the University of Goettingen (“Die Göttinger Sieben”), they were discharged

without notice and expelled from the country. They accused the King of breaching

the constitution (Martus 2010, p. 383ff.). They took this risk consciously, a decision

that today’s lecturers would scarcely make.

With the fairy tale “Cinderella”, the Brothers Grimm provide an impressive

allegory on the formation of un-reflected and one-sided rigorous criteria with the

prince’s choice of his bride. If the reader lacks knowledge concerning fairy tales,

here is a refreshment:

Cinderella is extremely bullied by her stepmother, her two daughters and even

her father following her mother’s death. She copes with strong resilience. The king

of the realm plans to wed his son and invites Cinderella’s family. She, the bullied

person, would like to go with them. Her stepmother states that she is willing to let

her go but only after successfully sorting good and bad lentils. It is only thanks to
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her heavenly helpers, the doves sent by her deceased mother, that she passes the

tests. Still, she is denied participation in the event three times in breach of contract.

However, Cinderella decides with some more heavenly help to attend the event

secretly in a beautiful evening gown.

The moment the prince sees the unknown beauty, he is enamored and makes

only her “his dancer” out of a great number of attractive candidates. The following

two events also occur. The desired Cinderella consistently flees the festivities right

before the end. The prince follows her obsessively each time, stalking her. He

makes her father destroy her possible hideouts: the dovecote and a tree in her family

garden (Fig. 1).

After the third night, the suitor cunningly gets a hold of one of the shoes of the

fairy tale heroine. Although he had close visual and communicational contact with

her for three nights, he announces the examination of all aspiring females with only

one measurement criterion: who fits in the tiny and delicate shoe? In this process, he

first measures Cinderella’s mean sisters, who, following their mother’s explicit

advice, shortened their toes and heels with a knife given by the stepmother. One

after another is measured, with the one concept of quantitative measurement

remaining the only valid method of evaluation (Fig. 2).

When Cinderella’s mother’s heavenly helpers (two doves), with their “rucke di
guck, rucke di guck, blood is in the shoe, the shoe is too small, the right bride is still
at home,” show the “rigor-fetishist” his false decisions, he sends back the stepsisters

with no reflection, exchanging them without remorse. Finally, Cinderella is brought

from her stove and is “measured” successfully. The prince looks at the much more

relevant face of this object of evaluation and promptly leads her to the altar, the only

way for the bride to escape her extremely destructive family culture. The fairy tale

does not tell whether the marriage was happy. There should be some doubts also in

Fig. 1 Cinderella flees to

the dovecote (Bromundt

2014). All right for this

illustration belongs to

R. Wunderer
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the precondition of choice of a partner on the one-dimensional criterion of

shoe size.

Thus, how can the king and queen manage their succession? By means of the

“Prince Charles solution”, i.e., waiting for grandchildren? Even this test demon-

strates that he was totally overwhelmed both mentally and socio-emotionally. Just

by looking at this evaluation and cooperation strategy, it can be concluded that the

prince would be totally overstrained in the social “governance” of the country

(Fig. 3).

Conclusion: One-dimensional thinking and acting is not only relevant for

research. Many mergers have failed by prioritizing the analysis of the usual balance

sheets and finances, which are easier to measure than different leadership and

organizational cultures (Wunderer 2010).

2 “Handelsblatt Ranking” and the Shoe-Size

Extremely constricted criteria such as “shoe size” are no less common in our

science than in Grimm’s fairy tale Cinderella. However, in contrast to this fairy

tale, persons concerned with our science have resisted such criteria. This paper

Fig. 2 Consequences of a

rigorous orientation for

measuring (Bromundt

2014). All right for this

illustration belongs to

R. Wunderer
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focuses on the “Handelsblatt Ranking”—a person-oriented and individual ranking

by a German business newspaper. There was an unprecedented collective opposi-

tion by professors. The ranking appeared with a high degree of pretension and the

headline, “Germany in search for the super professor”. The researchers had indi-

vidual, external, public and very selective judgments of performance, which were

criticized in 2010 by Kieser and Osterloh in their farewell lectures (Gysin 2010

regarding Osterloh; Kieser 2011). There were no consequences by “Handelsblatt”

in the second edition of the rankings in 2012. Shortly before, Kieser and Osterloh

(2012a) released an appeal with the maxim, “End this nonsense” (Kieser and

Osterloh 2012b). 339 researchers followed this appeal for boycott within a

few days.

Never had I experienced comparable reactions of concerned people in enter-

prises, public businesses or universities when it came to the evaluation or

co-development of staff evaluation—not even in a two-year long study for the

Federal Ministry for Research and Technology. The researchers interviewed in

1976 rated the assessment of publications for performance measurement as gener-

ally “minor” and the number of citations as “mediocre” and asked for a “quantita-

tive-qualitative combination of criteria” (Wunderer et al. 1979, p. 126ff.).

In 1980, Neuberger even characterized employee appraisals as “ritual of self-

deception”. His reason is the behavior of participants in this concept of evaluation:

“They accept the procedure and blame the short-comings to themselves and not to

Fig. 3 The prince at the third shoe assessment (Bromundt 2014). All right for this illustration

belongs to R. Wunderer
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the system. Furthermore, the system boosts rule knowledge, gives and stabilizes

power and status, can be taken as anticipatory socialization and for ex post

legitimation” (Neuberger 1980, p. 42; Wunderer 2012).

Although the critiques of a ranking of researchers have reached high levels,

concrete suggestions for improvement are still hard to come by. In addition, the

general rejection of researcher rankings with measurable and comparable criteria or

substitutes with a still-limited realization of feasible alternatives seems to be

premature to us. Extensions via monographs, more evaluators and objects of rating,

central demands for function and roles for researching lecturers are being tested or

already used for evaluation purposes by universities.

3 Another Controversy of Methods in Business Economy’s
History of Dogmata?

This spontaneous boycott could enter into the business’ history of dogmata as the

newest “dispute of methods”. Business studies seldom address the history of

dogmata and ideas anymore. Therefore, one cannot find a single keyword about it

in the encyclopedia of business (Wittmann et al. 1993), which encompasses 5,070

columns. At the end of the nineteenth century, the national economists in univer-

sities founded a closed shop. In 1898, the excluded business economists founded—

following the role model of technical universities—their own business schools with

lasting success (e.g., St. Gallen). Afterwards, economic “Humboldtians” tried to

“integrate” the young business science by “take over”, but only a few succeeded.

The second struggle of methods began in the thirties inside the just-establishing

discipline between two fractions. The “private business studies” (Rieger 1928) put

return on investment and shareholders as entrepreneurs in their focus. Furthermore,

they criticized the lack of scientific character and value orientation of certain

colleagues. These focus on “Gemeinwirtschaft” (common values) and the system

of forming inclusion for society and employees, partly as “plant communities” with

an early stakeholder-like approach in their business economics and practical regard

for applied science (Nicklisch 1922/1932; Schmalenbach 1920—see also Kruk

et al. 1984; Schneider 1981; Weibler and Wald 2004; Wunderer 1967). These

academic devaluations led, in my view, to a “stable” inferiority complex in front

of the elder stepsister and her scientific self-understanding. This most likely

encouraged the orientation of economic researchers in the mainstream of the

“believing communities of economists” (Binswanger 1998) as well as, perhaps, a

psychological “identification with the devaluating researchers”.
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4 Regarding the Weighting of Rigor and Relevance

A ranking of researchers by publications and citations in very few journals with a

high impact seems to be as one dimensional as the classification of brides by shoe

size. It does not take into account books or monographs, even if these books are

dissertations or habilitations. It hides central requirements on function and the role

of professors, like providing expert advice, teaching and further training, and

orientation toward students. In addition, it discriminates against some behavioral

scientific research.

The A-B/C-journals legitimize themselves more and more with the “rigor

approach”, using it as science in front of “relevance” for their own discipline or

the practice of business (Kieser 2011, 2013), which is no more useful than short-

ening the feet of stepsisters with a knife to fit the criteria of shoe size. Beyond the

fairy tale, there is a decisive side-effect: it leads to an early imprinting of young

lecturers and, with it, of students. Instead of risky innovation, statistical rigor is

encouraged without equivalent weighting of the relevance of the themes dealt with

at least in academic practice. Academic practitioners answered in a survey that even

relevant results of scientific research “do not find attention” and stated that “the

scientific system with its A-B-C- journals, its duct of methods, and its systems of

gratification does not reward necessarily a transfer-oriented, comprehensibly edited

research” (Armutat 2014, p. 55).

In a recent study, young scholars in academia from the fields of business and

economics advocate including qualitative criteria in research assessments. Specif-

ically, the findings of the study suggest that young scholars in academia from the

fields of business and economics call for considering more strongly the extent to

which knowledge is gained or to which a project is innovative and creative. But the

young scholars also advocate taking the benefits for practice and society into

account (Wollersheim et al. 2014); not only for emeriti, has this given reason

to hope.

5 Contra Shoe Sizes as Measuring Criteria for Professors

Which conclusions can be drawn to avoid one-sided criteria for judging complex

activities such as those of professors?

• Understand business administration as applied science, thereby orientating the

relevance of theoretical and empirical research to this subject.

• Install qualitative research and its judgment adequately into evaluation concepts,

and do not simply strengthen quantitative research “rigorously”.

• Lower the extreme weighting of publication in high-impact journals only for

researcher rankings and the selection of young scientists and professors.

• Weight the relevance of research projects higher in advance and with multiple

evaluations, but differentiating in a way appropriate for the situation.
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• Fill the positions of heads of institutes and projects complementary-wise, not by

“assumed similarity”. Seldom can university lecturers individually fulfill all

important requirements. Some are gifted critics, and others are curious and

creative.

• Build rough clusters instead of seemingly exact range of rankings and differen-

tiate them with subjective judgments (also see Dagett 2012).

• Include central stakeholders in the evaluation and thus—via multiple evalua-

tions—increase the “subjective objectivity”. Make potential differences in eval-

uation transparent.

• Include book publications; especially multiply ranked dissertations and

habilitations.

• Do not align the intelligibility of scientific publications based solely on insiders.

• Why not include academic practitioners of specialized fields in the editor’s
committee to judge the relevance of publications additionally?

• Do not reduce cooperation with academic practitioners to sponsoring, con-

gresses, interviews, counseling or leading exercises.

Conclusion: Excellent researchers and “rigor standards” are necessary but are

not enough for determining the excellence of universities in the way that shoe size

is not sufficient for correctly and relevantly assessing the choice of a partner.
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Bromundt C (2014) Three original illustrations (Figs. 1, 2, 3). All rights for the illustrations belong

to R. Wunderer
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Neuberger O (1980) Rituelle (Selbst-)Täuschung – Kritik der irrationalen Praxis der Personal-

beurteilung. Die Betriebswirtschaft 40(1):27–43

Nicklisch H (1932/1922) Die Betriebswirtschaft, Stuttgart
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