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Preface

This book presents the proceedings of the 11th International Conference on
Trust, Privacy, and Security in Digital Business (TrustBus 2014), held in Munich,
Germany during September 2-3, 2014. The conference continues from previous
events held in Zaragoza (2004), Copenhagen (2005), Krakow (2006), Regensburg
(2007), Turin (2008), Linz (2009), Bilbao (2010), Toulouse (2011), Vienna (2012),
Prague (2013).

The advances in information and communication technologies have raised
new opportunities for the implementation of novel applications and the pro-
vision of high quality services over global networks. The aim is to utilize this
‘information society era’ for improving the quality of life for all of us, dissemi-
nating knowledge, strengthening social cohesion, generating earnings, and finally
ensuring that organizations and public bodies remain competitive in the global
electronic marketplace. Unfortunately, such a rapid technological evolution can-
not be problem-free. Concerns are raised regarding the ‘lack of trust’ in electronic
procedures and the extent to which ‘information security’ and ‘user privacy’ can
be ensured.

TrustBus 2014 brought together academic researchers and industry devel-
opers who discussed the state-of-the-art in technology for establishing trust,
privacy, and security in digital business. We thank the attendees for coming to
Munich to participate and debate the new emerging advances in this area.

The conference program included 5 technical papers sessions that covered a
broad range of topics, from trust metrics and evaluation models, security man-
agement to trust and privacy in mobile, pervasive and cloud environments. In
addition to the papers selected by the Program Committee via a rigorous review-
ing process (each paper was assigned to four referees for review) the conference
program also featured an invited talk delivered by Sanjay Kumar Madria on
secure data sharing and query processing via federation of cloud computing.

We would like to express our thanks to the various people who assisted us in
organizing the event and formulating the program. We are very grateful to the
Program Committee members and the external reviewers, for their timely and
rigorous reviews of the papers. Thanks are also due to the DEXA Organizing
Committee for supporting our event, and in particular to Mrs. Gabriela Wagner
for her help with the administrative aspects.

Finally we would like to thank all of the authors that submitted papers for
the event and contributed to an interesting volume of conference proceedings.

September 2014 Claudia Eckert
Sokratis K. Katsikas
Giunther Pernul
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A Secure Data Sharing and Query Processing
Framework via Federation of Cloud Computing

(Keynote)

Sanjay K. Madria

Department of Computer Science
Missouri University of Science and Technology, Rolla, MO
madrias@mst.edu

Abstract. Due to cost-efficiency and less hands-on management, big
data owners are outsourcing their data to the cloud, which can provide
access to the data as a service. However, by outsourcing their data to
the cloud, the data owners lose control over their data, as the cloud
provider becomes a third party service provider. At first, encrypting the
data by the owner and then exporting it to the cloud seems to be a
good approach. However, there is a potential efficiency problem with the
outsourced encrypted data when the data owner revokes some of the
users’ access privileges. An existing solution to this problem is based on
symmetric key encryption scheme but it is not secure when a revoked
user rejoins the system with different access privileges to the same data
record. In this talk, I will discuss an efficient and Secure Data Sharing
(SDS) framework using a combination of homomorphic encryption and
proxy re-encryption schemes that prevents the leakage of unauthorized
data when a revoked user rejoins the system. I will also discuss the mod-
ifications to our underlying SDS framework and present a new solution
based on the data distribution technique to prevent the information leak-
age in the case of collusion between a revoked user and the cloud service
provider. A comparison of the proposed solution with existing methods
will be discussed. Furthermore, I will outline how the existing work can
be utilized in our proposed framework to support secure query process-
ing for big data analytics. I will provide a detailed security as well as
experimental analysis of the proposed framework on Amazon EC2 and
highlight its practical use.

Biography: Sanjay Kumar Madria received his Ph.D. in Computer Sci-
ence from Indian Institute of Technology, Delhi, India in 1995. He is a
full professor in the Department of Computer Science at the Missouri
University of Science and Technology (formerly, University of Missouri-
Rolla, USA) and site director, NSF I/UCRC center on Net-Centric Soft-
ware Systems. He has published over 200 Journal and conference papers
in the areas of mobile data management, Sensor computing, and cyber
security and trust management. He won three best papers awards in-
cluding IEEE MDM 2011 and IEEE MDM 2012. He is the co-author of
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S.K. Madria

a book published by Springer in Nov 2003. He serves as steering com-
mittee members in IEEE SRDS and IEEE MDM among others and has
served in International conferences as a general co-chair (IEEE MDM,
IEEE SRDS and others), and presented tutorials/talks in the areas of
mobile data management and sensor computing at various venues. His
research is supported by several grants from federal sources such as NSF,
DOE, AFRL, ARL, ARO, NIST and industries like Boeing, Unique*Soft,
etc. He has also been awarded JSPS (Japanese Society for Promotion of
Science) visiting scientist fellowship in 2006 and ASEE (American Soci-
ety of Engineering Education) fellowship at AFRL from 2008 to 2012. In
2012-13, he was awarded NRC Fellowship by National Academies. He has
received faculty excellence research awards in 2007, 2009, 2011 and 2013
from his university for excellence in research. He served as an IEEE Dis-
tinguished Speaker, and currently, he is an ACM Distinguished Speaker,
and IEEE Senior Member and Golden Core awardee.
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Maintaining Trustworthiness
of Socio-Technical Systems at Run-Time

Nazila Gol Mohammadil, Torsten Bandyszakl, Micha Moffiez, Xiaoyu Chen3,
Thorsten Weyer', Costas Kalogiros®, Bassem Nasser’, and Mike Surridge’

! paluno - The Ruhr Institute for Software Technology, University of Duisburg-Essen, Germany
{nazila.golmohammadi, torsten.bandyszak,
thorsten.weyer}@paluno.uni-due.de
2IBM Research, Haifa, Israel
moffie@il.ibm.com
3 IT-Innovation Center, School of Electronics and Computer Science,

University of Southampton, Southampton, United Kingdom
{wxc,bmn,ms}@it-innovation.soton.ac.uk
4 Athens University of Economics and Business, Athens, Greece
ckalog@aueb.gr

Abstract. Trustworthiness of dynamical and distributed socio-technical systems
is a key factor for the success and wide adoption of these systems in digital
businesses. Different trustworthiness attributes should be identified and ac-
counted for when such systems are built, and in order to maintain their overall
trustworthiness they should be monitored during run-time. Trustworthiness
monitoring is a critical task which enables providers to significantly improve
the systems’ overall acceptance. However, trustworthiness characteristics are
poorly monitored, diagnosed and assessed by existing methods and technolo-
gies. In this paper, we address this problem and provide support for
semi-automatic trustworthiness maintenance. We propose a trustworthiness
maintenance framework for monitoring and managing the system’s trustworthi-
ness properties in order to preserve the overall established trust during run-time.
The framework provides an ontology for run-time trustworthiness maintenance,
and respective business processes for identifying threats and enacting control
decisions to mitigate these threats. We also present use cases and an architec-
ture for developing trustworthiness maintenance systems that support system
providers.

Keywords: Socio-Technical Systems, Trustworthiness, Run-Time Maintenance.

1 Introduction

Humans, organizations, and their information systems are part of Socio-Technical
Systems (STS) as social and technical components that interact and strongly influence
each other [3]. These systems, nowadays, are distributed, connected, and communi-
cating via the Internet in order to support and enable digital business processes, and
thereby provide benefits for economy and society. For example, in the healthcare
domain, STS enable patients to be medically supervised in their own home by care

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 1-12, 2014.
© Springer International Publishing Switzerland 2014



2 N. Gol Mohammadi et al.

providers [18]. Trust underlies almost every social and economic relation. However,
the end-users involved in online digital businesses generally have limited information
about the STS supporting their transactions. Reports (e.g., [8]) indicate an increasing
number of cyber-crime victims, which leads to massive deterioration of trust in cur-
rent STS (e.g., w.r.t. business-critical data). Thus, in the past years, growing interest
in trustworthy computing has emerged in both research and practice.

Socio-technical systems can be considered worthy of stakeholders’ trust if they
permit confidence in satisfying a set of relevant requirements or expectations (cf. [2]).
A holistic approach towards trustworthiness assurance should consider trustworthi-
ness throughout all phases of the system life-cycle, which involves: 1) trustworthi-
ness-by-design, i.e., applying engineering methodologies that regard trustworthiness
to be built and evaluated in the development process; and 2) run-time trustworthiness
maintenance when the system is in operation. Stakeholders expect a system to stay
trustworthy during its execution, which might be compromised by e.g. security at-
tacks or system failures. Furthermore, changes in the system context may affect the
trustworthiness of an STS in a way that trustworthiness requirements are violated.
Therefore it is crucial to monitor and assure trustworthiness at run-time, following
defined processes that build upon a sound theoretical basis.

By studying existing trustworthiness maintenance approaches, we identified a lack
of generally applicable and domain-independent concepts. In addition, existing
frameworks and technologies do not appropriately address all facets of trustworthi-
ness. There is also insufficient guidance for service providers to understand and con-
duct maintenance processes, and to build corresponding tools. We seek to go beyond
the state-of-the-art of run-time trustworthiness maintenance by establishing a better
understanding of key concepts for measuring and controlling trustworthiness at run-
time, and by providing process guidance to maintain STS supported by tools.

The contribution of this paper consists of three parts: First, we introduce a domain-
independent ontology that describes the key concepts of our approach. Second, we
propose business processes for monitoring, measuring, and managing trustworthiness,
as well as mitigating trustworthiness issues at run-time. Third, we present use cases
and an architecture for trustworthiness maintenance systems that are able to facilitate
the processes using fundamental concepts of autonomous systems.

The remainder of this paper is structured as follows: In Section 2 we describe the
fundamentals w.r.t. trustworthiness of STS and the underlying runtime maintenance
approach. Section 3 presents the different parts of our approach, i.e., an ontology for
run-time trustworthiness of STS, respective business processes, as well as use cases
and an architecture for trustworthiness maintenance systems that support STS provid-
ers. In Section 4, we briefly discuss the related work. We conclude this paper with a
summary and a brief discussion of our ongoing research activities in Section 5.

2 Fundamentals

This section presents the fundamental concepts that form the basis for our approach.
First, we present our notion of trustworthiness related to STS. Then, we briefly intro-
duce the concept of run-time maintenance in autonomic systems.
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2.1  Trustworthiness of Socio-Technical Systems

The term “trustworthiness” is not consistently used in the literature, especially with
respect to software. Some approaches merely focus on single trustworthiness charac-
teristics. However, even if combined, these one-dimensional approaches are not suffi-
cient to capture all kinds of trustworthiness concerns for a broad spectrum of different
STS, since the conception of trustworthiness depends on a specific system’s context
and goals [1]. For example, in safety-critical domains, failure tolerance of a system
might be prioritized higher than its usability. In case of STS, we additionally need to
consider different types of system components, e.g. humans or software assets [3].

Trustworthiness in general can be defined as the assurance that the system will
perform as expected, or meets certain requirements [2]. With a focus on software
trustworthiness, we adapt the notion of trustworthiness from [1], which covers a com-
prehensive set of quality attributes (e.g., availability or reliability). This allows us to
measure overall trustworthiness as the degrees to which relevant quality attributes
(then referred to as trustworthiness attributes) are satisfied. To this end, metrics for
objectively measuring these values can be defined, as shown in [19].

2.2 Run-Time Maintenance in Autonomic Computing

Our approach for maintain trustworthiness at run-time is mainly based on the vision
of Autonomic Computing [6]. The goal of Autonomic Computing is to design and
develop distributed and service-oriented systems that can easily adapt to changes.
Considering assets of STS as managed elements of an autonomic system allows us to
apply the concepts of Autonomic Computing to trustworthiness maintenance. MAPE-
K (Monitor, Analyze, Plan, Execute, and Knowledge) is a reference model for control
loops with the objective of supporting the concepts of self-management, specifically:
self-configuration, self-optimization, self-healing, and self-protection [5, 6]. Fig. 1
shows the elements of an autonomic system: the control loop activities, sensor and
effector interfaces, and the system being managed.

[/
|

Knowledge

Fig. 1. Autonomic Computing and MAPE-K Loop [6]

The Monitor provides mechanisms to collect events from the system. It is also able
to filter and aggregate the data, and report details or metrics [5]. To this end, system-
specific Sensors provide interfaces for gathering required monitoring data, and can
also raise events when the system configuration changes [5]. Analyze provides the
means to correlate and model the reported details or measures. It is able to handle
complex situations, learns the environment, and predicts future situations. Plan
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provides mechanisms to construct the set of actions required to achieve a certain goal
or objective, or respond to a certain event. Execute offers the mechanisms to realize
the actions involved in a plan, i.e., to control the system by means of Effectors that
modify the managed element [6]. A System is a managed element (e.g., software) that
contains resources and provides services. Here, managed elements are assets of STS.
Additionally, a common Knowledge base acts as the central part of the control loop,
and is shared by the activities to store and access collected and analyzed data.

3 A Framework for Maintaining Trustworthiness of Socio-
Technical Systems at Run-Time

This section presents our approach for maintaining STS trustworthiness at run-time.
We describe a framework that consists of the following parts: 1) an ontology that
provides general concepts for run-time trustworthiness maintenance, 2) processes for
monitoring and managing trustworthiness, 3) functional use cases of a system for
supporting the execution of these processes, and 4) a reference architecture that
guides the development of such maintenance systems. Based on the ontology and
processes, we provide guidance for developing supporting maintenance systems (i.e.,
use cases and reference architecture). The reference architecture is furthermore based
on MAPE-K, which in principle allows for realizing automated maintenance. Howev-
er, our approach focuses on semi-automatic trustworthiness maintenance, which
involves decisions taken by a human maintenance operator. In the following subsec-
tions, we elaborate on the elements of the framework in detail.

3.1  Ontology for Run-Time Trustworthiness Maintenance

This section outlines the underlying ontology on which the development of run-time
trustworthiness maintenance is based. Rather than focusing on a specific domain, our
approach provides a meta-model that abstracts concrete system characteristics, in such
a way that it can be interpreted by different stakeholders and applied across discip-
lines. Fig. 2 illustrates the key concepts of the ontology and their interrelations.

The definition of qualitative trustworthiness attributes forms the basis for identify-
ing the concepts, since they allow for assessing the trustworthiness of a great variety
of STS. However, trustworthiness attributes are not modelled directly; instead they
are encoded implicitly using a set of quantitative concepts. The core elements abstract
common concepts that are used to model trustworthiness of STS, while the run-time
concepts are particularly required for our maintenance approach.

Trustworthiness attributes of Assets, i.e., anything of value in an STS, are concre-
tized by Trustworthiness Properties that describe the system’s quality at a lower ab-
straction level with measurable values of a certain data type, e.g., the response time
related to a specific input, or current availability of an asset. These properties are
atomic in the sense that they refer to a particular system snapshot in time. The relation
between trustworthiness attributes and properties is many to many; an attribute can
potentially be concretized by means of multiple properties, whereas a property might



Maintaining Trustworthiness of Socio-Technical Systems at Run-Time 5

be an indicator for various trustworthiness attributes. Values of trustworthiness prop-
erties can be read and processed by metrics in order to estimate the current levels of
trustworthiness attributes. A Metric is a function that consumes a set of properties and
produces a measure related to trustworthiness attributes. Based on metrics, statements
about the behavior of an STS can be derived. It also allows for specifying reference
threshold values captured in Trustworthiness Service-Level Agreements (TSLAs).

prevents/mitigates Tegend:

Core Concepts
Run-Time Conceptd]

protects

related
causes Trhohae Trustworthiness | to | Trustworthiness
Attribute - Property

observable via

inferred from »| Metric consumes

Fig. 2. Ontology for Run-Time Trustworthiness Maintenance

A system’s behavior is observed by means of Events, i.e., induced asset behaviors
perceivable from interacting with the system. Events can indicate either normal or
abnormal behavior, e.g., underperformance or unaccountable accesses. Misbehavior
observed from an event or a sequence of events may manifest in a Threat which un-
dermines an asset’s value and reduces the trustworthiness of the STS. This in turn
leads to an output that is unacceptable for the system’s stakeholders, reducing their
level of trust in the system. Given these consequences, we denote a threat “active”.
Threats (e.g., loss of data) can be mitigated by either preventing them from becoming
active, or counteracting their effects (e.g., corrupted outputs). Therefore, Controls
(e.g., service substitution) are to be executed. Control Rules specify which controls
can block or mitigate a given type of threat. Identifying and analyzing potential
threats, their consequences, and adequate controls is a challenging task that should be
started in early requirements phases.

3.2  Processes for Run-Time Trustworthiness Maintenance

In order to provide guidance for realizing trustworthiness maintenance, we define two
complementary reference processes, i.e., Trustworthiness Monitoring and Manage-
ment. These processes illustrate the utilization of the ontology concepts. We denote
them as “reference processes” since they provide a high-level and generic view on the
activities that need to be carried out in order to implement trustworthiness mainten-
ance, without considering system-specific characteristics. Instantiating the processes
will require analyzing these characteristics and defining e.g. appropriate metric
thresholds to identify STS misbehavior(s). Our approach is semi-automatic, i.e., we
assume a human maintenance operator to be consulted for taking critical decisions.

Trustworthiness Monitoring. Monitoring is responsible for observing the behavior
of STS in order to identify and report misbehaviors to the Management, which
will then analyze the STS state for potential threats and enact corrective actions, if
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necessary. In general, our monitoring approach is based on metrics which allow for
quantifying the current value of relevant trustworthiness attributes. The reference
process for trustworthiness monitoring is shown in the BPMN diagram depicted in
Fig. 3.

Collect relevant TW Identify misbehaviors

Calculate

properties for each TW setof A and/or TW attributes Stakeholder,
metric from all assets ) " oo TW metrics exceeding requirements NP
Atomic system per asset Set of critical TW measures
events per asset
. - \\ Yes 5
[ sTS Set of critical
AR No TW measures _ _ = —~ _
Trigger alarm to | perasset 7 ™w \\
STS change TW management| sTs change Q’THBEEmerlt,
events Collect changes STS change events R

to STS

Fig. 3. Trustworthiness Monitoring Process

According to our modelling ontology, each measure is based on collected data,
called atomic properties. Thus, the first step involves collecting all relevant trustwor-
thiness properties (e.g., indicating system usage). These can be either 1) system prop-
erties that are necessary to compute the metrics for the set of relevant trustworthiness
attributes, or 2) system topology changes, such as the inclusion of a new asset. Atom-
ic system events indicate changes of properties. For each system asset, trustworthiness
metrics are computed. Having enough monitoring data, statistical analysis can be used
for aggregating atomic measurements into composite ones, e.g., the mean response
time of an asset. These measures and further processed in order to identify violations
of trustworthiness requirements that are captured in user-specific TSLAs. For each
trustworthiness metrics, it is observed whether the required threshold(s) are exceeded.
If so, the critical assets are consequently reported to the management, so that poten-
tially active threats can be identified and mitigation actions can be triggered.

Each STS has its individual characteristics and requirements for trustworthiness.
At run-time, system characteristics may change, e.g., due to adaptations to the envi-
ronment. Consequently, another important monitoring task is to accept change notifi-
cations from the STS, and forward them to the trustworthiness management.

Trustworthiness Management. The key objective of STS trustworthiness manage-
ment (see Fig. 4) is to guarantee correct system and service behavior at run-time by
continuously analyzing system behavior, identifying potential threats, as well as re-
commending and executing possible mitigation actions. Note that we do not provide a
separate mitigation process, since the actual mitigation execution is rather a technical
issue that does not involve complex logic.

The reference management and mitigation process is triggered by incoming events
(i.e., misbehaviors or system changes) reported by the trustworthiness monitoring.
Misbehaviors identified in the form of deviations from required trustworthiness levels
indicate an abnormal status of the target STS, e.g., underperformance due to insuffi-
cient resources, or malicious attacks. The management keeps tracks of the system
status over time, and analyzes the causes of misbehaviors. Once threats are classified,
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it is necessary to analyze their effect on the asset’s behavior and understand the links
between them in order to analyze complex observations and sequences of threats that
may be active, and identify suitable controls. Statistical reasoning is necessary for
estimating threat probabilities (for each trustworthiness attribute).

===~ _ Setofcritical TW

7 TW  ~\measures per asset Threat classification
(\monitoring/ STS change using semantic reasoning
N -

== events |, setof vulnerabilities P
Active threat { STS Y
probability calculation by i
using statistical reasoning Controls
Set of vulnerabilities execution
~====._ Recommended with likelihood Apply
"\ controls controls

-

4 Maintenance Identify controls based

\_ operator s a cost/benefit analysis
~ -

~ -

P Selected

Set of controls
Control control
decision Select suitable control instances
instance(s) to apply

Fig. 4. Trustworthiness Management and Mitigation Process

Regarding control selection and deployment, we focus on semi-automated threat
mitigation, as illustrated in Fig. 4, which requires human intervention. The mainten-
ance operator is notified whenever new threats are identified. These threats may be
active, indicating vulnerabilities due to lack of necessary controls. Each threat is giv-
en a likelihood based on the observed system behaviors. It is then the maintenance
operator’s responsibility to select appropriate controls that can be applied to the STS
in order to realize mitigation. These controls involve, e.g., authentication or encryp-
tion. Several control instances may be available for each control (e.g., different en-
cryption technologies), having different benefits and costs. Based on cost-effective
recommendations, the operator selects control instances to be deployed. As a conse-
quence, previously identified active threats should be classified as blocked or
mitigated. The system may be dynamic, i.e., assets can be added or removed. Thus,
notifications about changes of the STS topology will also trigger the management
process.

3.3  Use Cases of a Run-Time Trustworthiness Maintenance System

Based on the reference processes introduced in Section 3.2, we elicited functional
requirements of a tool that supports STS providers in maintaining trustworthiness.
Such a system is supposed to facilitate and realize the business processes in a semi-
automatic manner. We distinguish three main areas of functionality, i.e., Monitoring,
Management, and Mitigation. The latter is included for a better separation of con-
cerns, although we did not define a separate reference process for mitigation. We
analyzed possible maintenance use cases, and actors that interact with the system. The
results of this analysis are shown in the UML use case diagram in Fig. 5.
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Fig. 5. Trustworthiness Maintenance Use Cases

The Monitoring functionality is responsible for collecting events and properties
from the system (measuring the STS) and computing metrics. The inputs to the com-
ponent are system properties and atomic events that are collected from the STS. The
output, i.e., measures, is provided to the Management. The maintenance operator
(e.g., the service provider) is able to start and stop the measurement, and to configure
the monitor. Specifically, the operator can utilize the concept of trustworthiness re-
quirements specified in TSLAs (cf. Section 3.1) to derive appropriate configuration.

The Management part provides the means to assess current trustworthiness
attributes using the metrics provided from monitoring, choose an appropriate plan of
action (if needed) and forward it to the mitigation. The operator is able to configure
the Management component and provides a list of monitor(s) from which measures
should be read, a list of metrics and trustworthiness attributes that are of interest, as
well as management processes. Additionally, the operator is able to start/stop the
management process, retrieve trustworthiness metric values, and to generate reports
which contain summaries of trustworthiness evolution over time.

Lastly, the Mitigation part has one main purpose — to control the STS assets by
realizing and enforcing mitigation actions, i.e., executing controls to adjust the trust-
worthiness level. The maintenance operator will configure the service with available
mitigation actions and controls that are to be executed by means of effectors.

3.4  Architecture for Run-Time Trustworthiness Maintenance Systems

We view the trustworthiness maintenance system as an autonomic computing system
(see Section 2.2). The autonomic system elements can be mapped to three mainten-
ance components, similar to the distribution of functionality in the use case diagram
in Fig. 5. The Monitor and Mitigation components are each responsible for a single
functionality - monitoring and executing controls. Analyze and plan functionalities
are mapped to a single management package, since they are closely related, and in
order to simplify the interfaces. Fig. 6 shows the reference architecture of a mainten-
ance system as a UML component diagram, depicting the components that are struc-
tured in three main packages, i.e., Monitor, Management and Mitigation.
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Fig. 6. Reference System Architecture for Run-Time Trustworthiness Maintenance

Trustworthiness maintenance systems are designed around one centralized man-
agement component and support distributed monitoring and mitigation. This modular
architecture enables instantiating multiple monitors on different systems, each report-
ing to a single centralized management. Likewise, Mitigation can be distributed
among multiple systems, too. This allows for greater scalability and flexibility.

Monitor. The Monitor package contains three components. The Monitor component
provides an API to administer and configure the package, while the Measurement
Producer is responsible for interfacing with the STS via sensors. The latter supports
both passive sensors listening to events, as well as active sensors that actively meas-
ure the STS (e.g., to check if the system is available). Hence, the STS-specific event
capturing implementation is decoupled from the more generic Measurement
Processing component which gathers and processes all events. It is able to compute
metrics and forward summarized information to the management. In addition, it may
adjust the processes controlling the sensors (e.g., w.r.t. frequency of measurements).

One way to implement the Monitor component is using an event-based approach
like Complex Event Processing (CEP) [4]. CEP handles events in a processing unit in
order to perform monitor activities, and to identify unexpected and abnormal situa-
tions at run-time. This offers the ability of taking actions based on enclosed informa-
tion in events about the current situation of an STS.

Management. The Management package is responsible for gathering all information
from the different monitors, store it, analyze it, and find appropriate plans to execute
mitigation controls. It contains Monitor and Mitigation adapters that allow multiple
monitors or mitigation packages to interact with the management, and provide the
reasoning engine with unified view of all input sources and a single view of all miti-
gation packages. It also includes the Management administration component that is
used to configure all connected Monitor and Mitigation packages, and exposes APIs
for configuration, display and report generation. The central component, the Reason-
ing Engine, encapsulates all the logic for the analysis of the measurements and plan-
ning of actions. This allows us to define an API for the engine and then replace it with
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different engines. Internally, an instance of the Reasoning Engine contains Analysis
and Plan components as expected from an autonomic computing system (cf. Sec-
tion 2.2), as well as an Ontology component. The ontology component encapsulates
all required system models, which define e.g. threats and attributes. This allows for
performing semantic reasoning by executing rules against the provisional system
status and, estimating the likelihood of threat activeness (e.g., vulnerabilities) based
on the current monitoring state. Given active threats probabilities and a knowledge
base of candidate controls for each threat, the plan component can instruct the mitiga-
tion one what action(s) to perform in order to restore or maintain STS trustworthiness
in a cost-effective manner, following the maintenance operator’s confirmation.

Mitigation. The Mitigation package contains a Control component that encapsulates
all interaction with the STS, and a Mitigation administration component. This allows
us to separate and abstract STS control details, mitigation configuration and expose a
generic API. The Mitigation package is responsible for executing mitigation actions
by means of appropriate STS-specific effectors. These actions may be complex such
as deploying another instance of the service, or as simple as presenting a warning to
the maintenance operator including information for him to act on.

4 Related Work

Related work can be found in several areas, since trustworthiness of STS comprises
many disciplines, especially software development. For example, methodologies for
designing and developing trustworthy systems, such as [2], focus on best practices,
techniques, and tools that can be applied at design-time, including the trustworthiness
evaluation of development artifacts and processes. However, these trustworthiness-
by-design approaches do not consider the issues related to run-time trustworthiness
assessment. Metrics as a means for quantifying software quality attributes can be
found in several publications, e.g. related to security and dependability [9], personali-
zation [10], or resource consumption [11].

The problem of trustworthiness evaluation that we address has many similarities
with the monitoring and adaption of web services in Service-Oriented Architectures,
responding to the violation of quality criteria. Users generally favor web services that
can be expected to perform as described in Service Level Agreements. To this end,
reputation mechanisms can be used (e.g., [12]). However, these are not appropriate
for objectively measuring trustworthiness based on system characteristics. In contrast,
using online monitoring approaches, analyses and conflict resolution can be carried
out based on logging the service interactions. Online monitoring can be performed by
the service provider, service consumer, or trusted third parties [13, 14]. The
ANIKETOS TrustWorthinessModule [15] allows for monitoring the dependability of
service-oriented systems, considering system composition as well as specific compo-
nent characteristics. Zhao et al. [7] also consider service composition related to avail-
ability, reliability, response time, reputation, and security. Service composition plays
an important role in evaluation, as well as in management. For example, in [15] subs-
titution of services is considered as the major means of restoring trustworthiness.
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Decisions to change the system composition should not only consider system qualities
[17], but also related costs and profits [15, 11]. Lenzini et al. [16] propose a Trustwor-
thiness Management Framework in the domain of component-based embedded
systems, which aims at evaluating and controlling trustworthiness, e.g., w.r.t. depen-
dability and security characteristics, such as CPU consumption, memory usage, or
presence of encryption mechanisms. Conceptually, their framework is closely related
to ours, since it provides a software system that allows for monitoring multiple quality
attributes based on metrics and compliance to user-specific trustworthiness profiles.
To summarize, there are no comprehensive approaches towards trustworthiness
maintenance, which consider a multitude of system qualities and different types of
STS. There is also a lack of a common terminology of relevant run-time trustworthi-
ness concepts. Furthermore, appropriate tool-support for enabling monitoring and
management processes is rare. There is insufficient guidance for service providers to
understand and establish maintenance processes, and to develop supporting systems.

5 Conclusion and Future Work

Maintaining trustworthiness of STS at run-time is a complex task for service provid-
ers. In this paper, we have addressed this problem by proposing a framework for
maintaining trustworthiness. The framework is generic in the sense that it is based on
a domain-specific ontology suitable for all kinds of STS. This ontology provides key
concepts for understanding and addressing run-time trustworthiness issues. Our
framework defines reference processes for trustworthiness monitoring and manage-
ment, which guide STS providers in realizing run-time maintenance. As the first step
towards realizing trustworthiness maintenance processes in practice, we presented
results of a use case analysis, in which high-level functional requirements of mainten-
ance systems have been elicited, as well as a general architecture for such systems.

We are currently in the process of developing a prototype of a trustworthiness
maintenance system that implements our general architecture. Therefore, we will
define more concrete scenarios that will further detail the abstract functional require-
ments presented herein, and also serve as a reference for validating the system in
order to show the applicability of our approach. We also aim at extending the frame-
work and the maintenance system by providing capabilities to monitor and maintain
the user’s trust in the STS. The overall aim is to balance trust and trustworthiness, i.e.,
to prevent unjustified trust, and to foster trust in trustworthy systems. To some extent,
trust monitoring and management may be based on monitoring trustworthiness as
well, since some changes of the trustworthiness level are directly visible to the user.
Though additional concepts and processes are needed, we designed our architecture in
a way that allows for easily expanding the scope to include trust concerns.

Acknowledgements. This work was supported by the EU-funded project OPTET
(grant no. 317631).
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Abstract. — Privacy Preserving Attribute-based Credentials (Privacy-
ABCs) are elegant techniques to offer strong authentication and a high
level of security to the service providers, while users’ privacy is preserved.
Users can obtain certified attributes in the form of Privacy-ABCs, and
later derive unlinkable tokens that only reveal the necessary subset of
information needed by the service providers. Therefore, Privacy-ABCs
open a new way towards privacy-friendly identity management systems.
In this regards, considerable effort has been made to analyse Privacy-
ABCs , design a generic architecture model, and verify it in pilot envi-
ronments within the ABC4Trust EU project. However, before the tech-
nology adopters try to deploy such an architecture, they would need to
have a clear understanding of the required trust relationships.

In this paper, we focus on identifying the trust relationships between
the involved entities in Privacy-ABCs’ ecosystems and provide a concrete
answer to “who needs to trust whom on what?” In summary, nineteen
trust relationships were identified, from which three of them considered
to be generic trust in the correctness of the design, implementation and
initialization of the crypto algorithms and the protocols. Moreover, our
findings show that only six of the identified trust relationships are ex-
tra requirements compared with the case of passport documents as an
example for traditional certificates.

Keywords: Privacy Preserving Attribute-based Credentials, Trust Re-
lationships.

1 Introduction

Trust is a critical component of any identity system. Several incidents in the past
have demonstrated the existence of possible harm that can arise from misuse
of people’s personal information. Giving credible and provable reassurances to
people is required to build trust and make people feel secure to use the electronic
services offered by companies or governments on-line.

Indeed, organizations that have built trust relationships to exchange digital
identity information in a safe manner preserve the integrity and confidentiality
of the user’s personal information. However, when it comes to privacy, typical
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identity management systems fail to provide these strong reassurances. For ex-
ample, in these systems, the so-called “Identity Provider” is able to trace and
link all communications and transactions of the users and compile dossiers for
each individual about his or her habits, behaviour, movements, preferences, char-
acteristics, and so on. There are also many scenarios where the use of certificates
unnecessarily reveals the identity of their holder, for instance scenarios where a
service platform only needs to verify the age of a user but not his/her actual
identity.

Strong cryptographic protocols can be used to increase trust, by not letting
such privacy violations be technically possible. Over the past years, a number of
technologies have been developed to build Privacy Preserving Attribute-based
Credentials (Privacy-ABCs) in a way that they can be trusted, like normal
cryptographic certificates, while at the same time they protect the privacy of
their holder. Such Privacy-ABCs are issued just like ordinary cryptographic cre-
dentials (e.g., X.509 credentials) using a digital secret signature key. However,
Privacy-ABCs allow their holder to transform them into a new token, in such a
way that the privacy of the user is protected.

As prominent instantiations of such Privacy-ABC technologies one could men-
tion Microsoft’s U-Prove [2] and IBM’s Idemix [3]. Both of these systems are
studied in depth by the EU project ABC4Trust [1], where their differences are
abstracted away to build a common architecture for Privacy-ABCs and tested in
real-world, large-scale user trials. A privacy-threat analysis that we performed
on the implementation of one of the pilot scenarios [4], we showed that indeed the
use of Privacy-ABCs has helped mitigate many serious threats to user’s privacy.
However, some risks still remain, which are not addressed by Privacy-ABCs,
requiring some degree of trust between the involved entities.

In this work, we focus on identifying the trust relationships between the in-
volved entities in Privacy-ABCs’ ecosystems and provide a concrete answer to
“who needs to trust whom on what?”. The rest of the paper is organized as fol-
lows: In Section 2, we elaborate on the definition of Trust, which we considered
in this paper. Section 3 provides a brief overview of the related work in the area
of identity management and trust relationships. Later in Section 4, we introduce
the entities involved in the life-cycle of Privacy-ABCs and their interactions.
Section 5 describes the required trust relationships from the perspective of each
entity introduced in Section 4. Then, in Section 6, we compare the complexity of
the systems based on Privacy-ABCs with the traditional systems in terms of the
required trust relationships. In the end, we conclude the discussion in Section 7.

2 The Concept of Trust

A wide variety of definitions of trust exist in the bibliography [5][6]. A compre-
hensive study of the concept has been presented in the work by McKnight and
Chervany [7], where the authors provide a classification system for different as-
pects of trust. In their work, they define trust intention as “the extent to which
one party is willing to depend on the other party in a given situation with a
feeling of relative security, even though negative consequences are possible.” [7]
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Their definition embodies (a) the prospect of negative consequences in case
the trusted party does not behave as expected, (b) the dependence on the trusted
party, (c) the feeling of security and the (d) situation-specific nature of trust. So,
trust intention shows the willingness to trust a given party in a given context,
and implies that the trusting entity has made a decision about the various risks
of allowing this trust.

3 Related Work

Josang et al. [8] analyse some of the trust requirements in several existing identity
management models. They consider the federated identity management model,
as well as the isolated or the centralized identity management model and they
focus on the trust requirements of the users in the service and identity service
providers, but also between the identity service providers and service providers.
However, this work does not cover the case of identity management based on
Privacy-ABCs.

Delessy et al. [9] define the Circle of Trust pattern, which represents a feder-
ation of service providers that share trust relationships. The focus of their work
however lays more on the architectural and behavioural aspects, rather than on
the trust requirements which must be met to establish a relationship between
two entities.

Later, Kylau et al. [10] concentrated explicitly on the federated identity man-
agement model and identify possible trust patterns and the associated trust
requirements based on a risk analysis. The authors extend their scenarios by
considering also scenarios with multiple federations.

To the best of our knowledge, there is no work that discusses systematically
the trust relationships in identity management systems that incorporate Privacy-
ABCs. However, some steps have been done in systematisation of threat anal-
ysis in such schemes, by the establishments of a quantitative threat modelling
methodology that can be used to identify privacy-related risks on Privacy-ABC
systems [4]. We perform our trust relationship analysis based on the risks iden-
tified by applying this methodology.

4 Privacy Preserving Attribute-based Credentials’
Life-Cycle

Figure 1 shows the entities that are involved during the life-cycle of Privacy-
ABCs [11]. The core entities are the User, the Issuer and the Verifier, while the
Revocation Authority and the Inspector are optional entities. The User interacts
with the Issuer and gets credentials, which later presents to the Verifiers in order
to access their services. The User has the control of which information from
which credentials she presents to which Verifier. The human User is represented
by her UserAgent, a software component running either on a local device (e.g.,
on the User’s computer or mobile phone) or remotely on a trusted cloud service.
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Fig. 1. Entities and relations in the Privacy-ABC’s architecture [11]

In addition, the User may also possess special hardware tokens, like smart cards,
to which credentials can be bound to improve security.

A Verifier is posing restrictions for the access to the resources and services
that it offers. These restrictions are described in a presentation policy and specify
which credentials Users must own and which attributes from these credentials
they must present in order to access the service. The User generates from her
credentials a presentation token, which corresponds to the Verifier’s presentation
policy and contains the required information and the supporting cryptographic
evidence.

The Revocation Authority is responsible for revoking issued credentials. Both
the User and the Verifier must obtain the most recent revocation information
from the Revocation Authority to generate presentation tokens and respectively,
verify them. The Inspector is an entity who can de-anonymize presentation to-
kens under specific circumstances. To make use of this feature, the Verifier must
specify in the presentation policy the conditions, i.e., which Inspector should be
able to recover which attribute(s) and under which circumstances. The User is
informed about the de-anonymization options at the time that the presentation
token is generated and she has to be involved actively to make this possible. In
an actual deployment, some of the above roles may actually be fulfilled by the
same entity or split among many. For example, an Issuer can at the same time
play the role of Revocation Authority and/or Inspector, or an Issuer could later
also be the Verifier of tokens derived from credentials that it issued [11].

5 Trust Relationships

In order to provide a comprehensible overview of the trust relationships, we de-
scribe the trust requirements from each entity’s perspective. Therefore, whoever
likes to realise one of the roles in the Privacy-ABCs’ ecosystem could easily re-
fer to that entity and learn about the necessary trust relationships that need
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to be established. Figure 2 depicts an overview of the identified trust relation-
ships between the involved parties. On the bottom of Figure 2, the general trust
requirements by all the parties are demonstrated.
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T1: Trust in the correctness of the crypto and theory

Fig. 2. Visualization of the trust relationships

5.1 Assumptions

Before delving into the trust relationships, it is important to elaborate on the
assumptions that are required for Privacy-ABCs to work. Privacy-ABCs are not
effective in cases where tracking and profiling methods that work based on net-
work level identifiers such as IP addresses or the ones in the lower levels. There-
fore, in order to benefit from the full set of features offered by Privacy-ABCs, the
underlying infrastructure must be privacy-friendly as well. The recommendation
for the users would be to employ network anonymizer tools to cope with this
issue.

Another important assumption concerns the verifiers’ enthusiasm for collect-
ing data. Theoretically, greedy verifiers have the chance to demand for any kind
of information they are interested in and avoid offering the service if the user
is not willing to disclose this information. Therefore, the assumption is that
the verifiers reduce the amount of requested information to the minimum level
possible either by regulation or any other mechanism in place.

5.2 Trust by All the Parties

Independent from their roles, all the involved parties need to consider a set of
fundamental trust assumptions that relates to design, implementation and setup
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of the underlying technologies. The most fundamental trust assumption by all
the involved parties concerns the theory behind the actual technologies utilized
underneath. Everybody needs to accept that in case of a proper implementation
and deployment, the cryptographic protocols will offer the functionalities and
the features that they claim.

T1. All the involved parties need to put trust in the correctness of the underlying
cryptographic protocols.

Even a protocol that is formally proven to be privacy preserving does not op-
erate appropriately when the implementation is flawed. Consequently, the real-
ization of the corresponding cryptographic protocol and the related components
must be trustworthy. For example, the Users need to trust the implementation of
the so-called UserAgent and the smart card application meaning that they must
rely on the assertion that the provided hardware and software components do
not misbehave in any way and under any circumstances, which might jeopardise
the User’s privacy.

T2. All the involved parties need to put trust in the trustworthiness of the im-
plemented platform and the integrity of the defined operations on each party.

A correct implementation of privacy preserving technologies cannot be trust-
worthy when the initialization phase has been compromised. For example, some
cryptographic parameters need to be generated in a certain way in order to
guaranty the privacy preserving features of a given technology. A diversion in
the initialization process might introduce vulnerabilities to the future operation
of the users.

T3. All the involved parties need to put trust in the trustworthiness of the system
setup and the initialization process.

5.3 Users’ Perspective

In typical scenarios, verifiers grant access to some services based on the creden-
tials that the users hold. A malicious issuer can trouble a user and cause denial
of service by not providing credible credentials in time or deliberately embedding
invalid information in the credentials. For example, in case of a voting scenario,
the issuer of ballots can block some specific group of users with fake technical
failures of the issuance service.

T4. The users need to put trust in the issuers delivering accurate and correct
credentials in a timely manner.

When designing a credential, the issuer must heed that the structure of the
attributes and the credential will not impair the principle of minimal disclosure.
For example, embracing name and birth date in another attribute such as reg-
istration ID is not an appropriate decision since presenting the latter to any
verifier results in undesirable disclosure of data.
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T5. The users need to trust that the issuers design the credentials in an appro-
priate manner, so that the credential content does not introduce any privacy risk
itself.

Similar to any other electronic certification system, dishonest issuers have the
possibility to block a user from accessing a service without any legitimate reason
by revoking her credentials. Therefore the users have to trust that the issuer has
no interest in disrupting users activities and will not take any action in this
regard as long as the terms of agreement are respected.

T6. The users need to trust that the issuers do not take any action to block the
use of credentials as long as the user complies with the agreements.

It is conceivable that a user loses control over her credentials and therefore
contacts the issuer requesting for revocation of that credentials. If the issuer
delays processing the user’s request the lost or stolen credentials can be misused
to harm the owner.

T7. The users need to trust that the issuers will promptly react and inform the
revocation authorities when the users claim losing control over their credentials.

One of the possible authentication levels using Privacy-ABCs is based on
a so-called scope-exclusive pseudonym where the verifier is able to impact the
generation of pseudonyms by the users and limit the number of partial identities
that a user can obtain in a specific context. For example, in case of an on-
line course evaluation system, the students should not be able to appear under
different identities and submit multiple feedbacks even though they are accessing
the system pseudonymously. In this case, the verifier imposes a specific scope to
the pseudonym generation process so that every time a user tries to access the
system, it has no choice other than showing up with the same pseudonym as
the previous time in this context. In this situations a dishonest verifier can try
to unveil the identity of a user in a pseudonymous context or correlate actives
by imposing the “same” scope identifier in generation of pseudonyms in another
context where the users are known to the system.

T8. The users need to trust that the verifiers do not misbehave in defining poli-
cies in order to cross-link different domains of activities.

If a revocation process exists in the deployment model the user needs to trust
on the correct and reliable performance of the revocation authority. Deliver-
ing illegitimate information or hindrance to provide genuine data can disrupt
granting user access to her desired services.

T9. The users need to trust that the revocation authorities perform honestly and
do not take any step towards blocking a user without legitimate grounds.
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Depending on the revocation mechanism, the user might need to show up with
her identifier to the revocation authority in order to obtain the non-revocation
evidence of her credentials for an upcoming transaction. If the revocation author-
ity and the verifier collude, they might try to correlate the access timestamps
and therefore discover the identity of the user who requested a service.

T10. The users need to trust that the revocation authorities do not take any step
towards collusion with the verifiers in order to profile the users.

Embedding encrypted identifying information within an authentication token
for inspection purposes makes the users dependent of the trustworthiness of the
inspector. As soon as the token is submitted to the verifier, the inspector is
able to lift the anonymity of the user and disclose her identity. Therefore the
role of inspector must be taken by an entity that a user has established trust
relationship with.

T11. The users need to trust that the inspectors do not disclose their identities
without making sure that the inspection grounds hold.

5.4 Verifiers’ Perspective

Provisioning of the users in the ecosystem is one of the major points where the
verifiers have to trust the issuers to precisely check upon the attributes that they
are attesting. The verifiers rely on the information that is certified by the issuers
for the authentication phase so the issuers assumed to be trustful.

T12. The verifiers need to trust that the issuers are diligent and meticulous
when evaluating and attesting the users’ attributes.

When a user loses her credibility, it is the issuer’s responsibility to take the
appropriate action in order to block the further use of the respective credentials.
Therefore, the verifiers rely on the issuers to immediately request revocation of
the user’s credentials when a user is not entitled anymore.

T13. The verifiers need to trust that the issuers will promptly react to inform
the revocation authorities when a credential loses its validity.

In an authentication scenario where inspection is enabled, the only party who
is able to identify a misbehaving user is the inspector. The verifier is not able to
deal with the case if the inspector does not to cooperate. Therefore, similar to
trust relationship T11 by the users, the verifiers dependent of the fairness and
honesty of the inspector.

T14. The verifiers need to trust that the inspectors fulfil their commitments and
will investigate the reported cases fairly and deliver the identifiable information
in case of verified circumstances.
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The validity of credentials without expiration information is checked through
the information that the verifier acquires from the revocation authority. A com-
promised revocation authority can deliver outdated or illegitimate information
to enable a user to get access to resources even with revoked credentials. There-
fore the revocation authority needs to be a trusted entity from the verifiers’
perspective.

T15. The verifiers need to trust that the revocation authorities perform honestly
and deliver the latest genuine information to the verifiers.

Often user credentials are designed for individual use, and sharing is not al-
lowed., Even though security measures such as hardware tokens can be employed
to support this policy limit the usage of the credentials to the owners, the users
can still share the tokens and let others benefit from services that they are not
normally eligible for. The verifiers have no choice than trusting the users and
the infrastructure on this matter.

T16. The verifiers need to trust that the users do not share their credentials
with the others, if this would be against the policy.

5.5 Issuers’ Perspective

As mentioned earlier T13, the issuer is responsible to take the appropriate steps
to block further use of a credential when it loses its validity. The issuer has to
initiates the revocation process with the revocation authority and trust that the
revocation authority promptly reacts to it in order to disseminate the revocation
status of the credential. A compromised revocation authority can delay or ignore
this process to let the user benefit from existing services.

T17. The Issuers need to trust that the revocation authorities perform honestly
and react to the revocation requests promptly and without any delay.

5.6 Inspectors’ Perspective

In order to have a fair inspection process, the inspection grounds must be pre-
cisely and clearly communicated to the users in advance. In case of an inspection
request, the inspector has to rely on the verifier that the users had been informed
about these conditions properly.

T18. The Inspector need to trust that the verifier has properly informed the users
about the actual circumstances that entitle the verifier for de-anonymisation of
the users.

5.7 Revocation Authorities’ Perspective

Revocation authorities are in charge of delivering up-to-date information about
the credentials’ revocation status to the users and the verifiers. However, they
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are not in a position to decide whether a credential must be revoked or not,
without receiving revocation requests from the issuers. Therefore, their correct
operations depends on the diligent performance of the issuers.

T19. In order to provide reliable service, the revocation authorities meed to
trust that the issuers deliver legitimate and timely information of the revoked
credentials.

6 Added Complexity

In order to better illustrate the added complexity compared to the traditional
authentication schemes without Privacy-ABCs, we analysed the case of passport
documents to find out about the overhead for enhancing privacy in terms of trust
relationships. In our analysis, we exclude the first three trust relationships (T1,
T2, and T3) since they concern the theoretical and operational correctness of
the crypto and the protocols.

From the rest, T11, T14 and T'18 do not exist in the case of passport docu-
ments, as there is no Inspector role involved. Interestingly, there are only three
more trust relationships that do not hold for passport documents and all of
them are from the users’ perspective. T5, T8 and T10 focus on the problem of
privacy and profiling, thus they are not applicable for passports. Investigating
the remaining 10 trust relationships, we concluded that all of them are valid for
the passport document scenarios. As a result, the added complexity due to the
privacy requirements is 6 trust relationships out of 16.

7 Conclusion

Privacy-ABCs are powerful techniques to cope with security and privacy re-
quirements at the same time. Extensive research has been conducted to under-
stand Privacy-ABCs and bring them into practice[12][13][1]. In order to deploy
Privacy-ABCs in real application scenarios, a clear understanding of the trust
relationships between the involved entities is unavoidable. In this work, we inves-
tigated the questions of “who needs to trust whom on what?” and introduced the
necessary trust relationships between the architectural entities of the Privacy-
ABCs’ ecosystems. However, a particular application might potentially introduce
further trust dependencies, and therefore, the proposed list might get extended.

In summary, nineteen trust relationships were identified, from which three of
them considered to be generic trust in the correctness of the design, implementa-
tion and initialization of the crypto algorithms and the protocols. Furthermore,
it turned out that the credential “Issuer” is the entity that has to be trusted
the most and the “User” is the one who is putting the most trust in the others’
correct performance. Comparing the trust relationships to the case of passport
documents, as an example for traditional certificates, we identified six of them
to be the additional requirements introduced by Privacy-ABCs.



Trust Relationships in Privacy-ABCs’ Ecosystems 23

Acknowledgements. The research leading to these results has received funding
from the European Community’s Seventh Framework Programme (FP7/2007-
2013) under Grant Agreement no. 257782 for the project Attribute-based Cre-
dentials for Trust (ABC4Trust).

References

-

® N o o

10.

11.

12.

13.

Attribute-based Crednetials for Trust (ABC4Trust) EU Project,
https://abcdtrust.eu/

Microsoft U-Prove, http://www.microsoft.com/uprove

Identity Mixer, http://idemix.wordpress.com/

Luna, J., Suri, N.; Krontiris, I.: Privacy-by-design based on quantitative threat
modeling. In: 2012 7th International Conference on Risk and Security of Internet
and Systems (CRiSIS), pp. 1-8. IEEE (2012)

Hardin, R.: Trust and trustworthiness, vol. 4. Russell Sage Foundation (2004)
O’Hara, K.: Trust: From Socrates to Spin. Icon Books Ltd. (2004)

Mcknight, D.H., Chervany, N.L.: The meanings of trust. Tech. Rep (1996)
Jgsang, A., Presti, S.L.: Analysing the relationship between risk and trust. In:
Jensen, C., Poslad, S., Dimitrakos, T. (eds.) iTrust 2004. LNCS, vol. 2995,
pp. 135-145. Springer, Heidelberg (2004)

Delessy, N., Fernandez, E.B., Larrondo-Petrie, M.M.: A pattern language for iden-
tity management. In: Proceedings of the International Multi-Conference on Com-
puting in the Global Information Technology, ICCGI 2007, p. 31. IEEE Computer
Society, Washington, DC (2007), http://dx.doi.org/10.1109/ICCGI.2007.5
Kylau, U., Thomas, I., Menzel, M., Meinel, C.: Trust requirements in identity
federation topologies. In: Proceedings of the 2009 International Conference on Ad-
vanced Information Networking and Applications, AINA 2009, pp. 137-145. IEEE
Computer Society, Washington, DC (2009), http://dx.doi.org/10.1109/AINA.
2009.80

D2.1 Architecture for Attribute-based Credential Technologies Version 1, https://
abc4trust.eu/download/ABC4Trust-D2. 1-Architecture-V1. pdf.

PRIME - Privacy and Identity Management for Europe, https://www.
prime-project.eu/

PrimeLife EU Project, http://primelife.ercim.eu/


https://abc4trust.eu/
http://www.microsoft.com/uprove
http://idemix.wordpress.com/
http://dx.doi.org/10.1109/ICCGI.2007.5
http://dx.doi.org/10.1109/AINA.2009.80
http://dx.doi.org/10.1109/AINA.2009.80
https://abc4trust.eu/download/ABC4Trust-D2.1-Architecture-V1.pdf
https://abc4trust.eu/download/ABC4Trust-D2.1-Architecture-V1.pdf
https://www.prime-project.eu/
https://www.prime-project.eu/
http://primelife.ercim.eu/

Android Malware Detection
Based on Software Complexity Metrics

Mykola Protsenko and Tilo Miiller

Department of Computer Science
Friedrich-Alexander-Universitét Erlangen-Niirnberg
mykola.protsenko@fau.de, tilo.mueller@cs.fau.de

Abstract. In this paper, we propose a new approach for the static detec-
tion of Android malware by means of machine learning that is based on
software complexity metrics, such as McCabe’s Cyclomatic Complexity
and the Chidamber and Kemerer Metrics Suite. The practical evaluation
of our approach, involving 20,703 benign and 11,444 malicious apps, wit-
nesses a high classification quality of our proposed method, and we assess
its resilience against common obfuscation transformations. With respect
to our large-scale test set of more than 32,000 apps, we show a true posi-
tive rate of up to 93% and a false positive rate of 0.5% for unobfuscated
malware samples. For obfuscated malware samples, however, we regis-
ter a significant drop of the true positive rate, whereas permission-based
classification schemes are immune against such program transformations.
According to these results, we advocate for our new method to be a use-
ful detector for samples within a malware family sharing functionality
and source code. Our approach is more conservative than permission-
based classifications, and might hence be more suitable for an automated
weighting of Android apps, e.g., by the Google Bouncer.

1 Introduction

According to a recent security report [1], Android still remains the most popular
platform for malware writers. About 99% of new mobile malware samples found
in 2013 are targeting Android. Despite the attention this threat has drawn in
both academia and industry, the explosive growth of known Android malware
between 2011 and 2012 could not effectively be restricted. Quite the contrary, the
number of Android malware samples was reported to have increased four times
between 2012 and 2013, while the number of malware families increased by only
69% over the same period of time [2]. These numbers suggest that new malware
samples most often belong to existing malware families, supporting the theory
of broad code reuse among malware authors, and hence, reasoning our approach
to classify malware based on software metrics. Moreover, these statistics confirm
considerable flaws in current malware detection systems, e.g., inside the Google
Bouncer. As a consequence, we must keep looking for efficient alternatives to
detect Android malware without rejecting legitimate apps.

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 24-35, 2014.
© Springer International Publishing Switzerland 2014
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1.1 Contributions

In this paper, we address the issue of static malware detection by proposing
a new approach that utilizes machine learning applied on attributes which are
based on software complexity metrics. Complexity metrics can be found in the
classic literature for software engineering and are known as McCabe’s Cyclomatic
Complezity [3] and the Chidamber and Kemerer Metrics Suite [4], for example
(see Sect. 2.1). Our selected set of metrics comprises control- and data-flow met-
rics as well as object-oriented design metrics. To assess the effectiveness of our
proposed method, we perform a large-scale evaluation and compare it to An-
droid malware classification based on permissions. As permission-based malware
classification is well-known in the literature [5], and has already been applied in
practice by sandboxes, we use its detection rate as a reference value.

In our first scenario, we involve more than 32,000 apps, including over 11,000
malicious apps, and demonstrate that the detection rate of our method is more
accurate than its permission-based counterpart. For example, the true positive
rate of our method reaches up to 93%, just like the permission-based approach,
but its overall AUC value [6] is higher due to a better false positive rate, namely
0.5% rather than 2.5%. In a second scenario, which involves over 30,000 apps,
we utilize strong obfuscation transformations for changing the code structure of
malware samples in an automated fashion. This obfuscation step is based on
PANDORA [7], a transformation system for Android bytecode without requir-
ing the source code of an app. In consequence of this obfuscation, the metrics-
based detection experiences a decrease of its accuracy, whereas the permission-
based approach is independent from an app’s internal structure. For example,
the AUC value of our approach decreases to 0.95 for obfuscated malware, while
the permission-based approach remains 0.98.

According to these results, we advocate for our new method to be a useful
detector for “refurbished” malware in the first place, i.e., for malware samples
within a family that shares functionality and source code. If the detection of
shared code is intentionally destroyed by obfuscation, or if new malware families
emerge, traditional permission-based methods outperform our approach. How-
ever, permission-based methods often misclassify social media apps and those
that require an immense set of privacy-related permissions. With respect to these
apps, our approach is more conservative and could hence be more practical for
weighting systems like the Google Bouncer.

1.2 Background and Related Work

The classification of malware based on machine learning has a long history on
Windows. In 2006, Kolter and Maloof [8] have applied machine learning on fea-
tures such as n-grams of code bytes, i.e., sequences of n bytes of binary code.
Since the number of distinct n-grams can be quite large, they applied an infor-
mation gain attribute ranking to select most relevant n-grams. Their practical
evaluation involved more than 3,500 benign and malicious executables and in-
dicated a detection performance with a true positive rate of 0.98 and a false
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positive rate of 0.05. In 2013, Kong and Yan [9] proposed an automated clas-
sification of Windows malware based on function call graphs, extended with
additional features such as APT calls and I/O operations.

On Android, recently proposed malware classification based on static features
utilizes attributes that can easily be extracted, such as permissions. DroidMat,
presented by Dong-Jie et al. [10] in 2012, consults permissions, intents, inter-
component communication, and API calls to distinguish malicious apps from
benign ones. The detection performance was evaluated on a data set of 1,500
benign and 238 malicious apps and compared with the Androguard risk rank-
ing tool with respect to detection metrics like the accuracy. In 2013, Sanz et
al. [5,11,12] performed an evaluation of machine learning approaches based on
such static app properties as permissions [5], string constants [12], and uses-
feature tags of Android manifest files [11]. Their evaluation involved two data
sets, one with 357 benign and 249 malicious apps, the other with 333 benign
and 333 malicious apps. In 2014, Arp et al. [13] presented DREBIN, an on-
device malware detection tool utilizing machine learning based on features like
requested hardware components, permissions, names of app components, intents,
and API calls. The large-scale evaluation on the data set with nearly 130,000
apps demonstrated a detection performance of 94% with a false positive rate of
1%, outperforming the number of competing anti-virus scanners.

Besides static malware detection, machine learning is often used in combina-
tion with dynamic malware analysis. In 2011, the Crowdroid system by Burguera
et al. [14] was proposed to perform the detection of malicious apps based on their
runtime behavior, which is submitted to a central server rather than being pro-
cessed on the device. This scheme aims to improve the detection performance
by analyzing behavior traces collected from multiple users. In 2012, Shabtai et
al. [15] proposed a behavioral based system named Andromaly, which also em-
ploys machine learning for the detection of malware based on dynamic events
that are collected at an app’s runtime.

2 Attribute Sets for Machine Learning

In this section, we introduce software complexity metrics known from the soft-
ware engineering literature and define which of these metrics we pick for our
attribute set (Sect. 2.1). Moreover, as our practical evaluation is based on the
comparison of two attribute sets, we discuss Android-specific attributes such as
permissions (Sect. 2.2).

2.1 Software Complexity Metrics

Software complexity metrics were traditionally used to ensure the maintainability
and testability of software projects, and to identify code parts with potentially
high bug density, in the field of software engineering. Our set of selected metrics
reflects the complexity of a program’s control flow, data flow, and object-oriented
design (OOD). These metrics turned out to be also useful in the field of malware
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classification. In the following, we describe the selected metrics in more detail.
To employ them in our detection system, we implemented their computation on
top of the SOOT optimization and analysis framework [16].

Lines of Code. The first and the simplest metric we use is the number of
Dalvik instructions, which we denote as the number of lines of code (LOC).

McCabe’s Cyclomatic Complexity. One of the oldest and yet still most
widely used metrics is the cyclomatic complexity first introduced by McCabe
in 1976 [3]. This complexity measure is based on the cyclomatic number of a
function’s control flow graph (CFG), which corresponds to the number of the
linearly independent paths in the graph. Grounding on McCabe’s definition, we
compute the control flow complexity of a function as v =e —n +r + 1, with e,
n, and r being the number of edges, nodes, and return nodes of the control flow
graph, respectively.

The Dependency Degree. As a measure for a function’s data flow complex-
ity, we use the dependency degree metric proposed by Beyer and Fararooy in
2010 [17]. This metric incorporates dependencies between the instructions using
local variables and their defining statements. For a given CFG, its dependency
graph S¢ = (B, E) is built by B, which is defined as the node set corresponding
to a function’s instruction set, and FE, which is the set of directed edges that
connect the instruction nodes with other instructions they depend on. The de-
pendency degree of one instruction is defined as the degree of its corresponding
node. The dependency degree of a whole function is defined as the sum of the
dependency degrees of all its instructions, i.e., the total number of edges in a
function’s dependency graph.

The Chidamber and Kemerer Metrics Suite. The two previously described
metrics both measure the complexity of a single function. The complexity of an
app’s object-oriented design can be evaluated with the metrics suite proposed
by Chidamber and Kemerer in 1994 [4]. The six class complexity metrics of this
suite are defined as follows:

Weighted Methods per Class (WMC) is defined as a sum of all methods

complexity weights. For the sake of simplicity, we assign each method a

weight 1 yielding the WMC' the total number of methods in a given class.

— Depth of Inheritance Tree (DIT) is the classes depth in the inheritance tree
starting from the root node corresponding to java.lang.0Object.

— Number of Children (NOC) counts all direct subclasses of a given class.

— Coupling Between the Object classes (CBO) counts all classes a given one is
coupled to. Two classes are considered coupled, if one calls another’s methods
or uses its instance variables.

— Response set For a Class (RFC) is the sum of methods that is declared in a
class and the methods called from those.

— Lack of Cohesion in Methods (LCOM): For class methods My, My, ..., M,

let I; be the set of the instance variables used by method M, and define

P = {(IZ,I])‘I, ﬂlj = @} as well as Q = {(I,,I]”Izﬂfj 7& @} The LCOM

metric is then computed as LCOM = maz{|P| — |Q|,0}.
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Aggregation. Since all previously described metrics measure either the com-
plexity of a single method or that of a single class, additional processing is
required to convert those into whole-app attributes. In a first step, we convert
method-level metrics into class-level metrics by aggregating the metrics of all
classes methods with the following six functions: minimum (min), maximum
(maz), sum (sum), average (avg), median (med), and variance (var). In a sec-
ond step, the class-level metrics, including those resulting from the first step,
are aggregated in the same way for the whole app. For example, the app at-
tribute Cyclomatic.var.max denotes the maximum variance of the cyclomatic
complexity among all classes. According to these aggregation rules, for the three
method-level and six class-level metrics described in the previous paragraphs,
we obtain 3-6-6 4 6 - 6 = 144 complexity attributes in total.

2.2 Android-Specific Attributes

Our second attribute set is given by Android-specific attributes such as permis-
sions. We investigated Android-specific features to compare them with software
complexity metrics regarding their usefulness for malware detection. Note that
in general, permissions requested in a manifest file often differ from the set of
actually used permissions. Moreover, the number of available permissions varies
with the Android API level [18]. In our study, we utilized the Androguard tool
by Desnos and Gueguen [19], which supports a set of 199 permissions.

Aside from Android permissions, we also extracted eight features that are
mostly specific to Android apps and can additionally be extracted by the Andro-
guard tool, including the number of the app components, i.e., Activities, Services,
Broadcast Receivers and Service Providers, as well as the presence of native, dy-
namic, and reflective code, and the ASCII obfuscation of string constants. Taking
into account 144 complexity metrics, as described above, 199 permissions, and
these eight attributes, gives us a total number of 351 app attributes serving as
a basis for our evaluation. As explained in Sect. 4.3, however, the latter eight
attributes were inappropriate for classification and discarded.

3 Obfuscation Transformations

Recent studies [7,20] confirm the low performance of commercial anti-virus prod-
ucts for Android in face of obfuscation and program transformations. To over-
come such flaws in the future, new malware detection systems must compete with
obfuscation. To evaluate the resilience of our detection system against common
program transformations, we have applied various code obfuscation techniques
to a set of malware samples. The obfuscation was performed by means of the
PANDORA framework proposed by Protsenko and Miiller [7]. The provided
transformation set is able to perform significant changes to an app’s bytecode
without requiring its source code. These transformations strongly affect the com-
plexity metrics described above, without affecting its Android-specific attributes
like permissions. In Section 3.1 and 3.2, we give a brief description of all trans-
formations we applied.
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3.1 Data and Control Flow Obfuscation

The first group of obfuscation techniques we applied aims to disguise the usage
of local variables by obfuscating the control and data flow of program methods.
These transformations tend to increase the values of the method-level metrics
such as the cyclomatic complexity and the dependency degree.

— String Encryption: We encrypt string constants by using the Vigenere en-
cryption algorithm as well as a modification of the Caesar cipher with the
key sequence generated the Linear Congruential Method. The decryption
code is inserted after each string constant.

— Integer Encoding: Integer variables are obfuscated by splitting them into a
quotient and a remainder for a constant divisor, and by applying a linear
transformation to it, i.e., by multiplying a constant value and adding another
constant value.

— Array Index Shift: The access to array elements is obfuscated by shifting
their index values.

— Locals Composition: We unite some of the local variables of the same type
into arrays and maps with random integer, character, and string keys.

3.2 Object-Oriented Design Obfuscation

The following obfuscation transformations modify and increase the complexity
of an app’s object-oriented design.

— FEncapsulate Field: For a given instance or class variable, we create getter
and setter methods and modify all usages and definitions of this variable to
utilize these auxiliary methods.

— Move Fields and Methods: Both static and non-static methods and fields are
occasionally moved from one class to another.

— Merge Methods: Two methods declared in the same class and having the same
return type can be merged in one method, which has a combined parameter
list plus one additional parameter to decide which of the code sequences is
to be executed.

— Drop Modifiers: For classes, methods and fields, we discard access restric-
tion modifiers, i.e., private, protected, and final, which allows for more
obfuscation transformations.

— FExtract Method: For methods with a signature that cannot be changed, e.g.,
app entry points, we outline method bodies to new methods. This enables
other transformations to be applied on those methods, too.

4 Evaluation

In this section, we first describe the data sets and evaluation criteria we used to
test our metrics-based classification scheme. We then summarize the results of
two test scenarios, one with plain Android apps and the other with obfuscated
apps, as described above. For the practical classification, we utilized the WEKA
machine learning framework by Hall et al. [21]. WEKA is a collection of popular
machine learning algorithms that can be applied to a given data set without the
need to implement algorithms from-scratch.
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4.1 Data Sets of Benign and Malicious Android Apps

The data sets we used during our evaluation were composed of Android apps
collected for the Mobile-Sandbox by Spreitzenbarth et al. [22]. These apps were
already classified into benign and malicious samples. Out of over 136,000 avail-
able apps from Google’s official Play Store, and out of over 40,000 malicious
samples identified by VirusTotal, representing 192 malware families, we ran-
domly selected 32,147 distinct apps. In detail, we selected 20,703 benign apps
and 11,444 malicious apps from 66 families, with at least 10 samples per family.
We grouped the selected samples into the following data sets, each containing
only distinct apps in their original or obfuscated form:

— Dataset 1: 32,147 apps; 20,703 benign and 11,444 malicious.
— Dataset 2: 16,104 apps; 10,380 benign and 5,724 malicious.
— Dataset 3: 14,221 apps; 10,323 benign and 3,898 obfuscated malicious.

Note that for each malicious sample from Dataset 3, there are samples in
Dataset 2 representing the same malware family.

4.2 Evaluation Criteria

During our evaluation, we have employed the usual metrics for classifying the
quality of machine learning algorithms [23], outlined in the following:

— True Positive Rate: The ratio of correctly detected malicious samples.

— False Positive Rate: The ratio of misclassified benign samples.

Accuracy (ACC): The number of correctly classified samples.

Area under the ROC Curve (AUC): The probability that a randomly chosen
malicious sample will be correctly classified [6].

AUC can be considered as the summary metric reflecting the classification
ability of an algorithm. Hosmer et al. [23] propose the following guidelines for
assessing the classification quality by the AUC value: For AUC > 0.9 they refer
to an outstanding discrimination, 0.8 > AUC < 0.9 yields an excellent discrim-
ination, and for 0.7 > AUC < 0.8 the discrimination is considered acceptable.
AUC values below 0.7 witness poor practical usefulness of the classifier.

4.3 Attribute Ranking

As described in Sect 2, the attribute set of our evaluation includes 144 com-
plexity metrics, 199 permissions, and eight other Android-specific features. For
the resulting total number of app attributes, namely 351, we do not expect all
attributes to be equally useful for the distinction of malicious and benign apps.
For instance, some permissions do not occur in any app of our test sets, such as
MANAGE USB and WRITE CALL LOG. Additionally, some of the aggregated complex-
ity metrics are expected to have high correlation, and hence induce attributes
that can be dropped without significant loss of the prediction quality.
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Table 1. No Obfuscation, 25 attributes

(a) Complexity Metrics (b) Permissions
Algorithm AUC ACC TPR FPR Algorithm AUC ACC TPR FPR
RandomForest -I 100 0.993 97.3186 0.934 0.005 RandomForest -1 50 0.969 93.9590 0.878 0.026
RotationForest 0.988 96.6933 0.924 0.010 IBk -K 1 0.968 93.8812 0.880 0.029
Bagging 0.985 95.3339 0.902 0.019 Bagging 0.965 93.5173 0.875 0.031
Decorate 0.977 94.7647 0.936 0.046 DTNB 0.965 93.4831 0.858 0.023
DTNB 0.970 93.1595 0.847 0.022 RandomTree 0.964 93.8937 0.878 0.028
IBk -K 3 0.967 92.7303 0.918 0.068 PART 0.962 93.7941 0.875 0.027
PART 0.958 91.5855 0.863 0.055 RotationForest 0.958 93.8346 0.877 0.028

To reduce the attributes to a small subset of the most relevant ones, we fol-
low the example of Kolter and Maloof [8] and perform attribute ranking by
means of the information gain. Note that the result of this ranking depends
on the training set, so we obtained different ranking results for our two differ-
ent scenarios. In both cases, however, the top-ranked permissions are SEND SMS,
READ PHONE STATE, RECEIVE BOOT COMPLETED, and READ SMS. The top Android-
specific features are represented by number of services and broadcast receivers.

Also note that in both scenarios, the complexity metrics clearly dominate in the
Top-100 ranking, leaving place for only two Android-specific features, and four or
two permissions in case of obfuscation disabled or enabled, respectively. Therefore,
due to their low ranking, we decided to exclude Android-specific features other than
permissions from further evaluation. From the remaining attributes, we analyzed
two distinct attribute sets: complexity metrics and permissions. This decision was
also supported by our goal to maintain comparability of the metrics with previous
permission-based classification schemes from Sanz et al. [5].

4.4 Scenario 1: No Obfuscation

In the first evaluation scenario, we measure the qualities of metrics-based clas-
sification in comparison to permission-based classification without obfuscating
apps. For this purpose, we performed a ten-fold cross-validation on Testset 1
with different machine learning algorithms. The classification results for the top
performing algorithms from the WEKA framework [21], namely RandomForest,
RotationForest, Bagging, Decorate, DTNB, IBk, and PART, are summarized in
Tab. 1 for the Top-25 attributes, and in Tab. 2 for the Top-50 attributes.

For both Top-25 and Top-50 selected attributes, the results demonstrated by
the permission-based detection were slightly outperformed by our new approach
based on complexity metrics. Among all attribute sets and classification algo-
rithms, the overall leadership belongs to RandomForest with 100 trees trained
on the Top-25 complexity metric-attributes with an outstanding AUC value of
0.993, and the true positive and false positive rates of 93.5% and 0.5% respec-
tively. It is worth noting, that an increase from 25 to 50 attributes resulted
in a slightly lower performance for the metrics-based scheme, whereas for the
permission-based scheme the opposite was the case.

The result of our experiment for the permission-based classification is consis-
tent with the results obtained by Sanz et al. [5], although they obtained slightly
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Table 2. No Obfuscation, 50 attributes

(a) Complexity Metrics (b) Permissions
Algorithm AUC[ ACC [TPR[FPR Algorithm AUC[ ACC [TPR[FPR
RandomForest -1 100]0.092 |97.1164/0.930[0.006| [RandomForest -1 100]0.984 |95.7725|0.930|0.027
RotationForest | 0.988 |96.5596|0.925 |0.012 Bk K 3 0.98395.0135]0.927 |0.037
Decorate 0.986 |96.4196]0.931 |0.017 Bagging 0.97894.7522|0.912|0.033
Bagging 0.986 |95.4273(0.903|0.017 DTNB 0.976 |94.8829]0.897 |0.023
Bk -K 3 0.972[93.2095(0.929[0.065 RotationForest | 0.974 |95.2873]0.914]0.026
DTNB 0.969 |93.2498]0.847 |0.020 PART 0.973]95.2219]0.922|0.031
PART 0.958 |92.6867]0.902 |0.059 Decorate 0.973]94.7118]0.9130.034

Table 3. Obfuscation enabled, 25 attributes

(a) Complexity Metrics (b) Permissions
Algorithm AUC ACC TPR FPR Algorithm AUC ACC TPR FPR
RandomForest -1 50 0.867 72.2242 0.013 0.010 RandomForest -I 50 0.963 94.4378 0.867 0.026
Bagging 0.808 71.9640 0.049 0.027 IBk -K 1 0.962 94.2761 0.870 0.030
NaiveBayes 0.796 84.9589 0.758 0.116 Bagging 0.959 93.8190 0.862 0.033
DTNB 0.784 73.5532 0.144 0.041 DTNB 0.958 94.1706 0.847 0.023
RotationForest 0.691 71.8866 0.014 0.015 PART 0.956 94.0721 0.860 0.029
IBk -K 3 0.659 70.5858 0.146 0.083 RotationForest 0.947 94.0089 0.860 0.030
Decorate 0.644 71.6476 0.068 0.039 Decorate 0.941 93.7768 0.861 0.033

weaker results. Moreover, Sanz et al. did not perform attribute ranking but uti-
lized complete permission set. In terms of AUC, the best algorithm in their
evaluation was RandomForest with 10 trees, showing the AUC, true positive,
and false positive rates of 0.92, 0.91, and 0.19, respectively.

4.5 Scenario 2: Obfuscation Enabled

In the second evaluation scenario, we tested the classification effectiveness of
both approaches with the presence of obfuscated apps. Since we decided to put
obfuscated samples only in the test set, but not in the training set, we had
to refrain from employing cross-validation in this scenario. Instead, we used
Dataset 2 as a training set, and Dataset 3 as an evaluation set. The results of
our evaluation for the complexity metrics and permission-based approaches with
the Top-25 and Top-50 attributes, respectively, are given in Tab. 3 and Tab. 4.

As expected, the classification performance of the permissions-based machine
learning keeps the high level showed in the previous scenario, since obfuscation
transformations do not affect app permissions. The complexity metrics-based
classification, on the contrary, shows a significant drop of its detection quality.
In case of Top-25 attributes, the results are not satisfactory at all, whereas for
the Top-50 attributes, we can distinguish the SimpleLogistic classifier with more
than acceptable values of AUC, and true positive and false positive rates, namely
0.947, 92.9%, and 0.055, respectively.

Since according to our results, the best performance for the Top-50 complexity
metrics attributes was shown by RandomForest with 100 trees for no obfuscation
and by SimpleLogistic in case of enabled obfuscation, we have tried to combine those
classifiers in order to achieve good performance in both evaluation scenarios. For
this purpose, we have used the Voting approach, which allows the combination of
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Table 4. Obfuscation enabled, 50 attributes

(a) Complexity Metrics (b) Permissions
Algorithm __[AUC| ACC |[TPR[FPR Algorithm __[AUC| ACC |[TPR[FPR
SimpleLogistic | 0.947 [92.8908|0.885]0.055| |[RandomForest -L 100 0.981 [95.5629]0.916|0.029
RandomForest -1 100] 0.940 |75.59950.1290.007 Bk K 1 0.979 [95.2746]0.919]0.035
Bagging 0.921 [84.9940[0.519]0.025 Bagging 0.975 |94.6417]0.8880.031
RotationForest | 0.83673.7993|0.083]0.015 DTNB 0.971[95.2394]0.877/0.019
LogitBoost 0.812 [80.2686]0.4610.068 RandomTreec | 0.967 [94.9300]0.915]0.038
Dagging 0.753 |75.0581]0.144]0.008 Decorate 0.967 [94.5292(0.894(0.035
Decorate 0.793 | 73.736 [0.140|0.037 PART 0.965 |94.8878]0.909]0.036

Table 5. The Voting Approach, RandomForest -1 100 and SimpleLogistic

(a) 25 Attributes (b) 50 Attributes
AUC| ACC [TPR[FPR AUC| ACC [TPR[FPR
No Obfuscation | 0.96593.4955|0.873]0.031 No Obfuscation | 0.990 [96.2983|0.912]0.009

Obfuscation Enabled|0.838(73.6165/0.061|0.009 Obfuscation Enabled|0.965 [92.3845|0.7540.012

single classifiers. The evaluation results for the combination of the RandomForest
with 100 trees and SimpleLogistic classifier are presented in Tab. 5.

According to the results of the voting-based approach, we were able to improve
the detection for obfuscated apps without significantly loosing quality in the non-
obfuscation scenario. The classification quality, however, is still only acceptable
in case we use the Top-50 attributes. At this point, we want to emphasize that
although the results showed by the permission-based detection outperform the
proposed complexity metrics-approach, their results can still be considered high.
Furthermore, the false positive rate for obfuscated samples is at most 1.2% and
hence, consistently lower than the false positive rate of the permission-based
approach. As a consequence, metrics-based classification can be considered more
conservative than permission-based classification.

To substantiate our assertion, we have additionally investigated the classifica-
tion of twelve popular social media and messaging apps, including Facebook,
Google+, Skype, ChatOn, and more. This kind of apps is particularly interesting,
as they are known for their extensive use of privacy-related permissions and regu-
larly head the Play Store list of popular apps. Whereas the permission-based ap-
proach misclassified three out of twelve social media apps, which corresponds to a
false positive rate of 25%, the metrics-based approach did not misclassify any of
these apps.

5 Conclusion and Future Work

In this paper, we proposed a novel machine learning approach for static malware
detection on Android that is based on software complexity metrics rather than
permissions. Our large-scale evaluation, comprising data sets of more than 32,000
apps in total, has indicated a high detection quality for unobfuscated malware
samples which outperforms the classic permission-based approach. In our evalua-
tion scenario involving obfuscation transformations, however, the metrics-based
detection has a lower true positive rate than the permission-based detection. As
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an advantage, also the false positive rate is lower and hence, we emphasize the
usefulness of our method to detect new or refactored samples of known malware
families. The metrics-based classification can be considered for conservative app
weighting in automated analysis systems, such as the Google Bouncer. To sub-
stantiate our line of reasoning, we investigated twelve popular social media apps
showing a high false positive rate for permission-based classification but none for
metrics-based classification. Investigating this effect in more detail, and limiting
our false positive rate further, remains an important subject of future work.
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Abstract. The problem of processing I'T security incidents is a key task
in the field of security service management. This paper addresses the
problem of effectively assigning and scheduling security incidents to the
members of the IT staff. To solve this problem, we propose an innova-
tive approach to assign staff members to security incidents by applying
mathematical programming to the field of IT security management. We
formulate an optimization model and propose efficient solution methods.
The numerical simulations show that our approach improves current best
practice behaviour significantly.

Keywords: IT Security Incidents, IT Security Services, Decision Sup-
port System, Heuristics, Optimization, Computational Experiment.

1 Introduction

According to a report by [3], Dun & Bradstreet refered that 59 % of Fortune
500 companies experience at least 1.6 hours of downtime of IT systems per week
(about 83 hours per year). To illustrate the dimension of potential costs, [3]
gives the following example: “Assume that an average Fortune 500 company has
10,000 employees who are paid an average of $56 per hour, including benefits
($40 per hour salary + $16 per hour in benefits). Just the labour component of
downtime costs for such a company would be $896,000 weekly, which translates
into more than $46 million per year.” From these figures it can be concluded
that severe downtimes of I'T systems often cost a significant amount of money.

Therefore, IT security incidents or outages of possibly different types (e.g.
server failure due to hijacking) require processing as soon as possible by the IT
staff members. Thus, effective and efficient scheduling of their staff is regarded
as one of the critical tasks for an organization’s IT support. Interestingly, this
challenge has only rarely been addressed in the literature (see section 2).

We address this identified research gap and propose an innovative approach by
introducing methods of operations research (OR) to solve questions arising in the
field of IT security management. To the best of our knowledge, there is no work
including the powerful methods of OR to IT security management, although this
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is a very promising symbiosis in our opinion. Hence, we propose an optimiza-
tion model for optimally assigning and scheduling security incidents to IT staff
members. A strong advantage of our approach is its widespread applicability,
because the model can also be established in general IT incident management
frameworks which are not security related. We show that our approach improves
current best practice significantly. When designing our model, we were highly
influenced by ITIL [6]. In ITIL there are several processes defined, one of them
being “Incident Management” that manages the life cycle of all incidents. The
main purpose of incident management is to return the IT service as soon as pos-
sible. In this investigation, we concentrate on the “Incident Resolution Time”
that is the average time for resolving an incident grouped into severity priorities.
Thereby, we focus on a first level support. Our paper contributes to the usability
of security services in the form of decision analytics in the area of IT security
management.

The paper is organized as follows: the next section introduces related work.
The third section outlines the methodology. We propose our optimization model
of the decision support problem and develop two heuristic algorithms to solve
this model efficiently. In section 4, we explain our computational experiments
and present our results in section 5. Finally, we outline our contribution and
close with an outlook on future research.

2 Related Work

When researching about IT incident management, three main directions can be
identified: conceptual, prototypical and quantitative approaches. Lots of inves-
tigations are conceptual like ITIL, CoBIT and other frameworks for incident
management [4, 6, 7, 8]. The prototypical approaches describe the development
and prototypic implementation of a documentation system for IT incidents. In
[9], occurring IT incidents are documented within an prototypic implementation
for saving efforts for the employees involved and supporting the adaptability of
the resulting system. [11], for instance, present an approach to diagnose appli-
cation incidents by effectively searching relevant co-occurring and re-occcurring
incidents.

Regarding the context of quantitative approaches, there is only limited work
existing. An algorithm to assign IT incidents is provided by [10]. Main short-
comings of this approach are that it neither takes account for the fact that
incidents may have different levels of severity, nor give they a benchmark of
their algorithm. Although [12; 13] consider an assignment of developers in the
context of bug fixing and feature developement, they do not solve a combinated
assignment and scheduling problem, which would be a more complicated prob-
lem class. In [1, 2], semi-automated approaches for the assignment of bug reports
to a developer are considered using machine learning algorithms based on text
classification. However, these approaches need “an open bug repository for some
period of time from which the patterns of who solves what kinds of bugs can be
learned” [2] or a lot of contextual knowledge [1] which, in practice, both often
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do not exist. Hence, these investigations are probably suitable when focussing
on large open source projects.

Thus, we integrate the quantitative methods of OR by giving a mathematical
programming formulation for the assignment and scheduling of security incidents
to IT staff members. We further develop and computationally evaluate heuristics
to solve the mathematical program efficiently.

3 Optimization Model and Heuristics

In this section, we propose a linear programming model for optimally assigning
and scheduling trouble tickets to members of the IT support, mainly influenced
from [15] who propose a mathematical program for the allocation and scheduling
of rescue units in the aftermath of natural disasters. In our formulation, a set of
n tickets is available at time zero and tickets are assigned to staff members by
one central agent at time zero. Tasks are non-preemptive, i.e., if a staff member
starts to process an incident, he has to finish this incident without interruption.
For tickets with similar resolution times, it is more convenient to solve tickets
with higher priority first. Therefore, we introduce ticket weights (see subsection
3.2) and minimize the total weighted completion time of all tickets. Finally,
this section closes with the proposition of two heuristic algorithms to solve the
optimization model efficiently.

3.1 Dynamics of Ticket Occurrence

The fact that all tickets are available at time zero, while in real world scenarios
we have a dynamic situation where tickets occur at different points of time, seems
to be a shortcoming of our approach. But this, in fact, is not true and we will
give a simple example why it can be better to wait a certain time until a bunch
of tickets has arrived instead of myopically assigning tickets to staff members at
the time of their occurrence. One reason surely is that often all staff members
are currently occupied and therefore there is no loss of time when collecting a
set of tickets before assigning them to the staff members. But even in the case
that some of the staff members are ready to process a ticket immediately, it
can be better (by means of the total weighted completion time) to collect some
tickets and then assign them to the staff. We give a simple example of that by
considering a scenario where the staff consists only of one member.

Assume that the first ticket arrives at time 0. The ticket has a moderate prior-
ity and a corresponding ticket weight w; = 4. The response time is p,, = 5, the
resolution time is p;, = 20 and the ticket has no setup time (remote ticket). The
second ticket arrives at time 10. It has a critical priority and a corresponding
ticket weight ws = 16. The response time is p,, = 5, the resolution time is p;, =
30 and the ticket has no setup time (remote ticket). If we assign the first ticket
immediately to the staff, then he needs a total time of 25 to respond to and solve
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the ticket. After that!, he can respond to and solve the second ticket. Therefore,
we have a total weighted completion time of 4-25+16-(25—10+35) = 900. If we
wait until the occurrence of the second ticket and choose the schedule (respond
to second ticket, solve second ticket, respond to first ticket, solve first ticket), we
get a total weighted completion time of 16 - 35 + 4 - (35 + 25) = 800. Even if we
add up the waiting time 10 for the first ticket with its weight 4, we still get a
better total weighted completion time of 840 in the second schedule. Of course,
this example can be adopted to much more complex scenarios.

Furthermore, we account for both the dynamics of the situation and the need for
timely decisions by suggesting that the optimization model is applied in an itera-
tive manner: if the central agent determines to update the current assignment and
scheduling plan based on new incoming tickets, a new instance of the optimization
problem is created and solved taking into account current assignments.

3.2 Model Setup

Before introducing our mathematical program, we have to give the definitions
which are necessary for its formulation.

We have a set of staff members K := {1,...,m}, a set of tickets {1,...,n}, a
set of incidents T := {t1,...,t,} that represent the solutions of the tickets and
a set of incidents T := {t1,...,t,} which represent the responses to the tickets.
Furthermore, we use fictitious incidents tg and ¢,,41 for modeling purposes. We
will further need the sets Iy := {to} UTUT, I,41 := TUT U {t,+1} and the set
of real (non-fictitious) incidents Ipeq :=T UT.

Next, we will propose our models decision variables. For incidents o € Iy,
B € I,+1 and a staff member k € K we define

Yho . 1, if « is executed directly before S by k
ap - 0, else

vk . 1, if a is executed before 8 by k
af "7 0, else
In the following, we introduce the parameters used in our formulation. For a
ticket j = 1,...,n and a staff member k € K, pfj € R (respectively p € R>)
> ; >

represents the time required by & to solve ticket j (respectively to respond to
ticket j). Similarly, the parameters sﬁ for k € K and y € I, denote the setup
times, i.e., the time required to reach the location where the incident can be
processed. Of course, this time is 0 if v is a response to a ticket or a solution
that can be executed remotely which means that the ticket can be solved by
a staff member directly from its workplace. Note that the setup times do not

! Note that it would be possible to respond to the second ticket between the response
to and the solution of the first ticket, but because of the non-preemptiveness of tasks,
the staff member cannot respond to the second ticket before time 25, because the
solution of the first ticket happens in the time window between time 5 and time 25
while the second ticket occurs at time 10.
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depend on the incident which was processed before v, because we assume that
the staff member always returns to his office to catch the next incident from his
computer. We also use a capability parameter cap? which is 1 if staff member &
is capable of processing ticket j and 0 otherwise.

We further have different priority levels (e.g. critical, high, medium, low, very
low) that indicate the priority of the tickets. For each ticket j = 1,...,n we
have a corresponding ticket weight wj, a target response time r7"** and a target
resolution time ¢7***, each of them depending solely on the priority level of the
ticket. Such times were suggested by ITIL [6] for example. The ticket weights
wj, assigned by the central agent, are based on the priority level which means
the more urgent the priority level is, the higher is its ticket weight. The target
response time represents the maximum acceptable time until the beginning of
the response to a ticket whereas the target resolution time denotes the maximum
acceptable time until the end of the solution of a ticket.

3.3 Model

With the above notations we can introduce the following linear programming
model.

miny,y ng Z S of +sE)XE+ D o+ sy (1)

j=1 k=1 \a€ly Y€l eal
m
s.t. Z ZXQ'Y = 17 Y€ Ireal (2)
acly k=1
Y Xfs=1, k=1,..,m (3)
BEILnt1
Z Xk = Z Xk v € Leask=1,...m (4)
acly BEIn41
m
k
Z Z Yy =0 (5)
k=1~€EIL cal
wa -|—KY —1<Yl, a€lyB €y € Leask=1,...,m (6)
Xk <Yl aclpBelyak=1,..,m (7)
Z 5+ Z X aﬁv aEIO;BEIn+1;k:1a"'7m (8)
v€lo YEIn+1

m
D 2k +sE)XG + D PR, | S i=Lin

k=1 \a€ly YELreal

Z PV <t j=1,...m (10)
k=1~v€lrcal



A Decision Support System for IT Security Incident Management 41

3 (Xt}j_ﬁJrijB)Sanpf, j=1,...,n (11)
BELL+1
ZYt’;tjzl, j=1,....n (12)
k=1
XEs, Vi €{0,1}, a€lpBelyk=1,..,m (13)

The objective function (1) aims at minimizing the total weighted completion
time. Constraint (2) guarantees that for each real incident there is exactly one
incident processed immediately before. Constraint (3) ensures that each staff
member k starts with the fictitious incident ¢y and then processes some incident
B. Constraint (4) indicates for every staff member k that if there is an immediate
predecessor for a specific real incident, there must be an immediate successor as
well. Constraint (5) prohibits loops and constraint (6) is a transitivity constraint
which assures that a staff member k, who processes incident a before a real
incident v and « before incident S, also processes a before 8. Constraint (7)
means that any immediate predecessor is also a general predecessor. Constraint
(8) secures that if a staff member k processes an incident « before an incident 3,
there has to be an incident which is processed by k immediately before 5 and an
incident which is processed by k immediately after a. Constraints (9) and (10)
list the target times of the tickets. Constraint (11) guarantees that tickets are
only assigned to staff members that have the ability to solve them. Constraint
(12) assures that before solving a ticket, the same staff member & has to respond
to this.

3.4 Heuristics

The problem stated in this paper is computationally intractable and NP-hard.
We will briefly explain this. If we drop a) the assumption that the response to a
ticket has to be performed before the solution of a ticket and b) the target time
constraints, we get a problem which is more simple than our problem but still
a strong generalization of the 2-machine identical parallel machine scheduling
problem with total weighted completion time as the objective function, which
is known to be NP-hard. This fact has been proven by [5]. Furthermore, even
for moderate instance sizes (e.g. 20 tickets and 10 staff members), we were not
able to obtain optimal solutions within 12 hours. Therefore, we need to develop
efficient solution heuristics to apply our approach in practical contexts.

Greedy Heuristic. Greedy heuristics are an often used technique in the context
of IT incidents assignment in various contexts (e.g. [12, 13]). These heuristics
make decisions about the construction of a solution based on local considerations
such as preferring the choice that gives immediate best reward. In our context,
this is a “first-come-first-serve” technique which is also current best practice to
assign IT incidents to staff members [16]. The first heuristic we present is there-
fore a greedy heuristic, referred by Greedy, that models current best practice.
The heuristic first sorts the tickets in descending order of their ticket weights and



42 G. Rauchecker, E. Yasasin, and G. Schryen

then consecutively assigns the tickets to that staff member who has the short-
est queue by means of current completion time. The response and resolution of
the current ticket are both assigned in this succession to the end of that staff
members current queue. The pseudocode is presented in table 1.

Table 1. Greedy pseudocode
1 sort the incidents in descending order of their ticket weights w1 > ... > wy,
2 initialize the current completion time curry := 0 and the current schedule
ok := 0 of every staff member k € K

3 fori=1,...,ndo
4 define the set of feasible staff members to process i by

K* :={k € Kl|capl = 1A curry, < r™*® A curry, +pfi + sfi +pf. < e}
5 if K* # ( then
6 choose staff member k&* with the lowest current completion time

k* := argminge g+ {curri} to response to and solve ticket 4

7 update currgs := curryx +pf: + s’,f; +pf: and op= := (og=, ts, t;)
8 else return infeasible
9 endfor
10 return the list of feasible schedules (o1,...,0m)

Scheduling Heuristic. Although Greedy models best practice behaviour, it
follows a very myopic assignment rule, because the staff member selection does
not depend on the specific response times, the setup times or the resolution times
of a ticket. Therefore, we suggest a scheduling heuristic, referred by Sched, which
takes account for all of these times. We developed this heuristic based on the best
performing algorithm in [14], referred to there as “Heuristic algorithm 7”7, which
addresses a related problem from the scheduling literature. The pseudocode of
the Sched heuristic is presented in table 2.

The main idea of this procedure is to select that pair of remaining tickets
and staff members that minimizes the ratio of the total time to complete the
ticket and its corresponding ticket weight. The response to that ticket (or the
solution if a response has been given yet) is added to the end of the queue of
the selected staff member. The selection criterion also takes care of the fact that
before solving a ticket, a response to this ticket has to be performed by the same
staff member (lines 8 and 14). We take account for keeping the timeframes (see
table 4) for both the response to and the solution of a ticket with the use of
the while-loop in lines 12 to 22. This loop addresses the case that the current
assignment (¢*, k*) makes it impossible to keep the timeframes for the remaining
tickets. In this case we drop the current assignment (by setting check := 1 in line
13) and process urgent tickets first which are risky to miss their target times. In
lines 15 to 21 (analogously in lines 23 to 29) we apply the current assignment
by responding to the selected ticket or by solving the ticket (if the response has
been given yet). At this point, we update the current completion time and the
current schedule of the selected staff member and add a response marker to the
ticket (or remove the ticket from the remaining tickets if the ticket has been
solved right now).
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Table 2. Sched pseudocode
initialize the current completion time curry := 0, the updated completion
time curry and the current schedule o) := () of every staff member k£ € K
initialize the remaining tickets RT := {1,...,n}, the tickets yet
responded to Resp := () and a check parameter check := 0
while RT # () do
reset check := 0
define the set of possible combinations by
F :={(i,k) € RT x K|cap}f =1}
if F # () then
set Fres := {(i,k) € F|i ¢ Resp} and
F,o :={(4, k) € F|staff member k has yet responded to ticket i}
select the current ticket i and its processing staff member k* as
the best argument from the two minimization problems
. currk+pf_+5f,+pf, . currk-‘rslf. +pf.
MiN(; ke Fyes { w, } and ming yyer,,, { w, }
set curry := curry, for all k € K
if (i*,k") € Fres then update CUTTR* 1= CUTTHx +p’;:*
else update currps = currp- + sf; + pf; endif
while exists (i, k) € Fyo, with curry + sfi +pf. > """ or
exists ¢ ¢ Resp with M pfeaph1 {ewrri} > r"*” do
set check :=1
select the current ticket i* and its processing staff member k* as
the best argument from the two minimization problems
ming yer,,, {"*" — (curry + st 4+ pE)} (to select (i*,k*)) and
MiNig Resp MAX k¢ | capk =1 {ri®*® — curry} (to select i*)
along with MG ¢ efcapk, =1 {curry} (to select k™)
if i* ¢ Resp then
if currg= > r**® then return infeasible endif
update Resp := RespU {i*}, ok := (0k*, tix),
Foor := Foon U{(¢",k")} and curri := currg« +pf;
else
update RT := RT\{i"}, op= = (ok=,tix),
Fsor := Fso\{(i*,k™)} and curry= := currg- + sf:* +pf:*
if currg= > ¢j*** then return infeasible endif
endif
endwhile
if check = 0 then
if ¢* ¢ Resp then
update Resp := Respu {i*}, ok = (og=, ti+) and
CUTTE* = CUTTE* +pt .
else
update RT := RT\{z } ok := (og*,t:+) and
CUrTRs 1= curry= + st « T Dt i
endif
endif
else return infeasible
endwhile
return the list of feasible schedules (o1,...,0m)

43
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4 Computational Experiments

In order to evaluate the performance of our Sched heuristic, we investigated
different problem sizes and randomly generated 10 instances per size. Our aim
is to document the improvement of current best practice, which was modeled
as Greedy heuristic. In order to reach this, we calculated the solutions of both
heuristics in all instances.

We generated scenarios with 5, 10, 20, 40, 60 and 80 staff members, which
should cover medium sized companies as well as large enterprises. We assume
that there are at least as many and at most twice as many tickets as staff
members. All times are expressed in minutes. The priority levels of a ticket can
take one of the values critical, high, medium, low and very low. The target times
for each priority level are presented in table 4 and are inspired by ITIL [6].
We have chosen normal distributions for generating the time parameters in our
instances which is a common used approach in the academic literature, e.g. [15].
The response and setup times seem to be independent from the specific priority
level of a ticket and are presented in table 3. We have chosen a 50% probability
for a ticket to be solved remotely. Otherwise the normal distribution for the
setup time is applied.

Table 3. Data independent from priorities

Input parameter Value, distribution
Setup times s¥ ~ N(5,1) or s¥ = 0 if remote
Response times pf, ~ N(5,1)

J

In contrast to the response and setup times, the solution times are indeed
dependent on the specific priority level, see table 4. This is obvious because a
critical ticket, such as a server blackout, tends to require more time to be solved
than a lower priority ticket, such as a crashed virus scanner at a single workplace.

Table 4. Data dependent from priorities

Priority level critical high moderately low very low
Resolution times p’fj ~ N(30,10) N(25,10) N(20,10) N(15,10) N(10,10)
Occurrence probability 5% 10% 15% 30% 40%
Corresp. ticket weight 16 8 4 2 1
Target response time 0 10 60 240 1440
Target resolution time 60 240 480 1440 10080

We also consider the fact that tickets with a higher priority tend to occur
more seldomly than tickets with a lower priority, see table 4. The probalibility
of a staff member to be capable of processing a certain ticket was set to 50%.
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5 Results

In this section, we evaluate the results drawn from our computational experi-
ments. The results are presented in table 5. The first and fourth row contain
the ratio #Staff/#Tickets of the number of staff members to the number of
tickets. For every instance size, we average the ratios SchedSol;/GreedySol; for
all ten instances i = 1,..., 10, which results in the values Sched/Greedy listed
in rows 2 and 5 (where SchedSol; and GreedySol; denote the total weighted
completion time of the Sched and the Greedy heuristic solution for instance
i). The numbers CoeffVar stand for the coefficients of variance of the ratios
(SchedSol;/GreedySol;)i=1,... 10 and are a measure for robustness.

Table 5. Results of computations

#Staff/#Tickets 5/5 5/10 10/10 10/15 10/20 20/20 20/30 20,/40
Sched/Greedy 0.91 0.86 0.72 0.68 0.66 0.61 0.59 0.56
CoeffVar  0.15 0.5 0.15 0.13 0.08 009 0.10 0.06
#Staff/#Tickets 40,/40 40/60 40/80 60/60 60/90 60,120 80/80 80/120 80,160
Sched/Greedy 0.52 049 049 046 047 044 040 043 043
CoeffVar  0.10 0.10 0.06 0.11 0.6 007 010 007 0.06

The computational results show that our developed heuristic Sched improves
the current best practice behavior (modeled as Greedy heuristic) from 9% up
to 60%. In larger companies, with an IT support consisting of 20 or more staff
members, the improvement is even greater than 39%. The reason for the Sched
heuristic being more dominant over the Greedy heuristic in larger instance sizes
is explained in the following. If we have a small IT support with about 5 or 10
staff members, the number of employees that can solve a specific ticket is rather
low. This number increases with the size of the I'T support staff and therefore the
response, setup and solution times of a ticket, that depend not only on tickets
but also on the staff members, become more relevant. This is the point where
our Sched heuristic performs much better than the Greedy heuristic which
does not account for any of these times. The coefficient of variation is a measure
for the relative dispersion of data. In our context, this parameter describes the
average percentile deviation of the ratios SchedSol;/GreedySol;,i = 1,...,10,
from the mean value Sched/Greedy. This relative spread reaches from 6% in the
best to 15% in the worst scenario. These values are thus at a good range. Further,
runtimes show that the developed Sched heuristic needs only few seconds in all
tested cases and is thus very applicable in practice.

6 Conclusion and Future Work

In this paper, we address the problem of effectively assigning IT security inci-
dents to IT staff members, which is a crucial task in IT security management.
First, we introduced a mathematical programming model to optimally assigning
and scheduling these incidents. By doing this, we bridged the gap between the
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quantitative methods of OR and the field of IT security management. Although
we could not solve relevant scenarios optimally due to the model complexity, we
showed the practical applicability of our approach by developing efficient solu-
tion heuristics. Second, we showed that our Sched heuristic improves current
best practice, modeled as Greedy heuristic, by up to 60% and at the same time
can be used in practice because of the very low execution times of the algorithm.

As future work, we are going to extend our approach by considering depen-
dencies between the tickets. For instance, some tickets cannot be solved before
having solved other tickets first. We will also expand our approach to higher sup-
port levels. Further, our current approach assumes to wait a certain time until a
bunch of tickets has arrived. This tradeoff between waiting time and immediate
assignment requires further research with real data. In further researches, the
assumption that tasks are non-preemptive can be dropped in order to pause the
task when appropriate. For example, this is likely to become necessary when all
staff members are currently occupied and a critical ticket arrives. Finally, we
will develop other heuristics and adopt metaheuristics to cover these extensions
and to gain further benchmarks for the quality of the heuristics.
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Abstract. Recently, trust emerged as a momentous aspect to evaluate resources,
services or persons. In our work, the trust notion focuses on a system as a whole
and from the point of view of a particular user to do a particular digital activity
as editing a document, mailing, chatting, efc. Our general goals are (i) to enable
users to have a personal comparison of applications allowing them to do an ac-
tivity such that they can choose the one satisfying their personal expectations and
(ii) to know how trustworthy their system is to do a particular activity (all ap-
plications together). We consider a system as a graph composed of paths where
the source is a person and the target is a final application or data. We consider
that trust in a system depends on its architecture and we identify two problems
(i) how to evaluate trust in a graph having dependent paths i.e., paths having com-
mon nodes, and (ii) how to express and deal with uncertainty in evaluating trust
in a system. Concerning the first problem, trust approaches based on graphs have
been proposed in the domain of social networks. Their solution for dependent
paths is either removing paths or just choosing one of them what causes loss of
information. Considering the second problem, subjective logic emerged to ex-
press trust as a subjective opinion with a degree of uncertainty. In this paper we
present SUBJECTIVETRUST, an approach that relies on subjective logic to evalu-
ate trust in distributed systems. It proposes two solutions to treat dependent paths
and takes into account the shape of the system architecture in trust evaluation. We
analyze SUBJECTIVETRUST in a series of experiments that show its accuracy.

1 Introduction

When users need to choose a system to perform a digital activity, like editing a docu-
ment or mailing, they face several available options. To choose a system, they evalu-
ate many criteria as functionality, ease of use, QoS, or economical aspects. Trust also
emerged as a momentous aspect of choice [13]. Evaluating trust in a system is complex
and becomes more challenging when systems use distributed architectures. Our general
goals are (i) to enable users to have a personal comparison of applications allowing
them to do an activity such that they can choose the one satisfying their personal expec-
tations and (ii) to know how trustworthy their system is to do a particular activity (all
applications together). We argue that studying trust in the separate entities that compose
a system does not give a picture of how trustworthy a system is as a whole. Indeed, the

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 48-59, 2014.
(© Springer International Publishing Switzerland 2014
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trust in a system depends on its entities but also on its architecture. More precisely, on
the way the entities, the users depends on to do their activities, are organized.

Trust has been studied from different points of views [5,6,17] and to evaluate it met-
rics vary from binary, scalar to probabilistic approaches [13,18]. As users hardly have
all information to provide a dogmatic opinion on something or someone, subjective
logic [10], an extension of classical probability, emerged to express trust as a subjective
opinion with a degree of uncertainty.

We consider a system as a graph [3] composed of paths where the source is a per-
son and the target a final application or data. Intermediary nodes are entities (software)
allowing to achieve the activity. Each path is a way to do a given activity. Trust ap-
proaches based on graphs [7,9,11,12,14,16] are especially used in the context of social
networks where the main idea to derive trust is to propagate it through a path then
through a social graph [1]. Their solution for dependent paths is either removing paths
or just choosing one of them in such a way the obtained graph has only independent
paths what causes loss of information.

In a former work, we proposed SOCIOTRUST, an approach to evaluate trust based
on probability theory [4]. In this paper, we aim to take advantage of the benefits of
subjective logic and we present SUBJECTIVETRUST, an approach to evaluate trust in
distributed system architectures that relies on subjective logic. The goal is to allow a
person to evaluate her trust in a system for an activity from her potentially uncertain
trust in each node of the system graph. Although our approach relies on a graph, like in
the social network domain, the interpretation of the graph is different. For us, a graph
represents a system for a digital activity and not a social network. This assumption
plays an important role in the operations we apply and in the results we interpret. SUB-
JECTIVETRUST estimates trust at two levels of granularities, namely, trust in a path and
trust in a system. We address the problem of dependent paths in a graph and we propose
two solutions. We evaluate SUBJECTIVETRUST in a series of experiments that compare
the proposed solutions and analyze their accuracy.

This paper is organized as follows. Section 2 gives a quick overview of subjective
logic and presents related works. Section 3 introduces SUBJECTIVETRUST. We present
the experiments that validate our approach in Section 4 before concluding in Section 5.

2 Background and Related Works

Subjective logic has been proposed recently as a formalism to express uncertainty [10].
In this paper we do not propose enhancements to this logic, we just adopt it to the
context of personal evaluation of trust in a system for an activity. Next section gives an
overview of subjective logic (cf. Section 2.1). We then explicit the problem of dependent
paths in graph-based trust approaches and present related works (cf. Section 2.2).

2.1 Overview of Subjective Logic

Several metrics have been proposed to evaluate trust. In binary metrics, trust values are
only trust or distrust [8]. In simple metrics, trust values are scaled intervals formed
from relatively simple methods of computation like a multiplication or a weighted av-
erage [7]. In probabilistic metrics, a trust value represents the probability of how much
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likely a trustor will perform actions as the trustee expects. In these metrics, a given
person cannot express her ignorance or her degree of uncertainty about a proposition
because there is no value that means “I do not know” or “I am not sure”. This idea led
researchers to look for mathematical formalisms to express uncertainty.

Subjective logic [10], an extension of classical probability, proposes a solution to
this problem. It is a probabilistic logic that uses opinions as input and output vari-
ables. Opinions explicitly express uncertainty about probability values, and can ex-
press degrees of ignorance about a proposition. In the terminology of subjective logic,
an opinion held by an individual P about a proposition = is the ordered quadruple
O, = (by,dy, us,ay), where b, (belief) is the belief that z is true, d, (disbelief) is
the belief that x is false, and u, (uncertainty) is the amount of uncommitted belief,
by, dy, iy € [0..1] and b, 4+ d + u, = 1. The last value a,, € [0..1] is called the base
rate. In the absence of any specific evidence about a given party, the base rate determines
the default trust. An opinion’s probability expectation value, which can be determined
as E(O,) = by + azuy, is interpreted as a probability measure indicating how x is
expected to behave in the future. More precisely, a, determines how uncertainty shall
contribute to the probability expectation value E (O, ). Subjective logic consists of a set
of logical operations which are defined to combine opinions.

Conjunction operator (A) represents the opinion of a person on several propositions.
Disjunction operator (V) represents the opinion of a person on one of the proposi-
tions or any union of them.

Discounting operator (®) represents the transitivity of the opinions.

Consensus operator () represents the consensus of opinions of different persons.

In this work, we use subjective logic to evaluate trust.

2.2 Graph-Based Trust Approach

Trust approaches based on graphs [1,8,11,12,15,16] are especially used in social net-
works where the main idea of trust derivation is to propagate it between two nodes in
a graph that represents the social network. A social network is a social structure com-
posed of a set of persons (individuals or organizations) and a set of relations among
these persons. It can be represented as a graph where the nodes are the persons and the
edges are the relations between them. Trust between two persons in a social network
can be evaluated based on this graph where the source node is the trustor, the target node
is the trustee and the other nodes are the intermediate nodes between the trustor and the
trustee. Values are associated with the edges to represent the trust value attributed by
the edge source node towards the edge target node. Figure 1 shows an example of trust
relationships in a social network. For instance, B trusts C' with the value 0.8.

Trust propagation focuses on finding a trust value from a person towards another
given person through the multiple paths that relate them. For instance, in Figure 1, how
much A trusts F knowing that there are two paths that relate A with E? The paths are:
path; = {A, B,C, E}, and pathe = {A, B, D, E}. In [1], authors propose a general
approach for graph-based trust. They divide the process of trust evaluation into two
steps:
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08 0.7 ® average ® multiplication
09 - = A @ maximum @ comultiplication
@ " /@ Relation 1: Relation 1:
08 \®/ “os T# =0.825 T# =0.623
Relation 2: Relation 2:
TH =0.8 TH =0.64

Fig. 1. The different obtained results of Relations 1, 2 by applying an example of discrete metrics
and continuous metrics on a simple graph

1. Trust combination through a path: the main idea is to combine the trust values
among the intermediate edges of a path to obtain a trust value though this path.
Several operators are employed ranging from basic operators like the minimum to
new operators like the discounting operator of subjective logic.

2. Trust combination through a graph: the main idea is to combine the several trust
values through the multiple paths, which relate the source with the target, to obtain
a single trust value through the whole graph. Several operators are employed to
combine trust through a graph, ranging from basic operators like the average to
new ones like the consensus operator of subjective logic.

In [11,12], Jgsang et al. raised a problem of graph-based trust approaches if trust
is evaluated through the previous two steps. They argue that some metrics do not give
exact results when there are dependent paths i.e., paths that have common edges in the
graph. To explain this problem, we give a simple example shown in Figure 1. We need
to evaluate T corresponding to A’s trust value in . The paths between A and E are:
pathy = {A, B,C, E} and pathe = {A, B, D, E'}. There is a common edge between
these two paths which is A — B. Let ® be the operator of trust combination through
a path and @ be the operator of trust combination through a graph. To evaluate 7, the
A’s trust value in E:

Ty =Ty ® (I8 @ T) & (Tp © Tg))) (1)
However, if we apply the previous two steps, T is computed as follows:
TH=TETEeTE) e (Th @ TE 9 TF) )

Relations 1, 2 consist of the same two paths path; and paths, but their combined
structures are different. 74 appears twice in Relation 2. In some metrics, the previous
two equations produce different results. For instance, when implementing ® as binary
logic “AND”, and & as binary logic “OR”, the results would be equal. However, when
implementing ® and & as probabilistic multiplication and comultiplication respectively,
the results would be different. If ® is the minimum function and @ is the average func-
tion, the results are also different. Figure 1 shows the application of different operators
on the example of our simple graph and the different obtained results of Relations 1
and 2.

In graph-based trust approaches, this problem is either ignored [16], either simple
solutions are proposed like choosing one path in a graph [15], or removing the paths



52 N. Alhadad et al.

that are considered unreliable [8,12]. In [12], Jgsang et al. propose a method based on
graph simplification and trust derivation with subjective logic named, Trust Network
Analysis with Subjective Logic (TNA-SL). They simplify a complex trust graph into
a graph having independent paths by removing the dependent paths that have a high
value of uncertainty. The problem of the previous solution is that removing paths from
a graph could cause loss of information. To solve this problem, in [11], authors propose
to transform a graph that has dependent paths into a graph that has independent paths
by duplicating the edges in common and splitting the associated opinions to them.

In SOCIOTRUST [4], a graph-based trust approach based on probability theory to
evaluate trust in a system for an activity, the problem of dependent paths is solved using
conditional probability. In SOCIOTRUST, trust values are considered as the probability
by which a trustor believes that a trustee behaves as expected [13]. SOCIOTRUST is
an approach that works perfectly in full-knowledge environments. However, in uncer-
tain environments, users might not be in possession of all the information to provide a
dogmatic opinion and traditional probability cannot express uncertainty.

In this work, we rely on a graph to evaluate trust like in the social network domain,
but our interpretation of the graph is different. For us, a graph represents a system for a
digital activity and not a social network. This assumption plays an important role in the
operations we apply for trust evaluation. For instance, in a social network, to evaluate
trust through a path using subjective logic, the operator of discounting (®) is used to
compute the transitivity through a path, whereas, in our work, evaluating trust in a path
is the trust in the collection of the nodes that form this path. In the same manner, to
evaluate trust through a graph in a social network, the operator of consensus () is
used to evaluate the consensus of opinions of different persons through the different
paths that form the graph, whereas, in our work, paths represent the ways one person
disposes to achieve an activity, so evaluating trust in a graph is the trust in one of the
paths or any union of them.

Next Section presents SUBJECTIVETRUST, the contribution of this paper that is
based on subjective logic to deal with uncertainty. It faces the problem of dependent
paths by proposing two methods, Copy and Split. We provide these methods with the
necessary formalisms and algorithms to be applied to the context of our work.

3 SUBJECTIVETRUST

In this approach, the graph represents an architecture allowing an activity to be
achieved. The source node in a graph is the user who performs an activity and the
target node is a data instance or an application that is related to this activity [3]. Each
path between the source node and the target node represents a way to achieve the activ-
ity through a system. User’s opinions are associated with the nodes and not the edges
as in social networks because they represent the local user’s opinions on these nodes.
Whereas in social networks the associated values to the edges represent the trust be-
tween the nodes related by the edges!.

! For more details about obtaining a graph of a system allowing an activity to be achieved, see
our previous work SOCIOTRUST [4].
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We aim to evaluate trust towards a whole graph that represents an activity achieved
through a system. To do that, we pass through two steps opinion on a path (cf. Section 3.1)
and opinion on a system (cf. Section 3.2), both for an activity achieved by a user. In our
graph, dependent paths are the ones that have common nodes and not common edges
because opinions are associated with nodes in our approach. To solve the problem of
dependent paths, we propose two methods named, Copy and Split with their necessary
formalisms and algorithms to be applied to the context of our work. In both, we consider
duplicating the common nodes in order to obtain two independent opinions associated
with them. In Copy, we also duplicate the opinions associated with the common nodes.
Split is inspired from [11], after duplicating the common nodes, the associated opinions
to them are also split. In the following sections, we denote a path by ¢ and a system by
a. A path in our graph does not consider the source and the target node.

3.1 Opinion on a Path for an Activity

When a user needs to achieve an activity through a path, she needs to pass through all
the nodes composing this path. Hence, an opinion on a path is a composition of the
opinions on all the nodes composing this path.

The conjunction operator in subjective logic represents the opinion of a person
on several propositions. If O = (b2, dE ul’, al’) is P’s opinion on z and 05 =
(bff, dg, uff, ag) is P’s opinion on y, Of/\y represents P’s opinion on both x and y.
Thus, the conjunction operator is the appropriate operator to compute an opinion on a
path from the opinions on the nodes.

Let 0 = {Ni,Na,...,N,} be a path that enables a user P to achieve an ac-
tivity. P’s opinion on the nodes {N;}ic[1..,) for an activity are denoted by Oy, =
(bn,,dN,;,un;,an,). P’s opinion on the path o for achieving an activity, denoted
by O, = (bs,ds,us,a,) can be derived by the conjunction of P’s opinions
on {Ni}tien.n]- Oo={ny,...N,} = /N ON, }iepn..n)- Given the following relations
from [10], we have:

buny = baby
TAY T Y Ugny = bptly + Ughy + Uz Uy
_ bruyaytbyugaztuzazuyay
Azny = baty+usby+uzuy

We obtain the following generalization for the opinion on a path o

bo={Ny,....Nn} = ON(NY e = L1iza b,
do={N1,...No} = AAIN Y ey, oy = 1~ Ilims (1= dwvy)
Oo={N1,..Na} = | Uo={N;,....Np} = UANitie[i.n] = [T, (bn, +uny) = TT2, (b)) @
o I N tunan ) —TTZ 1 (ON;)
Go={N1..-.Nn} T OANNidic.n] = Ty (bn, +un,)— T (0n;)

Due to space constrains, proofs of Relation 4 and the verifications of the correction
(ie,bg +ds +uy =1,0 < by,ds, us, a, < 1) are not presented here. The interested
reader is invited to read the companion paper to the present work where all our proofs
are developed [2].
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3.2 Opinion on a System for an Activity

A system, which often contains several paths, represents the several ways a user can
achieve her activity. After building opinions on all paths, an opinion on a system can
be built. An opinion on a system is the opinion of a person on one of the paths or any
union of them.

The disjunction operator in subjective logic represents the opinion of a person on
one or several propositions. If OF = (b%,dY ,uf,al’) is P’s opinion on z and OF =
(b, df,ul,al’) is P’s opinion on y, Ofvy represents P’s opinion on x or y or both.
Thus the d1SJunct10n operator is the appropriate operator to evaluate an opinion on a
system. In the following, we show how to build an opinion on a system when (i) there
are not common nodes among paths and (ii) there are common nodes among paths.

Opinion on a System Having Independent Paths: let {o1,09,...,0,,} be the paths
that enable a user P to achieve an activity. The user opinion on the paths {o; };c[1..m] for
an activity are denoted by O,, = (bs,, ds,, Yo, , @o; ). The user opinion on the system
« for achieving the activity, denoted by O, = (b, dw, Uqa, an) can be derived by the
disjunction of P’s opinions on {0 }ic[1..m]- Oa = V{Oy, }ic[1..m)- Given the following
relations from [10]:

bavy = b + by — bab,
dovy = dpd,

5
Ugvy = Aplly + Ugdy + Uz Uy ®)
Ug Qg +UyQy—brUyay—byUs Gy — Uz Gz Uyay

Uz +Uy —bp Uy —by Uy —Ug Uy

Om\/y =

a:z:\/y -

We obtain the following generalization for the opinion on a system a::

baior,om) = byio;y =1 = T2, (1 = boy)
do={o1,....om} = dy{o;} = Hi‘rn dol .
O(“={01 ,,,,, om} = Ua={o1,..., om} = W {o;} = Hi=1(d”i + uai) - Hz‘:l(dﬁi) (©)
_ _ M2 doy+uo ) —TI7L  (do; tuoc; —uo; ac;)
Ga={oy,....,om} = W{o;} = I (do; e, ) —TTT (doy)

The proofs of Relation 6 and the verifications of the relations: b, + do, + uq = 1,
0<by<1,0<dy <1,0<uy <landO0 < a, < 1 are developed in [2].

Opinion on a System Having Dependent Paths: in subjective logic as in probabilistic
logic, the disjunction is not distributive over the conjunction, i.e., we have O, A (O, V
0.) # (Oz AN Oy) V (Oz A Oy). This is due to the fact that opinions must be assumed
to be independent, whereas distribution always introduces an element of dependence.
In SOCTIOTRUST [4], this problem has been resolved by using conditional probability.
Then when there are common nodes among paths, Relations 4 and 6 cannot be applied
directly. In order to apply subjective logic for evaluating trust in a system, we propose
to transform a graph having dependent paths to a graph having independent paths. Once
this transformation is made, we can apply the Relations 4 and 6. To do that, two methods
are proposed Copy and Split.
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Fig. 2. Graph transformation using node splitting

1 Find all the paths 0;.;¢[1..n) for an activity performed by a person
2 foreach Oiigl..n] 4O

3 foreach Nj:je[lulength(ai)] € o;do
4 if 3k # j: N; € oy then

5 foreach kl:le[lnnum((rk)] do
6 Create a node N;

7 ONZ < ONj

8 Replace N; by Ny in oy,
9 end

10 end

11 end

12 end

Algorithm 1. Copy algorithm

Copy: this method is achieved by duplicating a common node into several different
nodes as illustrated in Figure 2. The left side of this figure shows an example of a graph
that has three dependent paths. The source node is P and the target node is DI. The
dependent paths are: 01 = {4, B,C},02 = {A, E,F}and o3 = {D, E, F'}. The com-
mon nodes are A, F and F'. For instance, A is a common node between o7 and os. By
applying Copy, A becomes A1, Ao such that in the new graph, A; € o] = {Al, B,C}
and As € o), = {A2, E, F'}, so is the case for the nodes F and F'. The right part of Fig-
ure 2 shows the new graph after duplicating the common nodes. The new graph contains
the paths o} = {A1, B,C}, o, = {A2,E1, F1} and o = {D, E2, F2}. Concerning
opinions, we keep the same opinion associated with the original node on the duplicated
nodes. This method is based on the idea that the new produced path ¢’ maintains the
same opinion of the original path o. In this case O,, = Oy, and Oy, = O,y. This
method is shown in Algorithm 1.

Split: similar to Copy, nodes are duplicated to obtain independent paths as shown in
Figure 2. In order to maintain the opinion on the global system, we split the opinion on
the dependent node into independent opinions, such that their disjunction produces the
original opinion. Formally speaking, if node A is in common between o7 and o and
the opinion on A is O4, A is duplicated into A; € o] and A2 € o and the opinion
Oy is split into O4, and O4, where O4, and Oy, satisfy the following relations:
OA1 = OA2 and OA1 \Y OA2 =04.
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1
bAl:bM:H.:bA":171(171;/4)"
dar = das = ... = da, =dJ
/\ Oa, V...V O, = Oa N A1 A2 An A . ) )
Oay =...=0a4, ’UA1:’U«A2:~~:’U«A”:(dA‘i”'—iA)"*d:{ )

(1=bpg)n —(1—by—apuy)n
aal =aaz=...=aa, = A ATAra

(dgtup)m —dym
The proofs of Relation 7 are developed in [2]. Split algorithm is made by replac-
ing Line 7 in Copy Algorithm by: “O\,, < opinion resulted from Relation 7”.

4 Experimental Evaluation

In this section, we compare Copy and Split to a modified version of TNA-SL [12],
that is based on simplifying the graph by deleting the dependent paths that have high
value of uncertainty (cf. Section 2.2). In TNA-SL, after the graph simplification, trust
is propagated. In our work, trust is not propagated and a comparison to a propagation
approach has no sense. Thus, we modify TNA-SL such that trust evaluation is made
by applying Relations 4 and 6 introduced in Section 3. We call this method a modified
TNA-SL (mTNA).

The objectives of the experiments are (i) to compare Copy and Split to mTNA to
verify their behavior and observe the differences among the results, and (i) to eval-
uate their accuracy. Next sections present the experiments, their results, analysis and
interpretation.

4.1 Comparing the Proposed Methods

To tackle the first objective, we experiment with a graph that contains only indepen-
dent paths. The three methods, mTNA, Copy and Split give the same exact results as
expected because the three of them follow the same computational model when graphs
contain only independent paths. Then, we experiment on a graph that has relatively high
rate of common nodes and dependent paths. 75% of the paths of the chosen graph are
dependent paths and 60% of nodes are common nodes.

In our experiments, random opinions Oy = (by,dn,un,an) are associated with
each node, and the opinion’s probability expectation value of the graph, E(O,,) = b, +
GoUq 1s computed using the three methods, mTNA, Copy and Split. This experiment
is repeated 50 times where each time represents random opinions of a person associated
with the different nodes that compose the graph. We analyze the opinion’s probability
expectation values of the graph, E(O,) = b, + aqu and not all the opinion parameters
Oq = (ba,du, U, an)-

Figure 3 shows obtained results. We notice that the three methods almost have the
same behavior, when the E(O,,) increases in one method it increases in the other meth-
ods, and vice versa. We also observe some differences among the three methods that
are not always negligible like at experience 9 and 40 in Figure 3. This observation led
us to the question: which of these methods give the most accurate results? To evaluate
the accuracy of Split, Copy and mTNA, we conduct other experiments explained in the
next section.
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Fig. 3. Value of E(O.) for 50 persons using the three methods mTNA, Copy and Split

4.2 Studying the Accuracy of the Proposed Methods

SOCIOTRUST [4], that uses theory of probability to evaluate trust in a system, has the
advantages that it has no approximations in case there are dependent paths thanks to
conditional probability (cf Section 2.2). Thus it works perfectly if users are sure of
their judgments of trust i.e., the values of uncertainty are equal to 0.

Subjective logic is equivalent to traditional probabilistic logic when b 4+ d = 1 such
that uw = 0, i.e., the value of uncertainty is equal to 0. When u = 0, the operations in
subjective logic are directly compatible with the operations of the traditional probabil-
ity. In this case the value of E(O) = b+ au = b corresponds to the value of probability.

Since SOCIOTRUST is based on probability theory, the obtained results by applying
subjective logic if u = 0 should be equal to the ones using probability theory. We
can evaluate the accuracy of the proposed methods by setting v = 0 and comparing
the value of b, = E(O,,) resulted from applying the three methods to the trust value
obtained by applying SOCIOTRUST.

The experiments are conducted on the graph of Section 4.1. Random opinions Oy =
(bn,dn,0,an) are associated with each node, and the probability expectation of the
graph E(O) = by, + aqta = by is computed.

For simplicity, the notations T's7, T\rNas Lcory, Lspur respectively denote system’s
trust value resulting from applying SOCIOTRUST and system’s opinion probability ex-
pectation resulting from applying mTNA, Copy and Split.

To make our comparision of Tsp versus TyrNa, Lcorys Lsprir, We simply compute
the subtractions between them i.e., T'st — Tyrnas L'sT — Tcory, LsT — Tspur. The
average of each of the previous values are computed through 10000 time to give a
reliable average. The standard deviation (SD) is also computed to show how much
variation from the average exists in the three cases. Figure 4 shows obtained results.

As we notice from Figure 4, Copy is the method that gives the closest results to
SOCIOTRUST, the average of the difference of its result when v = 0 and the result of
traditional probability over 10000 times is equal to 0.014, which is an indication that
this method gives the nearest result to the exact result and its average error rate is around
1.4%.

The average error rate of mTNA (2.4%) is less than Split (3.2%), but the standard
deviation of mTNA is 0.045 where in Split, it is 0.037. That means that in some cases,
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Fig.4. The difference between the opinion’s probability expectation of a graph E(O.) using
mTNA, Copy and Split when v = 0 and the trust value resulting from using SOCIOTRUST

mTNA can give results that are farther than Split from the exact results. Thus, Split
shows a more stable behavior than mTNA.

Copy shows the most convincing result. The average error rate is around 0.014 and
the standard deviation is 0.02.

The objective of this experiment is not criticizing the proposed methods in the liter-
ature for the problem of dependent paths. These methods are proposed to deal with the
problem of trust propagation through a graph, whereas, in our work we focus on eval-
uating trust towards the whole graph. The employed operators in our case are different
from the employed operators in trust propagation. TNA-SL or any proposed method in
the literature can work properly in their context.

In this experiment, we show that Copy, our new proposed method, is the method the
more adaptable to be used with respect to the context of our work. Extensive simulations
on different types of graphs are provided in [2] and follow the same behavior presented
above.

5 Conclusion and Perspectives

This paper presents SUBJECTIVETRUST, a graph-based trust model to evaluate user’s
trust in a system for an activity from their trust in nodes in the system graph. SUBJEC-
TIVETRUST uses subjective logic to allow users to express their uncertainties in their
jugement of trust. We propose two methods to face the problem of dependent paths in
a graph for evaluating trust and through our experiments we show their accuracy in our
contexte.

Our previous work [4], named SOCIOTRUST, that uses traditional probability, was
confronted to real users through a real case-study. In SOCIOTRUST, 25% of users were
not satisfied of the obtained results because they were not able to express their uncer-
tainties about trust values using the traditional probability. SUBJECTIVETRUST allows
users to express their uncertainty because it is based on subjective logic. In a future
work, we aim to confront SUBJECTIVETRUST approach to real users through a real
case-study.
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Abstract. Traditional cryptography helps to protect information and establish
secure interactions by using a cryptographic key to encode/decode user secret
data. The problem related to managing such keys has gained much attention
from the research as well as commercial communities, but there exists many
security concerns that are still open. Such limitations can be solved by
Biometric Cryptosystems (BCSs). We propose a method to help increasing the
security level of one of the most popular key-binding BCSs: Fuzzy Vault. We
remove X -coordinates out of the vault while indexing y -coordinates by
evaluation of corresponding x -coordinate values based on a suitable hash
function. We carry out experiments on a Fuzzy Vault scheme based on iriscode.
Our method has increased the min-entropy to 52 bits (it was 40 bits in the
original scheme) and reduced the size of the vault dramatically. The proposed
method also helps to prevent attacks via record multiplicity and stolen key
attacks.

Keywords: Biometric Cryptosystems, Fuzzy Vault, Iriscode, Noisy Data,
Privacy.

1 Introduction

Cryptography is the traditional branch of science that systematically investigates and
develops tools for protecting information and establishing secure interactions. It not
only protects data from theft or alteration, but can also be used for user authentication.
There are, in general, three types of cryptographic schemes typically used to accom-
plish these goals: secret key (or symmetric) cryptography, public-key (or asymmetric)
cryptography, and hash functions. In all cases, the initial unencrypted data is referred
to as plaintext. It is encrypted into ciphertext, which will in turn (usually) be de-
crypted into usable plaintext. The encryption and decryption processes depend on a
secret called key. The key must, however, be long enough so that an attacker cannot
try all possible combinations. Thus, it is so hard for user to remember the key, so a
user-defined password is usually used to protect the key. This requires user protecting
their password just like it is the key. The security of the cryptographic key is now as

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 60-71, 2014.
© Springer International Publishing Switzerland 2014
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good as the password. On the other hand, using password does not ensure that the
legitimate user is the only person who could encrypt/decrypt data. By any chance, if
an attacker knew the password, he could access a cryptographic system as well as the
legitimate user. This happens because of lacking of direct connection between the
password and its legitimate user. Those limitations of password can be alleviated by
using biometric.

Biometric is about measuring unique personal features, such as a subject’s voice,
fingerprint, or iris. It provides the potential to identify individuals with a high degree
of assurance, thus providing a foundation for trust. Biometric has been used to replace
the password in protecting cryptographic key in recent researches, which leads to the
creation of Biometric Cryptosystems: “Biometric Cryptosystems (BCSs) are designed
to securely bind a digital key to a biometric or generate a digital key from a biome-
tric” (A. Cavoukian and A. Stoianov [1]). The use of biometric in cryptography has
overcome disadvantages of using password: 1) User no longer has to remember the
password anymore; 2) Link a user with a secret at a high level of assurance. The diffi-
culty in biometric cryptosystems comes from the fact that biometric data is variable
and noisy: the same biometric may change between consecutive acquisitions (due to
injury, ageing, even mood etc.) and noise can be introduced to a biometric signal by
an acquisition device or the environment. Meanwhile, cryptography demands correct-
ness in keys.

The majority of BCSs requires the storage of biometric dependent public informa-
tion, applied to retrieve or generate keys, which are referred to as helper data. Based
on how helper data are derived, BCSs are classified as key-binding or key-generation
systems. In key generation, helper data is derived only from the biometric template.
Cryptographic keys are directly generated from the helper data and a given sample [2,
3, 4]. In key binding, helper data is obtained by binding a chosen key to a biometric
template [5].

In this paper, we work on one of the most popular BCSs - Fuzzy Vault, which is
also a key-binding system. Fuzzy Vault is originally proposed by A. Juels and M.
Sudan [6] and is used widely with fingerprint minutiae points. We modified the data
which is stored in the vault to overcome known weakness of Fuzzy Vault while in-
creasing the security level of the vault.

2 Background

Fuzzy Vault is one of the most popular BCSs, originally proposed by A. Juels and M.
Sudan and was used mostly with fingerprint. The scheme is designed to secure biome-
tric features that are represented as an unordered set. Supposing user secret is K and
user biometric is represented as unordered set A, in enrollment scheme, a polynomial
P in a single variable x is generated by embedding of K in its coefficients. Treating
the elements of A as distinct x-coordinate values, we compute evaluation of P on
the elements of A to get corresponding y-coordinate values. We may think that the
elements of A are projected onto points lying on the polynomial P, called genuine
points. Then a number of random points, called chaff points, are generated and added
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to genuine point set. Now, the points lying on P are hidden among a large number of
random chaff points that do not lie on P and the union of genuine point set and chaff
point set constitutes the helper data or vault V, which will be stored in database.
Without the original biometric data, it’s computationally hard to identify genuine
points in V. Thus, the template is secured.

Fuzzy Vault
Enroliment Authentication

P siometrc Input )
D_o Biometric Input

Feature Extraction
Feature Extraction

B {xy | XE A P(x)= y} - {xy} U fchaffpoints) | by} U (ehaffpoints)
Unorderad Sat A v

‘
‘ Polynomial ; Adding chaff ‘ | ~—

[

|

|

" Unordered Set B

r

Genuine points i Polynomial
Evaluation points \7:5 | Identification i Regeneration
3 ;
D i vvvvv v )

Polynomial P H
i Verification
Polynomial Hash(K) - Hash(K}

generafion

5

Secret K K

il

Fig. 1. Original Fuzzy Vault Scheme

During the authentication scheme, again, user provides biometric representation B
— also an unordered set. If A and B come from the same biometric of the same user,
their elements would almost be the same and user could identify many points in V
that lie on P. Suppose that P is a polynomial degree d, if A and B overlap at least
d + 1 elements, it means user could identify at least d + 1 points that lie on P. In
this case, we could reconstruct P successfully (by using Reed-Solomon decoder,
Lagrange Interpolation...) as well as reconstructing user secret K. A. Juels and M.
Sudan have come up with a pair of vault locking/unlocking algorithms
LOCK/UNLOCK (Figure 2) that allows reconstruction of the plaintext K when the
decryption set B is close to the encryption set A. At the same time, the vault V
should not reveal K.

Although A. Juels and M. Sudan proved that the fuzzy vault scheme satisfies some
security properties, it is still vulnerable to some attacks. Many approaches which are
used to attack a fuzzy vault system have been analyzed: for decoding a vault, we need
to find enough points that lie on secret polynomial P in V, E-C Chang et al. [7] have
proposed the technique to identify the original point set among chaff points. Mean-
while, P.M. Allescu [8] worked to reconstruct the polynomial, which is identified as a
brute-force attack. To increase the complexity of brute-force attacks, multi-biometric
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is used (J. Merkle et al. [9], K. Nandakumar and A. K. Jain [10]). Increasing the
key entropy has also proposed as a solution for defending brute-force attack (D. Moon
et al. [11], M.S. AlTarawneh et al. [12]).

LOCK UNLOCK
Public parameters: a field F, a Reed-Solomon Public parameters: a field F, a Reed-
decoding algorithm RSDecode Solomon decoding algorithm RSDecode
Input: Parameters k,f and r such that k <¢ <r < Input: a fuzzy vault V, comprising a pa-
q. Asecret €F*, rameter triple (k,t,7) such that k < t <
Aset A ={a;}_,, where a; € F r < q and a set R of points {(x;,y;)}i—1
Output: A set R of points {(x;,y;)}/=; such such that x;,y; € F .
that x;,y; € F A set B={b}_, , where
Let €, denote uniformly random selection b; EF
from a set.
X,R « 0; Output: A value K' € F U {/null'}
p < K;
fori=1totdo Q « @;
(0 y:) < (airp(ai)): fori=1totdo
X o X ux; (o0 y) <2 R;
R <R U (x,y); Q < Q Uy
fori=rt+1tordo K' « RSDecode(k, Q);
x; €y F—X; Output K'

yi €y F—{p(x)}
R <R U (x;,y)
Output R;

Fig. 2. Fuzzy Vault LOCK and UNLOCK algorithms

W.J. Scheirer and T.E. Boult [13] have classified non brute-force attacks on fuzzy
vaults into three groups:

e Attacks via record multiplicity: Assuming the attacker has accessed to multiple
vaults locked by the same biometric from a specific user; we found that the
attacker could reduce the number of candidate polynomials by exploiting the
following properties: 1) Keys used to lock the vaults are the same; 2) Chaff points
are generated randomly and are independent of the key; 3) Chaff points vary from
vault to vault. The goal of the attacker is to identify and remove chaff points, thus,
reducing the number of spurious polynomials. (A. Kholmatov and B. Yanikoglu
[14], H.T. Poona and A. Miria [15])

e Stolen key-inversion attack: if an attacker could get access to a secret key released
from a successful authentication, then, using this key, the attacker could
reconstruct the biometric representation (unordered set A). The direct link between
x and y coordinates in the vault is one of significant points used to attack the
system by “Attacks via record multiplicity” and “Stolen key-inversion attack™ as
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well as traditional brute-force attack. A. Nagar et al. [16] have separated these
values into 2 sets {x} and {y}; then used the minutiae descriptor of each x value
to encode respective y before storing both in the vault. Although this method
prevents attacker from successfully authenticating even if he knows the genuine
points, it did not prevent the exposing of our biometric representation (genuine x-
coordinates) from cross-matching template.

e Blended substitution attack: consider the situation where a malicious attacker
injects his own genuine points into someone’s vault such that both attacker and
legitimate user will be able to successfully authenticate against the same
enrollment record. Thus, legitimate user does not know that his vault has been
touched. To prevent this kind of attack, usually, the secret key is hashed by an one-
way hash function and stored in database at enrollment phase. This value will be
used to validate the generated key during authentication.

Hence, many works have been done for both attacking and defending a fuzzy vault
scheme. Almost implementations of fuzzy vault perform on fingerprint minutiae
points. So, some solutions for defending and preventing malicious accesses also util-
ize the characteristic of fingerprint minutiae points and hard to be used for other bio-
metrics. In this paper, we propose a method for storing the vault which helps to in-
crease the complexity of significant attacks on fuzzy vault as well as could be used for
many types of biometric. We do the implementation of our proposed method on a
fuzzy vault scheme based on iriscode.

3 Proposed Modification in Fuzzy Vault Scheme

3.1 A Hashing Method for Protecting Vault

The explicit representation of user’s biometrics, x-coordinates, and direct links be-
tween x and y coordinates in the vault are significant for attackers. We try to re-
move x-coordinates out of the vault while keeping an implicit link between each x
and y coordinate: after Polynomial Evaluation step in Figure 1, we collect 2 sepa-
rated lists {x;|x; € A}}=; and {y;|y; = P(x;)}/=,. Then each x; will be hashed by a
one-way hash function H to obtain {H(x;)|x; € A}-,. Meanwhile, we encrypt each
y; value by executing the XOR operator on binary form of each y; and x; to collect
{y';ly'; = E(x;,¥:)} [=1 (function E is described in Figure 4). Those y’, will be em-
beded into an array V, length v; and V[H(x;)] = y’;. The rest of the array are filled
by random values and stored as vault V (Figure 3a). At authentication phase, feature
set {x;|x; € B};_,from user biometric (Figure 1) are used to select those y', in V as
well as re-produce their original y;. Firstly, the hash function H is also applied on
each {x;|x; € B}[= to obtain {H(x;)|x; € B}[-;. Those values are used to querying
list y’, from V: {y’i|y’i = V[H(x;)],x; € B}-,. Decrypting each y'; by the XOR
operator between the binary form of that y’; and correspoding x; to get {y;|y; =
E(x;,y' )}, . Pairing those x; and y;, we have {(x;,y,)|x; € B,y; = E(x;,¥')}=1;
then processing the Polynomial Regeneration step to continue the authentication
phase.(Figure 3b).
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Set 4 & polynomial P

A

{x;:1x; € ANL,

Hashing

Polynomial
Evaluation

i1y = P}

{xilx; € A},

{H(x)l €AY,

W =Eley))li= Random {V (i)},

s

XOR(x;.y)

)

Vault V,V[H(x)] = ¥,

V(DY

| Oy = VIHGOD,
{x:lx; € B}, .

b) \
{(xo,v)lx: € B,y; = E(x, ') Yy

Fig. 3. A) Using hash function for indexing the Vault; b) Genuine points regeneration

Function E
Input: x,y e F
Output: z € F
bin(x) « binary form of x;
bin(y) « binary form of y;
bin(z) < bin(x)XOR bin(y);
z « decimal value of bin(z);
Output z;

Fig. 4. Encrypt/Decrypt Function E

Following this idea, LOCK and UNLOCK algorithms are also modified (cf. Fig. 5).
Using this modification, our proposed vault will only contain encrypted values of
y among chaff values. In this case, a matching between multiple vaults locked by the
same biometric of a specific user just gives us a set of encrypted y values, without any
information about their corresponding x. From those encrypted y values, it is
impossible to regenerate the polynomial as well as the secret key. Attacks via record
multiplicity is prevented. Moreover, consider a stolen key-inversion attack, even if the
attacker already knows the secret key, he still not have enough information to retrieve
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genuine y';, without the presence of x values. Another remarkable point of this
modification is its biometric data independence: no additional information from
biometric is needed to protect the vault. So, it could be used with any biometric types.
Moreover, the modification helps to avoid the presence of biometric features in public
data, thus increases the complexity of a brute-force attack: attackers need to find
proper x-coordinates to regenerate (x,y) points before trying any techniques to
retrieve user secret.

In next part, we will present an implementation of our method on a fuzzy vault
scheme based on iris code which turns out that helps to increase the complexity of
brute-force attack, prevents the attack via record multiplicity and stolen key attacks as
well as a blended substitution attack.

Modified LOCK

Public parameters: a field F, a Reed-
Solomon decoding algorithm RSDecode, a
one-way hash function H : encrypt/decrypt

function E
Input: Parameters k7 and r such that k <t <
r<gq.Asecret € Fk .

Modified UNLOCK

Public parameters: a field F, a Reed-
Solomon decoding algorithm RSDecode, a one-
way hash function H; encrypt/decrypt function
E

Input: a fuzzy vault V, comprising a para-
meter triple (k,t,r) such that k <t <r<qand an

r

array R = {(y;)}/—; suchthat y; €F.
Aset B ={b}._,, where b; €F

Aset A ={a}_,, where a; €F
Output: An array R = {(y;)}i—; such that
y; €F
Output: A value K'€ F U {null}
R < {f}i-0fi €F
p <K
fori=1totdo
(xpy:) < (airp(ai)):

Q <« 0;
fori=1totdo
index; = H (b;);

index; = H(x;); (x,¥')) < (by, R[index;]);
Rlindex;] « E(x;, ;) (i y) < (i E(x, y')s
Output R; Q < Q U,y
K' « RSDecode(k, Q);
Output K'

Fig. 5. Modified LOCK and UNLOCK algorithms

3.2  AnImplementation of Fuzzy Vault Scheme Based on Iriscode

Iriscode is the most common representation scheme used for matching iris image [17].
It is well known that iriscodes obtained from different iris images of the same user
contain variabilities which are referred to as errors. There are two types of errors
in iriscodes: (1) background errors caused by the camera noise, image capture effects,
etc., and (2) burst errors which are a result of specular reflections, occlusions, etc.
(F. Hao et al. [18]).
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Because iriscode is a fixed length binary vector, we could not directly protect it by
fuzzy vault framework. Here, we use the same technique described by Karthik Nan-
dakumar and Anil K. Jain [10] for constructing the iris cryptosystem: applying a salt-
ing (invertible) transform to the iriscode template based on a randomly generated
transformation key, then representing the transformation key as an unordered set and
secure it using the fuzzy vault scheme. The transformation iriscode template and the
vault that embeds the transformation key constitute the helper data. Both the salting
and fuzzy vault steps can account for intra-user variations in the iriscode template.

€ = (Cy,Cp0uns €, (€, € GF2™)

a) l Vault Key
5234]
Codeword = (Cula FuzzyVault
——) e
encoder encoder
P(x) =
Sx+2x7+3x+4
(=1l lc = 6(C,6(C), -, 6(C) l o3 s (e = €

Hash-index

- - e

V(V[iH(xi, v)] = E(x,¥))

—
v

I= 1y, .0,

Is 6= GU(C.E(C), - G'(C))
— [ xore
¢

— (€€
Point
Reconstruction

Fig. 6. Schematic diagram of the Fuzzy Vault scheme based on Iriscode: a) Enrollment; b)
Authentication

Vault Key

l €«——— | FuzzyVault
P(x) = Decoder .
i (G ydi= % = C'ayy =BG VI H G w) DY

5x3+2%24 3x+4

Karthik Nandakumar and Anil K. Jain directly used BCH-encoding which helps to
correct bit-errors in iriscode at salting step: firstly, an array C = (Cy, C5, ..., C.); (C; €
GF(2™) israndomly generated. Then BCH encoder is applied individually to binary
form of each element to obtain an array G of r binary codewords
G(Cy),G(Cy), ..., G(C,), each of length M, bits (Codeword Encoder step, Figure 6a).
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Meanwhile, the iriscode is also partitioned into r non-overlapping components
I, I, ..., I, such that each component contains exactly M, bits. Then, an XOR opera-
tion is performed between those components and C to obtain the components of the
transformed iriscode I*. After this step, we collect r numbers C and I*. C could be
directly represented as an unordered set and secured using the fuzzy vault.

Enrollment scheme continues with fuzzy vault encoder step and releases an
array (x;,yi)i=1; (x; = C;). Now, we encrypt y; by x; and embed E(x;,y;) values
into a 2-dimensional array V, size r X v so that each E(x;,y;) value will be stored on
each row of V and V[i,H(xi, v)] = E(x;,y;); here, we call H a modulo hash function,
in which H (a,b) = SHA-256(a) mod b. Finally, I* and V are stored as our template.

During authentication (Figure 6.b)), user provides a query iriscode I’ which will be
partitioned into r non-overlapping components I'y,1I'5,...,I',. A XOR operator is
performed between those r components and the transformed iriscode [* to obtain r
binary vectors G' = G'(C,),G'(C,), ..., G'(C,) . A corresponding codeword decoder
is applied to those vectors, then, we get C' = (C'y,C',, ..., C'}) (Codeword Decoder
step). If the Hamming distance between each vector in G’ and the corresponding
original vector in G is less than the error correcting capability, C’ will almost overlap
with C.

Now, alternatively apply the modulo hash-function H and encrypt/decrypt function
E on each element of C’ in order to reconstruct an array of points {(x;, y;)i=q; X; =
C'y;y; = E(x;, V[i,H(x;, v)])}. The order information of elements in C is utilized
here. Next, those reconstructed points are represented as unordered set, which is then
used for vault decoding. Suppose our secret construct a d-degree polynomial, if C’
and C overlap at least d+1 elements, the vault can be successfully decoded. A hash
value of the secret K is stored to verify the result and also help to prevent blended
substitution attack.

4 Experimental Design and Security Analysis

The performance of this iris cryptosystem has been evaluated on the CASIA iris im-
age database version 1.0 [19] and the result is showed in [10]. At Codeword Encoder
step, they used BCH(1023,16) (m = 16) which could correct up to 247 errors in a
1023-bit codeword. The number of random codeword is set to 48; iriscode is parti-
tioned into r = 48 components with each partition containing 1023 bits. Degree of
polynomial was set to 10 and 11 (n = 10,11). Fuzzy vault decoder uses Langrage in-
terpolation for reconstructing polynomial and CRC-error detecting code for verifica-
tion. FAR is 0.02% when key size is 160 bits (n=10), and O when key size is 176 bits
(n=11). GAR in both situations is 88%.

We have changed the way the vault is stored, which only affects the security level
of the vault without changing its performance: as discussed in section 3.2, after Fuzzy
encoder step, we collect r points (x,y), embed encrypted values of y-coordinates
into a 2-dimensional array V, size r xv so that each value will be stored on each row
of V and V[i, H(x; , v)] = E(x;,y;). Similarly, this process is inverted during
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authentication for reconstructing r points (x,y). We stored hash value of the key for
further verification. We tested our modification on CASIA version 1 and CASIA
version 4, using OSIRIS [20] for extracting iriscode from image. We setr = 32 and n
= 11; and also used BCH(1023;16) which could correct up to 247 bit-errors in 1023-
bit code word. FAR of our experimental is 0.02% on CASIA version 1 (equal to the
old scheme) meanwhile it is 2.97% on subset of CASIA version 4 iris-interval and is
0.3% on subset of CAISA version 4 iris-lamp.

The security of fuzzy vault framework is analyzed by measuring the average min-
entropy of the biometric template given the vault. This iris cryptosystem consists of
two components: the transformed iriscode template /* and the vault V that secures
the transformation key C used to obtain /*. Min-entropy of template iriscode /* has
been analyzed in [10] is approximately 52 bits. With our modification, min-entropy
of the vault must be changed.

Recall that a vault V is a two-dimensional array of size r , v, each row of V has
exactly one y'-value of a genuine point. Suppose that random key K € GF(2™) and
the secret polynomial has degree d, the vault can be decoded only if we could
reconstruct a candidate set L consisting of (d + 1) points (x,y") by choosing
(d + 1) distinct x values from GF(2™) and their respective y' values from each of
(d+1) rows of V. Actually, when we already have x -values, finding the
corresponding y'-values is not a complicated matter.

Because x € GF(2™), to choose (d + 1) distinct x values from GF(2™), we

have [;J:nl] ways, each of them can be ordered in (d + 1)! ways. Total number of

2@+
The min-entropy of a template MT given V is calculated as follows:

m
candidate set L is [2

Ha (MT1V) = =10g (1/ ([ 2@ + 1)) = —log (S5

Here, when m = 16, d=10, H,,(MT|V) = 176 bits and when d = 11, H,,(MT|V) =
192 bits.

Therefore, entropy of the vault is much greater than min entropy of template
iriscode I*. Min-entropy of the whole scheme will be 52 bits compare to 40 bits in
[10]. Furthermore, the complexity of this scheme does not depend on v (1): V could
just be a r-dimensional vectors and we could reduce the effort to generate chaff
values as well as the size of our vault.

In case of attacker know which are right y' values in the vault by a cross-matching
template of the same user, he still need to try all possible x values from GF(2™) for
each of y' because the position of y’in V left no information for retrieving x. Thus,
the complexity of an attack via record multiplicity is as hard as a brute-force attack.
The same thing will happen to a stolen key-inversion attack: even when attacker know
the key, he still need to try all possible value of x to obtain its corresponding y' as
well as list of genuine (x, y).
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5 Conclusion

In this paper, we proposed a method for storing the biometric fuzzy vault which tar-
gets to break the direct link between each x and y-coordinates in the original fuzzy
vault scheme and avoiding the explicit presence of x-coordinates (is usually the re-
presentation of biometric features) in the vault. The proposed method helps to deal
with known weaknesses of fuzzy vault schemes: prevent attacks via record multiplici-
ty and stolen key attacks while decreasing possibility of blended substitution attack.
Additionally, the complexity of a brute-force attack has also been increased.

We also constructed an implementation of the proposed method on a fuzzy vault
scheme based on iriscode. With our implementation, the size of the vault has
dramatically decreased while min-entropy of whole scheme has been increased to 52
bits (comparing to 40 bits in the previously introduced scheme) and the entropy of the
vault is from 176 bits.

Utilizing the characteristic that iriscode is a fixed-length binary vector, we
construct a simple and effective hash-based function for indexing the new vault with
collision-free. This type of hash function could only be used with ordered biometrics
data (e.g., iriscode, face, etc.). To employ the newly proposed method for unordered
biometrics data (e.g., fingerprint minutiae points, iris minutiae points, etc.) we must
further investigate and carry out intensive experiments to see how collision would
affect performance of the system and find the way to effectively deal with collision.
This issue is also of our interest in the future research activities. Besides, integrate the
proposed method with biosmetric-based (co-)authentication systems on smartphones
[21] will also be of great interest.
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Abstract. This paper presents Encrypted Cloud (EnCloud), a system designed
for providing end-to-end encryption between cloud applications to facilitate their
operation and enable users trust in providers. EnCloud relieves end-users’ pri-
vacy concerns about the data stored in cloud services so that the private data are
securely stored on the cloud server in an encrypted form while the data owner’s
EnCloud applications are only allowed to decrypt the encrypted data. To show
the feasibility of EnCloud, we implemented a prototype for Dropbox. The experi-
mental results of the prototype demonstrate that the additional time delay incurred
by EnCloud operations is acceptable (within 11.5% of the total execution-time).

Keywords: Cloud, Domain Management, Privacy, End-to-End Encryption.

1 Introduction

Cloud computing services offer many benefits (e.g., data storage and computing infras-
tructure). However, they also raise serious privacy concerns [14]. These concerns are
not only limited to the prying eyes of providers but also include government programs
violating their citizens’ basic rights.

The Snowden’s leaks exposed that US and UK government agencies have collected
online users’ activities from cloud service providers. Reportedly, these agencies can
directly access data on central servers of several companies (e.g., Microsoft, Apple,
Facebook, Yahoo, Google, PalTalk, and AOL) for their surveillance efforts [6]. Also,
providers like Google regularly get requests from governments and courts around the
world to hand over users’ data. In 2012, Google received 21,389 requests for infor-
mation affecting 33,634 user accounts, where Google provided at least some data in
response (about 66% of the time) [11]. Even worse, such cooperation is legal — the US
Patriot Act, which was designed to give the US government access to information that
may help prevent terrorist attacks, provides the legal platform for US law enforcement
agencies to access corporate and users data when necessary. To that end, users are start-
ing to distrust cloud providers, and many users would prefer to store their data on their
own devices at home, when possible [5,7].

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 72-82, 2014.
(© Springer International Publishing Switzerland 2014
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To contain such a powerful adversary, we propose EnCloud, a new security appli-
cation that prevents an attacker from accessing cloud-based data without the owner’s
knowledge or consent. EnCloud is designed to provide end-to-end encryption between
multiple cloud applications in the data owner’s personal domain. The proposed system
is quite different from existing commercial products in the key management (cf. §6):
All encryption and decryption keys in EnCloud are located at the client side rather than
the server side. From a privacy perspective, users can then truly control the use of keys
and manage their personal data. To this end, our key contributions can be summarized
as follows:

— We introduce EnCloud, a framework to address end-users’ privacy concerns in
cloud storage settings. We propose a secure domain management framework so
that the user’s data can only be accessed by cloud applications registered for her
personal domain (cf. §3).

— We show that EnCloud can achieve data confidentiality against powerful adver-
saries who can access not only the data stored in the cloud storage but also any
network communication at home by analyzing the security properties of the En-
Cloud system (cf. §4).

— We demonstrate the deployability of EnCloud by implementing a prototype to
support end-to-end encryption between cloud applications for Dropbox. With this
prototype, we analyze the overhead of EnCloud and demonstrate that the addi-
tional time overhead incurred by the encryption and decryption operations is rather
marginal (within 11.5% of the total execution-time) compared with the overall
execution-time (cf. §5).

The rest of this paper is organized as follows. In §2 we introduce the threat model. In
83 we outline the design of EnCloud. In §4 we discuss a security analysis of EnCloud. A
prototype implementation and results are introduced in §5. The related work is reviewed
in §6, followed by concluding remarks in §7.

2 Threat Model

We consider a powerful adversary who acts as a government agency. The adversary
can access the data stored in the cloud storage and can monitor the traffic between the
end-user and cloud provider. We assume a computationally bounded adversary running
in a polynomial time, and is not capable of breaking the encryption algorithm without
knowing the key(s) used for encryption; this assumption is reasonable since breaking
advanced encryption algorithms (e.g., AES [3]) is computationally infeasible for the
most powerful supercomputers.

We assume end-hosts are trusted and not under the control of the adversary. However,
the adversary is able to guess a user-chosen password using a low-cost offline password
attack — in offline password attacks, an adversary holds any password-related messages
or data, and then iteratively guesses the user’s password and verifies whether his guess
is correct or not in an offline manner.

Our goal is to protect the user’s private data stored in the cloud so that the adversary
only knows the presence of the encrypted data and their characteristics (e.g., creation
time, size, etc.) but not the contents or intended use.
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Table 1. The notations used in the EnCloud system

Notation Description Notation Description

U User of EnCloud S Cloud Server

DM Domain Manager DC; Domain Client with the name of ¢
d Data being stored in the cloud & Domain key

dek Data encryption key idq Unique identifier of data d

Ci PIN code for DC; sk; Session key for DC;

puk; Public key for DC; prk; Private key for DC;

3 EnCloud System

To achieve the security goal described in §2, a user U’s data should always be stored on
the cloud server in an encrypted form. If U uses a single machine, end-to-end encryption
is simple enough to be implemented — the encryption and decryption keys can easily be
managed by an application on that machine.

However, nowadays a cloud service is not anymore accessed by a client application
on one single machine. Users can use the cloud service for their PCs, Smartphones,
tablets, smart TVs or any device equipped with the client applications. Thus a major
challenge is how to share keys securely between these devices. EnCloud is designed to
do this by creating a personal domain of authorized applications (or devices) that can
decrypt the data on the cloud storage, in turn, ensuring that no unauthorized application
can decrypt the data.

EnCloud has two functional components: Domain Manager (DM) and Domain Client
(DC). To use a cloud server S in a private manner, the user U installs a DM application
on one of her devices (e.g., PC or smartphone) — in principle DM should always be
available for the communication with DC’s; U also installs a DC application on her
other devices to create her personal domain. We briefly explain the roles of DM and
DC as follows (shown in Figure 1):

— Domain Manager (DM) is an application which is responsible for managing its
domain members (i.e., Domain Clients) by registering and revoking them. The user
U has to install this application on a network-enabled device (e.g., PC or Smart-
phone). This device would have processing, storage and display capabilities. The
DM application creates a domain key and distributes the key to the domain clients
in a secure manner. Here we assume that DM should always be available for the
communication with its domain members although DC’s can often be turned off
and turned back on.

— Domain Client (DC) is an application which is responsible for encrypting user
data when the data are exported from originating domain and decrypting the en-
crypted data when encrypted data are imported into the domain. An existing cloud
application interacts with DC to encrypt user data before uploading the data to the
cloud server directly. A user U has to install the DC application on all the user’s
devices which will use the cloud server S.

With these two components, EnCloud securely protects U’s private data within her
personal domain devices through (1) end-to-end encryption and (2) domain management.
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Fig. 1. The proposed EnCloud framework. Domain Manager (DM) is responsible for managing
its domain members (i.e., Domain Clients) by registering and revoking them; a Domain Client
(DC) can securely access the data created by one of DC’s in the same domain.

In the following subsections, we will present how EnCloud works for protecting user
data on the cloud server S. The notations used in outlining the operation of EnCloud are
summarized in Table 1.

3.1 End-to-End Encryption

In EnCloud, encryption and decryption operations are processed at each DC applica-
tion for end-to-end encryption between cloud applications. When uploading the data to
the cloud server .9, the data should be encrypted while the encrypted data should be
decrypted only after downloading the data so that the user’s data can be accessed by
authorized applications only in her personal domain. Here we assume that each DC
application holds the domain key k. In §3.2, we will discuss how to manage k for DC
applications.

Uploading Data. When a user U uploads her personal data d from a cloud application
to the cloud server 9, the cloud application asks for the encryption of the data d by
interacting with DC;. DC; creates a data encryption key dek to encrypt the data d.
After encrypting the data d with dek, dek is also encrypted to be securely stored in the
cloud storage. A unique identification string id, is used to associate dek with d. For
example, the file name of d can be used to implement id,. After creating these objects,
DC,; returns them to the cloud application and then the cloud application sequentially
uploads them instead of the original data d. This process can be represented in the
following manner:

U—S: (Edek(d),idd)
U—S: (Ek(dek‘),idd)
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Downloading Data. When a user U wishes to download the data d from the cloud
server S via its associated cloud application, the cloud application returns (Fgex(d),
idq) and (Ejx(dek),idg). The identifier idg is used as an index to obtain them. This
process can be represented in the following manner:

S —U: (Edek(d),idd)
S—U: (Ek(dek),zdd)

DC; decrypts Ej(dek) with the key k then decrypts Eqer(d) with dek. After de-
crypting both objects, DC; returns the plain data d to the cloud application.

3.2 Domain Management

When a user U uses several applications and devices for the cloud server S, it is nec-
essary to securely share keys between them for an application to freely exchange the
encrypted data with other applications installed on other devices.

Creating Domain. After choosing a device which is proper for DM, U installs the DM
application on the device. The DM application runs with default configuration settings
and generates a random key & as domain key. The domain key k& is securely stored.

Registering Device. When U registers a device with the name of ¢ into her domain, U
installs the DC application on the device. The DC application (i.e., DC;) then searches
DM via a network interface (e.g., WiFi). When the proper DM application is found, U
requests the DM application to join DC; into the domain managed by the DM appli-
cation by sending the JOIN request message. This process can be represented in the
following manner:

DC; — DM : JOIN, DC;, DM

When DM receives the JOIN request message, the unique identifier ¢ for DC; and
a randomly generated PIN code c; are displayed on DM. The displayed information is
used to prevent man-in-the-middle attacks. U has to input the code ¢; on DC; for estab-
lishing a secure communication channel between DM and DC;. When U successfully
types the code ¢; on DC;, both DM and DC; generate a session key sk; derived from
the common secret code ¢; (i.e., sk; < G(c;) where G is a randomized algorithm that
takes ¢; as input and returns sk;).

In addition, DC; generates its own public/private key pair puk; and prk; to securely
exchange messages with the DM application. To register puk; to DM, DC; first en-
crypts (puk;, DC;, DM) with sk; and sends it to DM. After receiving this message,
DM decrypts it with sk; and checks whether DC; and DM are correctly obtained. If
they are valid, DM stores the information about DC; including its public key puk; and
sends the domain key k to DC; encrypted with puk;. This process can be represented
in the following manner:
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DC; —s DM : Eg, (puk;, DC;, DM)
DM — DC; : Epys, (k, DC;, DM)

After receiving the above message, DC; decrypts E,1, (k, DC;, DM) with its pri-
vate key prk; and then securely stores k for later end-to-end encryption. In this step,
DC,; also checks whether DC,; and DM are correctly obtained by the decryption to
prevent modification of E,,, (k, DC;, DM) by an adversary.

Removing Device. When U removes a device ¢ from her domain, U uninstalls the DC
application (i.e., DC;) from the device. While DC; is uninstalled, it securely deletes
the domain key k, its own public/private key pair and then sends the LEAVE request
message. This process can be represented as follows:

DC; —» DM :LEAVE, DC;, DM

After receiving the LEAVE request message, DM displays DC;’s identifier ¢ and asks
U to remove DC; from her domain. When U agrees to remove DC;, DM deletes all the
data related to DC; (i.e., puk; and i for DC;).

Updating Domain Key. When a domain device is stolen or lost, U needs to update the
domain key k since she does not want to allow the stolen (or lost) device to still access
her personal data. To accomplish this task, U manually selects to remove the stolen
(or lost) device from the domain members — DM deletes all the data related to the DC
application to be removed.

When U tries to update the domain key, DM generates a new domain key k and then
searches actively running DC applications via a network interface. If there exist mul-
tiple running DC applications, DM (randomly) chooses an application as key updater;
DM sends the new domain key k: with the UPDATE message to the chosen DC appli-
cation (without loss of generality, we assume that DC; is chosen). This process can be
represented in the following manner:

DM — DC; : UPDATE, DC;, DM, E,, (k)

After receiving the above message, DC; displays the DM application’s identifier and
asks U to update the domain key. When U agrees to replace the old domain key & with
k, DC; decrypts Epyk, (k) with prk; to obtain the new domain key k and starts down-
loading all encrypted data encryption keys from the cloud server S. After downloading
all data encryption keys encrypted with the old domain key &, DC; decrypts them with
k, and re-encrypts the data encryption keys with the new domain key k. Finally, DC;
uploads all the data encryption keys encrypted with k: to S and then sends the UPDATED
message to DM. This process can be represented in the following manner:

S — DC; : (Ej(dek),id)
DC; — S : (Ey(dek),id)
DC,; — DM : UPDATED, DC;, DM
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After receiving the UPDATED message, DM periodically sends the new domain key
k to the remaining domain members over secure and authenticated channels created
using their public keys until no more DC applications with the old domain key & are
found.

Replacing Domain Manger. We also need to consider replacing the domain manager
DM with a new one. This task can be implemented by a sequential combination of ‘cre-
ating domain’, ‘registering device’ followed by ‘updating domain key’. After creating a
new domain and registering all the current DC applications to the new domain, domain
key should be updated with the new domain manager. To support this feature, each DC
application keeps the last domain key when it was registered again.

4 Security Analysis

In EnCloud, encryption provides confidentiality of user data — the encrypted data are
protected with the data encryption key dek which is randomly generated by an individ-
ual DC application; the dek is encrypted again with the domain key % so that only a
DC application with the domain key & can obtain the data encryption key dek.

With the information about the user data stored in the cloud storage, an adversary
cannot obtain any information about the data encryption key dek and the domain key
k except for their associated identifiers if the adversary cannot break the encryption
algorithms used for Ej (dek).

Furthermore, even if the adversary can monitor all the communications between the
DM and DC applications, the message including the domain key k is encrypted with
the DC;’s public key puk;. Thus, it is infeasible to obtain k for the adversary since the
DC,’s private key prk; securely stays in DC;.

A major challenge which we address in EnCloud is to prevent an adversary who
performs an offline brute force attack on the PIN code c;. With the captured messages
between DM and DC applications, an adversary might still try to guess ¢; and check his
guesses by attempting decryption of Eg, (puk;, DC;, DM). However, the session key
sk; is only used to provide the integrity of puk;. With puk; alone, an adversary cannot
obtain any information about k.

EnCloud engages users in actions by showing on-screen messages with the requested
device’s identifier to continue performing tasks like registration into a domain, removal
of a domain, and update of a domain key. These interactions can help rule out unautho-
rized commands and man-in-the-middle attacks.

5 Prototype Implementation

In this section, we demonstrate a prototype implementation of EnCloud for Dropbox.
The purpose of this implementation shows that the EnCloud system can practically
be implemented without incurring significant overhead. We implemented an app on
the Android platform for Dropbox. Dropbox APIs (sdk-1.6) were used to upload and
download files. We simplified the implementation of EnCloud by assuming that the
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Table 2. The execution-time measurements (SD: Standard Deviation) for encryption/decryption
operations and the total processing with varying file sizes. The time units are in milliseconds.

File Size Encryption Decryption Total

Mean 1545.73 (1.38%)  4710.73(4.19%) 112366.16

20MB Max  1919.00 (0.74%)  7459.00 (2.88%) 259086.00
SD 207.96 (0.63%) 914.07 (2.77%)  32981.14

Mean 2796.26 (1.53%) 8032.70 (4.40%) 182738.23

40MB Max 3537.00 (1.40%) 9798.00 (3.88%) 252612.00
SD 294.50 (0.76%) 984.22 (2.54%)  38808.89

Mean 4394.83 (1.44%) 13855.57 (4.54%) 304931.63

60MB Max 5327.00 (1.19%) 19079.00 (4.25%) 448645.00
SD 599.61 (0.70%)  2585.83 (3.02%) 85367.29

Mean 7251.43 (1.40%) 32864.33 (6.33%) 519346.70

80MB Max 92648.00 (7.22%) 57218.00 (4.46%) 1281747.00
SD 674.48 (0.29%) 8799.67 (3.85%) 228689.78

Mean 8389.26 (1.22%) 69905.77 (10.16%) 687818.37

100MB Max  9779.00 (0.39%) 79668.00 (3.16%) 2523523.00
SD  1257.80 (0.31%) 5598.06 (1.36%) 410183.42

domain client application already holds a domain key. We particularly focused on the
feasibility of end-to-end encryption rather than domain management. For encryption,
we used AES-256 (with CBC and PKCS5Padding) in the javax.crypto package.
When a user uploads a file d, this app internally creates two files where one is for d and
the other one is for its data encryption key dek. The file d is encrypted with dek; dek is
encrypted with a domain key & internally stored in the EnCloud app.

When a file is uploaded and downloaded, we measured the execution-time incurred
by encryption and decryption operations compared with the total execution-time. To
decrease the bias associated with the performance realized from the testing samples,
we repeated the test procedure 30 times with varying file sizes from 20MB to 100MB.
We used a Samsung Galaxy Note 2 (with a 1.6 GHz Quad-core CPU, 533MHz GPU
and 2GB RAM) running the Android 4.3 version, and equipped with a non-congested
100 Mbit/s WiFi connection to a LAN that was connected to the Internet via a Gigabit-
speed link; the execution-time overhead was measured using the method System.
currentTimeMillis (). The experimental results are shown in Table 2.

The test results show that the execution-time overhead incurred by encryption and
decryption operations is marginal compared to the overall overhead. For example, when
the file size was 20MB, the total execution-time was 112,366 milliseconds on average
while the execution-time measurements for two encryption and two decryption opera-
tions were only about 1,545 and 4,710 milliseconds, respectively, on average (for the
30 trials; about 1.37% and 4.19% of the total execution-time). Although the average
encryption and decryption time was greatly affected by the file size, the additional over-
heads of encryption and decryption operations were still manageable: the average ad-
ditional delay incurred by encryption and decryption was less than 11.5% of the total
execution time in the worst case. This is because file transfer may overwhelm other
operations such as encryption and decryption. Interestingly, we can see the significant
difference in execution time between encryption and decryption. We surmise that the
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underlying physical characteristics of NAND flash memory used in the prototype im-
plementation may explain this characteristic — read and write operations are needed
only once for encryption whereas one read and two write operations are needed, re-
spectively, for decryption. If we consider the fact that read is typically at least twice
faster than write for flash memory, the performance difference between encryption and
decryption seems natural.

We now discuss the execution-time for updating domain key. When a domain device
is stolen or lost, the domain key should be updated. We tested the key update procedure
30 times with a 100MB file under the same conditions to measure the execution-time to
process this task. The average execution-time was 2,258 milliseconds, concluding that
the proposed key update procedure is efficient compared with, for instance, the case
of the time it takes to download (or upload), encrypt, and decrypt the same file with a
domain key £, which yields the total average execution-time of 364,393 milliseconds.

The space overhead can generally be computed with the number of stored files as
follows: For a file d to be stored in the cloud storage, the EnCloud system stores the fol-
lowing files: encrypted data = (Eqek(d), idq) and data encryption key = (Ey (dek), id,)
where dek is a randomly generated key and idy is a unique identification string for d.
If we use a m-bits block cipher for the encryption E, |E4er(d)| < |d| + m since the
maximum length of the padding is less than m. To store Ej(dek) and two id, strings,
the additional overhead of m bits and 2 - |id,| is also needed, respectively. Therefore
the worst case space overheadis n - (2-m + 2 - |idg4|) where n is the number of files to
be securely stored in the cloud storage. For example, if 30,000 private files are stored
and the EnCloud system uses AES-256 for encryption F with 256 bits for idg4, the total
storage overhead is about 3.66MB (= 30, 000kb). In the EnCloud system, the space
overhead is proportional to the number of files to be stored and is rather marginal.

6 Related Work

The cloud computing [12] promises many opportunities while posing a unique security
and privacy challenges. Takabi et al [14] argued that privacy is a core issue in all the
challenges facing cloud computing — many organizations and users are not comfortable
storing their data on off-premise data centers or machines.

End-users do not trust cloud services to store their personal data, and would prefer
to store the data on their devices at home. Ion et al. [7] showed that many users believe
that the data stored in cloud services can be exposed or stolen. Similarly, a survey by the
Fujitsu Research Institute showed that about 88% of cloud customers were concerned
with unauthorized access to their data [5].

In practice, the user data in cloud services are often exposed to the risk of unautho-
rized access. For example, Dropbox recently suffered an authentication bug that made
it possible to log into some users’ accounts without a password for about 4 hours [10].
In addition, the Snowden’s leaks [1] explain why privacy concerns on the cloud are not
far fetched — some intelligence agencies (e.g., NSA and GCHQ) have collected online
users’ data, even from cloud providers. These cases show how cloud computing ser-
vices could be vulnerable in real-world situations, not only by external but also internal
adversaries.
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Kamara and Lauter [8] proposed several architectures for cryptographic cloud stor-
age based on cryptographic primitives such as searchable encryption and attribute-
based encryption to mitigate privacy risks in cloud services. They are particularly in-
terested in sharing a secure cloud storage between users. We extend their work for a
different scenario where a user wants to share her personal data between her cloud
applications. Our focus is to design a simple, efficient, and general framework that pro-
vides end-to-end encryption between cloud applications in the data owner’s personal
domain.

Slamanig [13] demonstrated how to use side channels (CPU time or storage space)
in cloud to infer the behavior of co-located users. Khan and Hamlen [9] proposed a
framework called AnonymousCloud based on Tor [4] (which is designed to resist traffic
analysis) in order to conceal ownership of cloud data.

There are several solutions providing end-to-end encryption for off-premise user
data. To that end, Voltage Security (www.voltage.com) introduced a commercial
security product based on identity-based encryption (IBE) [2] to protect files and docu-
ments used by individuals and groups. While usable in many applications, like email, an
obvious shortcoming of the technique is that the provider can also decrypt its users’ data
for having access to users’ private keys. In other words, in order for the system to work,
users have to trust the provider, a requirement we set to avoid in this work. Encryp-
tion services such as Boxcryptor (https: //www.boxcryptor.com) and Cloud-
fogger (http://www.cloudfogger . com) encrypt user data locally and then the
encrypted data sync with the user’s cloud storage. However, the security of their solu-
tions relies on the difficulty of guessing passwords since the decryption keys in their
services are protected with a password typed by the user at login. Unlike these prod-
ucts, EnCloud is designed to provide end-to-end encryption to defeat offline dictionary
attacks; all encryption and decryption keys in EnCloud are located at the client side
rather than the server side.

7 Conclusions

We proposed a system named EnCloud against powerful adversaries (e.g., an intelli-
gence agency) who can access cloud-based data. EnCloud is designed to provide end-
to-end encryption between cloud applications in the data owner’s personal domain so
that the private data are securely stored on the cloud server in an encrypted form while
the data owner’s EnCloud applications are only allowed to decrypt the encrypted data.

We also demonstrated EnCloud’s feasibility by analyzing the security and perfor-
mance on a prototype implementation for Dropbox. We highlighted that the additional
execution-time overhead incurred by EnCloud is not significant compared with the over-
all execution-time. This shows that EnCloud can be implemented without a significant
overhead while providing an effective end-to-end encryption between cloud applica-
tions. However, in this prototype, the adversary can learn some meta attributes about
files (e.g., creation time, size, etc.). In future work, we will consider how to hide such
information.
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1

In cloud computing, users transfer (sensitive) data to the cloud computing vendor.
Due to the unilateral dependency on the cloud computing vendor and the lack of a
face-to-face interaction, which creates perceived and behavioral uncertainty, trust —
both in the vendor and the applied cloud computing technology — plays a fundamental
role in building relationships [1, 2]. However, specific requirements, e.g., with regard
to security, privacy, accountability, and auditability, also need to be met in order to
fulfill the expectations of the business partners, gain their trust and build long-term
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Abstract. This research offers a constitutive, mixed-method approach in order
to identify trust-influencing and -influenced factors in cloud computing, which
should lead to a fundamental understanding of the formation and retention of
trust in cloud computing. In cloud computing, sensitive data and whole
processes are transferred and outsourced to the cloud provider, without necessi-
tating face-to-face communication with a sales assistant. We find the research
methods literature review, laboratory experimental research, semi-structured
expert interviews, surveys, vignettes, and (retrospective) think aloud comple-
mented by neuroscientific methods to be suitable to reach the target set. Since
vignettes, think aloud and neuroscientific methods are underrepresented or ra-
ther new to the information systems domain, in this contribution we pay special
attention on these. Our mixed-method approach has the ability to verify, reaf-
firm, and refine theories affected by cloud computing or even to create new
ones. Based on the findings of this research, recommendations for actions as
well as implications for users and providers alike can be deduced. Since we rely
on triangulation of the data set, the limitations of the whole approach reflect the
limitations of each applied research method. Preliminary results indicate that
76% of cloud users focus primarily on data security, whereas 58% name the
price of a certain cloud computing service to be relevant to provider selection.
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business relationships. Indeed, the recent news on the PRISM program has brought
these aspects to the forefront of public interest. In the context of the evolutionary
paradigm of cloud computing, researchers try once more to provide a commonly ac-
cepted, uniform definition of trust. Unfortunately, these definitions are not holistic as
they only concentrate on one segment of reality. For example, some definitions solely
concentrate on the social relationship between client and provider and lack other trust
relationships, e.g., the customer's confidence in the technology itself [1]. The difficul-
ties in finding a holistic definition, covering the dynamic and multifaceted subtleties
of the term trust, arise because of (a) the many different forms of trust [3] and because
of (b) the difficult conceptualization [4]. The predominant service and deployment
models in cloud computing environments [5] make a conceptualization of trust even
more complex. A deep analysis at different levels is necessary [6] in order to identify
all influencing as well as influenced facets of the term trust. Our aim is to analyze
trust in the realm of cloud computing, to identify influencing as well as influenced
factors and therefore to provide a fundamental understanding of the concept. Corres-
ponding research questions are (i) What factors influence trust (in the area of cloud
computing)? and (ii) In which way do these factors influence trust, is there a hierar-
chal or even dependent order?. Based on this essential, fundamental understanding of
the formation and retention of trust in cloud computing, recommendations for actions
as well as implications for users and providers can be deduced. Further objectives and
deliverables comprise corresponding IT artifacts capable of establishing and promot-
ing trust in cloud computing, e.g., a meta-model for the conceptualization of trust.
This research not only verifies existing theory on the subject, but also indicates the
possibility for new approaches. In order to answer our research questions, we will use
a mixed-method approach consisting of the research methods literature review, la-
boratory experimental research, semi-structured expert interviews, surveys, vignettes
and (retrospective) think aloud complemented by neuroscientific methods within the
information systems (IS) domain (NeurolS). After exploring the research methods
vignettes, think aloud and NeurolS in section 2, we will introduce our mixed-method
approach in section 3. Subsequently, in section 4, first results will be presented. We
close by discussing limitations as well as future research directions in section 5.

2 Potential of the Mixed-Method Approach

We consider the research methods literature review, expert interview, surveys and
experimental observation to be common in the IS domain; consequently, we will
focus on the potentials of the remaining research methods in our mixed-method
approach: vignette, (retrospective) think aloud and NeurolS. In order to identify scien-
tific publications on the aforementioned research methods, we conducted a systematic
literature review following a synthesis of the guidelines by Webster and Watson
(2002) and Vom Brocke et al. (2009) [7, 8]. We limited the search to the top 20 (out
of 125) journals included in the AIS ranking in order to achieve high-quality results.
In a next step we searched the conference proceedings of the leading international IS
conferences AMCIS, ECIS, ICIS and PACIS. Based on these results, we carried out
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a forward (review of reference lists) and backward search (author-centric review).
Our findings indicate that the research methods think aloud and vignette are underre-
presented in the IS domain. In the high-ranked journals and well-known conferences,
we only identified 203 publications that either focus on the research method think
aloud or use this method during the research process. The research method vignette is
used in 55 publications." While the application of both vignette and think aloud re-
search methods is widespread in other disciplines (e.g., psychology), in the IS domain
it is still uncommon.

2.1  Vignette

Since the research method vignette is underrepresented in the IS domain, we have
synthesized the definition to the following: Vignettes are focused descriptions or
short stories about hypothetical characters, approximate real-life situations, a series
of events and structures — normally limited to a brief time span, to one or a few key
actors, to a bounded space, or all three —, which can make reference to important
points in the study of perceptions, beliefs and attitudes, to which a subject — assuming
a role of a fictitious character — is invited to respond to in a variety of formats (e.g.,
making a decision, rating on a scale, evaluating a behavior of the actor in the vignette
or giving free text answers) [9-22]. In order to avoid problems such as experimenter
approval or social desirability [23, 24], vignettes ask the test person to act as a fiction-
al person. Whereas vignettes with a rating-scale (e.g., Likert-scale) limit the expected
answers to a predefined set of ratings and seek for empirical evidence, free text an-
swers seek its validity on “plausibility and cogency of logical reasoning in describing
the results in drawing conclusions from them” [25, 26]. One limitation, however, is
that it can be assumed that test persons might respond in a different manner when they
are presented a vignette rather than a real setting [11, 22]. By making use of a vignette
in the context of cloud computing, situations such as the user’s intentional action to a
hypothetical incident can be analyzed.

2.2  Think Aloud

Through experimental observation, much information can be gathered [27], but the
cognitive processes involved, such as decision making and social processes, usually
remain unobserved. Quantitative data, e.g., time until provider selection, do not
provide a comprehensive picture of a decision. Different factors (e.g., previous
experiences with a cloud computing provider) can affect such quantitative data. The
majority of decision making processes are obscured, as they take place in the human
mind. Before the rise of NeurolS, the closest equivalent to a verbal description of a
thought process were verbal protocols [28]. In order to trace the related cognitive
processes, the test persons can be asked to think aloud while or after fulfilling a

! Publications in which the search terms have been used in another context (e.g., appearance

in the references list) have not been regarded. The detailed literature reviews can be found
online: http://www.uwi.uni-osnabrueck.de/Appendix_TrustBus.pdf.
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certain task. Think aloud protocols require the test person to orally paraphrase thought
processes. Based on transcripts of these verbalizations the experimenter can under-
stand the cognitive processes and the resulting behavior [27]. However, think aloud
protocols are limited by the test persons’ ability to articulate their thoughts [27]. Since
it is hard to simultaneously perform a certain task and think aloud, we will fall back
on retrospective think aloud. In the context of cloud computing, e.g., participants’
reasoning for choosing a certain provider can be captured. These can include answers
not caught by standardized questionnaires.

2.3  NeurolS

The aforementioned neuroscientific methods within the area of Information Systems
are meant to complement, not substitute other research methods and are particularly
helpful in situations where test persons may be especially susceptible to biases such as
subjectivity bias, desirability bias or demand effects [29]. Moreover, by collecting
continuous real-time data, neurophysiological tools are able to capture the temporal
order of activated brain areas. NeurolS promises a better understanding of the inter-
play between IT and human behavior by means of detailed insights into the function-
ing of the brain. This enhanced understanding can lead to better IS theories [30].
Riedl et al. (2010) define NeurolS as follows [30]: “NeurolS is a subfield in the IS
literature that relies on neuroscience and neurophysiological theories and tools to
better understand the development, use, and impact of information technologies (IT).
NeurolS seeks to contribute to (i) the development of new theories that make possible
accurate predictions of IT-related behaviors, and (ii) the design of IT artifacts that
positively affect economic and non-economic variables (e.g., productivity, satisfac-
tion, adoption, well being [sic]).” As included in this definition, NeurolS enables
significant progress to be made concerning fundamental existing and new IS theories
on the prediction of user behavior. By identifying neural correlates we are in a posi-
tion to gain a deeper understanding of the nature and the dimensionality of the adop-
tion and utilization of systems. Related, hidden processes during system adoption can
also be identified [29]. These processes are, but not limited to, decision-making
processes (e.g., risk, loss, intentions or uncertainty), cognitive processes (e.g., infor-
mation processing), emotional processes (e.g., happiness, sadness or fear) and social
processes (e.g., trust or distrust) [31]. In our work, NeurolS subsumes the following
non-invasive methods: (i) measuring vital signs: the heart frequency, respiratory rate
and depth and (ii) measuring further neuropsychological parameters: galvanic skin
response, eye movement and the size of the pupils as well as brain activity.

3 Research Design and Data Collection

The whole research design, divided into five steps in accordance with Walterbusch et
al. (2013a) and Wilde (2008), is described in the following and depicted in Fig. I:

1. Observation & Induction. A theory is developed, whereby existing theory may be
referred to. This step will be achieved by using the research methods literature review,
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vignette and expert interview. Existing literature and studies have to be identified in
order to consolidate factors concerning trust in cloud computing. Furthermore, expert
interviews with cloud computing mediators, providers and consultants will be con-
ducted (cf. Preliminary Results). Moreover, vignettes will be used to identify relevant
factors from a user’s perspective (cf. Preliminary Results). During the expert inter-
views and vignettes, not only the mutual trust relationship between user and provider,
but also the perception of the respective market participant towards the cloud technol-
ogy itself has to be taken into account. In a next step, all findings have to be summa-
rized and consolidated.

2. Formulation of Hypotheses. In accordance with logical inductions, hypotheses
derived from the previously developed theories (cf. Step 1) are formulated. In more
detail, the target dimension has to be operationalized (trust in cloud computing re-
garding the whole market and every trust relationship), key indicators (cf. Preliminary
Results) have to be identified (a conceptual explanatory model arises) and reduced to
systemically relevant model constructs with causal connections (leading to a logic
model of hypotheses).

3. Data Collection. Since we strive for a preferably holistic picture of trust in cloud
computing, the subsequent logical model of hypotheses might be complex and consist
of many hypotheses. Therefore we are going to split up the logical model of hypo-
theses into several sub-models, which will be verified or falsified in different experi-
ments. We are planning to conduct one basic experiment in form of a serious game. In
this serious game, the whole cloud computing market will be adapted and test persons
will act as market participants. In a pilot study [1], we also referred to a serious game,
but we solely focused on the unidirectional trust relationship from a user towards a
provider or mediator (cf. Preliminary Results). Based on the initial findings in the basic
experiment, we will carry out several follow-up experiments, namely an emotional,
an eye-tracking and an electroencephalography (EEG) experiment. The emotional
experiment focuses on the emotions accompanied with cloud computing. These emo-
tions include, inter alia, fear (e.g., of a security risk) and anger (e.g., in case of an un-
planned downtime). In order to recognize and monitor the predominant emotions
caused during an incident, we rely on objective data in the form of pupil diameter and
eye movements recorded during the experiment and also on retrospective think aloud
data combined with video recordings for the analysis of facial expressions, gestures
and action-related interpretations of verbal statements. Then, we can gain further in-
sights by conducting interviews about feelings/emotions using a standardized survey
method and map the statements against vital and other body parameters. The eye-
tracking experiment concentrates on factors influencing trust of real providers. There-
fore, we will make websites of various cloud providers available offline. These
websites will be shown to randomized groups of test persons. In a first step, their task
is to look for certain information not related to trust. After the task, whether the
respondents in the different groups noticed the factors influencing trust (recall ques-
tionnaire) or if they did not recognize them at all (eye-tracking) will be evaluated. In a
second step, all test groups have to browse the webpages with special regard to trust.
During the task we will employ web analytics (e.g., click path analysis). It can be
analyzed if a test persons moves from webpage to webpage in a fast manner and revi-
sits single webpages several times or if he/she stays on certain pages (e.g., description
of certificates) comparatively longer. Subsequently, members of all groups will be
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asked to respond to a questionnaire regarding the trustworthiness of the providers.
Again, by using eye-tracking during and a recall questionnaire after the experiment
(stimulus-posttest-design), it will be evaluated if the respondents in the different
groups noticed the factors influencing trust (recall questionnaire) or if they did not
recognize them at all (eye-tracking). The last follow-up experiment is the EEG expe-
riment. Since Plochl et al. (2012) concluded “[...] to complement EEG measurements
with eye-tracker information in order to address the problems and pitfalls that are
connected to recording EEG in the presence of eye movements [...]”[33] we again
want to follow a mixed-method approach. With this EEG experiment, we want to
translate modern methods developed in the neurosciences to information systems
research. Specifically, we will be able to conclude whether the EEG methodology is
suitable to evaluate IT artifacts in combination with other methods and which re-
quirements have to be fulfilled. Furthermore, by investigating pupil responses in con-
junction with cortical activity, we will be able to characterize the arousal state of an
individual, for example, during an (perceived) incident. By way of example, this ap-
plies when a stakeholder group is more interested in detailed written Service Level
Agreements (SLA) than just illustrated certificates and reference customers.

4. Verification & Adaption: The hypotheses will be verified by the utilization of
adequate (inference-) statistical methods. If a hypothesis is not verified, it will either
be adapted and retested or rejected.

5. Design and Evaluation: Based on the fundamental findings, various IT artifacts
will be designed: (a) a system dynamics model (capable of depicting and simulating
trust processes in the field of cloud computing), (b) a meta-model for the conceptuali-
zation of trust (a notation/description for the assessment of trust), (c) implications for
science and the realm of practice (foundation stone for business models enhancing
trust; catalogue of measures and requirements for the development of relationships
enhancing trust; best practices catalogue; maturity model), (d) diffusion and improve-
ment of applied research methods, (e) translation and validation of neuroscientific
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methods and (f) verification, reaffirmation, refinement of existing or creation of new
theories. The utility, quality and efficacy of our IT artifacts will be rigorously demon-
strated via well-executed evaluation methods.

4 Preliminary Results

In the period from November 2010 through October 2013, we conducted 34 inter-
views with representatives working in international companies providing cloud com-
puting services, reselling them with added features or obtaining them. After coding
these interviews we found that a provider’s information-policy and reputation are of
paramount importance for the trust building-process [1]. Moreover, the trust relation-
ship between user and provider is significantly affected by incidents (e.g., data loss).
We integrated these and more trust-influencing factors into a pilot study in form of a
serious game, in which the test persons act as users in the cloud computing market.

The user has to decide between obtaining a cloud computing service directly from
one of three possible providers or indirectly from a mediator. Each provider is
positively or negatively affected by events capable of influencing the trust of the test
person towards him. We found statistical evidence that a user’s trust in a provider is
influenced by his risk aversion (z = —.184, p < .01), the available information on the
provider (t =.366,p <.001), his personal affectedness (7 = —.193,p < .01), the
provider’s  (negative/average/positive) reputation ( T =.398/.133/.279,p <
.001/.01/.001) and the costs of a cloud computing service (paired-sampled t-test
with p <.001). Based on our pilot study and an analysis of IS theories [41], we iden-
tified a first set of model constructs to be integrated in the conceptual explanatory
model, listed in Table 1. Furthermore, we already started carrying out a vignette study
with 222 undergraduate students. We asked the students to respond to a fictional set-
ting in which a friend was asked which factors to consider when it comes to choosing
a cloud computing provider. The vignette was 165 characters in length and ended
with a few open questions (e.g., “What are the points Louisa should focus on during
her provider selection?”” and “Do you have any concerns you tell Louisa immediate-
ly?”).> The students’ average response length was approximately 1058 characters. For
reading the vignette and stating their answers, the students needed 10.43 minutes on
average. 76% of the students recommended focusing on data security (e.g., “[...] the
customer has no overview on how one’s data are handled, where they are stored and
who has access to them.”) and 58% suggested considering the price for the cloud
computing service (e.g., “[...] the cost/performance-ratio should be appropriate.”).
Whereas 43% named the availability as a main aspect to evaluate potential cloud
computing providers (e.g., “[...] a provider, [...], where you can access your data any
time.”), 41% would rely on anonymous recommendations (e.g., “[...] get information
on the internet on experiences or read test reports, as these are (more) objective and
they convey strengths and weaknesses at one glance.”).

% The vignette as well as all results can be found online:

http://www.uwil.uni-osnabrueck.de/Appendix_TrustBus.pdf.
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Table 1. Theories and model constructs to be integrated in the conceptual explanatory model

Theory / Model Con- Description / References (examples)
struct
Uncertainty Uncertainty refers to the cost associated with an unexpected outcome. Since user and/or
provider spent more time and money in monitoring, a higher level of uncertainty
% generally implies a higher transaction cost. [34]
= Asset Specificity ~ Asset specificity refers to “durable investments that are undertaken in support of
2 particular transactions, the opportunity cost of which investment is much lower in best
6 S alternative uses or by alternative users”. [34]
S & Transaction Cost  Transaction Costs cover any costs associated with obtaining a Cloud Computing Service,
B e.g., monetary weighted time for provider evaluation and selection as well as energy
2 surcharges and costs for monitoring. [35]
E Acceptance Acceptance is the result of the evaluation between uncertainty, asset specificity and
transaction costs. It can either result in positive (the cloud computing service will be
obtained) or negative acceptance (the cloud computing service will not be obtained). [34]
Perceived Perceived usefulness is the degree to which a user believes that using a specific cloud
E Usefulness computing service enhances his performance. [36]
% § Perceived Ease of  The belief that using a cloud computing service is free of effort. [36]
S 5 SUse
_g % ;: Behavioral A user’s intention to use a cloud computing service. [36]
3 g, —Intention to Use
= § Actual System The actual adoption of a cloud computing service. The differentiation between the
< Use behavioral intention to use a cloud computing service and the actual use of it arise due to

constraints like time or organizational limits. [36]

- (perceived) Competition requires that providers continually offer cloud computing services,

2 ~ Benefits processes and technologies that add value to the user (e.g., product profitability, customer

t E satisfaction or product performance). Users will choose providers that deliver (perceived)

5L superior benefits. [37]

§ g‘ Termination Costs Termination Costs cover costs for backsourcing or discarding of a cloud computing

E 2 service. In this context, the topic vendor-lock-in is often discussed. [37]

8 = Communication Communication can be defined the as the synthesis of formal and informal sharing of
meaningful information between two stakeholders. [37]

(perceived) Consumers use expectations to evaluate perceptions of the actual performance of a cloud
Performance computing service, leading to a judgment about disconfirmation. The perception(s) of

E how well a product or service functions is of subjective nature. [38]

s Expectation Expectations indicate predictive attributes of a cloud computing service. They are

E 5 reflected by anticipated behavior. [38]

£ @ Disconfirmation Disconfirmation is hypothesized to affect satisfaction, with positive disconfirmation

L:) \,2/‘ leading to satisfaction and negative disconfirmation leading to dissatisfaction. It is the

S 8 gap between expectation and (perceived) performance(s) of a cloud computing service.

§ = Disconfirmation can be either positive or negative. [38]

2 Satisfaction If a cloud computing services surpasses expectations, it will result in end-user satisfac-

s tion (positive disconfirmation). If a cloud computing service stays behind expectations
the end-user will be dissatisfied (negative disconfirmation). Satisfaction is the evaluation
between expectation and (perceived) performance. [38]

_ Information The user is not able, due to difficulty or expensiveness, to verify how the provider

: Asymmetry behaves. [39]

g Risk Sharing The user and provider might have different attitudes to risk, consequently, both parties

5 may prefer different actions. [39]

= Credibility Since the provider may have different goals than the user and due to Information

% Asymmetry, the user is not able to estimate the provider’s credibility (a priori). [39]

5 Successful These problems (Information Asymmetry, Risk Sharing and unknown Credibility) may

:tD Contracting be counteracted by appropriate incentive schemes or contracts (Service Level Agree-

ments). [40]

5

Limitations, Implications and Future Research

In this paper, we present a mixed-method approach in order to identify factors able
to influence or be influenced by trust in cloud computing environments. Since we
rely on a triangulation of the data, the limitations of the whole approach reflect the
limitations of each applied research method. The limitations indicated in the section
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Potential of the Mixed-Method Approach, justify why we are following a mixed-
method approach. In this way, we do not have to rely on a single source of data, but
are able to consolidate data from various sources. A further limitation to be addressed
is the fact that we primarily used students as subjects for our vignettes and the pilot
study. Since a great majority of these students are cloud computing users, our findings
are entirely representative. Even so, limitations are always present when results are
achieved in an artificial, laboratory setting. From the pilot study’s descriptive statis-
tics, proactive recommendations for cloud providers can be derived. These results are
also interesting for cloud users as they provide insight into the providers’ behavior
and users are able to get a “feel” for which factors are important in a provider selec-
tion. In the following we will first name the recommendation followed by a short
description of the pilot studies’ results in brackets: (a) meeting the expectations (the
decision for a particular provider is maintained until the test person is disappointed),
(b) trust-enhancing effect by signaling (pure information do not necessarily constitute
a reason to switch providers; providers should overcome information asymmetry in
the beginning in order to gain the user’s trust), (c) allow the direct purchase of cloud
services (the test persons prefer a provider over a mediator), (d) cost leadership strat-
egy (during a selection the costs stand in the foreground), (e) offer flexible pricing
models and security levels (if the potential monetary damage in case of risk occur-
rence increases, also the test persons’ safety requirements increase) and (f) take the
dependence between mediators and providers into account (a user’s positive trust into
a provider has a positive effect on the trust in the mediator).Future research directions
mainly encompass the application of our mixed-method approach. Moreover, the
identified model constructs and related theories have to be refined. Finally, further
research potentials will arise while undertaking our mixed-method approach as well
as during the design of the various IT artifacts.
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Abstract. Nowadays, IT-resources are often out-sourced to clouds to reduce ad-
ministration and hardware costs of the own IT infrastructure. There are different
deployment scenarios for clouds that heavily differ in the costs for deployment
and maintenance, but also in the number of stakeholders involved in the cloud and
the control over the data in the cloud. These additional stakeholders can introduce
new privacy threats into a system. Hence, there is a trade-off between the reduc-
tion of costs and addressing privacy concerns introduced by clouds. Our contribu-
tion is a structured method that assists decision makers in selecting an appropriate
cloud deployment scenario. Our method is based on the privacy requirements of
the system-to-be. These are analyzed on basis of the functional requirements us-
ing the problem-based privacy threat analysis (ProPAn). The concept of clouds is
integrated into the requirements model, which is used by ProPAn to automatically
generate privacy threat graphs.

1 Introduction

Cloud computing is a relatively new technology that allows one to build scalable IT-
infrastructures that multiple users can access over the network. There is an increasing
trend to use clouds to outsource I T-infrastructures and services, but privacy concerns are
amajor show stopper for the usage of clouds'?3. The type and number of users that use a
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cloud and how they can access it heavily differs. The National Institute of Standards and
Technology (NIST) defines four deployment models for the cloud: private, community,
public, and hybrid clouds [1]. A private cloud is exclusively used by a single organi-
zation, and therefore the costs for deployment are high, but the number of additional
stakeholders is small, and they are most likely trustworthy, because they belong to the
company or are bound to specific contracts. Community clouds are exclusively used “by
a specific community of consumers from organizations that have shared concerns.” [1].
The costs for this deployment scenario are lower than the costs for the private cloud,
because a community of multiple companies shares the costs of the cloud infrastructure.
The number of privacy-relevant stakeholders for a community cloud increases in com-
parison with the private cloud, because additionally there are stakeholders of the other
companies of the community that also use the cloud. A public cloud “is provisioned for
open use by the general public” [1]. Hence, the number of different stakeholders using
a public cloud is larger than the number of those in the community cloud scenario, and,
furthermore, it is harder to predict which stakeholders have access to the data in the
cloud. But the deployment and maintenance costs for the public cloud are low, because
cloud providers can sell their service to a larger number of customers. Hybrid clouds
are “‘compositions of two or more distinct cloud infrastructures” [1].

For companies it is hard to choose the cloud deployment scenario that best fits their
needs, when they want to outsource IT-resources. The motivation for outsourcing I'T-
resources into the cloud is surely the reduction of costs to build and maintain the IT-
infrastructure. A barrier for the usage of cloud technology is the number of privacy
threats inferred by the usage of cloud technology. As already sketched above, the dif-
ferent cloud scenarios have different properties concerning the costs for deployment
and maintenance and the number of additional stakeholders.

In this paper, we present a method that guides requirements engineers and decision
makers to decide which cloud deployment scenario best fits the needs of the customer
concerning the privacy requirements that exist on the system-to-be. Our method is built
upon the problem-based privacy threat analysis (ProPAn) [2] that visualizes possible
privacy threats in the system-to-be based on the requirements that the system-to-be
shall satisfy, and the facts and assumptions about the environment. The contribution of
this paper is an extension of the ProPAn method that embeds the concept of clouds in an
modular way into existing requirement models. The ProPAn-tool* was extended with
wizards that guide the tool-user through the definition of the deployment scenarios and
the resources that shall be outsourced into the cloud. From these definitions, diagrams
are created, are stored in a UML model, and are used to visualize possible privacy
threats that stem from the respective deployment scenario using ProPAn’s privacy threat
graphs. We applied the method proposed in this paper to a real case study. This case
study is concerned with the Greek National Gazette (GNG) that wants to migrate some
of its services into the cloud to reduce costs.

The remainder of this work is structured as follows. Section 2 introduces previous
work, and Section 3 shows the contribution of this paper. Section 4 discusses related
work, and Section 5 concludes.

4 available at http: / /www.uni-due.de/swe/propan.shtml


http://www.uni-due.de/swe/propan.shtml

96 K. Beckers et al.

2 Previous Work

Problem frames are a requirements engineering approach proposed by Jackson [3]. We
developed the UML4PF-framework [4] to create problem frame models as UML class
diagrams, using a UML profile. All diagrams are stored in one global UML model.
Hence, we can perform analyses and consistency checks over multiple diagrams and
artifacts of the software development process.

The first step of the problem frames approach is to create a context diagram. A
context diagram represents the environment (e.g., stakeholders, other software) in which
the machine (i.e., software) shall be built. The context diagram consists of domains
and connections between them. Jackson distinguishes the domain types causal domains
that comply with some physical laws, lexical domains that are data representations,
and biddable domains that are usually people. Connections between domains describe
the phenomena they share. Then the problem of building the machine is decomposed
until subproblems are reached which fit to problem frames. Problem frames are patterns
for frequently occurring problems. An instantiated problem frame is represented as a
problem diagram, which, in addition to a context diagram, also contains a requirement.
A requirement can refer to and constrain phenomena of domains. Both relations are
expressed by dependencies from the requirement to the respective domain annotated
with the referred to or constrained phenomena.

ProPAn extends the UML4PF-framework with a UML profile for privacy require-
ments and a reasoning technique. A privacy requirement in ProPAn consists of two do-
mains of the system, namely a stakeholder and a counterstakeholder. 1t states that the
counterstakeholder shall not be able to obtain personal information of the stakeholder
using the system-to-be. The reasoning technique identifies to which domains personal
information of the stakeholder can flow and which domains counterstakeholders can
access. For each privacy requirement, we visualize the information flows starting from
a stakeholder s and the access capabilities of the counterstakeholder ¢ in the privacy
threat graph P, .. A privacy threat Ps . € Domain x Statement x Domain is a directed
graph with domains as nodes and edges annotated with statements that refer to and
constrain domains of the environment of the machine. In the UML4PF-framework, we
distinguish the statement types requirements that are optative properties of the environ-
ment after the machine is integrated, facts that are indicative truths about the environ-
ment, and assumptions that are indicative properties of the environment that we rely on,
but may not hold. As sketched above, we distinguish two kinds of edges in the privacy
threat graph P .. Edges (c, st,d) € Ps . starting from the counterstakeholder ¢ repre-
sent that the counterstakeholder has possibly access due to statement st to information
about the stakeholder s available at domain d. All other edges (dy, st,d2) € Ps,. have
the semantics that due to statement st there is possibly an information flow from do-
main d; to do. We are able to derive both types of edges automatically from the UML
model using the ProPAn-tool. An access edge (¢, st, d) is generated if the statement st
refers to or constrains the counterstakeholder ¢ and the domain d. An information flow
edge (dy, st, ds) is generated if the statement st refers to the domain d; and constrains
the domain ds. Details about the graph generation based on requirements can be found
in [2] and an extension of ProPAn for the consideration of indirect stakeholders in [5].
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3 Method

Our method is presented in Fig. 1 as a UML 2.0 activity diagram [6]. The starting
point for our method is a requirements model of the software in problem frames notion
(Context Diagram and Problem Diagrams) as a UML model. In the first step, we de-
fine the clouds, based on the given Deployment Scenario. The defined clouds are stored
in Domain Knowledge Diagrams in the UML model. Based on the given context dia-
gram and the defined clouds, we select the domains that are put into the cloud in the
second step of our method. This information is again stored as domain knowledge di-
agrams in the UML model. To analyze the impact of the modeled cloud deployment
scenario on the privacy of the system stakeholders, we apply ProPAn’s graph gener-
ation algorithm on the given problem diagrams, the given Privacy Requirements, and
the domain knowledge diagrams created in the previous steps. The result of this step
is a set of Privacy Threat Graphs that visualize the possible privacy threats that exist
in the system-to-be. Finally, these graphs are analyzed to decide whether the privacy
threats that were identified for the defined cloud deployment scenario are reasonable or
not in the last step of our method. The contribution of this paper is the modular integra-
tion of clouds into the requirements model in the first two steps of the method, so that
these are considered by ProPAn’s re-used graph generation algorithms. Additionally,
we extended ProPAn’s analysis step for the consideration of cloud-specific threats.

Running Example. We illustrate our approach using a real-life scenario. In 2010, the
Greek National Gazette (GNG) decided to provide a service for electronic submission
of the manuscripts sent for publication. To reduce the costs for an own IT-infrastructure
for the GNG system, it shall be investigated whether and which cloud infrastructures
can be used for the system. The privacy requirement on the GNG system is that the
anonymity of the employees involved in the GNG system shall be preserved against
external entities. The system is concerned with the electronic submission of manuscripts
and the digitalization of sent-in hard copies of organizations. Employees digitalize the
hard copies using text scanners and format the documents to issues and paper volumes.
Several integrity checks are performed before the documents are published on the online
portal of the GNG with the consent of the government’s and GNG’s general secretary.
Using the GNG portal, all Internet users are able to access the published manuscripts.
For more details on the GNG system see, [7].

Step 1: Define Clouds. In this step, we define the clouds of the deployment sce-
nario we want to analyze. We distinguish three kinds of clouds: private, community,
and public [1]. A hybrid cloud scenario can be analyzed by defining multiple clouds of
different types. For the privacy analysis, we are interested in the number of stakeholders
that are able to access the information provided to the cloud. These stakeholders vary for

Deployment Scenarios Deployment Scenarios Context Diagram Problem Diagrams Privacy Requirements
W [Ul [Ul )
HDeﬂne CIouds}EHdMap Domains to Clouds Generate Threat Graphs H Analyze Privacy Threats }9(:
L
. ) - . Privacy Threat Graphs
Domain Knowledge Diagrams Domain Knowledge Diagrams

Fig. 1. Process for a privacy analysis of cloud deployment scenarios
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different cloud types. Beckers et al. [8] identified for their PACTS method eight stake-
holders relevant for clouds and represent their relationship to the cloud using a cloud
system analysis pattern. For the method presented in this paper, we derived Table 1
from the cloud system analysis pattern. Table 1 groups the eight stakeholders into four
groups. The first group consists of the stakeholders that provide and maintain the cloud.
These are the Cloud Provider that provides the cloud, and the Cloud Support and Cloud
Administrator that both work for the cloud provider and have directly or indirectly ac-
cess to the cloud. The second group summarizes the stakeholders that use the cloud to
build services. These are the Cloud Customer, who deploys his/her infrastructure and
services into the cloud of the cloud provider, and the Cloud Developer, who works for
the cloud customer. The third group consists of the stakeholders that use the services
that are run in the cloud. Only the End Customer of the cloud customer belongs to this
group. The last group is the indirect environment of the cloud. We consider the Legis-
lator as a relevant stakeholder, as they are may allowed to access the data of the cloud
due to laws, regulations, or bills. The relevant legislators for a cloud are given by the
locations of the cloud, cloud provider, cloud customer, and end customer.
Furthermore, Table 1 gives an overview whether these generic cloud stakeholders are
known and trusted in the respective deployment scenario. We consider a stakeholder as
trusted if we can neglect the assumption that the stakeholder introduces privacy issues.
When we define a cloud, we first select the deployment scenario we want to consider.
For the selected cloud deployment scenario, we have to check the respective entries
of Table 1. For each maybe entry a stakeholder has in our selected deployment sce-
nario, we have to decide whether we know/trust the stakeholder in the concrete cloud
deployment scenario. Additionally, we have to consider if the other predefined entries
are correct for our concrete scenario. For example, if we use a private cloud, we may
want to consider cloud customers as possible malicious insiders or to be vulnerable to
social engineering attacks. Then we change the trusted entry for the cloud developer of
the private cloud scenario from yes to no. Another example is that we know all other
cloud customers of a public cloud because the cloud provider makes the list of all its
customers publicly available. In this case, we would change the known entry for the
cloud customer of the public cloud scenario from no to yes. Note that a yes in the
known/trusted column means that all possible instances of the generic stakeholder are
known/trusted. Respectively, a no means that we may know/trust some instances of the
generic stakeholder, but we do not know/trust all of them. Furthermore, we assume that
an unknown stakeholder possibly acts maliciously and cannot be trusted. Hence, we do
not allow that a stakeholder is unknown but trusted in a deployment scenario.
Depending on the yes/no pair that we now have from the adjusted table for each
stakeholder, we have to instantiate the stakeholders of the cloud. We distinguish three
cases. First, a stakeholder can be known and trusted (yes-yes pair). Then we do not
need to instantiate this stakeholder because we do not assume that any privacy issues
are caused by him/her. Second, a stakeholder can be known but not trusted (yes-no
pair). Then we create an instance of the stakeholder for each concrete stakeholder that
we know but do not trust. Third, a stakeholder can be unknown (no-no pair). Then
we create an unknown instance. For example, the cloud customer in a private cloud
is only the organization for which the software is built, and is hence trusted. In this
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Table 1. Overview of cloud stakeholders and their properties in the cloud deployment scenarios

Group Stakeholder Private Community Public
known trusted known trusted known trusted

Provide and maintain Cloud Pr0v1'dt?r yes maybe yes maybe yes maybe

Cloud Administrator yes maybe yes maybe maybe maybe
cloud

Cloud Support yes maybe yes maybe maybe maybe
Use cloud to build Cloud Customer yes yes yes maybe no no
services Cloud Developer yes maybe yes maybe no no
Use Services End Customer yes maybe maybe no no no
Indirect Environment ~ Legislator yes maybe maybe maybe no no

«domainKnowledgeDiagram»
Cloud Deployment Scenario

«assumption»

Known but not Trusted Stakeholder 1 | -
l Known but not Trusted Stakeholder n |

«refersTo> _ __ -~
Tos - -~
«bid

.- «Fefe_rg
ns;

onstrai

-2 «connectionDomain» |~
= Cloud =~~~ _«refersTo»

dableDomain»

=|_KnownStakeholder 1 «biddableDomain» (O
= > UnknownsStakeholder | ““°"S"&1S”

KnownStakeholder n

«assumption»
- - 7_Unknown Stakeholder

«constrains» ~

Fig. 2. Cloud definition patterns for the different deployment scenarios

case, the instantiation is not needed. A community cloud has a set of organizations with
shared concerns as cloud customers. These organizations are known, but we may decide
that they are not trustworthy. In that case, we have to instantiate the cloud customer
with the other organizations that use the cloud. In a public cloud scenario, the other
cloud customers are not known in general and hence not trustworthy. In this case, we
instantiate the cloud customer with the possibly malicious unknown cloud customer.
The other cloud stakeholder are treated analogously.

The instantiated stakeholders and their relation to the cloud of the specific deploy-
ment scenario are represented in a domain knowledge diagram that is added to the
global UML model. The general form of this domain knowledge diagram is shown in
Fig. 2. The domain knowledge diagram represents the assumptions that the instantiated
cloud stakeholders (known but not trusted or unknown) are possibly able to access all
information that is accessable through the cloud. This is expressed by referring to the
cloud and by constraining the cloud stakeholders to be able to access the information.
The generation of the domain knowledge diagrams for the concrete deployment sce-
nario can be performed in a computer-aided way on the basis of Table 1, using wizards.

Application to GNG Example. The Greek National Gazette decided to evaluate a
public and a private deployment scenario for the GNG system. To compare the two de-
ployment scenarios, we created one model for the private and one for the public cloud
scenario. In the public cloud scenario, we consider the fictive cloud provider Hulda. As
Hulda is located in the USA, we have the USA as a legislator. All other cloud stakehold-
ers are unknown and represented by possibly malicious instances. In the private cloud
scenario, the GNG is itself the cloud provider, customer, and end customer. Greece as
a legislator was not selected as possibly malicious legislator. Furthermore, we do not
consider the cloud support for the private cloud scenario as the cloud administrators
additionally shall provide the support. We only consider the cloud administrator and
developer as relevant and possibly malicious cloud stakeholders.
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Step 2: Map Domains to Clouds. In this step, we have to decide which domains of
our context diagram are put into which of the previously defined clouds. At this point,
it is not necessary for our method to distinguish the different cloud service levels, such
as software as a service, platform as a service, or infrastructure as a service [1]. This
is because for the information flow analysis, it does not matter whether a domain is
virtualized in the cloud or if the domain represents a cloud service. In any case, the
incoming and outgoing information flows have to go through the cloud. If we decide
that a domain shall be put into a specific cloud, then this cloud acts as a connection
domain that refines all interfaces of the domain and acts as a mediator between the
domain that is put into the cloud and the domains which are connected to it. The do-
main knowledge diagram in Fig. 3 illustrates what this means. The domain knowledge
diagram contains three facts. The first fact constrains the Cloud to mediate between
the DomainPutIntoCloud and its connected domain ConnectedDomain. The other two
facts constrain the ConnectedDomain and the DomainPutIntoCloud, respectively, to
use the Cloud as mediator. For each domain that shall be put into a specific cloud, we
create a respective domain knowledge diagram on basis of the interfaces described in
the context diagram. The creation of these domain knowledge diagrams can again be
performed in a computer-aided way, using wizards.

Application to GNG Example. The domains that shall be outsourced into a cloud
are the lexical domains eDocument, Issue, and Paper Volume. As in both scenarios
we only consider one cloud, the needed domain knowledge diagrams only vary in the
name of the cloud. The domain knowledge diagram for the introduction of the Public
Cloud as a connection domain between the Issue that is put into the cloud and the
Formatting Tool that is connected to the Issue in the context diagram is shown in Fig. 4.

Step 3: Generate Threat Graphs. The generation of the threat graphs is performed
automatically by the ProPAn-tool. But before we can generate the graphs, we have to
define a privacy requirement for each biddable domain whose privacy shall be pro-
tected. Note that a privacy requirement in the ProPAn method normally consists of a
stakeholder whose privacy shall be preserved and a counterstakeholder from whom the
stakeholder shall be protected. We extended the graph generation algorithms such that
in the case that no counterstakeholder is specified in a privacy requirement, all biddable
domains of the requirements model are considered as counterstakeholders. We create
the domain knowledge diagrams in the previous steps in such a way that ProPAn’s
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Fig. 5. Privacy threat graph for public cloud deployment

graph generation algorithms automatically consider these diagrams and add respective
information flow and access edges to the privacy graphs.

Application to GNG Example. The anonymity of the employees of the GNG shall
be protected. Hence, we define a privacy requirement with the stakeholder Employee
and leave the counterstakeholder undefined. The privacy threat graph for the GNG sys-
tem with the public cloud deployment scenario is shown in Fig. 5. We draw the domains,
information flows, and access edges as dashed lines, which are newly introduced by the
cloud deployment scenario. The solidly drawn part of Fig. 5 is the privacy threat graph
for the GNG system before the definition of a deployment scenario. The privacy threat
graph for the private cloud deployment scenario looks similar to Fig. 5, but only con-
tains the Cloud Developer and Cloud Administrator as cloud stakeholders.

Step 4: Analyze Privacy Threats. To analyze the privacy threats that are introduced
by the concrete deployment scenarios, we have to check the dashed edges of the re-
spective privacy threat graph. These edges visualize the information flows and access
relationships that are introduced by the deployment scenario and did not exist before.
By comparing the different threat graphs of the deployment scenarios, we have to de-
cide for the deployment scenario that fits best to the privacy needs of the system-to-be.
We distinguish three kinds of edges in our analysis: the information flows directed to
the cloud, the flows from the cloud back into the system, and the access edges pointing
from the cloud stakeholders, who are considered as counterstakeholders, to the cloud.

First, we have to evaluate the information flows into the cloud with respect to our
privacy requirements. We have to investigate which information relevant for the privacy
requirements possibly flows into the cloud. If we can assume that there are no infor-
mation flows relevant for the privacy requirements, then the cloud does not introduce
additional privacy threats for the privacy requirements under consideration. Otherwise,
we proceed with our method.

Second, we have to investigate whether the access capabilities of the cloud stakehold-
ers of our concrete deployment scenario lead to a violation of our privacy requirements.
For each access edge, we have to evaluate which information the stakeholder is able to
access and whether this is a threat to our privacy requirements. To assist this evaluation
process, we use five cloud-specific threats that are relevant for a privacy analysis. We
selected these threats out of the ten that Beckers et al. [8] identified for their PACTS
method. The threats and the stakeholders related to them are shown in Table 2. We use



102 K. Beckers et al.

Table 2. Privacy relevant cloud threats

Cloud Threat Provider Admin. Support Customer Developer End Customer Legislator
Insecure API X X X X X

Shared technology X X X X X

Malicious insider X X X X X X X
Hijacking X X X X X X X
Data location X

Table 2 to check for each cloud stakeholder in the privacy threat graph under consid-
eration if the associated cloud threat has to be considered for our concrete deployment
scenario. We structured the five threats into three groups. The first group represents
threats that stem from the cloud technology. It consists of the threats Insecure API and
Shared technology. The threat Insecure API refers to possibly insecure interfaces and
APIs that are provided by the cloud provider to cloud administrators, cloud customers,
cloud developers, and end customers. The provided interfaces have to ensure correct
authentication, access control, encryption, and activity monitoring to protect against ac-
cidental and malicious attempts to access the cloud. The threat Shared technology arises
because multiple services use the same hardware in a cloud infrastructure. As hardware
is often not designed to offer strong isolation properties, there can be unintended infor-
mation flows or possibilities to access information. Examples are shared CPU caches
and hard disks. The second group represents malicious behavior of the cloud stake-
holders. It consists of the threats Malicious insider and Hijacking. The threat Malicious
Insider considers the misuse of a cloud stakeholder’s capabilities to access information
from the cloud or to get it from other cloud stakeholders for themselves or to provide
the information to others. The threat Hijacking refers to attacks that try to steal or guess
credentials and passwords of user accounts or cloud services. A hijacked account or
service can be used to access the information provided by it and the information that it
will provide in the future. We assume that each cloud stakeholder is able to perform an
attack related to this threat group. The last group only consists of the threat Data loca-
tion. The threat Data location refers to the location of the cloud servers. Depending on
the location of the cloud servers, different legislators may have the right to access the
information stored and processed on the servers.

Third, we have to consider if the introduced cloud adds an information flow feedback
into the system. If multiple domains are put into a cloud, then it is possible that there
are information flows between the domains in the clouds and those connected to them.
These unintended information flows could stem from the Shared technology threat that
we discussed above. From the information flow feedback, it is possible that counter-
stakeholders are able to access more information than they were able to access before
the cloud was introduced.

On basis of the analysis of the generated privacy threat graphs, we have now to decide
if the privacy threats introduced by the concrete deployment scenarios are acceptable or
if respective countermeasures have to be implemented. The costs for the realization of
respective countermeasures have to be compared with the cost reduction that is expected
by the usage of the cloud infrastructure. This comparison can assist decision makers to
select a concrete deployment scenario.
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Application to GNG Example. If we compare the privacy threat graph of the GNG
system without a cloud with those graphs for the private and public cloud deployment
scenario, then we observe that the complexity of these graphs is significantly increased.
The graphs for the different deployment scenarios only differ in the number and kind of
counterstakeholders that have access to the cloud. Hence, the analysis of the information
flows going into the cloud and coming out of the cloud is the same for both scenarios,
but the analysis of the access edges has to be done separately for both scenarios. The
information flows into the cloud in both scenarios introduce a privacy threat to the
anonymity of the employees that was previously not existent in the system-to-be. The
new threat is that an employee’s anonymity is possibly revealed by the collection of
the information which and how documents are changed over the time. Using this meta
information it is possible to reduce the set of employees who possibly performed the
changes on a document. This threat stems from the logging mechanisms of clouds and
the possibility to eavesdrop the connection to the cloud. For the GNG system, we do
not expect relevant information flow feedback from the cloud to other domains. Such a
flow would provide additional information to the Internet user which is able to access
the published paper volumes using the GNG portal (see Fig. 5). We do not consider
such a flow as relevant because the paper volumes are checked by an employee before
they are uploaded to the GNG portal.

The public cloud deployment scenario has four unknown cloud stakeholders, namely
the developer, the cloud customer, the end customer and the administrator (see Fig. 5).
As all these stakeholders are potentially malicious, we have to consider all threats re-
lated to them in Table 2. These threats are Insecure API, Shared technology, Malicious
insider, and Hijacking. We also assume that the fictive cloud provider Hulda possibly
causes these threats. Furthermore, we know due to the Data location threat, that the
USA is possibly able to access the data stored in the cloud. It is possible to implement
countermeasures that mitigate these threats, but their implementation is expensive and
the performance advantages of the cloud are reduced by their implementation. In the
private cloud deployment scenario, we have only two cloud stakeholders. These are the
developers and administrators of the private cloud. Due to Table 2, we have to consider
whether these stakeholders will use insecure interfaces or APIs, or shared technology
issues to access information they are not allowed to have. Furthermore, we have to in-
vestigate whether the administrators and developers have to be considered as malicious
insiders providing sensitive information to others or use their privileges to hijack ac-
counts or services. None of these threats can be neglected, but as the administrators and
developers are employed by the GNG, it is easier to implement respective countermea-
sures as in the public cloud scenario.

To sum up, the privacy threats introduced by the public cloud scenario are the most
critical ones. That is because it is not predictable who is able to access the information
in the cloud, as there are multiple unknown and possibly malicious cloud stakeholders.
For the private cloud scenario, we have only two newly introduced counterstakeholders,
namely the cloud administrator and developer. As these two stakeholders are employed
by the GNG, we are able to assume that these two cloud stakeholders are not malicious
or we can easily implement countermeasures for the threats they introduce. Hence, the
recommendation for the GNG system is to select the private cloud deployment scenario.
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4 Related Work

An early analysis of privacy threats is necessary for all information systems. The intro-
duction of clouds introduces further stakeholders and information flows that possibly
lead to privacy threats depending on the selected cloud deployment scenario.

Kalloniatis et al. [7] propose a process for the evaluation of cloud deployment sce-
narios based on security and privacy requirements. The process identifies organizational
entities and their needs and defines the security and privacy requirements for the sys-
tem. Then cloud deployment scenarios are described and analyzed. On the basis of this
analysis a deployment scenario is selected. The method is based on the PriS method [9]
and Secure Tropos [10]. The processes described by Kalloniatis et al. is broader than the
one described in this paper, as it analysis security and privacy in combination. But the
process is at many points relatively abstract. We propose in this paper a more detailed
method for the analysis of cloud-specific privacy threats.

The LINDDUN-framework proposed by Deng et al. [11] is an extension of Mi-
crosoft’s security analysis framework STRIDE [12]. In contrast to ProPAn, the sys-
tem to be analyzed is modeled as a data flow diagram (DFD), which has to be set up
carefully. ProPAn is based on a problem frames model which is assumed to be already
existing and which is systematically created using the problem frames approach [3].

The topic of cloud migration has already been discussed in various papers e.g.,
[13,14]. These works focus mainly on the financial costs of a cloud migration and iden-
tify privacy as a restricting factor for a migration. But in contrast to our work, they do
not provide guidance for the identification of privacy issues that have to be considered
when migrating to the could.

In contrast to the above methods, we integrate cloud deployment scenarios into a
requirements model in a modular way to perform a privacy analysis and provide tool-
support. The definition of deployment scenarios using separate diagrams allows us to
evaluate different deployment scenario without effecting other artifacts.

5 Conclusion and Future Work

In this paper, we presented a privacy-aware decision method for cloud deployment sce-
narios. This method is built upon the ProPAn and PACTS method. The first step of the
presented method is the definition of the clouds used in concrete deployment scenarios
and their cloud stakeholders. Then we decide which domains shall be put into which
defined cloud. We capture the defined clouds, cloud stakeholders, and the relation be-
tween existing domains and the defined clouds in domain knowledge diagrams. We can
apply ProPAn’s graph generation algorithms on these domain knowledge diagrams to-
gether with a given model of the functional requirements in problem frames notation.
The resulting privacy threat graphs are then analyzed to decide which deployment sce-
nario best fits the privacy needs in the last step of the method. To support our method,
we extended the ProPAn-tool with wizards that guide the user through the definition
of the deployment scenarios and that automatically generate the corresponding domain
knowledge diagrams. The proposed method scales well due to the modular way in that
the relevant knowledge for the cloud deployment scenarios are integrated into the re-
quirements model and the provided tool-support. Our contributions are:
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— A systematic method to analyze the privacy impact of cloud deployment scenarios

on a concrete software that shall be built.

— An overview of the kinds of cloud stakeholders that have to be considered in the

different deployment scenarios.

— A modular way to add the knowledge relevant for clouds into the problem frames

requirements model using domain knowledge diagrams.

— A slight modification of ProPAn’s graph generation that considers all biddable do-

mains as possible counterstakeholders if no counterstakeholder is defined.

— A mapping of the cloud stakeholders to cloud-specific threats that they can cause.

The application of ProPAn and the extension presented in this paper to an industrial-

size case study and an empirical evaluations are part of our future work.
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Abstract. Security policies are enforced through the deployment of cer-
tain security functionalities within the applications. Applications can
have different levels of security and thus each security policy is enforced
by different security functionalities. Thus, the secure deployment of an
application is not an easy task, being more complicated due to the exist-
ing gap between the specification of a security policy and the deployment,
inside the application, of the security functionalities that are required to
enforce that security policy. The main goal of this paper is to close this
gap. This is done by using the paradigms of Software Product Lines and
Aspect-Oriented Programming in order to: (1) link the security policies
with the security functionalities, (2) generate a configuration of the se-
curity functionalities that fit a security policy, and (3) weave the selected
security functionalities into an application. We qualitatively evaluate our
approach, and discuss its benefits using a case study.

Keywords: Security enforcement, security policy, aspect-oriented pro-
gramming, software product lines.

1 Introduction

A security policy is a set of rules that regulate the nature and the context of
actions that can be performed within a system according to specific roles (i.e.
permissions, interdictions, obligations, availability, etc) to assure and enforce
security [1]. The security policies have to be specified before being enforced. This
specification can be based on different models, such as OrBAC [2], RBAC |[3],
MAC [4], etc. and describes the security properties that an application should
meet. Once specified, a security policy is enforced through the deployment of
certain security functionalities within the application. For instance, the security
policy “the system has the obligation to use a digital certificate to authenticate
the users that connect using a laptop” should be enforced by deploying, within
the application, “an authentication module that supports authentication based
on digital certificates”. This module must be executed before the user connects
to the application using a laptop. In order to make explicit this relationship
between the security policies and the security functionalities that are needed to
enforce them, the links between both should be specified.

This relationship is needed because, normally, the same application can be
deployed with different security policies. This implies that a variable number
of security functionalities will be used by the application, but not all of them

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 106-118, 2014.
© Springer International Publishing Switzerland 2014
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simultaneously. For example, in this paper we use an e-voting case study where
the administrator can create elections of different types (e.g. national elections,
coorporative elections, social event elections, etc.). These elections are deployed
with different security policies. For instance, in a national election, users must be
authenticated by an X.509 digital certificate provided by a trusted certification
authority before they are joined to the election. Votes must be encrypted and
must preserve their integrity and authenticity. However, in a corporative election
users must be authenticated by using a user/password mechanism, while in a
social event election users do not need to authenticate. In other words, there
are different levels of security depending on the kind of election, and thus, each
security policy is enforced by different security functionalities.

All this means that the secure deployment of an application is not an easy
and straightforward task. Moreover, this is complicated even further due to the
existing gap between the specification and the enforcement of a security policy.
This gap is generated by the lack of a well-defined approach that would automat-
ically introduce into an application, the security functionalities that are required
to enforce the security policy. The main goal of this paper is to close this gap.
We do this by using two advanced software engineering approaches, Software
Product Lines (SPLs) [5] and Aspect-Oriented Programming (AOP) [6].

On the one hand, we use SPLs to: (1) model the commonalities and variabil-
ities of the security properties represented in the security policies, (2) link the
security properties to the modules that implement the security functionalities,
and (3) automatically generate a security configuration including only the secu-
rity functionalities that are required to enforce a particular security policy. On
the other hand, we use AOP to: (1) design and implement the security function-
alities separately from the applications (implementing them as aspects), and (2)
deploy a security configuration in an application without modifying the original
application. This work has been done in the context of the European project
Inter-operable Trust Assurance Infrastructure (INTER-TRUST) [1] that aims
to develop a framework to support trustworthy applications that are adapted at
runtime to enforce changing security policies.

The rest of the paper is organized as follow. Section 2 describes the SPL
and AOP approaches, introducing the main terminology. Section 3 provides an
overview of our approach, while Section 4 and Section 5 describe it in an example-
driven way using the e-voting case study. Section 6 evaluates our approach. The
remaining sections present the related work, conclusions and future work.

2 Background Information

This section introduces the SPL and AOP approaches, and the main terminology.

2.1 Software Product Lines

In software engineering we usually need to create and maintain applications that
contain: (1) a collection of similar functionalities from a shared set of software
assets (i.e. commonalities) and (2) a collection of variant functionalities (i.e.
variabilities). These applications require software developers to build a base on
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the application commonalities, and to efficiently express and manage the appli-
cation variabilities, allowing the delivery of a wide variety of applications in a
fast, comprehensive and consistent way. The enabling technology to do that is
the Software Product Lines (SPLs) [5]. SPLs allow the specification and mod-
eling of the commonalities and variabilities of applications in an abstract level,
creating different configurations of those variabilities for the implemented func-
tionalities, and generating final applications with the customized functionalities
according to those configurations.

The security functionalities that need to be deployed inside an application are
clearly variable. One the one hand, security is composed by many concerns, such
as authentication, authorization, encryption, and privacy concerns, among oth-
ers, which are regarded as configurable functionalities of security. For instance,
there are many possible mechanisms to authenticate users (e.g. digital certifi-
cate, password based, biometric based), or there are a variable number of places
within an application where communications need to be encrypted. On the other
hand, an application will require different levels of security, based on the require-
ments specified in different security policies. So, different security configurations
for the same application can be generated by modeling security using an SPL.

Between the methods, tools and techniques provided by SPLs to model vari-
ability with the guarantee of a formal basis, some of the most commonly used are
feature models [7] in which the variability functionalities are specified in the ab-
stract level by using tree-based diagrams that include optionals and mandatories
features, multiplicity, cross-tree constraint, among other characteristics. In this
paper, we will use the Common Variability Language (CVL) [8] that apart from
providing the same characteristics of feature models, is a domain-independent
language and allows modeling and resolving the variability over models defined
in any language based on Meta-Object Facility (MOF) [9].

2.2 Aspect-Oriented Programming

In object-oriented programming and component-based software engineering, there
are concerns of an application that are dispersed or replicated in multiple modules.
This occurs even when the functionalities are well-encapsulated in a class or a com-
ponent (e.g. an encryption component), because the rest of the modules requiring
these concerns need to include implicit calls to them (e.g. all the components in
the application need to call the encryption component in order to encrypt/decrypt
their interactions). These kinds of properties are known as crosscutting concerns,
and their direct incorporation into the main functionality of an application cause
scattered (i.e. dispersion) and tangled (i.e. mixing) code.

Security is a well-known crosscutting concern in the aspect-oriented com-
munity [10,11]. Figure 1 shows an example of how several security function-
alities crosscut the base components of our e-voting application. For instance,
Authentication is required for voters and administrators, so this functionality
is scattered within the Voter Client and Admin Client components. In ad-
dition, the code of the authentication functionality is tangled with these main
components. Integrity and Signature functionalities are also tangled within
the Voting Ballot component; while Encryption is also dispersed in several
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Fig. 1. Security functionalities crosscutting an e-voting application

places in the application. Modeling the variability of these security functionalities
joinly with the base application is a difficult and error-prone task.

One of the most advanced techniques for dealing with crosscutting concerns is
Aspect-Oriented Programming (AOP) [6]. AOP separates crosscutting concerns
from the base functionality of an application by first encapsulating them in
entities called aspects, and by then weaving (i.e. incorporating) these aspects
into the existing code of the base application without modifying it. Aspects
are described in terms of join points, pointcuts and advices. The points inside
the code of the base application in which the crosscutting concerns come into
play are known as join points; pointcuts are expressions that pick out certain
join points; and advices is the crosscutting behaviour to be executed when a
pointcut is reached. The mechanism in charge of weaving the main functionality
of the application and the aspects is the weaver.

Separating the security functionalities from the base functionality of the ap-
plication smoothes coupling between modules and increases the cohesion of each
of them. As a consequence of a low coupling and a high cohesion, the maintain-
ability of the global system improves due to the fact that changes in a module
affect only that module; and thus, the modeling of the security variability and
consequent deployment and enforcement of different security policies is easier.
Moreover, the reusability also improves because the three elements (the base
code, the security functionalities and the security policies) can be more easily
reused in different systems.

3 Owur Approach

As we presented in the introduction, an application can be deployed with dif-
ferent security policies and each security policy is enforced by different security
functionalities. Top of Figure 2 shows the problem of the existing gap between
the specification snd the enforcement of the security policies. Bottom of Figure 2
shows our solution to close this gap.

As previously mentioned, our approach combines the use of SPL and AOP.
Firstly, as shown in Figure 2, left side under the Solution label, we model the
variability of the security functionalities in an abstract level by specifying all the
possible features of each security functionality in a tree-based diagram (i.e. we
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specify the SPL). This variability model is linked to the complete implementation
of the security functionalities, by linking each feature in the tree to the pieces
of code that have to be included and configured (e.g. a class, a parameter, a
value,. .. ). Secondly, the right-hand side of Figure 2, under the Solution label,
shows how, for each security policy, we create a configuration of the previously
specified SPL by selecting those features in the tree that meet the security policy
— i.e. we instantiate the SPL. This step can be done by a security expert or can
also be done automatically by a reasoning engine that extracts the knowledge of
the security policy and selects the appropriate features.

Using AOP, the security functionalities are implemented as aspects with the
purpose of deploying them in the application without modifying the base code
of the original application. Thus, the last step of our approach (see bottom
half of Figure 2) is weaving the application and the aspects that implement a
particular security configuration. The generated application includes the security
functionalities that are needed to guarantee the enforcement of the security
policy. The following sections describe our approach in more detail.

4 Variability Modeling of Security Functionalities

In this section we explain how to specify the SPL for modeling the variability of
the security functionalities. We use the variability model of CVL that comprises
two parts: (1) the variability specifications (VSpecs) tree (i.e. the abstract level)
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that allows us to specify the security features in a tree-structure with the rela-
tionships between them; and (2) the variation points, that allows us to link the
features of the tree with the implementation of the security functionalities.

Figure 3 shows the variability model with these two parts and the imple-
mentation of the security functionality encapsulated inside the aspects. In the
VSpecs, security is decomposed into more specific concepts and configurable fea-
tures. For instance, the AccessControl concept contains the Authentication
and Authorization features. The multiplicity [1..*] beside the AccessControl
concept indicates that we can create multiple instances of it, each of them will
require the configuration of different Authentication or Authorization fea-
tures. For each of these instances there will be an aspect instantiated with the
appropriate security functionality configured. In this case, variation points link
each feature with the aspect that contains the configurable functionality.

Since security is composed by a lot of functionalities, and each of them has
many configurable features, we define the variability model in two levels of detail
using several related tree diagrams: (1) a high level VSpecs with all the main
security functionalities represented as features (Figure 3); and (2) a VSpecs
tree for each of these features in order to configure them appropriately. For
instance, Figure 4 shows the part of the variability model that specifies the
details to configure the Authentication functionality. Authentication is de-
composed in a set of configurable features such as the authentication mecha-
nism (DigitalCertificate or UserPassword) and the parameters and variables
that contain the selected functionality (kind of certificate (Credentials), cer-
tificate authority (TrustedCA), ldots). These can be defined as optional features
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(ObjectExistence variation point), variable features (ObjectSubstitution vari-
ation point), parameterizable features (ParametricSlotAssignment variation
point), among others. In our case, we only need to use the ObjectSubstitution
and the ParametricSlotAssignment variations point in order to substitute the
selected authentication mechanism to be used (Authent. Algorithm) and to
assign the values to the variables (e.g. parameters of the TrustedCA).

Note that the main benefit of our approach is that this SPL specification,
although it is complex, only needs to be specified once by a software engineer,
expert on security. Then, application developers will only have to select those se-
curity functionalities that need to be used in their applications and, as explained
in the next section, our approach will generate a security configuration that en-
forces the required security policy, and is ready to be used by the application.

5 Enforcement of Security Policies

This section explains how to create a security configuration that enforces a se-
curity policy and how to deploy it within the application.

5.1 Configuring the security functionality

In order to select and configure the proper functionality that enforces a security
policy, the security rules specified in the policy need to be analyzed and inter-
preted. This can be done by a security expert, an administrator, or automatically,
by a reasoning engine that extracts the security knowledge from the rules, selects
the security features, and assigns the appropriate values in the VSpecs — i.e.
we instantiate the SPL by creating a configuration for the VSpecs.
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Following our e-voting case study, Listing 1.1 shows an excerpt of a security
policy defined in the OrBAC model for a national election in Spain. The first
two rules specify that voters and administrators must be authenticated by a
digital certificate in the spanish administration server (GOB_ES). The other rules
specify permission for administrators and voters in order to create elections
(rule 3) and to access the general elections (rule 4) respectively, to guarantee
the authenticity and integrity of the votes (rule 5), and the encryption of all the
interactions between the users and the server (rule 6).

Listing 1.1. Excerpt of an OrBAC security policy

=

Obligation(GOB_ES, User, Authenticate, Certificate, Authent_conditions) A

2 Obligation(GOB_ES, Admin, Authenticate, Certificate, Authent_conditions)
A

3 Permission(GOB_ES, Admin, Create, Election, default) A

4 Permission(GOB_ES, User, Access, General_Election, default) A

5 Permission(GOB_ES, User, Sign, Votes, Signature_conditions) A

6 Permission(GOB_ES, User, Encrypt, Messages, Encrypt_conditions)

From these rules a configuration of the VSpecs is created. Some elements of
the security policies are used to select the desired functionality, while other ele-
ments are used to configure the selected functionality. Features in a dark color in
Figure 3 represent the security features selected for those rules. From rules 1-4
we have selected the AccessControl security concept with the Authentication
(rules 1-2) and Authorization (rules 3-4) functionality, and this requires pro-
viding two different configurations for each of these functionalities — i.e. this
implies two different instances of the authentication aspect and two different
instances of the authorization aspect, properly configured. For rule 5 we have
selected the MessageSecurity concept that includes the Signature function-
ality, but also the Hashing functionality since there is a constraint in the SPL
specification indicating that Authenticity implies Integrity. So, in order to
enforce this requirement two different aspects should be configured: Signature
and Hashing. Finally, for rule 6 we have selected the DataSecurity concept with
the Cipher functionality in order to encrypt the information exchange between
the users and the server, and thus, an encryption aspect should be configured.

Each of these aspects contain the functionality that should be configured based
on the knowledge specified in the policy. So, we have to provide a configuration
for each instance of these aspects in the VSpecs. For example, features in a
dark color in Figure 4 and concrete values assigned to the variables represent a
configuration for the instance of the Authentication aspect corresponding to
security rule 1 of the security policy'. For instance, the credential parameters
and the trusted CA information are obtained from the context of the policy in
the OrBAC model, but can also be manually assigned if the security model does
not include that information.

In order to resolve the variability and automatically generate the configured
security aspects, the CVL engine is executed taking as inputs the security vari-
ability model, the particular configuration created for the variability model, and
the implementation of the security functionalities encapsulated into aspects.

! For reasons of space, we represent the configuration directly over the VSpecs.
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5.2 Deploying the Security Aspects into the Application

Once the security aspects have been generated according the specifications of
the security policy, the deployment of them inside the base application can be
performed in a non-intrusive way —- i.e., without modifying the existing code
of the application, by using the AOP. The mechanism in charge of composing
the main functionality of the application and the aspects is the weaver, and
how the weaver deploys the aspects within the application depends on the AOP
framework chosen to define the aspects (e.g. AspectJ, Spring AOP, JBoss AOP,
etc.). For instance, Figure 5 shows an example of the Authentication aspect
(in AspectJ) woven with the e-voting application. This aspect encapsulates the
authentication functionality (AuthenticationModule). The pointcut picks out
the execution of the method vote and before it runs, the user is authenticated
(advice code). We can observe how the application class Ballot does not contain
any reference to the authentication functionality or to any other functionality
related to security, which are all introduced as aspects.

Authentication

Confidentiality

Voter Client

Voting Ballot
Integrity
@ Encryption Signature

Voting Server Votes Storage

niodule (. ..) ;

ote(..)) && args (u) |

L Channel @@ Encryption
Protection
vote(...) { Voting System @ Admin Client

) o o Authentication
Authorization

Fig. 5. Security functionality deployed within the e-voting application using AOP

6 Evaluation Results

Our approach uses consolidated software engineering technologies (SPLs and
AOP), and a proposed standard language (CVL). So, in this section we qualita-
tively discuss our work to argue the correctness, maintainability, extendibility,
separation of concerns, reusability, and scalability of our approach.
Correctness. SPLs and AOP do not improve the correctness of applications
or security functionalities as such. Functionality in both cases is the same.
However, modularizing security concerns in separate modules with AOP con-
siderably facilitates the verification of the security properties of an application
since a security expert does not have to check all the modules in the base appli-
cation to ensure that all security requirements are correctly enforced. Instead,
only the code of the aspects and the definition of the pointcuts where the
aspects will be introduced need to be checked [10].
Maintainability and extendibility. On the one hand, due to the variability
expressed in the SPL, changes of specifications in security policies are adapted
easily by re-configuring the security functionality according to those changes.
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Moreover, the variability model can be extended to cover more security con-
cerns. On the other hand, AOP facilitates: (1) the modification of the security
functionalities after being deployed due to the improved modularization, and
(2) the extension of the points in which the security functionalities take place
since we only need to extend the pointcuts of the aspects.

Separation of Concerns. Our approach improves the separation of concerns
because we separate the specification of the security policies from the imple-
mentation of the core security functionalities, and from the deployment of the
functionalities as aspects within the application.

Reusability. Following our approach, we can reuse the same security func-
tionality with different applications and security policies. The main drawback
is that we cannot reuse the same generated aspects for all the applications
because the aspects are generated for a particular security policy and may
also contain application dependent knowledge (e.g. pointcuts).

Scalability. Variability models have a considerable lack of scalability because
the tree-diagrams become unmanageable as they grow (e.g. in feature models).
However, CVL allows us to decrease the complexity of the model by dividing
the VSpecs into different levels of details, using Composite Variability features
and Configurable Units as we described in Section 4. Also, tree-diagrams is
only syntactic sugar, but it is built onto a formal basis [7] and can also be
specified using a text-based language [12].

In our follow-up work, we plan to improve our qualitative evaluation by using
Delphi [13] techniques in order to evidence the benefits and usefulness of our
approach from external experts.

7 Related Work

There is a growing interest in the SPLL and AOP communities in resolving the
gap between the security policies and the security functionalities that enforce the
security policies [14,15,16]. For instance, in [14] the authors address the issue of
formally validating the deployment of access control security policies. They use
a theorem proving approach with a modeling language to allow the specification
of the system jointly with the links between the system and the policy, and with
the certain target security properties. The described algorithms, which perform
the translation of the security policy inside specific devices’ configurations, are
based on the OrBAC model with the B-Method specifications, and thus, this ap-
proach does not close the gap completely, but only for specific OrBAC models.
In addition, they do not separate the specification of the security functionality
from the base functionality of the system as we do using AOP. In [17] the au-
thors use a dynamic SPL to model runtime variability of services and propose
different strategies for re-configuring a base model using CVL (e.g. model incre-
ments/decrements). They focus on the concrete variability transformations that
need to be done in the base model in order to re-configured it, but they do not
relate the specification of the requirements and the functionality provided as we
do. Note that our approach can be extended to be applied to other requirements,
not only for security.



116 J.-M. Horcas, M. Pinto, and L. Fuentes

The INTER-TRUST project [1] also aims to cover the gap, but in a differ-
ent context. The INTER-TRUST framework regards the dynamic negotiation of
changing security policies (specified in OrBAC) between two devices. The out-
put of this negotiation is an agreement on interoperability policies, which must
be dynamically enforced in both devices. This implies configuring applications
and generating the security aspects that must be integrated into the applica-
tions [15]. The approach presented in this paper have to be seen as a possible
implementation of the aspect generation module of the INTER-TRUST frame-
work, which is the module in charge of determining the aspects that need to be
deployed in order to enforce a security policy.

Several papers deal with security in an aspect-oriented way such as [11,16].
However, none of them consider security policies for the specification of the se-
curity requirements in the applications. Moreover, most approaches in the AOP
community focus more on the security issues introduced by the AOP technology
in the applications, such as in [10]. In [16], the authors propose a framework for
specifying, deploying and testing access policies independently from the secu-
rity model, but only suitable for Java applications. They follow a model-driven
approach based on a generic security meta-model that is automatically trans-
formed into security policies for the XACML platform by using the appropriate
profile of the security model (e.g. OrBAC, RBAC). Then, the derived security
components are integrated inside the applications using AOP. The main draw-
back to this framework is that the generated security components depend on the
profiles of the specific security model used, and thus, the functionality cannot
be reused. Moreover, re-deploying a security policy implies again generating the
appropriate functionality with the consequent model transformations, which is
a expensive process. The use of an SPL allows our approach the re-deployment
of the security policy more easily and quickly.

In a previous work [18], we combined CVL and model transformations in order
to weave security functionalities within the applications and focused on defining
different weaving patterns for each security concern. Although the weaving pro-
cess was inspired in AO modeling techniques, it was completely implemented in
CVL without using AOP and the final application did not contain any aspects,
in contrast to the approach presented in this paper where security is incorpo-
rated into the application using aspects. In [19] the authors also use CVL to
specify and resolve the variability of a software design. However, their approach
depends on an external Reusable Aspect Model (RAM) weaver to compose the
chosen variants.

8 Conclusions and Future Work

The approach presented in this paper closes the existing gap between the spec-
ification and the enforcement of security policies by using consolidate software
engineers technologies, such as SPLs and AOP. These techonologies bring signifi-
cant benefits to our approach, including a better modularization, maintainability,
extendibility, and reusability. Also the use of CVL as the variability modeling
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language improves the scalability of our approach and makes it suitable for any
MOF-based model. Moreover, separating the specification of the security policies
from the implementation of the security functionalities, and from the deployment
of them within the application, our approach is suitable for any security model
and facilitates the verification of the security policies enforcement.

As part of our future work, we plan to adapt our approach to dynamically
adapt the security functionalities to changes in the security policies at runtime.
This implies using Dynamic SPLs [20] and generating the code of the aspects so
as weaving them at runtime.
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Abstract. Business process modeling has facilitated modern enterprises to cope
with the constant need to increase their productivity, reduce costs and offer
competitive products and services. Despite modeling’s and process manage-
ment’s widespread success, one may argue that it lacks of built-in security mec-
hanisms able to detect and deter threats that may manifest throughout the
process. To this end, a variety of different solutions have been proposed by re-
searchers which focus on different threat types. In this paper we examine the in-
sider threat through business processes. Depending on their motives, insiders
participating in an organization’s business process may manifest delinquently in
a way that causes severe impact to the organization. We examine existing se-
curity approaches to tackle down the aforementioned threat in enterprise busi-
ness processes and propose a preliminary model for a monitoring approach that
aims at mitigating the insider threat. This approach enhances business process
monitoring tools with information evaluated from Social Media by examining
the online behavior of users and pinpoints potential insiders with critical roles
in the organization’s processes. Also, this approach highlights the threat intro-
duced in the processes operated by such users. We conclude with some observa-
tions on the monitoring results (i.e. psychometric evaluations from the social
media analysis) concerning privacy violations and argue that deployment of
such systems should be allowed solely on exceptional cases, such as protecting
critical infrastructures or monitoring decision making personnel.

Keywords: Business Process; Business Process Management; Insider Threat;
Monitoring; Privacy; Social Media.

1 Introduction

Modern enterprises and organizations operate in a dynamic environment that is cons-
tantly evolving. This dynamic environment includes the competition for high quality
products and services, reduced costs, and fast development. Factors such as globaliza-
tion of business activities and the rapid growth of ICT offer new opportunities and
give birth to threats for the organizations, while technological novelties have created a
need for new operational structures for the enterprises and organizations. Therefore,
each organization needs to develop business processes that meet the above mentioned
requirements, while ensuring the fulfillment of the goals set.

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 119-131, 2014.
© Springer International Publishing Switzerland 2014
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A business process is defined as “a collection of activities that takes one or more
kinds of input and creates an output that is of value to the customer” [1]. It consists of
a set of activities and tasks that, together, fulfill an organizational goal. Modeling the
business processes of an organization improves the understanding of the corporate mi-
lieu and augments its flexibility and competitiveness in business environments. Mo-
delling often includes Business Process Management (BPM) [2], a holistic approach
to harmonize an organization's business processes with the needs of their clients [3].
Business processes are designed to be operated by one or more business functional u-
nits. Tasks in business processes can be performed either by means of business data
processing systems (e.g. Enterprise resource planning (ERP) systems), or manually.
Specifically, in an enterprise environment, some process tasks may be performed ma-
nually, while others may be automated or even batch scheduled in a variety of ways:
data and information being handled throughout the business process may pass through
manual or computer tasks in any given order.

Business process modeling, mainly during its first stages, lacks built-in security
mechanisms so as to prevent a malevolent functional unit from causing harm to the
organization through the operated process. Our research focuses on mitigating the
insider threat via a combination of business process security and a series of psycho-
social parameters that interfere with them. Although role-based access control [5] is
used in various approaches to tackle the insider threat [6], it usually fails to be mitiga-
ted, thus leading us to consider that new approaches need to be taken into account.
Furthermore, regarding role-based access control (RBAC) schemes, the insider is a
legitimate user of the infrastructure, who utilizes his access rights in a disrespectful
manner towards the organization’s security policy [6]. Thus, such schemes tend to fail
against the threat.

Other, more intrusive, approaches involve monitoring techniques varying from sys-
tem call activity [7] and linguistic analysis of electronic communications [8] to track-
ing business processes [9] and provide logging information about them. The informa-
tion acquired can provide conclusions over the functional unit (i.e. the employee) who
operates it and also detect possible anomaly deviations in her usage behavior that
require further examination. Along with technical countermeasures, research has
proved that it is possible to detect personality characteristics shared among insiders
themselves through social media [10] [11], as users tend to transfer their offline beha-
vior to the online world [12].

In this paper we revise and extend the business process monitoring model presented
in previous publication of ours [4]. The proposed model is still preliminary, as it has
not been developed yet. Comparing current paper to our previous work, we consider-
ably revise and add further commentary and desired functionality over the components
of the model presented. Additionally, we also examine the limitations, as well as the
requirements of this approach, in order to develop a functional mechanism. Thus, aim
of this paper is to propose a model based on two of CERT’s patterns [28] that suggest
the use of external sources of information to monitor employees and the combination
of technical and behavioral monitoring to deter the insider threat. This mechanism is
able to monitor user’s performance at runtime level, along with its psychometric evalu-
ations from social media, and issue alerts when a processes may involve a threat by a
potential malevolent unit.
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The model’s input is comprised of: (a) psychometric evaluations, extracted from
social media user profiles of the organization’s employees, (b) the business processes
each user is involved, and (c) the performance at workspace. Its output consists of: (a)
alerts, when a user manifest a potential insider behavior is detected in online monitor-
ing component and (b) the business processes that the user is involved with.

Online monitoring can facilitate insider threat mitigation since, unlike other techni-
cal approaches, it also takes the human factor into account. However, unconsented
user monitoring, either at organization level or through online profiling, interferes
with the user’s personality and privacy rights, something that need to be taken into
consideration. Therefore, a monitoring process can be ethically and legally acceptable
only in cases involving high societal risk (as in critical infrastructures where national
security, economic prosperity or national well-being are at stake). In most cases, the
user’s explicit consent must have been given in retrospect.

The paper is organized as follows: In section 2 we briefly review the existing lite-
rature. In section 3 we discuss the security approaches to mitigate the insider threat in
business process. In section 4 we present a business process monitoring model. In sec-
tion 5 we discuss the requirements and limitations of the approach proposed. In sec-
tion 6 we examine the ethical and legal issues over online and organizational user
monitoring. Finally, in section 7 we conclude and refer to plans for future work.

2 Related Work

None of the approaches introduced in the insider threat detection literature appear to
combine both business process and psychometric monitoring, so as to proactively
detect the current threat in the organization. To this end, we examine approaches and
methodologies used to enhance business process security, under the prism of insider
threat mitigation via: (a) psychosocial approaches that may predict malevolent beha-
vior, and (b) monitoring techniques that have been used against the insider threat.

Security in business processes involves methodologies that target at satisfying re-
quirements in their development phase [13]. A developer is advised to be aware of the
security goals the implementation should achieve, since the construction of models
during requirement analysis and system design can improve the quality of the result-
ing systems, thus providing early analysis and fault detection along with maximizati-
on of the security lifecycle of the solution.

Security and system design models are often disjoint, as they are expressed in diffe-
rent ways (security models as structured text vs. graphical design models in notation
languages). To this end, modeling languages, such as secure UML [14], have been de-
veloped in order to bridge the gap between security requirements and model design. In
particular, secure UML is designed for specifying access control policies by substantial-
ly extending Role-Based Access Control (RBAC). RBAC has bee also extended in
order to address task delegation in workflow systems. In their work, Gaaloul, et al. [15],
use a role-based security model in order to show how formalized delegation constrains
can be injected to specify privileges into delegation policies within an access control
framework.

As modern enterprise systems are becoming more business-process driven, an ap-
proach describing secure BPMN [16] has been developed, in an effort to create models
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with embedded security requirements that generate robust system architectures,
including access control infrastructures. The proposed tool supports model-driven
development of processes that integrate security and compliance requirements across
all phases of the system life-cycle. Together with [17] a formal methodology for
the automatic synthesis of a secure orchestrator, a set of BPMN processes is described
to guarantee non-disclosure of messages exchanged in processes. Finally, model
checking techniques are used for evaluating security aspects of business processes in
dynamic environments [20]. Another approach [18] in business process security in-
volves the modeling and analyzing of the participants’ objectives; so as to extract secu-
rity requirements from them use them to annotate business processes. To deal with
organizational analysis and the integration of security and systems engineering, the
goal-oriented requirements engineering domain includes approaches such as Secure
Tropos [19]. Secure Tropos forms a methodology for security-aware software systems
and combines requirements engineering with security engineering concepts to support
the analysis and development of secure systems.

Regarding insider threat prediction, various approaches have been proposed [21].
Researchers have examined the psychosocial traits that indicate predisposition of de-
linquent behavior [22], while modern approaches indicate that such characteristics can
be extracted through social media. To this extend, conclusions over traits, such as nar-
cissism [10], or predisposition towards law enforcement [11], have been successfully
extracted via Twitter and YouTube, respectively, thus leading towards the capability
of online monitoring of users’ behavior to detect potentially malevolent users.

Monitoring techniques are also used to detect potential insiders. At system level,
LUARM [23] can be used to accurately specify insider threats by logging user actions
in a relational model, as a forensic mechanism. Furthermore, linguistic analysis of
electronic communications has been also used as a monitoring technique, so as to
proactively detect potential insider threat risks in the organization [8].

3 Insider Threat Mitigation

Insider threat has been identified as a major issue not only in corporate security but
also in cloud computing [25]. To mitigate the insider threat, security research has pro-
posed various approaches, countermeasures and techniques, together with security po-
licies, procedures and technical controls. Each organization should examine its design
functionality, in order to tackle the threat at its business process level. The mitigating
stages at process level are the following:

* Design secure business processes by extending the annotation of existing mode-
ling languages, in order to encapsulate security requirements. For example, existing
modeling languages, such as BPMN, can be extended to support features regarding
integrity, confidentiality and access control [26].

* Risk assessment [27] at business process level in order to evaluate the risk in-
volved in each process, with regard to security needs and the environment in which
each process is deployed. Applying proper risk management ensures the balance of o-
perational and economic costs of protective measures and security policies.

* Monitoring each business process of the organization and extracting conclusi-
ons. Monitoring may facilitate the location and redesign of problematic procedures
and reduce the risk of an insider threat incident.
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These above approaches may deter the insider threat to some extent but they do not
aggregate the human factor in the result. Therefore, they try to solve the problem by
using solely technical countermeasures and security policies, instead of trying to in-
tegrate the prediction front into the applied approaches.

The human factor is discussed in approaches regarding either insider threat predic-
tion, or monitoring and screening, in order to extend employee monitoring outside an
organization boundaries. A research involving employee’s monitoring has been intro-
duced by CERT. It focuses on analyzing insider threat cases in order to identify weak-
nesses in parts of the organization that facilitate the manifestation of such incidents.
Part of this research outcome has led to 26 enterprise architecture patterns, developed
as a means of protection from malevolent insiders [28].

Among the patterns developed by CERT, we focus on the following: (a) Monitor-
ing the organization, which suggests the institution runs a monitoring program that
collects information on the status of insider threats and incidents within the organiza-
tion. This way, the organization can obtain an estimation of the risk involved by mali-
cious insider activity. (b) Monitoring employees, which suggests the establishment
of a legal, affordable and effective monitoring system that is acceptable to all stake-
holders. Monitoring results should be secured and used solely for the purpose of opti-
mizing resources and not for discrimination. (c) Use optimized monitoring for early
detection, which indicates that organizations should configure their infrastructures in
a way that insider attacks are detected in a short time period. (d) Combine technical
and behavioral monitoring, which suggests that technical and behavioral monitoring
can increase the effectiveness of insider threat detection by alert sharing, so as to
investigate and detect malicious actions. (e) Use external sources of information,
which suggests the use of external information sources, such as social networks, in
order to expand employees monitoring.

We focus on proposing a model approach which enhances business process mana-
gement systems (BPMS) with psychological evaluation approaches, along with moni-
toring techniques, so as to mitigate the insider threat.

4 Proposed Model

We propose a monitoring approach that combines enterprise level monitoring with
social media-extracted monitoring intelligence (Fig. 1), in order to mitigate the insider
threat along with managing the risk introduced due to the human factor. In order to
tackle this problem, we decided to develop an integrative model that builds upon our
previous work [4] on user and usage profiling via data obtained from social media.
Existing business monitoring tools can be further expanded to receive input regarding
the aforementioned psychometric evaluations. Such tools can monitor the organizatio-
nal processes while recording the users involved in each process.

The paper mainly focuses on two of the above CERT’s patterns: (a) “Use external
sources of information” and (b) “Combine technical and behavioral monitoring”. The
remaining patterns can be utilized via existing and conventional monitoring tools. As
a result, we aim at further enhancing existing monitoring tools by combining external
sources of information (i.e. social media) with technical and behavioral patterns.
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To this end, we build upon our previous research and propose a new architecture
(Fig. 1). The architecture receives the following types of input: (a) data from business
monitoring regarding employees’ performance, (b) online monitoring, which involves
data acquired from social media, and (c) the processes that the user under examination
is involved with. The output comes in the form of: (a) potential incident alerts and (b)
the risk that refers to the specific processes of the organization.

. Emolovees . Business
( < > Online Profiling et Processes
- performance

Involved
Social Media @ @ @
Online Business Process Threat
Monitoring Monitoring Management
Decision Manager

e Business
erts Processes Risk

Fig. 1. Monitoring system’s architecture

The model’s inputs are processed by the decision manager module that consists of
three core modules. Namely, it comprises the online monitoring, the business process
monitoring, and the threat management. Each of the modules cooperates with the rest
in the boundaries of the decision manager so as to achieve the desired functionality.

The contribution of this model lies on the fact that the human factor has been rarely
examined in monitoring systems that focus solely on technical countermeasures.
However, monitoring users at workspace usually gives rise to ethical and legal issues.

4.1 Module: Online Monitoring

The online monitoring module facilitates the process of behavioral analysis carried out
on information system users, as manifested in the digital world. The ability to detect
patterns of characteristics commonly shared among insiders enhances a monitoring
system, as it integrates the prediction front of insider threat in the monitoring process.
Online monitoring can be applied on social media profiles and extract conclusions over
insider threat characteristics such as narcissism [10], predisposition towards law enfor-
cement [11], and divided loyalty [30]. The above traits have been examined and detect-
ed through social media and can facilitate the insider threat prediction in the digital
world. Thus, they have been the topic of interest in Shaw’s research [22]. These traits
have been also examined by the FBI [31].

One may extract the aforementioned three traits examined to detect a potential insi-
der by examining her online behavior, by using open source intelligence (OSINT)
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techniques. OSINT [32] facilitates the improvement of the online monitoring efficien-
cy. It refers to intelligence collected from publicly available sources, such as websites,
web-based communities (i.e. social networks, forums, or blogs), and (openly) publicly
available data.

An interesting observation is that direct access to the user social media data is not
required, at least not through the network per se. Users data content in social media is
usually publicly available, as most of them neglect to use the available privacy mec-
hanisms. Therefore, anyone interested in collecting such data is free to gather infor-
mation and analyze it for conclusions, targeting any user of interest.

OSINT processes often rely on vast amounts of reliable information. Due to that
fact, the following key points should be taken into account:

* Uncovering data location: It is required to have knowledge of the locations from
where the appropriate data can be gathered.

* Sources discrimination: The discrimination of the useful and the irrelevant sour-
ces of information is important, so to avoid collecting outdates or useless data.

* Results refining: After having generated conclusions over the subject of interest,
one could further process the results in order to focus on the required knowledge.

The mechanisms developed in [10], [11] and [30] rely on the above mentioned key
points. Also, they can be used as a means of conclusion extraction over the insider
traits of narcissism, predisposition towards law enforcement, and divided loyalty, by
the online monitoring module. Each of the mechanisms can indicate whether a user
shares the trait examined by having as input her username and being able to access
her online user-generated content.

Consequently, the decision manager can issue alerts whether manifestation of in-
sider characteristics is detected in the online world. Additionally, it highlights the
business processes where a potentially malevolent user is involved into. Then, the o-
perator of the system can further examine the alerts of the online monitoring module
and may draw conclusions over the user performance through the business process
monitoring module.

4.2  Module: Business Process Monitoring

This module monitors an employee’s performance in workspace. Process monitoring
refers to real-time observations of activities, combined to accomplish a specific orga-
nizational goal. Business process monitoring involves mainly business activity moni-
toring, thus helping senior management gain insight into processes deployed within
the organization. It also enables organizations to measure and analyze their perfor-
mance, and identify critical problems proactively, thus improving speed, quality and
efficiency of their processes. Additionally, being able to monitor employee’s perfor-
mance at workspace, one may detect deviations in the execution of the activities the
user is involved into (Fig. 2.). Therefore, the decision manager can use the online
monitoring module, to examine any potential change in user’s online behavior.
Whether a deviation in employee’s performance is detected, it could have occurred
due to manifestation of insider characteristics. To this end, the security officer should
further examine the source of this deviation.
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Fig. 2. Employee’s performance monitoring

The growing need of organizational processes monitoring has led to the develop-
ment of many platforms, which provide tools for the development of services and
composite applications, allowing greater visibility, controls and analysis in the whole
process lifecycle. Our model approach can utilize an existing business process moni-
toring platform and extend it, so as to include the functionality introduced by the
online monitoring module. Process monitoring platforms that could be used and fur-
ther be extended, in order to meet our needs, are the IBM Business Monitorl, the
Oracle Business Activity Monitoring” and the WSO2®.

4.3  Module: Threat Management

Potential insiders introduce risk to the systems they operate, as they can manifest in a
malevolent way that will cause severe impact to the organization. The threat manage-
ment module handles this risk faced by potential insiders who operate organizational
business processes.

To develop a more holistic perspective regarding the risks that business processes face
due to their operators, the model can be enhanced with the ability to categorize the orga-
nization’s business processes. To this end, an approach that takes into account both the
risk faced by the assets involved in a process and the psychosocial traits of the operator,
is required.

Based on the above, an approach should examine the processes under two perspe-
ctives: (a) the risk that a business process has due to the assets involved in it and (b) the
risk occurred based on the psychosocial traits of the employee that operates it. The risk
that characterizes a process, regarding the assets that are involved in it, refers to the
impact to the organization due to a possible loss of confidentiality, integrity or availa-
bility. Therefore, the more important the asset, the severer the impact. Complementary,
the risk involved by the human factor corresponds to the predisposition of delinquent
behavior that characterizes user’s online behavior. This discrimination contributes to
the protection of critical processes since both risk factors are taken into account.

The risk faced by the psychosocial traits of the potential insider, should be able
to be quantified. The existing mechanisms, used by the online monitoring module,

http://www-03.1ibm.com/software/products/en/business-monitor
http://www.oracle.com/us/products/middleware/soa/
business-activity-monitoring/overview/index.html
http://wso2.com
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are able to answer whether, or not, a user manifests such behavior in social media.
Thus, it is required that they quantify the amount of certainty, or the extent a user
expresses the aforementioned traits in the online world. One may notice that by being
able to measure the psychometrics, an underlying model could use them to express
the amount of risk that a process is exposed due to its operator.

At a primary stage, this module may issue alerts anytime the online monitoring
system detects a potential insider. Following the alert, it could highlight the business
processes in which the malevolent user is involved and help the security officer de-
cide on proper actions to be taken.

5 Requirements and Limitations

We now discuss the requirements and limitations of the approach introduced. In order
to monitor user’s online behavior it is required that the user has created a profile at
least in one of the social media for which we have developed evaluation mechanisms
(i.e. YouTube and Twitter). If the profile is public, then our mechanisms are able to
collect and process the available data so as to draw conclusions over the user’s beha-
vior. Depending on legal parameters, a user consent is usually required in order to
process such data. An additional requirement for the online monitoring module is the
conversion of the collected data from an SQL schema into flat data representation.
Such a conversion facilitates the partitioning and distributed processing of the data,
thus leading to faster processing [11].

Regarding the log storage functionality, especially for the online monitoring beha-
vior, the system should take into account that the size of such data is expected to grow
rapidly, thus indicating that big data processing techniques should be used.

The decision manager combines the functionality of the online monitoring module,
the business monitoring module, and the threat management one. In order to develop
the decision manager it is required that an existing Business Process Management
System (BPMS) is extended so as to integrate the desired overall functionality.

A limitation of this approach is that an intelligent insider could possibly manifest a
different online behavior, knowing that her profile is monitored, and thus deceive the
system. In this case a more microscopic examination of a user online behavior could
indicate fragments where contradictions are presented.

It appears that, for the time being, there are no other approaches that take into ac-
count the risk introduced by the psychometric evaluations. At first, the quantification
of the psychosocial traits it is required and then a sophisticated risk analysis approach
should be developed in order to take into consideration the risk introduced by the
psychosocial indications.

6 Ethical and Legal Issues

The proposed approach introduces a mechanism for monitoring at organizational
level, along with online profiling, that aims at deterring the insider threat. However,
employees’ monitoring interferes with their personality and privacy rights.
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The rapid evolvement of Web 2.0, together with the advent of social media, has
offered to workspace monitoring an opportunity to expand by screening an employee
online behavior. Employees’ monitoring can no longer be performed in the workspace
per se, but alternatively in the online world. Monitoring the online behavior and social
communication relationships of employees augments the chances of employers to inf-
luence behavior and promote the “well-adjusted employee” [33]. Moreover, informa-
tion gathering about employee performances outside the traditionally conceived work
sphere has a chilling effect on individuals’ personality and freedom of speech. Emp-
loyees may sacrifice “Internet participation to segregate their multiple life performan-
ce” [34] and thus refrain from expressing themselves.

To improve productivity and prevent potential threats, employees are often asked
to sacrifice privacy rights in favor of managerial interests. Given the fact that
workplace belongs to the “private sphere”, employees who are hired to attend compa-
ny business cannot have a (subjective) “reasonable expectation of privacy” that so-
ciety (objectively) accepts and legitimizes. American Courts are reluctant to recognize
a workplace privacy right. In any case, reasonable expectation of privacy of
employees should be assessed under all circumstances and should be reasonable both
in inception and scope. In the employment context, privacy (if any) seems to be
exchanged for something of commensurate value, like taking or keeping a job [35].

Diametrically opposite in many respects, the European approach claims that privacy
is not conceived as a right to seclusion and intimacy but as a phenomenon, a protectable
situation that regards the relationships between a person and its environment. The Euro-
pean Court of Human Rights has rejected the distinction between private life and
professional life (Niemietz vs. Germany). According to the Court, European employees
have “a right to dignity and a private life that does not stop at the employer’s doorstep”.

Profiling aims to gain probabilistic knowledge from past data, propose predictions,
and identify risks for the future. This goal may infringe civilian privacy, i.e. the right
for everyone to be a multiple personality and also may have a serious impact on the
employee regarding social selection and unjustified discrimination.

Finally, excessive monitoring has been demonstrated to affect the employer-employee
relationship. Research [35] [36] has showed that employees whose communications were
monitored suffered by higher levels of depression, anxiety and fatigue than those who
were not. The effect of being constantly monitored, even concerning activities that fall
out of the workplace frame, has negative impacts on the employer-employee relationship,
which should be based on mutual trust and confidence.

7 Conclusions

In this paper we dealt with the insider threat mitigation issue and suggested a way to
improve the protection against potential insider at business process level. To this end,
we proposed a structural approach that combines monitoring at process level with
psychosocial monitoring through social media. We mainly focused on two of CERT’s
insider threat patterns; namely, on the use of external sources of information (i.e.
social media), as well as the combination of technical and behavioral monitoring, to
mitigate the current threat.
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Our approach consists of three modules, i.e. the online monitoring, the business
process monitoring and the threat management. These modules cooperate in the boun-
daries of the model’s decision manager in order to form a unified monitoring system
that helps security officers to better carry out their duties.

Our ultimate goal is to integrate the human factor into the business process securi-
ty. Malevolent insiders have been found to share common characteristics. Research
has indicated the feasibility of extracting such traits through social media. Thus, cor-
porate security could better deal with the insider threat by using a mechanism which
can integrate psychosocial evaluation into a business activity monitoring system.

As expected, the model approach described faces a few limitations that have to be
overcome, in order to achieve full functional. Such limitations include the ability of
an intelligent insider to manifest a misleading behavior to deceive the system, without
being detected, and the need that a user to be monitored into the online world should
have at least one profile in a social medium.

Regarding the requirements, an existing business process monitoring platform
should be used in order to be extended and implement the required functionality of
the monitoring system. Another requirement refers to the improvement of the existing
processing mechanisms, as the vast amount of information requires demanding com-
puting power.

One could argue over the applicability of the proposed model, as screening emp-
loyees (in both business level and online behavior through social media) may violate
human rights and raise serious ethical issues. To this end, we exploit the principle of
proportionality by considering that the use of such a method should be solely confined
in a critical infrastructure, given a prior user consent [37] [38] [39].

For future work we plan to implement the model in a test environment, so as to e-
valuate and detect possible performance issues and also provide a more detailed step
by step description of the model’s functionality as a case study. In addition, we plan
on improving our data collection mechanisms from social media, so as they perform
more efficiently in complexity and time execution, and also present a more holistic
approach of the evaluation mechanism from social media for a better understanding of
the approach proposed. Following we plan on examining how to resolve the limita-
tions described in section 5.

Last, but not least, the development of a business process risk analysis methodolo-
gy that takes into consideration the insider threat characteristics a user may have is
planned. Note that by being able to quantify the personality traits of the insider extrac-
ted from social media, we could use them to represent the risk faced by the user that
operates a business process.
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Abstract. The Common Criteria (CC) certification framework defines
a widely recognized, multi-domain certification scheme that aims to pro-
vide security assurances about I'T products to consumers. However, the
CC scheme does not prescribe a monitoring scheme for the CC practice,
raising concerns about the quality of the security assurance provided by
the certification and questions on its usefulness. In this paper, we present
a critical analysis of the CC practice that concretely exposes the limita-
tions of current approaches. We also provide directions to improve the
CC practice.

1 Introduction

With an increasing number of cyber attacks and security issues, governmental
organizations and private companies are striving to get security assurance for
Information Technology (IT) products. In many cases, these organizations may
not have the required knowledge or resources to assess whether a certain product
has the appropriate security features nor can they rely only on the statements
of vendors. This is due to the trust deficit that exists between consumers and
product vendors. One way to bridge this trust deficit is through the security
certification of software. Security certification provides a practical solution to
address the lack of security assurance when assessing and purchasing IT solu-
tions. Certification Authorities (CA) perform rigorous security assessments that
a particular software system has certain security features, conforms to speci-
fied requirements, and behaves as expected [7]. A customer buying a certified
product can rely on the “stamp of approval” of the CA. Clearly, the value of a
certification depends on the reputation of the certification authority issuing it,
as well as the quality of assessment performed. Ideally, software purchasers can
then choose among different certified products which address similar security
requirements.

Common Criteria for Information Technology Security Evaluation (ISO / IEC
15408) (CC) [2] is the most popular security certification standard. It is a globally
recognized set of guidelines that provides a common framework for the specifi-
cation and the evaluation of security features and capabilities of IT products.
At the heart of the CC scheme lies a “common” set of security functional and
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security assurance requirements. These common requirements enable potential
consumers to compare and contrast the certified products based on their security
functional and assurance requirements and to determine whether a product fits
their needs. The CC scheme allows the evaluation of the products at varying
levels of evaluation rigor, called Evaluation Assurance Levels (EAL), in a range
of 1 to 7 (7 being the highest assurance level).

Despite the wide use and economic success of the Common Criteria scheme
[16,9](mostly driven by government regulations and government procurement)
its current practice has been receiving significant criticisms.

1. Comparability. One of the main objectives of CC is to allow consumers to
compare certified products on the market in an objective way from a secu-
rity point of view. However, certification documents are filled with legalese
and technical jargon that restricts that scope of certification, while making
it hard for consumers to understand these restrictions. As a result, compar-
ison of products that have been certified under different requirements and
restrictions becomes extremely complex.

2. “Point in time” certification. CC certifies a particular version of the product
in certain configurations. Any change to the configuration or any updates to
the product that affects the Target of Evaluation (TOE), which is the part
of the product that is evaluated, invalidates the certification. This is not
desirable, given that products evolve and are updated at a frantic pace and
the certification must not be “frozen” to a specific version of the product.

3. Longand expensive. CC evaluation life cycleislengthy and expensive [14,18,17].
In fact, due to the complexity of the process and the high cost, vendors have to
spend a large effort on preparation for the evaluation, which adds to the cost
and time of the evaluation itself. High assurance level (as EAL4) certification
can take 1 — 2 years, and, often, by the time the process is completed a new
version of product is already delivered.

4. Concerns for Mutual Recognition. Though the CC scheme is a widely recog-
nized international standard, there are several concerns regarding the consis-
tency of the assessments by the evaluating laboratories located in different
countries, since the Common Criteria Recognition Arrangement (CCRA)
does not prescribe any monitoring and auditing capability. In addition, the
relevance of CC certification for governmental institutions, specific national
interests can impact the impartiality of the assessment [10,5].

A lot of the criticisms of the CC practice are based on anecdotal evidence
however, to the authors’ knowledge there is no quantitative study of this practice
has been produced so far.

The major contribution of this paper is filling this gap by providing an ex-
haustive analysis of CC certificates. By systematically analyzing the certificates
(in Section 5), we can quantitatively assess the relevance of the points 1 and
2 above. We show how these issues are well grounded and affect a large part
of existing certificates. We will also present possible directions (in Section 6)
to enhance the current situation, considering current evolution of CC scheme
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and practice under discussion, and recent research results addressing security
certification for web services. The points 3 and 4 are out of scope for the paper,
because: an analysis on cost and duration of CC certifications has been discussed
in [14,17] (addressing Point 3), and the mutual recognition issue (point 4) cannot
be analyzed looking at certificates.

2 Common Criteria Certification Scheme

The CC scheme allows product vendors to describe the Security Functional Re-
quirements (SFRs) for the product and to prove that the set of SFRs are able to
counter the threats identified for a Target of Evaluation (TOE), which identifies
the specific aspects of the product that will be evaluated. In addition, the CC
scheme allows product vendors to choose particular configurations of the prod-
uct that will be evaluated and these “golden” configurations are also part of
the TOE. This information is captured in a document called “Security Target”
(CC-ST) which can be seen as the descriptive part of the CC certification [3].
The product vendor then defines the set of Security Assurance Requirements
(SARs) that specify actions to be performed by the evaluating laboratories that
will determine the Evaluation Assurance Level of the certification.

The drawback of this approach is that the EAL can only specify how thor-
oughly the evaluation has been performed, but it does not answer the question
of “Is the software secure?”. The answer to this question can be provided by the
SFRs that are implemented in the product. The CC scheme classifies the SFRs
into 11 high level classes as shown here:

SFR Classes

Security Audit (FAU) Communication (FCO)

Cryptographic Support (FCS) User Data Protection (FDP)
Identification ~and  Authentication Protection of TOE Security Function-
(FIA) ality (FPT)

Privacy (FPR) Security Management (FMT)
Resource Utilization (FRU) TOE Access (FTA)

Trusted Path/Channels (FTP)

An example of an SFR in the Security Audit class and an SAR in the Security
Vulnerability class can be seen below:

“SFR: FAU GEN.2.1 For audit events resulting from actions of identified
users, the TSF shall be able to associate each auditable event with the identity
of the user that caused the event.”

“SAR: AVA VAN.1.3E The evaluator shall conduct penetration testing,
based on the identified potential vulnerabilities, to determine that the TOFE is
resistant to attacks performed by an attacker possessing Basic attack potential.”

The CC scheme is generic and does not impose specific requirements for differ-
ent types of IT products. Hence product vendors can implement certain specific
security functionalities (SFRs) and get specific parts of their system evaluated
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in a certain way (SARs) and consequently certified, which may not address the
requirements of consumers. To address this issue, CC allows consumers to use
Protection Profiles (CC-PP) that contain a combination of SFRs and SARs for
a particular type of application, such as Operating System or Databases. When
products conform to a specific protection profile, it is easier for the consumer to
select and compare the best fit for their needs. But conformance to CC-PP is not
mandatory, and there is a criticism that product vendors exploit this flexibility
of the CC scheme, and choose not to conform to any protection profiles that
could be applied for their products [15,5].

3 Analysis Objectives

The fundamental aim of our analysis is to verify whether the CC practice fulfills
the intentions of the CC scheme. The main goals of the CC scheme are: a) Enabling
the comparison of the security characteristics among (certified) “similar” products;
b) Providing meaningful and useful security assurance to the consumer.

We defined the possible checks to assess whether these objectives are reached
by the current CC practice (Checks are indicated in bold in the following).
For comparing products of the same category, for example databases, from the
security assurance point of view, we need to evaluate them against a common set
of security requirements (SFRs). To support that, CC proposed the Protection
Profiles, that allow for describing a predefined set of requirement for a class of
products. Accordingly, to assess if this objective is reached in the actual practice,
we need to check:

— C1: Are Protection Profiles available for the different categories ? (Protec-
tion Profile Availability in each category)

— C2: Are Protection Profiles actually used? (Protection Profile confor-
mance by products per category)

— C3: Do similar products (same category) address the same set of SFRs?
(Differences in the number of SFRs for a given category)

— C4: Does the usage of a specific Protection Profile results in a actual common
set of SFRs? (Differences in the number of SFRs for a given class in
PP conforming products)

To provide meaningful assurance to the consumer, the certification issued
should be valid along the product lifecycle. Considering the need to perform
changes in the software (e.g., security patches to address new vulnerabilities)
or its environment, CC scheme introduces the Common Criteria Maintenance
Agreement (CCMA). Under this scheme, a specific version of the product can
be initially certified and any changes made to it in future will be localized to the
aspects that have been changed instead of the whole product being reevaluated.
So, our next objectives are to evaluate:

— C5: Is the CCMA actually used in practice? (How many products are
maintained under the CCMAY?)

— C6: Are CCMA certified products secure? (How many CCMA certified
products have disclosed vulnerabilities?)
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4 Research Methodology

We use data from two main sources: the Common Criteria website [6], that pro-
vides details about certified products; and the National Vulnerability Database
(NVD) [1], that contains the list of disclosed vulnerabilities in products. In
particular we considered the following data sources: a) List of Certified Prod-
ucts [6] b) List of Protection Profiles [6]; ¢) Security Targets of certified prod-
ucts [6]; d) CC Part 2: Security Functional Requirements Document [2]; ¢) NVD
database [1].

The data collected from these sources require additional processing, in order
to perform advanced reasoning. This additional processing consisted in the fol-
lowing steps: 1) The certified products and the protection profile CSV files were
converted to SQL tables and stored into the database; 2) The Security Target
files (in PDF format) were downloaded for each certified product (URLs are
contained in the CSV file of certified products) 3) We stored the standardized
SFRs contained in CC: Part 2 document into the database; /) We search the
CC-STs for SFRs and stored these occurrences; 5) We cross-reference certified
products against the NVD for disclosed vulnerabilities. Except for steps & and
5, the rest of the analysis is automated.

The certified product can be classified into three categories: a) Certified prod-
ucts; b) Certified products under maintenance agreement; c) Archived certified
products. We considered only products with valid certificates (1971 certified
products) and ignored the archived certificates for our analysis. Due to technical
reasons, such as malformed URL or a digitally signed PDF document that could
not be parsed into text, we could not process 95 certificates. Hence the data set
that we considered in our analysis was 1532 security targets of certified products
and 344 security targets of products under the maintenance agreement.

5 Analysis Results

Due to space constraints we present the most important results from our analysis.
The results presented here are focused on products certified at EAL4+, since
most products are certified at level (close to 40 % of the certified products).

5.1 Comparability of Certified Products

Products that conform to protection profiles are expected to have homogeneity
both in terms of functionality and security features. Hence, we examined the
availability of protection profiles compared with the number of certified products
across various product categories and the results are shown in Figure 1. It can be
noted that the availability of protection profiles is rather low across all categories
of products except the ICs and Smart Card category.

Figure 2 presents the percentage of certified products that conform to at least
one protection profile across various categories. The average PP conformance
rate among certified products of our data set is 14 %, with standard deviation
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around 11 % (see Fig 2, rightmost column). This indicates that a relatively
low number of certified product use CC-PPs with relevant differences among
categories. Indeed, a closer inspection reveals that the products broadly related
to hardware or firmware show higher conformance than products that fall under
the software-only category. This low conformance could also be due to vendors
finding it difficult to build products that conform to a particular CC-PP, while
the products themselves are targeted for the general commercial market. Hence,
to conform to a particular CC-PP, which is produced by specific consumer or
a consumer group, does not provide any competitive advantage in the general
market.

On the other hand, the low CC-PP conformance makes it difficult to compare
and contrast the security requirements addressed by the certified products. In
fact, the non-conformance to a CC-PP allows vendors to customize the scope of
certification to features that are very different from other certified products. As
an example, a product in a certain category could make claims that it addresses
more SFRs related to data protection, while another certified product in the
same category may have claims addressing SFRs related with access control.
Furthermore, each certified product identifies different threats and makes various
assumptions. Hence, comparison of certified products in such cases can become
rather labour intensive and a very time consuming process.

Next, we compare products based on the number of SFRs that are addressed
by each product in a certain category to understand the differences in certified
products based on their security functionalities. Figure 3 and Figure 4 show
the SFRs addressed in products for Database and Operating System categories
certified at FAL/ (and EAL4+) and conform to CC version 3.1. Each shade of
the bar in the figures 3 and 4 represents products that conform to a specific
protection profile and the white bars represent products that do not conform to
any protection profiles.

It can be observed from Figure 3 and 4 that even among products that claim
conformance to a protection profile, there is a considerable difference between
the SFRs addressed by the products. And products that tend to show little or
no difference are either different versions of the same product or products from
the same vendor. Among the products that do not conform to any protection
profile there is a huge difference in the number of SFRs addressed.

5.2 Point in Time Certification

The CC scheme certifies products at a point in time, that is, certification applies
to a particular version of the product and in a certain set of configurations.
But products do need to evolve - either to provide new functionalities or to fix
problems or both. And in such cases, the CC certification does not apply to the
new version and the whole product has to undergo the certification all over again
which is once again a very time consuming and expensive process, especially
when the changes made to the product are very minor. In order to avoid such
situations, the CC scheme allows products to be under the CC Maintenance
Agreement (CCMA) where only the changes made to the product are evaluated
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and certified. This aspect of the CC scheme would allow the products to be
certified over a period of time instead of a point in time.
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Fig. 5. Products under CCMA

From Figure 5, we see the certified products that are under the maintenance
agreement across various product categories. It can be observed that the number
of products under the CCMA scheme is high among ICs and Smart Card cat-
egory when compared to the other categories. And indeed the total percentage
of products that are under the maintenance agreement is just 22 % of all the
certified products. And in fact, excluding the ICs and Smart Cards category,
the percentage of products that are under the CCMA scheme comes down to
approximately 15 %.

Such low numbers of products under maintenance raise an important ques-
tion on the product’s lifecycle, especially when vulnerabilities are found in the
product which need to be fixed - can a product vendor issue a fix and technically
loose the certification or keep selling the vulnerable version of the product to
claim the certification?

In order to better understand this question, we have used the National Vulner-
ability Database (NVD), to cross-reference the certified products with products
that have known vulnerabilities. Since we could not automate this step, we lim-
ited our analysis to the Database and Operating System categories certified at
assurance level EAL4+. In the Operating System category, we found 22 % of the
products under the maintenance agreement have disclosed vulnerabilities. And
in the database category we found only 25 % products under the maintenance
agreements are shown to have a known vulnerability. To contrast this, we cross
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reference products (in the database category at EAL4+) that are not under the
maintenance agreement and 85 % of the products have shown to have a known
vulnerability.

Though we do not claim that the vulnerability is in the certified “golden”
configuration, these figures show that in practical usage of the products the
issue of addressing new vulnerabilities must be discussed. And clearly, a point in
time certification does not cope well with the dynamic landscape of a product’s
lifecycle.

6 Discussion and Conclusions

6.1 Findings about the CC Certification Practice

Comparability of Certificates. Our results illustrate some reasons behind the
lack of comparability of certificates. In particular, the SFRs in the certificates
with the same class of products often exhibit large differences. When products
conform to a CC-PP, the variation between SFRs addressed by the products is
rather low. However, many products do not conform to a CC-PP, particularly
in software products. We believe that mandatory conformance to a Standard
Protection Profiles in each product class could ease the comparison.

On a more fundamental level, we found out that without tool support it is not
a trivial task to perform comparison between products based on their SFRs. In
this regard, the CC-STs should be represented in a machine processable manner
that facilitates automated reasoning to be performed on them.

One point in Time Certification. The low numbers of products under main-
tenance raise an important question on the product’s lifecycle, especially when
vulnerabilities are found in the product which need to be fixed - can a product
vendor issue a fix and technically loose the certification or keep selling the vul-
nerable version of the product to claim the certification? It is rather obvious,
that the product vendor will choose to fix issues and risk losing the certification.

Our results show that, despite the finding of new vulnerabilities, which are
sometimes unknown at the time of initial certification, and the provisions made
by the Common Criteria scheme to support incremental certification (CCMA),
the certified products are overwhelmingly certified once and for all. While this is
perfectly valid in itself, it shows that two certificates should be compared with
respect to their time of issuance but also with the information from publicly
available vulnerability databases (such as NVD).

6.2 Outlook

Contributions have been proposed in order to ease the comparability of the cer-
tificates produced by the Common Criteria evaluation process. Those approaches
rely either on an extension of the CC certification scheme, or on tools to support
a more homogeneous generation of certificates.
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Common Criteria Framework Extensions. Countries that are members of
the Common Criteria Recognition Agreement ( CCRA) have recently agreed
to develop internationally accepted Protection Profiles (known as Collaborative
Protection Profiles - CPPs) for each class of products. Each product has to
conform to the CPP that is applicable in its class, thus facilitating an easier
comparison among certified products.

Computer Aided Certification. These approaches most notably aim at pro-
viding some guidance for evaluators in the production of certificates, and in
making sure that their description is consistent. These approaches might be
extended in order to provide the necessary support to implement the recommen-
dations we suggest above, in particular that of rendering certificates machine
readable, to comparable SFRs and TOEs.

Certification Toolboxes, such as the CC Design Toolbozx created by Tore Ny-
gaard [13], aim at supporting the production of CC certificates. They aim at
supporting the uniform definition of protection profiles, and at certifying those
profiles themselves. Other proposals have extended this approach with the use
of security ontologies. Ekelhart et al. [8] and Chang et al. [4] proposed to use
an ontology as the core tool to manipulate Common Criteria certificates. The
main improvement of this approach over plain toolboxes is that the definition
of an ontology makes the relationships between the different concepts apparent.
However, the resulting security targets from these toolboxes, though structured,
are still represented in a human readable form (such as PDF files).

Machine Processable Security Certificates. We believe that though a uni-
form production of security targets is necessary, automation support in the con-
sumption of the certificates would improve the usefulness of the CC scheme as a
whole. In [11], the authors propose a language that provides detailed, extensible
and machine processable representation of the security certificates. In [12], the
authors present a machine processable language to represent CC-PPs and a tool
that automatically verifies the conformance of a certificate with its profile.

6.3 Conclusions

We have presented the results from a thorough analysis of the certificates of CC
certified products to concretely understand the drawbacks of the CC practice.
We presented evidences that highlight the variation of SFRs in products and
prove that the EAL of the product should not be considered as the only metric
to measure its security assurance. The limited number of certified products that
conform to CC-PP makes the comparison even more harder. We believe that
the conformance to a standard (or basic) CC-PP for each product category
could help in allowing easier comparison between products. In addition, we also
discovered that very few products are under the maintenance agreement which
limits the usefulness of the CC certification, as new security patches (to counter
any discovered vulnerabilities) and new versions of the product are released.
Our results prove that machine processable CC-ST and CC-PP could provide
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significant advantages to perform a more thorough and accurate comparison of
different certified products.
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Abstract. Rating systems are used by many websites, which allow cus-
tomers to rate available items according to their own experience. Sub-
sequently, reputation models are used to aggregate available ratings in
order to generate reputation scores for items. A problem with current
reputation models is that they provide solutions to enhance accuracy
of sparse datasets not thinking of their models performance over dense
datasets. In this paper, we propose a novel reputation model to generate
more accurate reputation scores for items using any dataset; whether
it is dense or sparse. Our proposed model is described as a weighted
average method, where the weights are generated using the normal dis-
tribution. Experiments show promising results for the proposed model
over state-of-the-art ones on sparse and dense datasets.

Keywords: Reputation Model, Ratings Aggregation, Uncertainty.

1 Introduction

People are increasingly dependent on information online in order to decide
whether to trust a specific object or not. Therefore, reputation systems are an
essential part of any e-commerce or product reviews websites, where they pro-
vide methods for collecting and aggregating users’ ratings in order to calculate
the overall reputation scores for products, users, or services [1]. The existence
of reputation scores in these websites helps people in making decisions about
whether to buy a product, or to use a service, etc. Reputation systems play a
significant role in users’ decision making process.

Many of the existing reputation models did not mention how good they are
with different sparsity datasets, Lauw et.al [2] mentioned that the simple average
method would be adequate with dense dataset supported by the law of large
numbers [3]. Other models focused on robustness of the reputation score, i.e., the
value is not easy to be affected by malicious reviews [4]. In general, the majority
of the recently proposed reputation systems involved other factors, besides the
ratings, such as the time when the rating was given or the reputation of the user
who gave that rating. Usually, this data is incorporated with ratings as weights
during the aggregation process, performing the weighted average method. These
factors can be easily combined into our proposed methods.

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 144-155, 2014.
© Springer International Publishing Switzerland 2014
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One of the challenges that face any reputation model is its ability to work
with different datasets, sparse or dense ones. Within any dataset some items
may have rich rating data, while others, especially new ones, have low number
of ratings. Sparse datasets are the ones that contain higher percentage of items
which do not have many ratings or users who didn’t rate many items. However,
with the increased popularity of rating systems on the web particularly, sparse
datasets become denser by time as ratings build up on the dataset. Most of the
current reputation models did not mentioned if they work well with dense or
sparse datasets or both, others focused on sparse dataset only assuming they are
the ones require attention only [2].

On the other hand, most of the existing reputation models don’t consider
the distribution of ratings for an item, which should influence its reputation.
In this paper, we propose to consider the frequency of ratings in the rating
aggregation process in order to generate reputation scores. The purpose is to
enhance accuracy of reputation scores using any dataset no matter whether it
is dense or sparse. The proposed methods are weighted average methods, where
the weights are assumed to reflect the distribution of ratings in the overall score.
An important contribution of this paper is a method to generate the weights
based on the normal distribution of the ratings. We evaluate the accuracy of
our results using ratings prediction system, and we compare with state-of-the-
art methods. Our methods show promising results dealing with any dataset no
matter whether it is dense or sparse.

In the rest of this paper, we will first introduce existing product reputation
models briefly in Section 2, and then we will explain the proposed methods
in Sections 3. We will also provide detailed experiments and results evaluation
in Section 4 in order to prove the significance of our proposed method. Finally
in Section 5 we conclude the paper.

2 Related Works

Reputation systems are used with many objects, such as webpages, products,
services, users, and also in peer-to-peer networks, where they reflect what is
generally said or believed about the target object [5]. Item’s reputation is calcu-
lated based on ratings given by many users using a specific aggregation method.
Many methods used weighted average as an aggregator for the ratings, where the
weight can represent user’s reputation, time when the rating was given, or the
distance between the current reputation score and the received rating. Shapiro
[6] proved that time is important in calculating reputation scores; hence, the
time decay factor has been widely used in reputation systems [6,7,8,9]. For ex-
ample, Leberknight et al. [9] discussed the volatility of online ratings, where the
authors aimed to reflect the current trend of users’ ratings. They used weighted
average where old ratings have less weight than current ones. On the other hand,
Riggs and Wilensky [10] performed collaborative quality filtering, based on the
principle of finding the most reliable users. One of the baseline methods we use
in this paper is proposed by Lauw et al., which is called the Leniency-Aware
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Quality (LQ) Model [2]. This model is a weighted average model that uses users’
ratings tendency as weights. The authors classified users into lenient or strict
users based on the leniency value which is used as a weight for the user’s ratings.

Another baseline model that we use was introduced by Jgsang and Haller,
which is a multinomial Bayesian probability distribution reputation system based
on Dirichlet probability distribution [8]. This model is probably the most relevant
method to our proposed method because this method also takes into consider-
ation the count of ratings. The model introduced in [8] is a generalization to
their previously introduced binomial Beta reputation system [11]. The authors
indicated that Bayesian reputation systems provide a statistically sound basis
for computing reputation scores. This model provides more accurate reputation
values when the number of ratings per item is small because the uncertainty in
these cases is high. Using fuzzy models are also popular in calculating reputation
scores because fuzzy logic provides rules for reasoning with fuzzy measures, such
as trustworthy, which are usually used to describe reputation. Sabater & Sierra
proposed REGRET reputation system [12] , which defines a reputation measure
that takes into account the individual dimension, the social dimension and the
ontological dimension. Bharadwaj and Al-Shamri [13] proposed a fuzzy compu-
tational model for trust and reputation. According to them, the reputation of a
user is defined as the accuracy of his prediction to other user’s ratings towards
different items. Authors also introduced reliability metric, which represent how
reliable is the computed score.

In general, some of the proposed reputation systems compute reputation
scores based on the reputation of the user or reviewer, or they normalize the
ratings by the behavior of the reviewer. Other works suggested adding volatil-
ity features to ratings. According to our knowledge, most of the currently used
aggregating methods in the reputation systems do not reflect the distribution of
ratings towards an object. Besides, there are no general methods that are robust
with any dataset and always generate accurate results no matter whether the
dataset is dense or sparse, for example, LQ model [2] is good with sparse datasets
only and Jgsang and Haller model [8] generates more accurate reputation scores
for items with low frequent ratings.

3 Normal Distribution Based Reputation Model (NDR)

In this section we will introduce a new aggregation method to generate product
reputation scores. Before we start explaining the method in details, we want
to present some definitions. First of all, in this paper we use arithmetic mean
method as the Naive method. Secondly, the term “rating levels” is used to repre-
sent the number of possible rating values that can be assigned to a specific item
by a user. For example, considering the well-known five stars rating system with
possible rating values of {1,2,3,4,5}, we say that we have five rating levels; one
for each possible rating value.

As mentioned previously, the weighted average is the most currently used
method for ratings aggregation, while the weights usually represent the time
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when the rating was given, or the reviewer reputation. In the simplest case,
where we don’t consider other factors such as time and user credibility, the
weight for each rating is }L, if there are n ratings to an item. No matter for
the simplest average method or the weighted average methods that take time or
other user related factors into consideration, the frequency of each rating level
is not explicitly considered. For example, assume that an item receives a set of
ratings < 2,2,2,2,3,5,5 >, for the simplest average method, the weight for each
of the ratings is % even the rating level 2 has higher frequency than the other two
rating levels. For other weighted average methods, the weights are only related
to time or some user related factors but not rating frequency.

In the following discussion, we will use the Naive method as an example to
explain the strength of our proposed method since the other factors can be easily
combined into our methods to make the weights related to other factors such as
time or user credibility.

Our initial intuition is that rating weights should relate to the frequency of
rating levels, because the frequency represents the popularity of users’ opinions
towards an item. Another important fact that we would like to take into consid-
eration in deriving the rating weights is the distribution of ratings. Not losing
generality, like many “natural” phenomena, we can assume that the ratings fall
in normal distribution. Usually the middle rating levels such as 3 in a rating
scale [1 — 5] system is the most frequent rating level (we call these rating levels
“Popular Rating Levels” ) and 1 and 5 are the least frequent levels (we call these
levels “Rare Rating Levels” ). By taking both the rating frequency and the nor-
mal distribution into consideration, we propose to ‘award’ higher frequent rating
levels, especially popular rating levels, and ‘punish’ lower frequent rating levels,
especially rare rating levels.

Table 1. Comparing weights of each rating level between Naive and NDR methods

Ratings Rating Weight Rating Weight
Naive NDR Naive NDR
0.1429 0.0765
0.1429 0.1334 0.5714 0.604
0.1429 0.1861
0.1429 0.208
0.1429 0.1861 0.1429 0.1861
0.1429 0.1334
0.1429 0.0765

0.2857 0.2099

O Ut W NN N

Table 1 shows the difference between the Naive method and the proposed
Normal Distribution based Reputation Model (NDR) which will be discussed in
Section 3.1. From the second column in Table 1 (i.e., Weight per rating), we can
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notice that using the Naive method the weight for each rating is fixed which
is % = 0.1429. Different from the Naive method, the NDR method generates
different weights for different ratings, especially, the weights from rare ratings
such as 2 and 5 to popular ratings such as 3 are increase and the increment is
non-linear. This non-linear increase in weights for repeated ratings of the same
level will result in a higher aggregated weight for that rating level. For example,
rating level 2 is the most frequent level, in comparison, the aggregated weight
generated by the Naive method for rating level 2 is 0.5714, where the NDR model
generates a higher value 0.604 which reflects the contribution from the frequency
of rating level 2. On the other hand, rating level 3 gets a higher weight 0.186 in
the NDR method than the Naive method which generates a weight value 0.1429,
however, this is not because level 3 is more frequent, but because it is a popular
rating level. In contrast, rating Level 5 gets a lower weight in the NDR method
because it is a rare rating level and not very frequent in this example.

3.1 Weighting Based on a Normal Distribution

Our method can be described as weighted average where the weights are gener-
ated based on both rating distribution and rating frequency. As mentioned above,
we use a normal distribution because it represents many “natural” phenomena.
In our case, it will provide different weights for ratings, where the more frequent
the rating level is, the higher the weight the level will get. In other words, us-
ing this weighting method we can assign higher weights to the highly repeated
ratings, which we believe will reflect more accurate reputation tendency.

Suppose that we have n ratings for a specific product P, represented as a
vector Rp = {rg,r1,72,...,7n—1} where rq is the smallest rating and r,_1 is the
largest rating, i.e., ro <71 <19 < ... <71p_1 . In order to aggregate the ratings,
we need to compute the associated weights with each rating, which is also rep-
resented as a vector Wp = {wog, w1, ws, ..., w,—1}. As we discussed previously,
the weights to the ratings will be calculated using the normal distribution den-
sity function given in Equation 1, where a; is the weight for the rating at index
1,0 =0,...,n—1, uis the mean, o is the standard deviation, and z; is supposed
to be the value at index #; the basic idea is to evenly deploy the values between 1
and k for the rating scale [1, k] over the indexes from 0 to n — 1. k is the number
of levels in the rating system, in this paper we use the popular 5-star system,
then k = 5.

1 (wi—n)?

a; = e 202 1
o2 (1)
(k—1)x1

= +1 (2)

Equation 2 is used to evenly deploy the values of x; between 1 and k, where
zo = 1 and x,—1 = k. In Equation 1, the value of the mean is fixed, i.e., u =
(k;rl). However, the value of ¢ is the actual standard deviation value extracted
from the ratings to this item; hence, each item in the dataset will have different
flatness for its normal distribution curve.
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The purpose of using such these values for z, 4 and o is to produce normally
distributed weights associated with the k-levels rating system. The generated
weights in Equation 1 is then normalized so the summation of all weights is equal
to 1, hence, we create the normalized weights vector Wp = {wo, w1, wa, ..., wp—1}
using Equation 3.

n—1
a
w; = __ ' , where Zwi =1 (3)
ijo aj i=0

In order to calculate the final reputation score, which is affected by the ratings
and the weights, we need to sum the weights of each level separately. To this end,
we partition all ratings into groups based on levels, R! = {ré, rhork L. ,rllRll_l},
1 =1,2,...,k, for each rating » € R!, » = I. The set of all ratings to item p is
Rp = Ule R'. The corresponding weights for the ratings in R! are represented

as W = {wh,wh,wh, ..., w‘lR,‘fl}
The final reputation score is calculated as weighted average for each rating
level using Equation 4, where LW! is called level weight which is calculated in

Equation 5
k

NDR, =) (I x LW') (4)
=1
IR'-1

AV (5)
§=0

Equation 5 calculates level weights LW' as a summation of the weights of
every rating belonging to that level.

Fig. 1 shows the weights generated for the above example by the Naive method
and the proposed NDR method, where left-most region represents the overall
weight for rating level 2, and the middle region and the right-most region are for
rating levels 3 and 5. We can see that, the weights for all ratings are the same in
Fig. 1a, which uses the Naive method, while using the NDR method in Fig. 1b,
the ratings with index near to the middle will be given higher weights.

3.2 Enhanced NDR Model by Adding Uncertainty (NDRU)

In this section we will do a modification to our proposed NDR method by com-
bining uncertainty principle, introduced by Jgsang and Haller Dirichlet method
[8]. This enhancement is important to deal with sparse dataset, because when
the number of ratings is small, the uncertainty is high. The enhanced method
is expected to pick up the advantages of both reputation models, i.e., the NDR
method and the Dirichlet method. Inspired by the Dirichlet method in [8], the
NDRU reputation score is calculated using Equation 6 which takes uncertainty
into consideration:

k
nx LW 4+C xb
NDRU,; = (l X ( Cin )) (6)

=1



150 A. Abdel-Hafez, Y. Xu, and A. Jgsang
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Fig. 1. Weights generated using Naive and NDR methods

C' is a priori constant which is set to 2 in our experiments, and b = i is a

base rate for any of the k rating values.

The NDRU method will reduce the effect of praising popular rating levels
and depreciating rare rating levels process done by the NDR model. We can
say that in all cases if the NDR method provides higher reputation scores than
the Naive method, then the NDRU method will also provide higher reputation
scores but marginally less than the NDR ones and vice versa. However, as we
have mentioned before, in the case of having a small number of ratings per
item, the uncertainty will be higher because the base rate b is divided by the
number of ratings plus a priori constant n + C' in Equation 6. In this case, the
difference between the final reputation scores of the NDR and NDRU methods
is noticeable. This advantage of the Dirichlet method to deal with sparse data is
adopted by the NDRU method. Yet, when we use dense dataset, the difference
between the final reputation scores of the NDR and NDRU methods will be very
small, which allow the NDRU to behave similarly to the NDR method.

4 Experiment

In the beginning we want to say that there are no globally acknowledged eval-
uation methods that appraise the accuracy of reputation models. However, we
choose to assess the proposed model in regards to the accuracy of the gener-
ated reputation scores, and how the items are ranked. Hence, we conducted two
experiments in this research. The first experiment is to predict an item rating
using the item reputation score generated by reputation models. The hypothesis
is that the more accurate the reputation model the closer the scores it generates
to actual users’ ratings. For one item, we will use the same reputation score to
predict the item’s rating for different users. The second experiment is to prove
that the proposed method produces different results than the Naive method in
terms of the final ranked list of items based on the item reputations. If the order
of the items in the two ranked lists generated by the Naive and NDR methods
is not the same, we say that our method is significant.
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4.1 Datasets

The dataset used in this experiment is the MovieLens dataset obtained from
www.grouplens.org, which is publicly available and widely used in the area of
recommender systems. The dataset contains about one million anonymous rat-
ings of approximately 3,706 movies. In this dataset each user has evaluated at
least 20 movies, and each movie is evaluated by at least 1 user. In our experiment
we split the dataset into training and testing datasets with 80% of the users used
to build the training dataset and the rest are used for testing.

Three new datasets were extracted from the original dataset in order to
test the different reputation models for different levels of sparsity. The spars-
est dataset created has only 4 ratings per movie randomly selected from users’
ratings to this movie. For the second and the third datasets, each movie has 6
and 8 randomly selected ratings, respectively. Table 2 summarize the statistics
of the used datasets.

Table 2. Used datasets statistics

Dataset Users Ratings
Only 4 ratings per movie (4RPM) 1361 14261
Only 6 ratings per movie (6RPM) 1760 21054
Only 8 ratings per movie (8RPM) 2098 27723
Complete Data Set All ratings (ARPM) 6040 999868

4.2 Evaluation Metrics

In the experiments conducted in this research, we select two well-known metrics
to evaluate the proposed methods.

Mean Absolute Error (MAE). The mean absolute error (MAE) is a sta-
tistical accuracy metric used to measure the accuracy of rating prediction. This
metric measures the accuracy by comparing the reputation scores with the actual
movie ratings. Equation 7 shows how to calculate the MAE.

MAE — Z?:l ‘pi*ri| (7)
n
p; is the predicted value (i.e., a reputation score) for a movie i, r; is the
actual rating given by a user for the movie i, and n is the number of ratings
in the testing dataset. The lower the MAE, the more accurately the reputation
model generates scores.
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Kendall Tau Coefficient. Kendall tau coefficient is a statistic used to mea-
sure the association between two ranked lists. In other words, it evaluates the
similarity of the orderings of the two lists. Equation 8 shows how to calculate
Kendall Tau coeflicient, where it divides the difference between concordant and
discordant pairs in the two lists by the total number of pairs n(n;l). The coef-
ficient must be in the range of —1 < 7 < 1, where the value of 7 = —1 indicates
complete disagreement between two lists, and the value of 7 = 1 indicates com-
plete agreement. In addition, the value of 7 = 0 identify that the two lists are
independent.

Ne —Ng

an(n—1)

ng = [{(i, 4)|A(i) < A(j), NDR(i) > NDR(j)}|
ne = [{(z,j)|A(1) < A(j), NDR(i) < NDR(j)}|

T =

®)

ng is the number of discordant pairs between the two lists, while n. is the
number of concordant ones, NDR(i) is the reputation score for the movie i
generated using the NDR method, while A(%) is the reputation score generated
using the Naive method, n is the number of items and ¢ and j are items. The aim
of using the Kendall tau coeflicient method is to compute the ordering difference
between the two ranked item lists generated based on the reputations computed
using two different reputation models. The higher the value of 7, the more similar
the two ranked lists.

4.3 Ratings Prediction

In this experiment we use the training dataset to calculate a reputation score for
every movie. Secondly we will use these reputation scores as rating prediction
values for all the movies in the testing dataset and will compare these reputation
values with users’ actual ratings in the testing dataset. The theory is that a
reputation value to an item that is closer to the users’ actual ratings to the item
is considered more accurate. The Baseline methods we will compare with include
the Naive method, Dirichlet reputation system proposed by Jgsang and Haller
[8], and the Leniency-aware Quality (LQ) model proposed by Lauw et al. [2].
The experiment is done as a five-fold cross validation, where every time a
different 20% of the dataset is used for testing. This method ensures that each
user’s data has been used five times; four times in training and one time in
testing. We record the MAE in each round for all the implemented methods,
and at the end we calculate the average of the five MAE values recorded for
each reputation model. We have tested the ratings prediction accuracy using
the four previously described datasets and the results are shown in Table 3.
The four datasets we use include three sparse datasets (i.e., 4RPM, 6RPM, and
8RPM) and one dense dataset (i.e., ARPM). The three sparse datasets reflect
different levels of sparsity. In Table 3, the MAE results using the sparsest dataset
4RPM shows that the best prediction accuracy was produced by the Dirichlet
method. The reason is because the Dirichlet method is the best method among
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Table 3. MAE results for the 5 fold rating prediction experiment

Dataset Naive LQ Dirichlet NDR NDRU
4RPM 0.5560 0.5576 0.5286 0.5614 0.5326
6RPM 0.5610 0.5628 0.5514 0.5608 0.5498
8RPM 0.5726 0.5736 0.5705 0.5693 0.5676
ARPM 0.7924 0.7928 0.7928 0.7851 0.7853

the tested 5 methods to deal with the uncertainty problem which is especially
severe for sparse datasets. The proposed enhanced method NDRU achieved the
second best result which is close enough to the Dirichlet method result with a
small difference, indicating that NDRU is also good at dealing with uncertainty.
However, when we use less sparse datasets 6RPM and 8RPM, the proposed
NDRU method achieved the best results.

The last row in Table 3 shows the results of ratings prediction accuracy using
the whole MovieLens dataset (ARPM) which is considered a dense dataset. We
can see that the proposed method NDR has the best accuracy. Moreover, our
enhanced method NDRU achieved the second best result with an extremely small
difference of 0.0002. In contrast, the other baseline methods do not provide any
enhancement in accuracy over the Naive method on the dense dataset.

From the results above, we can see that the NDR method produces the best
results when we use it with dense datasets, and that the Dirichlet method is the
best with sparse datasets. Most importantly, the NDRU method, provides good
results in any case, and can be used as a general reputation model regardless of
the sparsity in datasets.

4.4 Comparisons of Item’s Ranking

In this experiment, we will compare two lists of items ranked based on their
reputation scores generated using the NDR method and the Naive method. The
purpose of this comparison is to show that our method provides relatively dif-
ferent ranking for items from the Naive method.

The experiment is conducted in 20 rounds, with different percentage of data
used every time. In the first round we used a sub-list with only the top 1% of
the ranked items in one list to compare with the 1% items in the other list. The
number of comparisons is equal to”(n;l) , n is the number of items in the top 1%
of each list. For The other 19 rounds we used the top 5%, 10%, 15%, ..., 100%,
respectively. The reason for choosing different percentages of top items is to see
the difference between different percentages of top items. Usually the top items
are more influential or crucial to users.

From Fig. 2 we can find that, for all datasets, the more the items taken
from the lists, the more similar the order of the items in the lists generated by
the two methods. However, usually users are more interested in the top items.
Therefore, the order of the top items in the lists is more crucial. If we only look
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at the top 20% items, we can find that the behaviour of using the whole dataset
ARPM (which is much denser than the other three datasets) is different from
using other three sparse datasets. For the dense dataset, the similarity reaches
its minimal when we only compare the top 1% items and the similarity increases
when we compare larger portions of the dataset. This result indicates that for
the dense dataset, the proposed method NDR ranks the top items in the item
list differently from the item list generated by the Naive method. On the other

Kendall Similarity

e 4RPM

e GRPM

8RPM

ARPM

0 10 20 30 40 50 60 70 80 90 100

Top X% of the ranked lists used in similarity calculation

Fig. 2. Kendall similarities between (NDR) method and Naive method using four dif-
ferent datasets

hand, with the sparse datasets, the ranking on the top 1% of the items shows
high similarity between the two lists, which indicates that the top 1

5 Conclusions and Future Work

In this work we have proposed a new aggregation method for generating reputa-
tion scores for items or products based on customers’ ratings, where the weights are
generated using a normal distribution. The method is also enhanced with adding
uncertainty part by adopting the idea of the work proposed by Jgsang and Haller
[8]. The results of our experiments show that our proposed method outperforms
the state-of-the-art methods in ratings prediction over a well-known dataset. Be-
sides, it provides relatively different ranking for items in the ranked list based on
the reputation scores. Moreover, our enhanced method proved to generate accu-
rate results with sparse and dense datasets. In future, we plan to use this method
in different applications such as recommender systems. Besides, this method can
be combined with other weighted average reputation models that use time or user
reputation in order to improve the accuracy of their results.
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Abstract. This work compares Android and iPhone users according to
their security and privacy awareness when handling apps. Based on an
online survey conducted with over 700 German respondents (mostly uni-
versity students) we found out that Android users seem to be more aware
of the risks associated with the app usage than iPhone users. For exam-
ple, iPhone users almost never consider the possibility of apps sending
premium-rate SMS or causing other hidden costs. Furthermore, Android
users more often mention security, trust and privacy issues as important
factors when they decide to use a new app. We hypothesize that the
cause of these differences they are likely to arise through differences in
app market policies, in app review processes and in presentation of data
usage by the apps.

Keywords: Smartphone, i0OS, Android, security awareness, privacy
awareness.

1 Introduction

Android and i0OS are the world’s most popular smartphone operating systems
[17], whereas their underlying system architectures and business models differ
considerably [1,4,28] (see Section 2 for more details).

It is widely believed that the corresponding user communities differ from each
other. We could compile a list of differences from personal communication and
different press sources [6,1]. A typical Android user is assumed to be male and
technically savvy, while having an iPhone is more often attributed to women'.
Moreover, iPhone users are said to be very loyal to Apple, they buy more apps
and are more actively engaged with their devices than Android users.

In this work we assume that the differences of iOS and Android system ar-
chitecture and apps handling are connected to the differences in perception and
behavior of the users with respect to security and privacy. Thus, our main re-
search question is formulated as follows:

! For example, according to a 2010 AdMob survey 73 % of Android users versus 57 %
of iPhone users were male [6].
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Are there differences in attitudes and behavior between Android and iOS users
concerning security and privacy when using apps?

Contribution. In this paper we compare Android and iOS users according to
their security and privacy awareness, discuss our findings and give directions for
future research. To our knowledge, this is the first direct comparison of this kind.
We think that the knowledge about these differences can help in design of future
security- and privacy-related features of smartphones and of app stores.

Roadmap. The paper is organized as follows: Section 2 provides background
information on the differences between iOS and Android. In Section 3, we present
related work on security and privacy awareness of Android and iOS users. Sec-
tion 4 introduces our research methodology and Section 5 presents the results.
We discuss limitations of this work in Section 6. Finally, we conclude with a
discussion of ongoing and future work in Section 7.

2 Background: Android versus iOS

We focus on differences between Android and iOS that are visible to general
public and non-expert users, and we do not discuss technical details of both
operating systems here, as the latter are less important for our research question.

2.1 Platforms and App Markets

Apple’s i0S (software) is tightly integrated with the iPhone (hardware). More-
over, Apple maintains strict control over app development and distribution. iOS
apps can only be developed by subscribers to the i0S Developer Program, and
can only be distributed through the official App Store.?

Google’s Android runs on different hardware platforms. Anyone can develop
and distribute Android apps, and although there is the official Google Play store,
the apps can also be distributed from any other place.

App developers for either platform can earn money by integrating advertise-
ment networks into their apps [15].

2.2 App Security

Android malware is quite numerous, as anyone can develop and distribute An-
droid apps [26][27]. Although scanning the apps from Google Play for malicious
functionality started in 2012, this was found to be not quite effectual [22]. Fur-
thermore, Google introduced the security setting “Verify Apps” to the Google
Play Store, which monitors apps at the installation process for malware [9]. This
setting is going to be extended to monitor also apps during run time and to check
apps that are downloaded from third-party app stores [24]. Still, this security
setting can be turned off by the user. Moreover, for the usage of the functional-
ity “Verify Apps” one has to agree to give Google a lot of information, such as

2 As an exception, organizations that participate in the iOS Developer Enterprise
Program can develop and distribute in-house apps solely to their employees.
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log files, URLs related to the app and also information about one’s smartphone
(device ID, version of the operating system, IP address) [9].

In contrast, iOS malware is rare [7], because all apps in the App Store un-
dergo a review process in order to ensure that the apps work according to their
description. This also means that the apps should not have malicious function-
ality. However, Wand et al. could present a method how to get malicious apps
into Apple’s App store [29].

2.3 Handling of Personal Data by the Apps

Android permissions are passive warnings that are automatically generated, if
the app accesses or manipulates certain data, such as contacts, messages and
system settings. The warnings are presented to the users during the installation
process, and they have to agree with all permission requests in order to install
the app. Thus, the users only have the “all-or-nothing” choice.

iOS prior to i0S 6 required runtime consent from the users if an app wanted
to use location data for the first time. Many other types of user data could be
read and manipulated without user’s explicit consent [25,5]. i0S 6 (released in
September 2012) radically changed the handling of personal data. Now users
have to give runtime consent for many more data types, such as contacts, calen-
dar, photos, Twitter or Facebook accounts. Users can also customize their data
disclosure policies.

There is evidence that the potential visibility of Android permissions may lead
to a more restrictive use of personal data by the app developers [10]. Apps that
are available for both Android and iOS, seem to access more sensitive information
when programmed for iOS.

3 Related Work

We are only aware of two studies that explicitly mention the differences between
Android and i0S users with respect to security and privacy.

In order to analyze privacy concerns and expectations of smartphone users,
King [13] conducted interviews with 13 Android and 11 iOS users. The research
investigates two dimensions: participants’ concerns with other people accessing
the personal data stored on smartphones as well as with applications accessing
personal data. Almost all participants reported such concerns. King hypothe-
sized that the Apple review process causes iOS users to exhibit more trust into
the apps. However, she found out that also Android users thought that Google
reviews apps before they are put into the Google Play store (this fact is also
confirmed by Kelley et al. [11]), and so no difference between platforms could be
observed. Users that believed (falsely or not) that the apps are reviewed felt safer
when using apps. iOS users were mostly unaware of data usage by the apps (iI0S
6 was not released at that time). In contrast, Android users were aware of the
permission screen that is shown during the installation, although the majority
of them felt that they do not quite understand what the permissions mean.
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Chin et al. [3] examined differences of smartphone users’ perceptions and be-
havior when using laptops versus smartphones. The authors conducted a survey
with 30 i0OS as well as with 30 Android users. They noticed that Android users
had more free apps than iOS users. Furthermore, around 20 % of Android users
stated that they always consider permissions when installing apps and additional
40 % stated that they sometimes considered permissions. This is an interesting
contrast to the results by Felt et al. [8] that only 17 % of Android users pay
attention to the permissions during the installation process.

Independently and concurrently to our work, Mylonas et al. [21] conducted
a survey with 458 smartphone users in order to gain insights into their security
awareness. The authors found out that most smartphone users do not feel being
at risk when downloading apps from official application stores, and that this
effect is independent of the smartphone’s operating system. Smartphone users
also do not pay attention to security messages which are shown by the devices.
Further, they could only find a slight correlation between the participants’ se-
curity background and their awareness of security when using smartphones [20].
In addition to the findings of Mylonas et al., we examine also privacy awareness
of smartphone users and compare Android and iOS users in detail.

Android users received the most attention to date in connection with the An-
droid permissions [8,16,2,11]. Although different research strategies and different
user pools were considered, the researchers uniformly found that most users pay
only limited attention to the permissions and have a poor understanding of
their meaning. We are not aware of any studies that specifically concentrated on
security- or privacy-related human factors for iOS users.

4 Research Methodology

We conducted a survey with 506 Android and 215 iOS users in order to analyze
security and privacy behavior and attitude. We therefore designed an online sur-
vey using the LimeSurvey software3. The survey consisted of 21 questions includ-
ing 17 quantitative and 4 qualitative (open-ended) questions and was available
online from September 11th to October 4th 2012. In order to avoid priming, we
called the survey “How well do you know your smartphone?”. The questionnaire
is available from the authors.

Participants were recruited via email from the economics department and from
the technical department of the University of Erlangen-Nuremberg. Additionally,
250 flyers were distributed in the city of Erlangen in order to increase the amount
of non-student participants.

4.1 Hypotheses and Survey Design

According to our research question presented in Section 1, we developed two
hypotheses:

3 http://www.limesurvey.org
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Hi: Android phone users are more security aware than 10S users.
H2: Android phone users are more privacy aware than i0OS users.

The hypotheses are based on the assumption that Google’s open app market
makes Android users more conscious of possible malware infections and that
the explicitly presented app permissions draw user attention to the possibilities
of data misuse. It is also possible that security and privacy aware users choose
Android because it is open source and because they can see in the permissions
which data is accessed and manipulated by the apps.

We note that, on the other hand, due to the app vetting process of Apple
it might be possible that security and privacy aware people choose iOS. In our
ongoing work that is based on the survey presented here we are investigating
whether security and privacy awareness is decisive for the choice of smartphone
and its operating system, and also whether the choice of smartphone influences
security and privacy awareness (see Section 7 for an initial overview).

4.2 Measuring Security and Privacy Awareness

In order to measure security and privacy awareness, we first asked the partici-
pants an open-ended question about what is important to them when choosing
a new app. This question was asked before mentioning any security or privacy
issues in the survey in order not to prime the participants. Users that mentioned
security or privacy issues in their answers were classified as security respectively
privacy aware.

Later in the survey, we asked the participants whether they have some se-
curity software installed on their smartphones, and we also explicitly asked the
participants about their knowledge and concerns about the handling of personal
data by the apps.

4.3 Participants

We received 917 responses to the survey. After sorting out incomplete question-
naires as well as users that had other kinds of operating systems than iOS or
Android, the answers of 721 participants (258 female and 463 male) were left for
further analysis.

We received answers from 506 Android and 215 iOS users. More than 80 %
of the participants were between 18 and 25 years old and 14 % were between 26
and 30 years old. 93 % (674) of the participants were students, 5 % (37) were
employed and 2 % (10) were neither students nor employed.

5 Analysis of the Results

We conducted quantitative as well as qualitative analysis of the answers. For
the open-ended questions we used the software for qualitative analysis called
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MAXQDA* in order to categorize the answers. For quantitative analysis we
used SPSS®.

5.1 Hypothesis 1: Security Awareness

To test hypothesis H1 (Android phone users are more security aware than i0S
users), we asked the participants if they have security software such as virus
scanner installed on their device. 6 % of iOS users said to have such software
installed, while 38 % of Android users stated the same, see Fig. 1(a). The differ-
ence is highly significant and there is a medium correlation between the operating
system of the smartphone and having security software installed (Cramer’s V =
.327, p <.001). This confirms H1.

Mylonas et al. [21] provide similar findings referring to the differences between
Android and iOS users. Their survey results show that 33 % of Android users
but only 14.7 % of i0OS users have security software, especially virus scanners,
installed on their smartphones.

0% 189 %

0% 341

279
0% ios 0% ios
o 192 B Android . M Android
0% 0%
104
w5 0%
w14 1335 w0 10
« : . - :
Yes No

Don't know Mentioned privacy issues Did not mention privacy issues.
(a) Answers to the question Do (b) Users that mentioned privacy
you have some security software issues as an important factor when
installed on your smartphone? choosing a new app

Fig. 1. Security software question (a); users that mentioned privacy issues (b)

We note, however, that it is not clear whether having a virus scanner can be
considered as an independent variable, because there are many virus scanners
for Android and virtually no virus scanners for iOS. One may also argue that
more security aware people would probably choose iOS because of the Apple
review process, and would feel that they do not need any security software in
this case.

We further qualitatively analyzed responses to the question: What is impor-
tant to you when choosing a new app? This open-ended question was asked
before security or privacy had been mentioned in the questionnaire to avoid
priming.

4 http://www.maxqda.de/
® http://www.ibm.com/software/de/analytics/spss
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We categorized users as being security aware if they mentioned anything con-
nected to “security”, “trust” or “permissions” in their answers (see Table 1). In
total, 634 users answered this question. 9 iOS and 96 Android users were cate-
gorized as security aware (some participants mentioned more than one security-
related issue). We conclude that there is a weak correlation between the operat-
ing system and the “security” category that is highly significant (Cramer’s V =
206, p <.000).

Further categories that were derived from the answers to this question can also
be found in Table 1. We divided the results into security- and privacy-related
categories as well as into those that are not security and privacy relevant.

The above results confirm hypothesis Hl: Android users are more security
aware, if we consider having security software or mentioning of permissions as
indicators of security awareness.

In their survey, Mylonas et al. [21] also asked participants about their appli-
cation selection criteria, resulting in 8 categories “usefulness”, “usability”, “ef-
ficiency”, “cost”, “reviews”, “reputation”, “developer” and “security/privacy”.
Their most often mentioned category was “usefulness” with 58.8 % and the least
mentioned category, “security/privacy”, could only be measured in 3.5 % of the
answers. In their context, the category security and privacy was e.g. related to
not installing an app due to permission requests.

5.2 Hypothesis 2: Privacy Awareness

Although there are some measurement scales for privacy concerns in the liter-
ature [18,14], there are not many definitions and scales for privacy awareness
[23]. As a first indicator of privacy awareness we analyzed the answers to the
question: What is important to you when choosing a new app?

We consider users to be privacy aware if they mention anything connected
to privacy or personal data, e.g. “privacy”, “permissions” or “trustworthy usage
of personal data”. Although we previously we used the category “permissions”
to analyze security awareness of smartphone users, we also use this category for
analysis of privacy awareness, as permissions actually refer to both, security-
critical actions and personal data access. 10 iOS users and 104 Android users
were categorized as privacy aware, see Table 1 and Fig. 1(b). There is a weak
correlation between the operating system of smartphones and the categories
mentioned above. This correlation is highly significant (Cramer’s V = .200, p
<.000).

Here, one may be tempted to argue, similarly to H1, that more privacy aware
users might choose 10S because they trust that privacy invasive apps will not
pass Apple’s review process. However, Apple’s review criteria are kept secret and
iOS apps are known to be quite privacy invasive from the literature [5,25,10].
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We also asked the participants explicitly about their awareness of data access
by the apps. We found no differences between iOS and Android users here, with
more than 90 % of the users stating to be aware of the fact. We note, however,
one one cannot fully rely on the self-reporting by the users, as this question is
suggestive.

In addition, participants were asked whether they pay attention to app ac-
cessing personal data. This question was answered by 213 iOS and 492 Android
users. If one regards the answers “yes” and “sometimes” together (see Fig. 2(a)),
Android and iPhone users both gain about 90 %.

% ios s ios
198 W Android o B Android

: IR o2 NI B e

(a) Do you pay attention to (b) Have you ever decided against
whether an app accesses personal the usage of an app because the
data? app wanted access to your personal
data?

Fig. 2. Questions about privacy awareness

This is interesting if one considers that until iOS 6 emerged, iPhone users
were only asked whether they grant the app access to the current location. For
all other accesses, users were not directly asked. It remains unclear how iPhone
users were able to pay attention to whether an app accesses private data or not.
As i0S 6 was actually released exactly in the middle of our survey on September
19th, 2012, we could compare the answers of iOS users that were given before
and after the release date. We found no difference in the answers.

Furthermore we found out that 74 % of the iPhone users as well as 82 % of
the Android users state to have decided against the usage of an app because
the app wanted access to their personal data (see Fig. 2(b)). This question was
answered by 202 i10S and 449 Android users. 20 % of iPhone users and 15 % of
Android users never decided against the usage of such apps (Cramer’s V = .103,
p <.10). These differences are not significant.

Finally, we asked the participants an open-ended question about which kind
of data access would cause them to abstain from using an application. Here,
some differences between iOS and Android users could be identified. “Reading
SMS/MMS” is important for 1 % iOS and 12 % Android users. This reflects the
corresponding Android permission.

An interesting category is “Apps causing hidden costs” (0 % iOS users and 7 %
Android users) that reflects the text of the corresponding Android permission.



Security and Privacy Awareness of Smartphone Users 165

It seems that the Android users that pay attention to permissions are the only
ones that realize the dangers of malicious apps sending, for example, premium-
rate SMS.

The most often mentioned category is “Location” (named by 29 % of iOS and
by 20 % of Android users), followed by “Contact data” (20 % of iOS users and
15 % of Android users), with no significant differences between the smartphone
types. Moreover, around 10% of users on both platforms gave answers such as
“it depends on app’s functionality” or “if the data are not related to the core
function of the app”, indicating that these users make privacy-related trade-offs
when deciding to use an app.

The results of this analysis are not straightforward. Are the Android users
more privacy aware because they mention one more data type (SMS/MMS)
than iOS users? Are the Android users more security aware because a small
percentage of them thinks about hidden costs that an app may cause?

On the other hand, significantly more Android users stated in an open-ended
question that privacy issues and permissions are important for them when decid-
ing to install a new app (see Fig. 1(b)). They did so before any privacy-related
questions were asked. So we make a tentative conclusion that Android users seem
to be more privacy-aware than iOS users, confirming hypothesis H2. We note,
however, that this issue needs further investigation.

6 Limitations

Our study run form September 11th to October 4th 2012, and iOS 6 was released
on September 19th. Thus, the data of iOS users provided after September 19th
may be biased because some of them already updated to iOS 6 which requires
runtime consent for more data types than location. However, as we noticed no
significant differences in the two data sets (data before the introduction of i0S
6 and afterwards), we used all data for our analysis.

Our participants sample was biased towards well-educated young people, as
most of them were students, so the generalization of the results cannot be guar-
anteed. We are investigating other population of participants in our ongoing
work.

7 Conclusion and Ongoing Work

The conducted study gave some insights into the interplay between security and
privacy awareness and the smartphone choice. Android users seem to be more
security and privacy aware, mostly because they notice Android permissions.
This may indicate that users need to be presented with a clear overview of
the data access by the apps, and that this overview may indeed improve their
awareness.

To verify this assumption, and in order to further investigate the relationship
between the smartphone type and the users’ security and privacy awareness, we
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conducted in-depth interviews with 10 Android and 8 iPhone users with vari-
ous demographic backgrounds and are now analyzing the transcribed interviews
using structuring content analysis by Mayring [19].

Furthermore, we are going to develop a model for the interaction between the
smartphone type and the security and privacy awareness and to test this model
by statistical means, using, for example, structural equation modeling techniques
such as LISREL [12].
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Abstract. Monitoring and analyzing pedestrian traffic in and around retail stores
has become an important tool for discovering underutilized operational and
marketing opportunities of retail localities. Since a large proportion of pedestrians
nowadays carry mobile phones, visual observation methods of the past could give
way to cell-tower and WiFi based capture of passers-by, optionally augmented by
aggregated or anonymized demographic data about them coming from their
service providers. A major mobile phone operator recently announced the intro-
duction of such a service in Germany, the U.K. and Brazil, but had to cancel its
plans for Germany since the revelation caused nationwide privacy uproar.

We conducted an exploratory interview study to gauge whether and under
what conditions German consumers would accept if their mobile phone provid-
ers disclosed their personal data to retail stores they walk by, in aggregated and
anonymized individual form. Virtually all respondents wanted their data to
remain private at an extent that goes considerably beyond the protections
afforded by current privacy laws. Nearly everyone however also indicated an
interest in financial incentives in return for their consent to the transfer of their
data, and many of them at seemingly very reasonable terms.

Keywords: Footfall analytics, privacy, mobile phones, personal data transfer,
data aggregation, data anonymization, privacy laws, compensation.

1 Introduction

Monitoring and analyzing pedestrian traffic inside and outside of retail stores has
become an important means for understanding and improving customer catchment,
marketing effectiveness, sales staff allocation, and the influence of external factors
such as weather, time and nearby events. Tracking pedestrians’ movements can also
help town planners, event organizers and emergency services to analyze the behavior
of crowds on different days of the week and at different times or occasions, and to
validate the effectiveness of urban developments.

Traditionally, footfall analytics has relied on visual observations by humans, either
directly or indirectly through video [1], or people-counting cameras and sensors based
on various technologies [2]. The fact that a large majority of people nowadays carry
mobile phones when they leave their homes enables new and more powerful technical
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© Springer International Publishing Switzerland 2014
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solutions for foot traffic monitoring: cell-tower based positioning [e.g., 3] which is
currently coarser-grained but available outdoors, and WiFi-based positioning [e.g., 4—
6] which is currently finer-grained and mostly available indoors. Both technologies
can deliver value beyond people counts and location information if positioning is
carried out by, or in cooperation with, pedestrians’ mobile network operators or WiFi
access point operators. Those providers typically possess personal data about their
customers, which they can convey to interested recipients together with location and
time stamps, individually per pedestrian or in aggregated statistical form.

These new wireless-based technologies for footfall analytics, and specifically their
potential for personal data transfer, seem however problematic from a privacy point of
view. In the fall of 2012, a subsidiary of Telefénica announced its plans to introduce a
“Smart Steps” footfall analytics service in Germany, the United Kingdom and Brazil,
based on the location and demographical data of its mobile phone customers. The
service would allow subscribers to find out, e.g., “how many customers visit an area
by time, gender, and age” and to determine “the movement of crowds at any given
place by hour, day, week or month” [3]. The announcement lead to a public privacy
outcry in Germany [7, 8]. Telefénica thereupon pulled its plans for Germany, but
introduced this service later that year in the U.K.

The applicability of data protection laws to such business models is limited, since
“personal information” that is protected by these laws is narrowly defined: it denotes
“any information relating to an identified or identifiable natural person” [9] or “refers
to any data, including aggregations of data, which is linkable to a specific individual”
[10]. Processing of data about an individual is not regulated any longer when this data
is “de-identified”, i.e., anonymized, pseudonymized, or compiled into statistics in
such a way that it cannot be related to an individual with reasonable efforts [11-13].
Also the proposed new European General Data Protection Regulation [14] continues
to maintain that “the principles of data protection should not apply to data rendered
anonymous in such a way that the data subject is no longer identifiable”.

It is possible to anonymize both individuals’ location data from cell phone towers
and personal data from customer files in such a way that both can still be merged in
this anonymized form [15, 16]. Individuals’ consent to the disclosure of such merged
anonymized data to third parties is then no longer required. In the UK, Telefénica
does not even seem to allow its customers to opt out of the Smart Steps service [17].
The situation is somewhat different in Germany where the protection of location
information in telecommunications networks and services is regulated both by the
Federal Data Protection Act [18] and also by the German Telecommunications Act
[19]. The latter mandates a separate written (i.e., non-electronic) agreement if location
data are used for value added services to third parties [20], even if the data is
anonymized.' Users also must be alerted each time when this happens.

Against this background, we conducted an exploratory interview study among
mobile phone users in Germany, to gauge to what extent they would accept if their
providers disclosed their customer data to retail stores they pass by, in aggregated or
in individualized but anonymized form. To the best of our knowledge, this is the first
such empirical study on this topic. We aimed at answering the following questions:

! The German Telecommunications Act is stricter in this regard than the EU Directive
2002/58/EC that it implements.
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RQ1. Do mobile phone users agree with the disclosure of aggregated demographic
data to retailers they pass by, and are there differences between individuals?

RQ2. Do mobile phone users agree with the disclosure of anonymized demographic
data to retailers they pass by, and are there differences between individuals?

RQ3. Are there differences between types of personal information in the levels of
agreement with disclosure?

RQ4. What is the relationship between users’ levels of agreement with data disclo-
sure in the case of aggregated and anonymized individual data?

RQS5. Will mobile phone users agree to the disclosure of personal data to retailers
they pass by if they receive compensation from their mobile phone providers?

RQ6. If so, what discount is expected for their permission to the disclosure of
personal data to retailers?

RQ7. What is the relationship between consumers’ expected discount and their
agreement with personal data disclosure?

RQ8. Finally, we also aimed to collect participants’ rationales, and their general view
on footfall analytics and personal data transfer by their mobile phone providers.

2 Study Procedures

In spring 2013, announcements of a phone study on "Customer Information Through
Mobile Phones" were posted on several German classifieds websites and Internet
forums, and in a print weekly listing magazine. Readers could dial a German phone
number, with a callback option. A €15 Amazon gift card was offered as a reward.

20 people participated in the study (13 male, 7 female), with a wide range of pro-
fessional backgrounds. Their ages ranged from 20 to 60 years, with a median of 20-30
years. Their mobile phone providers spanned nearly the full breadth of pertinent
German companies. 25% used resellers (virtual mobile network operators) and pre-
paid plans. Reported monthly mobile phone expenses ranged from €10 to €60, with
€20-€30 as the median (prepaid subscribers estimated their monthly expense).

The interviews lasted between 20 and 30 minutes and were semi-structured: they
contained the fixed set of questions discussed below, and participants were also
encouraged to explicate and elaborate their answers. We first explained business
rationales that could prompt retail stores to desire not only a numeric count of
passers-by but also some of their demographic characteristics. We pointed to targeting
product offerings and advertisements to the demographics of the people who tend to
pass by a certain store. The remainder of the interview was then contextualized to
each interviewee’s personal situation [21]: the respondent’s mobile phone provider
and a well-known retail store in the respondent’s city (typically a Karstadt or Kaufthof
department store) were used as examples.

Study participants were then asked whether they would accept if their mobile
phone provider disclosed eight pieces of personal data to the retail store whenever
they passed by. Those pieces of personal data were chosen based on the independent
opinion of two domain experts about the maximum set of personal data available to
German mobile phone providers that could be currently used for data-enriched foot-
fall analytics. We asked about the disclosure of the following pieces of data:
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. Age group (namely “below 207, “20-30”, “30-40”, etc.)

. City of residence

. Monthly mobile phone expense (“less than €207, “€20-€30”, “€30-€40”, etc.)
. Payment history (“whether or not you paid your mobile phone bills on time”)

. Gender

. Whether or not the interviewee holds a university diploma

. Number of children®

. Private or business use of the phone (based on the customer’s phone plan)

[e BN e NNV O R R

We posed these questions in two rounds. First, we asked interviewees to assume that
the retailer would be informed every hour about the data of all passers-by “including
yourself”, but only in aggregated statistical form (“e.g., in the past hour, 50 passers-
by were less than 20 years old, 70 between 20 and 30, etc.”). In the second round, we
asked participants to assume that the data of every passer-by of the past hour would
be disclosed individually, but in anonymized form (‘“i.e., no name, no address, no
phone number”)’. In the third part of the interview, we asked participants to indicate
what discount on their monthly phone bill they expected in return for their agreement
that all their data could be given to any retailer they walk by, in anonymized and in
aggregated form. Finally, we encouraged participants to tell us any other comments or
suggestions that came to their minds. Throughout the interviews, we used open cod-
ing, purposeful sampling, and constant comparison to generate grounded theory [22].

3 Results

3.1 Willingness to Agree with Data Transfer to Retailer (RQ1 - RQ4)

As far as the aggregated transfer of data to retailers is concerned (RQ1), 30% felt that
this is o.k. for all of the polled types of personal information, while the majority
(55%) gave different responses depending on the data type. 15% of participants
wanted to disclose a single piece of information only (namely age group or gender),
or none at all. Participants in latter group found footfall analytics “frightening”, felt
“like they are being followed”, and deemed this data transfer “dreadful”. On average,
participants were willing to disclose 5.55 of the 8 polled pieces of personal data (¢ =
2.53). Females agreed less than males to the disclosure of their data (4.29 versus 6.23
of 8 polled items), but the difference is not statistically significant.

As far as the individual but anonymized transfer of data to retailers is concerned
(RQ2), 10% felt that this is o.k. for all polled data (all those respondents also
agreed with aggregated transfer), but 30% of the interviewees felt that this was not
appropriate for any of their personal data. The rest gave different responses depending
on the data type. On average, participants were willing to disclose 4.08 of the 8 polled
items (o = 3.14). Female participants’ agreement with disclosure was lower than that

2 Information about a diploma and about children may be available to mobile phone providers

if the customer has or had a student discount rate or a family/children’s plan, respectively.
We did not also ask subjects about the transfer of pseudonymous data (that could be linked
over time) since we felt we could not easily explain its difference to anonymous data.
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of males (2.14 versus 5.11 out of 8 items polled). An Independent-Samples Kruskal-
Wallis test confirmed that this difference is statistically significant (p=0.048). City of
residence and payment history were the two pieces of information for which female
and male willingness to disclose differed the most.

Average _—|

Payment history
No. of children

—

University diploma [EE—)
E——
—

Phone costs / month B Anonymized (upper bar)

City of Residence : : = OAggregate (lower bar)
private or business ——————————————

Age group _—'. - - =
Gender __I
0% 20% 40% 60% 80% 100%

Fig. 1. Rate of consent that personal data may be disclosed to retailers passed by, by type of
data and form of de-identification

Fig. 1 shows participants’ average agreement rates per type of personal information
requested, ordered roughly by increasing agreement (the order in which questions
were posed can be gathered in Section 2). The upper bars (red) indicate the average
agreement with disclosure for anonymized transfer, and the lower bars (blue) the
agreement for aggregated transfer. The average agreement with disclosure clearly
differs per type of personal information, in both conditions (RQ3). Agreement with
disclosure is generally higher in the aggregated condition than in the anonymized
individual condition (RQ4). A Generalized Estimated Equations model with data type
and the form of anonymization as within-subjects factors and agreement with disclo-
sure as binary dependent variable confirms overall statistically significant effects both
for data type (Wald Chi-Square = 6.68, p=0.01) and for anonymization form (Wald
Chi-Square =29.83, p<0.001). Further on RQ4, Kendall’s tau shows a moderate corre-
lation of agreement with disclosure in the two different conditions (1=0.47, p<0.01).

3.2  Willingness to Accept Compensation for Personal Data (RQ5 - RQ7)

85% of respondents would accept a discount on their monthly phone bills in return for
their agreement that the 8 items of personal data that we polled may be transferred to
retailers they pass by, in aggregated or anonymized individual form (RQ5).

Fig. 2 plots the compensation requested by those 17 participants, ordered by the
amount expressed as a percentage of their monthly phone bill (RQ6). Averages were
chosen when participants quoted a value range, and occasionally quoted Euro
amounts were put in proportion to participants’ monthly phone expenses.
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Fig. 2. Expected monthly discount for agreeing to data transfer, ordered by amount (3 respond-
ents refused a discount)

The average requested discount is 20.9%, and the median 15.6%. As can be seen in
Fig. 2, a discount of 20% would make 65% of all study participants agree to the
disclosure of their data, while a discount of 33% would sway 75% of participants.
With regard to RQ7, Kendall’s tau shows a medium to weak negative correlation (t=-
0.35, p=0.067) between respondents’ expected discount and their willingness to
disclose personal data in aggregated form. The correlation between expected discount
and agreement with disclosure in anonymized individual form is even weaker and not
statistically significant (t=-0.28, p=0.141).

30% of respondents indicated that they would not accept the disclosure of any of
their polled data in anonymized form (see Section 3.1), and one of them not even in
aggregated form. This equals roughly the proportion of “privacy fundamentalists™ in
Alan Westin’s surveys [23]. Of those 30%, half stated that a discount on their mobile
phone bill would not sway them to agree to the transfer of their personal data. The
others expected discounts of 7.5%, 10% and 80%, respectively. At the opposite end,
10% of respondents had indicated that they would be o.k. with the disclosure of all of
the polled data in anonymized or aggregated individual form. When asked later about
a discount in compensation for their willingness, one of them did not expect any
discount while the other chose 17% (pointing out this corresponds to German VAT).

3.3 Themes from Grounded Theory Analysis (RQ8)

We performed a grounded-theory analysis of the free-form part of the interviews, to
collect themes relating to participants’ decisions on whether or not to agree to data
disclosure to retailers they pass by. We used open coding, purposeful sampling, and
constant comparison [22]. While we aimed to focus on footfall analytics, i.e. the topic
of this study, participants often offered their opinions on disclosing their personal data
to businesses in general. The following themes emerged:
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e Personal benefits: Participants wanted to see some benefits in return for their data:
“it depends on the benefit — where is my profit?” Personalization was mentioned as
one such benefit (e.g., for advertisements or tailored offers), and financial compen-
sation as another.

e Fair share in profit: A subtheme of the aforesaid was the notion of participation in
profits that a company makes from selling one’s personal data. As one participant
put it, “if my phone company profits from selling my data, then I also want to get
some part of it”. None of the interviewees went further though and brought up
notions like property rights in one’s data [24-26] or selling/renting one’s data on
personal data markets [27, 28].

e “A la carte” offers: A few participants not only wanted a financial offer for their
consent to the disclosure of all their data discussed in the interview (i.e., a disclo-
sure “flat rate”, as one interviewee called it), but additionally also “a la carte”
offers for each individual piece of data, and even offers per third-party recipient.

e Anonymity set: Three participants brought up that their agreement to the disclosure
of their city of residence would depend on the city size. Their motivation was to
hide in a sufficiently large anonymity set. City size is unimportant when walking in
one’s own city since the anonymity set during an hour of observation (as we had
indicated) is far smaller than the population of even the smallest city. It might
make sense though when walking in a different city far away from home.

e Perceived relevance of data for recipient: A few participants found it “daft” that a
mobile phone provider would convey to retailers whether or not a passer-by holds
a university diploma, as well as the number of their children (“who would need
that?”). This doubt in the relevancy of these two data types for retailers aligns well
with participants’ low willingness to agree to its disclosure (see Fig. 1).

4 Discussion

4.1 Expected Protection of Anonymized and Aggregated Data

Footfall analytics via smartphones augmented by customer data would provide a
valuable resource to retailers that can help them in their marketing and catchment
efforts with regard to passers-by. The transfer of demographic data from mobile
phone providers to retailers falls largely outside the scope of existing data protection
laws if the data remain anonymized or aggregated (an exception is Germany since
location data is involved, see Section 1). Footfall analytics may therefore be per-
formed without notifying the data subjects or asking for their prior consent.

Our study shows however that a substantial majority of our respondents would
ordinarily disagree with the disclosure of all their data to retailers (namely 70% of
participants if it is done in aggregated form and 90% if it is done in anonymized
individual form). On average, people were only willing to give out 69% of the polled
data in aggregated and 50% in anonymized form. People’s disclosure proclivity also
varied considerably by data type, with a low of 35% disclosure for university diploma,
number of children and payment history. If data protection laws are meant to reflect
people’s subjective desires for the protection of their personal data, then it would be
worthwhile to consider widening the scope of protected data in future privacy
legislation [e.g., in 10, 14], beyond the realm of identifiability. Unfettered protection of
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aggregated and anonymized individual data is probably out of discussion since this
would have too many negative repercussions for innovations that are based on the
analysis of anonymized data, ranging from value-added services to scientific research. It
might be worthwhile though to give data subjects more protection in cases where data
collectors reap financial gains when selling aggregated or anonymized individual data to
third parties. As detailed in Section 3.3, several participants objected to such data usage
unless there was some profit-sharing in place. The protections of privacy laws could be
extended in such a way that data collectors would have to ask data subjects for
permission before they could resell aggregated or anonymized individual data to third
parties. Alternatively, mobile phone providers could voluntarily decide to ask customers
for their permission that their demographic data may be used for footfall analytics. In
the next section, we will discuss the implications of our study results on such a scenario.

4.2  Willingness to Accept Compensation in Return for Consent to Data
Transfer

Asking mobile phone customers for permission to use their personal data for footfall
analytics is likely to lead to a low rate of consent: in our study, only 30% / 10% felt that
this is o.k. for all the polled types of data when done in aggregate or anonymized
individual form, respectively. Our study shows that quite a few people could be swayed
to agree to give out all their data if they were offered monetary compensation. The
“capture rate” obviously depends on the offered amount. In our case, a 20% discount on
their monthly phone bill would have swayed 65% of participants, and a 33.3% discount
75% of participants. The average requested discount was 20.9%, the median 15.6%, and
the maximum 80%. Given that the median monthly phone expense was €20-€30, this
roughly corresponds to average/median amounts in the 3-6 Euro range per month.

Prior studies aimed at determining the compensation people would demand for
their willingness to disclose their data” encountered considerably higher requests:

e [33] let British university students bid on their expected compensation for their
permission that precise information about their location may be collected over one
month. Participants requested £32.8 on average, with a maximum bid of £300.

e [34] and [35] let European students bid on compensation for three types of location
data usage: one-month academic usage, one-month commercial usage, and one-
year commercial usage. The average bids were in the range of €30, €60 and €200,
respectively (with a maximum bid of about €900 in the third scenario).

e [36] presented to Singaporean students websites that had different privacy
characteristics, were visited in different frequencies, and offered different levels of
compensation for personal data. The authors calculated that disallowing secondary
use (like footfall analytics) represents a value of SGD 39.83-49.78 for subjects
(equivalent to €24.65-€30.81 in April 2002).

e [37] let U.S. participants submit bids for disclosing personal data to all other auc-
tion participants. The average bid was US$ 57.56 for age and $74.06 for weight.

e [38] asked German participants what compensation they expected to “allow other
companies to use data anonymized”. Bids averaged €20 a month per data type.

A very different question is how much people would be willing to pay for increased privacy.
The results from behavioral experiments investigating this issue lie between 3% and 10%
[29] or up to 17% [30] of the purchase price, or nothing at all [31, 32].
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A direct comparison between those results and ours are obviously difficult, due to
differences in the types of disclosed data, the number of recipients (from one to an
unspecified number), and frequency of payment. Overall though, our study partici-
pants made comparatively modest requests. We attribute the sizeable difference of our
responses to those in earlier studies to three factors:

e We emphasized that data would be given to the retailer in aggregated or anony-
mized individual form. All earlier studies except [38] assumed identified transfer.

e We introduced a point of reference or anchor [39], namely the monthly phone
expense. None of the previous studies seemed to have offered a calibration point
(even though in some studies the maximum possible bid was capped).

e Finally, the number of possible data recipients was geographically circumscribed,
namely as businesses the participants walk by. In many prior studies, the number
of possible recipients was unlimited.

Overall, these results hold promise for consensual footfall analytics: while a large
proportion of our study participants was opposed to the transfer of all their customer
data by their mobile phone providers to retail stores they walk by (even in aggregated
or anonymized form), 85% of them were willing to agree to such a transfer if they
received a discount on their monthly phone bill. For most of those who were open to
such a deal, the expected discount seems modest (resulting in low single-digit Euro
amounts per month). Even when prevailing privacy legislation would allow non-
consensual footfall analytics with aggregated or anonymized data, providers who
want to enter this line of business might prefer using a compensation scheme to avoid
a repeat of the privacy uproars from the recent past [7, §].

4.3  Limitations of This Study

The number of participants in our exploratory interview study was relatively small.
While this is quite common in this type of research, caution must be exercised in
drawing overly broad conclusions from the findings. Moreover, since our study was
conducted in Germany, its results cannot be immediately applied to other countries. In
a Eurobarometer survey [40], 30% of German respondents agreed with the statement
“disclosing personal information is not a big issue”, while the agreement in the other
EU member states ranged from 23% to 51%. For the statement “you don’t mind
disclosing personal information in return for free services online”, Germans ranked
median with a 26% agreement rate in a 15%-56% pan-European range. It seems
prudent to take the relative differences in those agreement rates into account when
generalizing the results to other European countries.

Our study also asked participants about footfall analytics through their mobile
phone provider only (who would use cell-tower based and thus relatively coarse posi-
tioning), and not about finer-grained WiFi-based footfall analytics or combinations of
both technologies. None of our participants addressed the precision of locational
positioning though, and hence it may not make a big difference to them. This
precision also has no implications on what data get communicated to a business, but
only on the amount of false negatives and positives when determining whether a
passer-by is within the required range to a retail store.

Moreover, our study only asked participants about the disclosure of demographic
data legitimately held by their mobile phone providers in the regular course of
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business. At least one U.S. wireless carrier meanwhile also links location data of
customers with third-party data obtained, e.g., from credit reporting agency Experian
[41]. This carrier also sells aggregates of subscribers’ movement patterns and not only
of their locations [42]. It is unclear whether the linkage of such data can still be
performed anonymously, to avoid the purview of European data protection regulation.

As [43] points out, “estimations of the monetary value of personal data are highly
context dependent”, and the above comparisons with bids from study participants in
prior studies should therefore be looked at with caution, even when they are about the
same types of personal data. Likewise, if the purpose of the personal data transfer to
retailers gets changed or widened (e.g., to displaying ads in shop windows that are
highly tailored to the transmitted personal data of each passer-by), then a new study
should be conducted to gauge consumers’ attitudes within this new or wider context.

Finally, our study polled participants’ stated willingness to agree with data disclo-
sure, and not their actual behavior. [44] and others found that participants’ actual
amount of personal data disclosure significantly exceeded what they had intended to
disclose when they were surveyed on the same items several weeks earlier. Those and
similar findings are however also disputed, and dismissed as an experimental artifact
[45]. The methodological solution for the time being is to poll both stated privacy-
related attitudes and intentions, as well as actual behavior [46].

5 Conclusion

We conducted the first study of mobile phone users’ attitudes towards footfall
analytics that involves the transfer of personal data from their mobile phone providers
to retail stores that users walk by. This is likely also to be the first privacy study that
compared user attitudes towards two different methods of de-identification for shared
personal data: aggregation and anonymization. We found that only very few users
were willing to give out all their data in anonymized individual form, and only a
minority in aggregated form. The difference in respondents’ average agreement with
disclosure between the two forms of de-identification was statistically significant.
Agreement with disclosure also varied strongly by type of personal data.

We also found however that a large majority of users would consent to footfall an-
alytics with data transfer by the mobile phone provider (in aggregated or anonymized
individual form), provided that they receive a financial compensation. The amounts
requested correlated somewhat with their levels of agreement to data disclosure in
aggregate form. The expected compensation is noticeably lower than the amounts that
have been reported in prior research. This may be due to the de-identified data trans-
fer in our study, the use of an anchor point when requesting bids (namely a percentage
of participants’ monthly phone bill), and the narrow geographical circumscription of
the set of recipients (“retail stores you walk by”).

The results of our study have policy and business implications. With rare excep-
tions, current privacy laws do not regulate the transfer of personal data to third parties
when it is carried out in aggregate or anonymized individual form. The only reason
for businesses to refrain from it would be damages to their reputation, as has
happened in the past. Giving data subjects their “fair share in profits”, as some of our
study participants put it, might be a viable way to reconcile consumer demands for
wider privacy protections and business interests in leveraging and monetizing
valuable but privacy-invasive technical innovations.
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Abstract. Wireless sensor networks come with some very challenging
demands for security — they often call for protection against active at-
tackers trying to disrupt a network operation, but also against passive
attackers looking for (potentially) sensitive information about the lo-
cation of a certain node or about the movement of a tracked object.
Selective forwarding is a basic yet powerful active attack. It can be de-
tected using several existing techniques if enough information is available
to an intrusion detection system. Yet when the system lacks the infor-
mation due to a location privacy measure, selective forwarding detection
becomes complicated. In this paper, we propose a method for detecting
selective forwarding attacks and packet modification attacks concurrently
with supporting location privacy. The resulting system counters a global
eavesdropper capable of some active actions, such as dropping and mod-
ification of packets. We also evaluate detection accuracy of the proposed
method on a small scale real-world sensor network.

1 Introduction

A wireless sensor network (WSN) is a network of tiny and resource constrained
devices called sensor nodes. WSNs are considered for and deployed in various
scenarios such as emergency response or critical infrastructure protection, med-
ical, wildlife or battlefield monitoring. Some of these scenarios include tracking
of monitored subjects, and this brings up not only security issues but also loca-
tion privacy concerns. Research in both the security and the location privacy in
WSNs has drawn a lot of attention in recent years. Yet, they have rarely been
investigated together. Location privacy measures usually assume only a passive
attacker that is quietly monitoring network traffic. On the contrary, security
mechanisms often target also an active attacker who tries to disturb network
operation. This attacker model distinction was examined by Kir et al. in [7].
They show that location privacy protections targeting a passive attacker and
intrusion detection systems (IDSs) aiming at an active one may suffer from sev-
eral problems when employed together. An IDS is often rendered ineffective due
to some synthetic obscurity imposed by location privacy protection. Despite the
problems, it is desirable to employ both these techniques at the same time when
securing a WSN.

C. Eckert et al. (Eds.): TrustBus 2014, LNCS 8647, pp. 180-190, 2014.
© Springer International Publishing Switzerland 2014
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In this paper, we propose a modification to the link layer security scheme
SNEP [9]. This modification enables one to detect selective forwarding attacks
and packet modification attacks in a network where source location privacy is
protected. Particularly, we consider a network that employs an existing source
location privacy protection — the Periodic Collection [8]. This protection tar-
gets a global eavesdropper. Such setting was chosen since it represents, due
to the strongest eavesdropper/protection, the most challenging environment for
intrusion detection. Our modification equips the network with an ability to de-
tect certain malicious actions, namely selective forwarding/dropping and packet
modification, performed by a potential active attacker that captured a limited
number of nodes. Though we present our modification in the context of Periodic
Collection, our approach can also be used in combination with other location
privacy mechanisms.

The roadmap of this paper is as follows: We summarize related work in Section
2. We describe the assumed attacker in Section 3. Then we describe Periodic
Collection and analyze its potential interaction with intrusion detection systems
in Section 4. The proposed modification is presented in Section 5. It is then
analyzed and evaluated in Section 6. We conclude the paper in Section 7.

2 Related Work

Roman et al. [11] were among the first to consider an IDS for wireless sensor
networks. They showed why IDSs designed for ad hoc wireless networks cannot
be used in the domain of WSNs. They also presented a general IDS architecture
for WSNs that relies on local and global IDS agents. Another seminal approach to
intrusion detection for WSN was proposed by da Silva et al. [1]. They presented
a decentralized IDS with several general rules that can be applied to detect
a malicious behavior. Our detection technique to some extent respects both
the above proposals. We employ local agents and apply selected rules from da
Silva’s work. However, both these proposals are very generic. In our work, we
present a particular instance of the architecture and specific rules that enable
one to detect selective forwarding and packet modification in presence of location
privacy protection. We further combine our technique with an existing link layer
security scheme and a location privacy technique to bring a complete security
and privacy solution.

Several different principles were proposed for detecting a selective forwarding
attack. Yu and Xiao [14] proposed a detection technique based on multi-hop ac-
knowledgements. In this technique, a missing acknowledgement triggers an alarm
message that flows towards both a source node and a base station. These par-
ties then evaluate a potential intrusion. Besides relatively high communication
overhead caused by the acknowledgements, this technique cannot be used in a
network with location privacy protected. An attacker could easily track acknowl-
edgements and alarm messages back to the source node or the base station.

A popular method for selective forwarding detection is the watchdog ap-
proach [3,6,11,12]. In this approach, selected nodes monitor the traffic in their
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neighborhood and analyze whether their neighboring nodes properly forward the
incoming packets. However, this effort requires the monitoring nodes to be able
to match the incoming and outgoing packets. This requirement cannot be usu-
ally fulfilled in the presence of location privacy mechanism due to hop-by-hop
encryption which renders the watchdog approach unsuitable for our scenario.

Kaplantzis et al. [4] proposed a centralized approach. Their proposal is built on
support vector machines, a class of machine learning algorithms, that are trained
on an attack free traffic and then run on a base station. An advantage of this
approach is that it puts no burden on sensor nodes. Furthermore, this method
could be in principle combined with some of the location privacy mechanisms.
However, it only detects the existence of an attack and does not identify the
malicious nodes. The detection accuracy is also relatively low.

While writing up this paper, we discovered a rare example of a scheme that
could, in our opinion, be easily modified to work with certain location privacy
mechanisms and that is able to identify malicious nodes that drop or modify
packets. This centralized IDS was proposed by Wang et al. [13]. It uses lay-
ered encryption and extra bits that are inserted to a forwarded packet by every
node. These bits, together with the encryption, help a base station to recon-
struct and verify the routing path. This routing information is then combined
with a periodic change of routing topology to enable the base station to identify
misbehaving nodes. In this approach, the detection is done in a centralized man-
ner at the base station that must somehow notify the honest nodes in response.
On the contrary, our technique adopts a highly distributed approach in which a
malicious node is detected by its child or parent node.

For more selective forwarding detection techniques see Khan’s study [5].

Kur et al. showed [7] that IDSs and privacy mechanisms are likely to be in
conflict when employed together in a WSN. They supported their view with
several examples of problems that emerges between typical IDSs and privacy
mechanisms. This suggests that most of the existing detection proposals can not
be directly applied in a network with location privacy protection enabled. This
fact was part of our motivation for this work.

3 Attacker Model

We model the attacker as a global eavesdropper that may have compromised
and be in control of a limited number of sensor nodes. The global eavesdropper
was introduced by Mehta et al. [8]. She is able to overhear all node-to-node and
node-to-base station communication simultaneously for all the time. She is also
able to locate the source of the transmission with a reasonable precision. We
further strengthen the attacker with a possibility to capture up to 10% of sensor
nodes in the network. She is able to control the nodes and use them for active
attacks such as selective forwarding/dropping of packets and/or modification of
forwarded packets.

The objective of the attacker is to locate sources of events monitored by the
network and/or to prevent the base station from learning information about the
events, i.e., to perform a denial of service attack.
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4 Location Privacy Protection

In this section we describe the grounding source location privacy protection
technique — Periodic Collection [8]. It was chosen as a representative technique
that targets the global eavesdropper. We demonstrate both negative and positive
impacts of the technique on a potential intrusion detection system. We also
sketch approaches that could lead to a successful coexistence of the Periodic
Collection and an IDS.

4.1 Periodic Collection

Periodic Collection provides source location privacy against a global eavesdropper
who is able to constantly monitor all the traffic in the entire network. The main
idea behind Periodic Collection is that it makes the network traffic completely
independent of the events detected. Nodes employ the FIFO queue to buffer
incoming real packets. Every node sends packets from the queue at a constant
rate one packet at a predefined time interval. If a node has no packet to send,
it creates a dummy one and sends it instead. All packets in the network are
protected with pairwise keys. Thus their appearance changes hop by hop and
looks random to an attacker that is not able to distinguish real packets from
dummy ones. The identity of a receiving node is also protected and only the
sender identity is sent in plaintext. The mechanism is almost independent of a
routing technique. For demonstration purposes we assume that the topology is a
tree rooted at a base station. This can be achieved, e.g., by the INSENS routing
technique [2].

4.2 Problems

Periodic Collection aims at a passive attacker, leaving the IDS responsible for
active attacks. Thus the IDS should detect, e.g., selective forwarding attacks
where some of the packets are dropped by an attacker or an unauthorized packet
modification. Although the IDS node is a legitimate member of the network, it is
in a similar position to the attacker. Since pairwise keys are used to protect the
packets, the IDS that is not an intended receiver of the packet can understand
only an unencrypted sender identity. The rest of the packet is randomly looking.
So undetectable attack vectors appear: A malicious node can simply replace a
real packet with a dummy one and thus effectively drop the packet. It can also
modify a packet or even inject a new packet and the IDS has no means to detect
such behavior.

4.3 Intrusion Detection Support

Besides the above mentioned problems, Periodic Collection brings also some
benefits for the IDSs. Since nodes are required to transmit at pre-defined time
slots, the IDS can easily detect dead or malfunctioning nodes that do not fulfill
this condition. If a node is silent, it may indicate a node failure or a node
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compromise. If a node is transmitting in other than a pre-allocated time slot, it
may be recognized as a jammer. It is necessary to note that these benefits would
be normally traded for energy and latency costs caused by Periodic Collection.
However, once these costs are traded for location privacy, the benefits become
an added value.

4.4 Towards Better Detection

The troubles of the IDS may be reduced by a modification of Periodic Collection.
There are two straightforward ways to increase the ability of the IDS to detect
selective forwarding and packet modification. First, packets may be protected by
cluster keys instead of pairwise keys. Second, communicating nodes may share
their pairwise key also with the IDS. In the first case, all nodes in the cluster,
usually a one-hop neighborhood, are able to monitor and analyze the traffic.
However, an attacker that controls a single node from the cluster is also able
to do so. The second solution is a bit better from this point of view. In order
to understand the traffic, an attacker has to identify and compromise a node
running the IDS.

The common problem of such simplistic solutions is that an attack on a single
node affects a group of nodes. This limitation stems from the fact that the
IDS accumulates sensitive information and becomes a single point of failure.
In the ideal case, only a single node should be affected by such attack, i.e.,
only information on packets that are forwarded directly by the node should be
available to an attacker. This observation leads us to the following idea. No
additional key sharing is performed and every node pays attention only to those
packets that flow directly through itself and to which it has got access. Thus a
simple IDS (agent) runs on every node in the network and every node becomes a
watchdog for its child and parent nodes that are given by the underlying routing
algorithm.

5 Proposed Detection Technique

We construct our detection technique using building blocks from a well es-
tablished link layer security scheme SNEP [9]. This scheme provides node-to-
node data confidentiality, data authentication, replay protection and weak data
freshness. Furthermore, it provides a mechanism to derive various types of keys
(e.g., encryption key, authentication key) from a given master key. The struc-
ture of the packet sent from the node X to the node Y according to SNEP
i8: B vy oxy (M)[|MACk;  (Cxy||Ekxy cxy (M)), where Ef, cy, denotes
encryption in a counter mode with a pairwise encryption key Kxy and a counter
Cxvy, both shared between the nodes X and Y. MACKS(Y denotes a computa-
tion of a message authentication code (MAC) with an authentication key K%,
M is a data message to be transmitted and || denotes concatenation. The use
of the counter mode for message encryption ensures semantic security, i.e., that
similar messages are encrypted differently each time. This is an important prop-
erty for the location privacy protection. Consider the following attack scenario
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where semantic security is not ensured. An attacker captures a node and re-
peatedly sends a message M to a base station. Then she can track the message
to the base station by searching for spots where multiple similar messages are
transmitted. The drawback of the counter mode is that both communicating
sides need to keep the counter synchronized. However, SNEP actually offers also
a simple protocol for counter resynchronization.

The proposed solution employs cryptographic primitives for encryption, MAC
computation, key derivation and the protocol for counter resynchronization used
in SNEP. It also leverages the broadcast nature of the wireless medium and the
fact that a packet can be overheard by previous and next hop nodes simulta-
neously. Let us demonstrate the solution by an example — a data message M
is sent by a node X, then should be forwarded by a node Y and subsequently
received by a node Z. The node Y can be cooperatively watched for modifi-
cation/drop of this message by nodes X and Z. This watch is enabled due to
a packet format that contains per-hop changing MAC verifiable by both the
nodes. Furthermore, no key needs to be shared between these nodes. The for-
mat of a packet (instance sent from the node Y to the node Z) is as follows:
Pyz = Exy,.cy 5 (Ny||M)||MACnN, (M), similar notation as above is used and
MACy, (M) represents a message authentication code of the data message M
protected with a pseudorandom nonce Ny in place of the authentication key.
The nonce is computed by the node Y as Ny = MACk, (Cxy|[Nx), where
Nx is a pseudorandom nonce computed by the node X and extracted from the
packet Pxy, and K% is a pairwise key shared between the nodes X and Y.

{ Ny [ mMac, (c,,IN,)

R [ By MAG, ()

XY “XY

N, | MAC (C, IN,)

Ry, | Bcc,N/IM) [ MAG, ()|

Fig.1. The nodes W and Y watch the node X, while nodes X and Z are responsible
for watching the node Y

6 Analysis of the Solution

We analyze security properties of the detection technique and evaluate its com-
munication overhead and detection accuracy.
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6.1 Security Properties

Consider the situation sketched in Figure 1. When the node Y sends the packet
Py z, both nodes X and Z receive the packet and verify whether the MAC value
corresponds to the nonce Ny and the message M. Note that the message M was
first sent from the node X to the node Y and thus the node X can compute the
nonce Ny and the MAC in advance. On the contrary, the node Z is not able to
compute the MAC until it receives and decrypts the packet Py z. That is why
the nodes X and Z have a slightly different role in the watch.

The node X watches for a message drop. It sends the message M to the node
Y and expects this node to send a packet with an expected MAC in the near
future. Note that the node Y needs not to forward the message immediately
since it may have other legitimate messages in a buffer. Therefore the node X
has to tolerate some reasonable delay until it may conclude that the message
was dropped. The node X cannot detect a message modification as it has no
access to the encrypted content of the packet Py .

The message modification can be detected by the node Z. It first decrypts the
packet and then checks whether the message M and the nonce Ny correspond
to the appended MAC. If not, the message is considered modified. In our ex-
perimental implementation on TelosB nodes, a 16-bit CRC code is appended by
a radio to every packet. Thus if the CRC check succeeds and MAC verification
fails, the chance that the message modification was inadvertent is close to 2}5.
Therefore, in such a situation, the packet sender is marked as malicious. If the
MAC verification succeeds, the message may still be modified. It is because the
potentially malicious node Y has all the information necessary to compute a
correct MAC corresponding to a modified message. Yet in this case the message
modification is detected with a short delay by the node X as a message drop since
the expected MAC shall not appear in the air. The watching mechanism assumes
that a simple IDS (agent) runs on every node in the network. The mechanism
is transitive and can be subsequently applied to watch all forwarding nodes on
the path. It also supports topologies where nodes have multiple child and/or
parent nodes. On the other hand, the transitive nature of this mechanism makes
it vulnerable against a collusion attack of two successive malicious nodes on the
path. The presented solution assumes that every node has at least one parent
node that receives packets and checks the message integrity. This requirement
has to be ensured by additional means either as a part of a topology setting
process, e.g., by the INSENS scheme [2], or by a precursory handshake.

Besides message modification/drop detection, the solution provides, similarly
to the SNEP, semantic security, data authentication, replay protection and weak
data freshness.

6.2 Communication Overhead

We compute the communication overhead per packet and compare it with the
SNEP technique. To ensure the security properties, we set the length of both the
MAC and the nonce to 8 bytes. Thus the overhead when compared to the SNEP



A Protocol for Intrusion Detection in Location Privacy 187

is only 8 bytes per packet for including the nonce. Assuming a standard SNEP
packet is 36 bytes long, adding the nonce results into a communication overhead
of 22%. The computation overhead is negligible — a longer encryption is traded
for a shorter computation of MAC, thus the only computation overhead with
respect to SNEP relates to the nonce creation.

6.3 Accuracy Evaluation

We evaluated the detection accuracy on a real sensor network deployed in our
laboratory. Our network consists of 29 TelosB nodes attached to ceiling in our
office environment with several rooms and corridors. The average distance be-
tween communicating nodes is approximately 5 meters. The experiment setting
is as follows: the communication topology is a tree routed at the base station
and remains static during the evaluation. Each node sends a packet, either real
or dummy, every 500 ms. There is a single source node that generates 100 real
events at a constant rate one event per 2 seconds and reports them to the base
station. There is a malicious node on the path to base station that performs
the selective forwarding attack. This node has two ways of dropping packets.
It may modify a message M and use the original message MAC. The resulting
packet then misleads a node that is watching for message drop. However, the
discrepancy is detected by a packet receiver. In our implementation with an
additional CRC code, such discrepancy immediately puts blame on the packet
sender. Therefore, in our experiments, the malicious node is only using the sec-
ond mean of packet dropping. It does not forward the incoming packets (with
a certain probability). We use four settings of the malicious node. In the first
setting, the node behaves correctly; in three other settings the node drops in-
coming real packets with probability 0.03, 0.05 and 0.2, respectively. We ran the
experiment 100 times for each setting.

With such experimental (and namely malicious node) settings, we evaluate
accuracy with respect to the following metrics — detection rate and false alarm
rate. Detection rate is defined as a number of experiment runs in which malicious
activity was successfully detected divided by the total number of runs. False
alarm rate is calculated only for a setting with a correct node behavior and is
defined as a number of experiment runs in which a correctly behaving node was
falsely detected as malicious, i.e., number of false positives, divided by the total
number of runs.

The resulting accuracy is mainly dependent on two factors, on a link quality
between the monitoring node X and the monitored node Y and on the IDS
detection threshold. The link quality can be expressed by probability Probj,. =
Probxy * Proby x, where Probxy is probability of successful packet delivery
from X to Y. The IDS detection threshold is an IDS parameter that is used to
decide whether a monitored node is malicious or not. This threshold is compared
with an IDS observation — a number of packets forwarded by the monitored node
divided by a number of packets sent to that node. If the observation is below
the IDS threshold, the monitored node is marked as malicious.
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Consider an example, Proby;,;. = 0.95 and the IDS detection threshold of 0.95.
The monitoring node X sends 100 packets and the monitored node Y behaves
correctly. Then the expected observation of the node X is that Y forwarded 95
packets out of 100. However, due to the variance of the observation it may some-
times fall to 94 packets. Such observation is below the threshold and produces
a false positive. To prevent such situations, let us lower the detection threshold
to 0.9. Assume that Y is malicious and drops packets with probability of 0.05.
Then the expected observation of X is that Y forwarded 90 packets. This does
not fall below the new IDS threshold and produces a false negative as the ma-
licious node remains undetected. Yet it may sometimes still lead to a successful
detection depending on the variance of the number of dropped packets and the
link quality. To balance the number of false positives and false negatives, the
detection threshold would be around 0.925.

In our experiments, Probj,; was measured by counting overheard dummy
packets, it never fell below 0.98 and the average value was 0.993. The IDS de-
tection threshold was then set to 0.95. For the probabilities of malicious packet
drop 0.03, 0.05 and 0.2, respectively, we obtained detection rates of 12%, 40%
and 100%, respectively. The corresponding false alarm rate that is independent
of the drop rates was 0% as the IDS detection threshold was considerably below
Probyi,i. For the IDS detection threshold of 0.97, the detection rates would be
51%, 78% and 100%, respectively, with false alarm rate of 1%. The results are
summarized in Table 1. Note that the most accurate IDS would have an adap-
tive IDS threshold based on the actual link quality. The link quality could be
estimated based on the LQI (link quality indicator) value provided by the radio
chip as the LQI and the packet drop rate are correlated on Telos nodes [10]. We
leave experiments with an adaptive IDS detection threshold for future work.

Table 1. The average Probji,, = 0.99, IDS detection threshold is a) 0.95 and b) 0.97,
respectively. False alarm rate was calculated for setting where probability of malicious
drop was 0.

Probability of malicious drop 0.03 0.05 0.20

a) Detection rate 0.12040 1

False alarm rate 0 0 0

) Detection rate 0.510.78 1
False alarm rate 0.01 0.01 0.01

Another factor with some impact on detection accuracy is the probability
that a packet received by a node is dropped due to full internal buffers. This
probability is dependent on the network traffic load. In a network with a low
traffic load the probability would be negligible, therefore we omit this factor in
our experiments and leave examination of this factor for future work.
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7 Conclusions

Both active and passive attackers pose a real threat for wireless sensor net-
works. Thus intrusion detection systems and location privacy measures need to
be deployed, most often at the same time. Yet this coexistence may result in
a malfunction or an inefficiency of one of these components. We proposed a
modification to the link layer protection SNEP that enables one to detect ac-
tive attacks — selective forwarding and packet modification — in a WSN where
location privacy is protected. The resulting technique provides, beside detection
functionality, also usual link layer security services. We have implemented the
technique in combination with the Periodic Collection measure that targets a
global eavesdropper. However, it can also be used in combination with other
location privacy measures. We have evaluated the proposed technique in our
(real-world) sensor network, obtaining a very high detection accuracy. If the at-
tacker drops 20% of the traffic, the resulting detection accuracy reaches 100%,
with the false alarm rate at 1%. For a 5% attacker drop rate, the detection
accuracy gets to 78% and the false alarm rate remains at 1%.
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