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Abstract. HCI designers have made significant advancements in the develop-
ment of health agents. Although these developments are often technologically 
impressive, social scientific research provides some contraindications. Here, we 
review relevant social scientific research on tailoring, customization, agency, 
and realism that provides guidelines on how to design health agents and avatars 
to maximize persuasive outcomes in health contexts.  
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1 Introduction 

Science fiction often presents a future of synchrony and synthesis between humans 
and machines, wherein virtual agents and robots are unquestionably accepted as social 
interactants. In the current era, however, many people remain skeptical about the so-
cial role of such technologies. If people do not accept or trust agents, it does not mat-
ter how sophisticated their design is, as humans are likely to reject them, especially in 
a significant, personal area like health care. Social scientific research on human-
computer interaction (HCI) and computer-mediated communication (CMC) provides 
some key insights into how we can best design health agents that people will heed. 

2 Tailoring and Customization 

One advantage of agents is the ability to customize them to tailor both the source and 
the message specifically to the user. Health scholars have long touted the advantages 
of using computers to tailor messages to audiences [1,2]. Recent research has also 
elaborated how digital technologies can allow us to manipulate the source for maxim-
al effectiveness as well [3,4].  

Agent tailoring could manifest in many ways. The visual appearance of a health 
agent could be tailored to what is most effective for the individual, the message, and 
the context [5]. The degree of threat present in the message may shift preferences in 
the appearance of agents [6]. Social cognitive theory also suggests that we are more 
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persuaded by sources that we identify with or feel similar to [1]. A growing body of 
research demonstrates that photorealistic virtual representations of the self (i.e., vir-
tual doppelgängers) are effective at persuading individuals to engage in health-related 
behaviors [7,8,9] because users feel high levels of identification with the virtual self, 
driving feelings of self-efficacy [1]. Further, virtual agents can be manipulated to 
show the rewards or punishments associated with a health behavior [1]. These virtual 
selves could show virtual selves tailored to the individual’s motivations. 

Like other forms of tailoring, virtual health agents may encourage longer-term be-
havior changes. Virtual selves promoted exercise behavior up to 24 hours following 
treatment [7]. Augmenting traditional health pamphlets with virtual simulations to 
promote healthy food choices led to effects that persisted for up to one week [10]. 
Other studies have studied longer-term interactions for up to six weeks and have 
found that even small amounts of social interactions between the virtual agent and the 
user encourages longer-term adherence to the promoted health program [11].  

3 Perceived Agency 

Human users often engage in their own Turing tests. Although frameworks such as 
the computers as social actors approach [12] suggest that humans do not distinguish 
computers and humans, a recent meta-analysis found that when people perceive that 
they are interacting with a computer that source is less capable of influencing the user 
than when they believe they are interacting with a human [13].  

The model of social influence in virtual environments [14] suggests perceived 
agency is important because it affects the degree of social presence an individual 
feels; entities perceived as being controlled by computers (agents) elicit less social 
presence than those perceived as being controlled by humans (avatars). When greater 
social presence is experienced, more social influence will occur because users will 
perceive and interact with the representation like a real person.  

In health contexts, users may have negative reactions if they perceive they are inte-
racting with a machine. Perceived caring and interpersonal warmth are among the 
strongest predictors of satisfaction with health care providers and adherence to pre-
scribed treatments [15]. Although there is limited research on perceptions of agents 
conducted in actual health settings, research in the area of telemedicine indicates that 
patients strongly prefer interacting face-to-face compared to video conferencing or 
interactive virtual environments, which patients find “cold” [16].  

When creating health agents, designers may need to reinforce humanness by enabl-
ing natural speech, nonverbal behaviors, emotions, flexibility, contingency, context 
consideration, and other markers of humanness [17,18]. Designers must enable hu-
manness by avoiding highly scripted behaviors, personalizing and tailoring details of 
the interaction, and even affording disfluencies such as interruptions [18]. 

4 Realism 

Blascovich’s [14] model suggests that with increasing behavioral realism, the effect 
of perceived agency washes out. That is, the more realistic an agent behaves, the more 



180 J. Fox and S.J. (Grace) Ahn 

 

persuasive it becomes. Thus, the end goal for designers should be to create realistic 
agents that are indistinguishable from humans.  

Physical realism is the degree to which something is seen, heard, or experienced as 
it would in the physical world. This realism is important because it influences percep-
tions of an agent’s credibility [19]. Physical realism would include the work of anima-
tors and programmers whose goal is to develop human-like agents that have natural 
movements, authentic facial expressions, and even a lifelike gleam in their eyes.  

Social realism is considerably more complex, and can include nonverbal and verbal 
behavior. Programmers developing conversational agents and artificial intelligence 
for interaction must incorporate not only linguistics and logic, but also interpersonal, 
social, and cultural appropriateness and norms. What social scientific research reveals 
is that although physical realism can be persuasive in virtual environments, social 
realism and the resulting social presence is often the more important cue in terms of 
influence. Indeed, users disclose more to physically unrealistic representations [20], 
perhaps because they feel less judged.  

Designers should also be wary of “not quite real” virtual agents that descend into 
the uncanny valley and make users uncomfortable [21]. Although theorists expect 
positive reactions to lifelike entities [14, 21], until we have perfected these technolo-
gies, research indicates that near-realism may have drawbacks.  

5 Conclusions 

In sum, social science provides designers of health agents with some food for thought. 
Although these guidelines are supported by substantial research and theory, it is cru-
cially important for designers to consider that a one size fits all approach will not 
work for all health contexts. The need for this information reinforces why it is neces-
sary for HCI designers, medical practitioners, and social scientists to collaborate to 
optimize the development of health agents. 
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