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Preface

Intelligent virtual agents (IVAs) are autonomous, graphically embodied agents
in an interactive 2D or 3D virtual environment. Although IVAs encompass a
broader range of topics, there is a primary focus on simulating the verbal and
nonverbal communicative behavior of animated humanoid agents, either among
themselves or with one or more humans. The construction of such agents is
an interdisciplinary endeavor, requiring the integration of theories and findings
from linguistics, psychology, sociology, cognitive science, communication, and
interactive media, in addition to the core disciplines of computer science and
artificial intelligence. The end goal is to construct animated characters that
exhibit realistic, life-like behavior when interacting with people in real or virtual
environments.

The IVA conference was started in 1998 as a workshop at the European Con-
ference on Artificial Intelligence on Intelligent Virtual Environments in Brighton,
UK, which was followed by a similar one in 1999 in Salford, Manchester, UK.
Then dedicated stand-alone IVA conferences took place in Madrid, Spain, in
2001, Irsee, Germany, in 2003, and Kos, Greece, in 2005. Since 2006 IVA has
become a full-fledged annual international event, which was first held in Marina
del Rey, California, then Paris, France, in 2007, Tokyo, Japan, in 2008, Ams-
terdam, The Netherlands, in 2009, Philadelphia, Pennsylvania, USA, in 2010,
Reykjavik, Iceland, in 2011, Santa Cruz, USA, in 2012, and Edinburgh, UK, in
2013.

IVA 2014 was held in Boston, USA. The special topic of this conference
was virtual agents in healthcare. With the world’s aging population, increasing
prevalence of chronic diseases and obesity in the developing world, and esca-
lating health costs, health represents one of the most important research areas
for societal impact. There is a growing body of research on technologies to pro-
mote healthy behavior, which has the promise to greatly improve the health
of all populations. There has also been an increasing amount of work on IVAs
designed to counsel and persuade users to exercise more, take their medication,
perform physical rehabilitation exercises, and other health behaviors, as well
as to provide companionship and social support, especially for the elderly. The
conference was held at Northeastern University, which has a wide range of ed-
ucation and research programs in health informatics, and is situated near the
Longwood Medical Area in Boston, home to Harvard Medical School and six
world-renowned hospitals and medical research institutions, as well as Boston
Medical Center, the site of multiple virtual agent health interventions. Two of the
keynotes were given by physicians: Dr. Joseph Kvedar, director of the Partner’s
Center for Connected Health—the world’s premier telemedicine organization,
affiliated with Harvard Medical School—and Dr. Michael Paasche-Orlow, an
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internist at Boston Medical Center, and world expert on the problem of health
literacy.

IVA 2014 received 78 submissions. Out of the 64 long paper submissions,
only 14 were accepted for the long papers track. Furthermore, there were 24
short papers presented in the single-track paper session and 25 demo and poster
papers were on display.

This year’s IVA also included four workshops that focused on “Architec-
tures and Standards for IVAs,” “Affective Agents,” “Models of Culture for In-
telligent Virtual Agents,” and “Playful Characters.” There was also a Doctoral
Consortium where PhD students received feedback from peers and established
researchers.

IVA 2014 was locally organized by the College of Computer and Information
Science (CCIS) at Northeastern University. We would like to thank the scientific
committees that helped shape a quality conference program, the Senior Program
Committee for taking on great responsibility and the Program Committee for
their time and effort. We also want to thank our keynote speakers for cross-
ing domains and sharing their insights with us. Furthermore, we would like to
express thanks to Dina Utami who oversaw the poster session, Arno Hartholt,
who oversaw the demo session, and Margot Lhommet, who organized the four
workshops co-located with IVA. We are grateful for the logo design contributed
by Zachary Berwaldt and the timely conference system support from Thomas
Preuss. Finally, we would like to express our thanks to Lin Shi, who managed a
significant portion of the conference organization and logistics.

June 2014 Timothy Bickmore
Stacy Marsella
Candace Sidner
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Dirk Heylen, and Catherine Pelachaud



XII Table of Contents

An Exploratory Analysis of ECA Characteristics . . . . . . . . . . . . . . . . . . . . . 95
Adriana Camacho, Alex Rayon, Ivan Gris, and David Novick

Motion Parameterization and Adaptation Strategies for Virtual
Therapists . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

Carlo Camporesi, Anthony Popelar, Marcelo Kallmann, and Jay Han

Corpus Creation and Perceptual Evaluation of Expressive Theatrical
Gestures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Pamela Carreno-Medrano, Sylvie Gibet, Caroline Larboulette, and
Pierre-François Marteau

From Non-verbal Signals Sequence Mining to Bayesian Networks for
Interpersonal Attitudes Expression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Mathieu Chollet, Magalie Ochs, and Catherine Pelachaud

ERiSA: Building Emotionally Realistic Social Game-Agents
Companions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

Andry Chowanda, Peter Blanchfield, Martin Flintham, and
Michel Valstar

Building Virtual Humans with Back Stories: Training Interpersonal
Communication Skills in Medical Students . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Andrew Cordar, Michael Borish, Adriana Foster, and Benjamin Lok

Agents Behavior Semi-automatic Analysis through Their Comparison
to Human Behavior Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
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Abstract. Virtual doppelgängers are human representations in virtual environ-
ments with photorealistic resemblance to individuals. Previous research has 
shown that doppelgängers can be effective in persuading users in the health 
domain. An experiment explored the potential of using virtual doppelgängers in 
addition to a traditional public health campaign message to heighten the percep-
tion of personal relevance and risk of sugar-sweetened beverages. Both virtual 
doppelgängers and an unfamiliar virtual human (i.e., virtual other) used in addi-
tion to a health pamphlet were effective in increasing risk perception compared 
to providing just the pamphlet. Virtual doppelgängers were more effective than 
virtual others in increasing perceived personal relevance to the health message. 
Self-referent thoughts and self presence were confirmed as mediators.  

Keywords: Agents, Avatars, Health Technology, Virtual Environments, Presence.  

Sugar-sweetened beverages (SSBs) have recently garnered much negative attention 
with the increasing concern for rising rates of obesity [1]. A flood of health promotion 
campaigns has been launched in an effort to counteract the prevalence of SSB con-
sumption and some governments have even proposed a ban on large sized soft drinks 
in an attempt to assist the battle against obesity. Virtual health agents provide us with 
novel ways to address this health issue. Specifically, this study investigated how the 
use of virtual doppelgängers, or agents designed to look like the self [2], can be used 
to effectively change health behaviors.  

1 Communicating Health Risk – Challenges for Personal 
Relevance 

Perhaps one of the greatest challenges that health promotion campaigns face is com-
municating risks in a personally relevant way. Personal relevance is the extent to 
which an issue or topic has important personal consequences and/or intrinsic impor-
tance [3]. Some scholars have noted that there lies a social distance between the indi-
vidual and the risk presented in the mediated message wherein the individual does not 
feel that the risk is relevant to the self, leading him or her to discredit the personal 
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relevance of the message [4]. This challenge is magnified by the tendency of individ-
uals to underestimate the self’s susceptibility to various health conditions relative to 
others [5]. 

In an effort to overcome this barrier, the focus of health message strategies has 
been placed on tailoring messages to individuals rather than expecting the same broad 
message to work for everyone [6,7]. By formulating messages that address individual 
differences, studies have demonstrated that the tailoring approach is more effective in 
promoting desired health behavioral outcomes compared to interventions targeted to 
an audience segment [6]. Tenets of the elaboration likelihood model [3] suggest that 
personal relevance is increased by way of tailoring, and that increased relevance, in 
turn, leads to greater attention and persuasion. Thus, increasing the perceived personal 
relevance of a health message seems to be critical in the promotion of desirable health 
behaviors and tailored messages seem to be significantly more successful at increas-
ing the relevance compared to traditional means of audience targeting [6]. 

Computer-tailored messages vary in their modality, level of personalization, and 
richness [8]. Much of the existing research on tailoring has focused on emails, web 
portals, and text messaging. Virtual health agents provide novel ways to deliver tai-
lored health information, however [9]. The current experiment aims to extend the 
state of research on computerized tailoring by using virtual human representations 
within immersive virtual environments as a tailoring strategy to maximize the per-
ceived personal relevance of a health message, and ultimately, risk perception. By 
shedding light on the underlying mechanisms that render health messages personally 
relatable and drive effective risk perceptions, the current study aims to yield findings 
that are easily translatable to a wide range of health contexts.   

2 Virtual Doppelgängers as a Tailoring Strategy 

Virtual doppelgängers represent the user within immersive virtual environments 
(IVEs) and are created with digital photographs of the participant so that they bear 
photorealistic resemblance to the self [2]. Thus, by using virtual doppelgängers that 
share striking physical similarities with the self to depict realistic future negative con-
sequences, participants may feel as if the negative consequence is actually happening 
to him or her. Watching the threat discussed in a health message actually occur to a 
virtual entity that looks like the self is likely to decrease the underestimation of the 
self’s vulnerability to the risk.  

Virtual agents are becoming popular across a variety of health contexts [9, 10, 
11,12,13]. In some cases, health interventions using virtual human agents have been 
successfully tested for effectiveness in promoting health behaviors (e.g., [14,15]). 
Although interactive in nature, these virtual agents did not take advantage of tailoring 
and were presented as a single and generic identity for all users, often posing as 
guides or coaches. Given the success of tailoring in health messages as well as the 
success of virtual agents in health behavior change, combining both concepts to pro-
duce a tailored virtual agent for each user may combine the advantages of both inter-
vention strategies to yield synergistic effects. 
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Only a few academic studies have explored the possibility of using virtual dop-
pelgängers to persuade users in the health context, but these initial investigations  
suggest that the virtual doppelgängers may be a powerful vehicle of persuasion. Dop-
pelgängers were more effective in promoting exercise behavior both immediately 
after and a day after seeing one’s doppelgänger exercising [16]. These studies demon-
strated that the visual stimulus of seeing a negative consequence occurring to the vir-
tual doppelgänger is much more powerful in modifying attitudes and behaviors  
compared to seeing a negative consequence occurring to a virtual other (i.e., a virtual 
human representation of an unfamiliar other). Another study demonstrated that indi-
viduals become physiologically more aroused when they see virtual doppelgängers 
than when they see virtual others [17], which may explain their persuasiveness.  

Another way of tailoring these health agents is by showing the consequences of a 
given health behavior, which can be key to behavior change [18]. IVEs provide a unique 
opportunity for users to experience the immediate and future rewards and punishments 
of healthy and unhealthy behaviors. For example, users in one study could watch their 
own body gain weight as they continuously consumed candy [19]. Another study found 
that showing one’s doppelgänger gain weight from not exercising promoted more exer-
cise behavior than showing a generic agent gaining weight [16].  

These earlier findings evidence the potential to use virtual agents as change agents 
of health behavior by confirming health behavior changes in the real world following 
exposure to virtual treatments. The current study strives to extend the earlier work by 
applying virtual doppelgängers in a familiar, everyday healthcare context wherein the 
virtual doppelgängers may be used alongside more traditional health messages (i.e., 
pamphlets). Furthermore, the current study focuses on the investigation of underlying 
mechanisms that drive future health behavior changes. Insight into the perceptual and 
attitudinal influence factors that underlie behavior change will allow theorists and 
practitioners to apply the current findings to a wide range of health contexts, above 
and beyond the consumption of SSBs.  

In this study, the first test will be to explore whether tailoring using virtual humans 
(i.e., both virtual doppelgängers and virtual others) in addition to a traditional health-
care pamphlet will be more effective in increasing risk perception of sugar added 
beverages compared to the influence of the traditional pamphlet alone. Earlier IVE 
studies have shown that the persuasive effects of IVE-based messages are stronger 
compared to traditional print messages [20], and thus we also anticipate that:  

H1A: Participants will perceive higher risk when experiencing an IVE after read-
ing a pamphlet compared to the pamphlet-only condition. 

H2A: Participants will perceive higher personal relevance when experiencing an 
IVE after reading a pamphlet compared to the pamphlet-only condition. 

In addition, as earlier IVE research demonstrates that virtual doppelgängers are more 
effective than virtual others in promoting a host of desirable attitudes and behaviors, 
seeing the negative future consequence of SSB consumption on a photorealistic vir-
tual doppelgänger is anticipated to be more impactful than seeing it on a virtual other: 
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H1B: Participants will perceive higher risk when the future negative consequence 
of SSB consumption occurs to a virtual doppelgänger compared to a virtual 
other. 

H2B: Participants will perceive higher personal relevance when the future nega-
tive consequence of SSB consumption occurs to their virtual doppelgänger 
compared to a virtual other. 

3 The Mediating Roles of Self Thought and Self Presence 

H1 and H2 explore the effectiveness of virtual doppelgängers, but perhaps a more 
interesting question is about the underlying mechanisms that drive the increase in 
perceived risk of negative consequences compared to virtual others. Often times, 
health treatments are found to be successful, but they can be difficult to extend or 
replicate if it is not clear why they are successful. Determining the mechanisms (i.e., 
mediators) driving increases in risk and relevance will clarify why virtual agents are 
or are not successful persuaders as well as provide the groundwork to progress theo-
retical developments on the effects of virtual doppelgängers.  

A number of studies have demonstrated that increased perceived personal relev-
ance and risk following messages lead to an increase in behavioral intent [4,5] but not 
many studies have investigated what drives this increase in perceived relevance. As 
perceived personal relevance is thought to be the main underlying mechanism driving 
tailoring effects and one of the main challenges of health message effectiveness [7], 
the current study will extend earlier research to explore the underlying processes of 
personal relevance. Thus, by identifying these mediators, we will glean a greater un-
derstanding of how and why virtual agents can make health messages seem more 
relevant to users.   

Earlier findings, albeit in an advertising context, have confirmed that experiencing 
virtual simulations through a virtual human identified as the self triggered more self-
referent thoughts (i.e., thinking about the self in relation to the virtual experiences) 
than experiencing those simulations through a virtual human unidentifiable as the self. 
These self-referent thoughts encouraged individuals to associate the experiences of 
the virtual self to the physical self [21] and resulted in stronger persuasive effects. 
Similarly, we posit that vicariously experiencing the negative consequence of SSB 
consumption via a virtual doppelgängers in addition to the traditional health message 
would lead individuals to more self-referent thoughts (i.e., thinking about the self in 
relation to the negative consequences) than vicariously experiencing the negative 
consequence via virtual others. Having self-referent thoughts is anticipated to lead to 
perceptions of personal relevance toward the message: 

H3: Self-referent thoughts will mediate the relationship between experimental 
conditions (virtual doppelgänger vs. virtual other) and perceived personal  
relevance of the health message. 

Furthermore, in order for participants to feel that a risk discussed in a health message is 
personally relevant, the negative consequence occurring to their virtual doppelgängers 
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would have to feel genuine. Perceived realism of virtual experiences, or the sense of 
“being there” in the mediated environment [22], has been shown to favorably influence 
a wide range of outcomes. Specifically, presence has been shown to maximize the ef-
fects of doppelgängers [19]. Particularly relevant in the current context of increasing the 
personal relevance of health messages through virtual doppelgängers is the concept of 
self presence, or the close mental mapping of the user’s physical body to a virtual body 
[23]. Thus, we expect that: 

H4: Self presence will serve as a mediator between experimental conditions (vir-
tual doppelgänger vs. virtual other) and perceived personal relevance of the 
health message. 

4 Methods 

4.1 Sample and Procedure 

The effect of three conditions on perceived personal relevance and risk of SSB con-
sumption was assessed with a convenience sample of 47 participants (11 males, age 
M = 17.70, SD = 7.54) recruited from a large Southern university and offered course 
credit for participation. One week before the experiment, participants had their photo-
graph taken for the creation of the virtual doppelgängers.  

At the time of the experiment, all participants received the Pouring on the Pounds 
pamphlet and were instructed to read it carefully. After reading the pamphlet, partici-
pants were randomly assigned to one of three conditions: control (n = 16), virtual 
doppelgänger (n = 16), and virtual other (n = 15). Participants in the control condition 
completed survey measures after reading the pamphlet. Participants in the virtual 
doppelgänger and virtual other conditions were immersed in the IVE to vicariously 
experience the negative consequences of SSB consumption.  

The IVE system used in the treatment conditions implemented a head-mounted 
display (HMD; VR2000 Ruggedized Pro) providing three-dimensional perception 
through stereoscopic views of the virtual world. The resolution was 1024 x 768 XGA 
with 45 degrees field of view. An orientation sensor with six degrees of freedom and 
an update rate of 125Hz was attached to the HMD to allow participants to control 
their field of view using naturalistic head movements. Finally, stereo audio informa-
tion was delivered through the headphones of the HMD to present realistic sounds. 

In the IVE, a virtual room was shown with either a virtual doppelgänger or a vir-
tual other standing, consuming one soft drink a day for two years and consequently 
gaining weight. The virtual other was the representation of the participant preceding 
the current participant that matched in gender and ethnicity. As the virtual human 
consumed the soft drink, its body grew larger due to weight gain. The ten pounds a 
year in fat that the virtual human gained was also visually and aurally depicted as 
piles of fat splattering onto a digital scale. Figure 1 depicts the IVE treatment. 
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the virtual human was them. The five items had high reliability, with Cronbach’s α = 
.90, and were averaged to create a single index of self presence. This measure was 
only collected in the virtual doppelgänger and virtual other conditions. 

Game Play (Covariate). A single open-ended item asked participants the average 
number of hours a week they spend playing video, computer, mobile, and arcade 
games, and was controlled for in the ensuing analyses.  

5 Results 

H1A and H1B were tested with an ANCOVA with experimental condition as the 
independent variable, risk perception as the dependent variable, and game play as the 
covariate. Results revealed a significant main effect of condition, F(1, 43) = 5.38, p = 
.008, η2 = .20. A post hoc analysis using Fisher’s Least Significant Difference (LSD) 
revealed that both virtual doppelgängers (M = 2.80, SD = .84) and virtual others  
(M = 3.02, SD = .90) were equally influential in increasing perceived risk compared to 
the control group (M = 2.18, SD = .49). H1A was supported; H1B was not. 

H2A and H2B were tested with an ANCOVA with experimental condition as the 
independent variable, personal relevance as the dependent variable, and game play as 
the covariate. Results revealed a significant main effect of experimental condition, 
F(1, 43) = 3.56, p = .04, η2 = .14. A post hoc analysis using Fisher’s LSD revealed 
that virtual doppelgängers (M = 3.24, SD = 1.28) promoted a significantly higher level 
of personal relevance to the health message compared to the control (M = 2.20, SD = 
.83) and the virtual other (M = 2.47, SD = 1.24) conditions, which did not significant-
ly differ. Thus, H2A and H2B were both supported.  

The PROCESS path-analysis macro for SPSS [26] was used to test the mediation 
models for H3 and H4. To test H3, experimental conditions were coded (virtual oth-
ers = 0, virtual doppelgängers = 1) and entered as the independent variable; self-
referent thought was entered as the mediator; personal relevance as the dependent 
variable; and game play as the control variable. Bootstrapping methods were used and 
results of the direct and indirect effects are reported in Table 1. Results indicated that 
self-referent thought has a strong relationship with relevance; thinking about the nega-
tive consequences in terms of the self encouraged participants to consider the health 
message to be personally relevant. Further, self-referent thought mediated the rela-
tionship between experimental condition and personal relevance. Seeing the virtual 
doppelgänger led to more self-referent thinking about negative consequences than 
seeing the virtual other, and thinking more about the self led to greater perceived re-
levance to the message. Thus, H3 was supported. 

The PROCESS path-analysis macro was used again to test H4. Experimental con-
dition was entered as the independent variable; self presence was entered as the me-
diator; personal relevance as the dependent variable; and game play as the control 
variable. Bootstrapping methods were used and results of the direct and indirect  
effects are reported in Table 2. Results indicated that self presence has a strong  
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Table 1. Regression Weights, Indirect Effects Showing Mediation, Bootstrap 95% Confidence 
Interval, Lower and Upper Bounds 

 
 

         Bootstrap  
95% CI 

Regression Weights Coefficient SE Lower Upper 

Direct Effects      

 Condition  Self Thoughts+ .22 .12 -.022 .468 

 Condition  Relevance .37 .46 -.586 1.320 

 Self Thoughts  Relevance*  1.75 .69 .330 3.171 
Indirect Effects Effect Size Bootstrap SE   
 Condition  Self Thoughts 
       Relevance* 

.39 .23 .085 1.111 

Note. SE = standard error; CI = confidence interval. 
Bootstrap resampling = 1000. ** p < .01, * p < .05, + p = .06.  
 

relationship with relevance; perceiving that the negative consequences occurring to the 
virtual human is real encouraged participants to consider the health message to be per-
sonally relevant. Self presence mediated the relationship between experimental condi-
tion and personal relevance. Therefore, experiencing presence while experiencing the 
negative consequence occurring to the virtual doppelgänger was more effective in 
heightening personal relevance compared to the virtual other. Thus, H4 was supported. 

Table 2. Regression Weights, Indirect Effects Showing Mediation, Bootstrap 95% Confidence 
Interval, Lower and Upper Bounds 

 
 

         Bootstrap  
95% CI 

Regression Weights Coefficient SE Lower Upper 

Direct Effects      

 Condition  Self Presence+ .55 .28 -.028 1.128 

 Condition  Relevance .24 .43 -.646 1.130 

 Self Presence  Relevance** .94 .27 .380 1.497 
Indirect Effects Effect Size Bootstrap SE   
 Condition  Self Presence 
      Relevance* 

.52 .32 .060 1.470 

Note. SE = standard error; CI = confidence interval. 
Bootstrap resampling = 1000. ** p < .01, * p < .05, + p = .06.  

6 Discussion 

Using virtual humans within IVEs in addition to a traditional health pamphlet  
was more effective in heightening perceptions of personal relevance and risk than a 
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non-tailored pamphlet developed for the general population. Furthermore, virtual 
doppelgängers were more influential than virtual others in increasing perceived per-
sonal relevance of the risk of SSB consumption as described in the pamphlet. Two 
underlying mechanisms seem to be driving the increase in perceived relevance—self-
referent thoughts and self presence.  

The findings suggested that using virtual humans, in general, to deliver vicarious 
experiences of future negative consequences augments the effects of traditional health 
messages by heightening perceived risk perceptions and is more effective than the 
baseline of using traditional media alone. As heightened risk perception has been 
considered as one of the main motivators of behavior change [27], these results imply 
that IVEs may be valuable contributors to public health campaigns.  

Furthermore, the results yielded insight into the perception of personal relevance, 
which has been shown to encourage attention [6] and elaborated processing of infor-
mation [3]. Although virtual humans in general were effective in increasing risk per-
ception, virtual doppelgängers were significantly more effective in increasing the 
perception of personal relevance compared to virtual others. Because virtual dop-
pelgängers display a photorealistic similarity with the individual, it may have been 
difficult to ignore or underestimate the self’s vulnerability to the risk discussed in the 
message. Conversely, it may have been easier to discount the risk when the negative 
consequence occurred to an unfamiliar other, as is often the case with non-tailored 
health messages [5]. As perceived personal relevance is thought to be the main driver 
of tailoring effects [7], these results suggest that optimal tailoring effects may be 
reaped by photorealistically tailoring each virtual human to each individual. 

The virtual doppelgängers’ influence on perceived personal relevance was driven 
by both self-referent thoughts and self presence. Perceived realism of a mediated ex-
perience leading to heightened perceptions of personal relevance and risk in the con-
text of health communication has also been demonstrated with traditional media [4]. 
Current results extend these earlier findings by indicating that it is not only the real-
ism of the vicarious experience, but also the extent to which the experience brings 
forth self-referent thoughts that lead to increase in personal relevance. As Bandura 
[18] noted, it seems to be a combination of environmental stimuli and cognitive 
processing of the stimuli that leads to potential behavioral modification. This suggests 
that regardless of the realism of the material delivered by advanced digital media, the 
message may be ineffective if it fails to elicit self-referent thoughts in relation to the 
health issue discussed in the message. 

The incorporation of virtual doppelgängers within traditional health promotion 
campaigns seems to be a timely endeavor. As only two digital photographs were used 
to create the virtual doppelgängers, and as social media users inundate the virtual 
space with photos of themselves, the implementation of virtual doppelgängers within 
the social media space is particularly feasible. The simplicity of the design of these 
virtual agents and simulations yields promising practical implications outside the 
virtual space as well. This is particularly true as participants in the current study were 
given only limited interactivity with the virtual simulation. The current findings sug-
gest that virtual health agents may serve as effective change agents by having individ-
uals merely view the negative health consequences of their virtual doppelgängers and 
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may be easily applicable to a wide range of health contexts. For instance, these agents 
may be a simple, yet effective, health intervention technique to be used in doctor’s 
offices along with traditional health pamphlets. By presenting patients with a brief 
simulation featuring a virtual agent that looks photorealistically like the patient in 
addition to the pamphlets typically offered during office visits, doctors might be able 
to effectively encourage the patients to think more seriously about the risk and how 
relevant it is to themselves. Furthermore, with the increasing popularity of gaming 
technology such as the Microsoft Kinect and the Oculus Rift, IVE systems are increa-
singly becoming accessible, affordable, and ubiquitous. Moreover, virtual dop-
pelgängers offer high scalability and may be used across different media platforms 
ranging from mobile devices to desktop computers; applied in health messages deal-
ing with a variety of topics; and sent to existing IVE systems at home en masse so that 
individuals may be exposed to valuable health messages in the comforts of their own 
homes.  

One limitation is that the current study used a relative small sample comprised of 
college students. The relatively young sample of research participants is highly rele-
vant for studying SSB consumption [28], and the partial eta-squared values suggest 
sufficient level of power despite the small sample size. However, future studies 
should investigate the effects of virtual doppelgängers across a wider range of popula-
tions and with a larger sample for greater accuracy and generalizability of results. 
This study also only included a single treatment. Longitudinal research should be 
pursued to examine the effects over time. Finally, in this study, we did not measure 
users’ reactions to doppelgängers. In some cases, realistic virtual agents can fall into 
the uncanny valley, and users have aversive reactions [29], which would likely negate 
the effects of a health message.  

In sum, virtual doppelgängers present a promising novel approach that fuses tradi-
tional tailoring strategies with advanced digital technology. Within the timely context 
of reducing SSB consumption, virtual doppelgängers offer a unique yet feasible and 
translatable solution in a world inundated with advertising and promotions. With the 
continuing advancement of digital media technologies, the capacity of virtual dop-
pelgängers to serve as powerful amplifiers of message effects seems limitless.  
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Abstract. Even when the role of a conversational agent is well known users
persist in confronting them with Out-of-Domain input. This often results in in-
appropriate feedback, leaving the user unsatisfied. In this paper we explore the
automatic creation/enrichment of conversational agents’ knowledge bases by tak-
ing advantage of natural language interactions present in the Web, such as movies
subtitles. Thus, we introduce Filipe, a chatbot that answers users’ request by tak-
ing advantage of a corpus of turns obtained from movies subtitles (the Subtle
corpus). Filipe is based on Say Something Smart, a tool responsible for index-
ing a corpus of turns and selecting the most appropriate answer, which we fully
describe in this paper. Moreover, we show how this corpus of turns can help an
existing conversational agent to answer Out-of-Domain interactions. A prelimi-
nary evaluation is also presented.

1 Introduction

The number of organisations providing virtual assistants is increasing. Examples of
such assistants are Siri, from Apple, IKEA’s Anna, or Monserrate’s butler, Edgar Smith
[5]. Yet, even when their roles are well known – for instance, answering questions about
a specific domain or performing some pre determined task – users persist in confronting
them with Out-of-Domain (OOD) input, that is, personal questions, requests about the
weather, or about other topics unrelated with their tasks. Although it might be argued
that such systems should only be focused in their own pre-defined functions, the fact is
that people become more engaged with these applications if OOD requests are properly
addressed [11]. Therefore, current approaches usually anticipate some OOD requests
and handcraft answers for them. However, it should be clear that it is impossible to
predict all the possible sentences that can be submitted to such agents.

An alternative solution to deal with OOD requests is to explore the (semi-)automatic
creation/enrichment of the knowledge base of virtual assistants/chatbots by taking ad-
vantage of the vast amount of dialogues present in the web. Recently, Banchs and Li
introduced IRIS [3], a chatbot that has in its knowledge base a corpus of interactions
extracted from movie scripts (the MovieDiC corpus [2]). In this paper we take this idea
one step further, and, instead of movie scripts, we propose the use of movie subtitles to

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 13–21, 2014.
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build a chatbot’s knowledge base from scratch, and also to deal with the OOD requests
of an existing conversational agent. Although less precise, Subtitles are easier to find
and are available in almost every language; in addition, as large amounts of subtitles
can be found, linguistic variability can be covered and redundancy can be taken into
consideration (if a turn is repeatedly answered in the same way, that answer is proba-
bly a plausible answer to that turn). Therefore, in this paper we present Say Something
Smart (SSS), a system that chooses an answer to a certain input, by taking into consid-
eration a knowledge base of interactions – currently, the Subtle corpus [1], built from
movies subtitles. We also show how this strategy can be applied to build a chatbot, Fil-
ipe (Figure 1)1, and also to answer OOD requests posed by real users to Edgar Smith,
the aforementioned Monserate’s butler. Some preliminary results are also presented.

Fig. 1. Filipe, our chatbot based on SSS

This paper is organised as follows: in Section 2 we present some related work, in
Section 3 we briefly describe the Subtle corpus, in Section 4 we detail SSS, and, in
Section 5, we present a preliminary evaluation. Finally, in Section 6 we close the paper
by providing some conclusions and pointing to some future work.

2 Related Work

Several conversational agents animate museums all over the world. Examples are: the
3D Hans Christian Andersen (HCA), which is capable of establishing multi-modal
conversations about the namesake writer’s life and tales [4]; Max, a virtual character
employed as guide in the Heinz Nixdorf Museums Forum [12]; Sergeant Blackwell,
installed in the Cooper-Hewitt National Design Museum in New York, and used by the
U.S. Army Recruiting Command as a hi-tech attraction and information source [13]; the
twins Ada and Grace, virtual guides in the Boston Museum of Science [15]. More re-
cently, the virtual butler Edgar Smith [9,5] answers questions about Monserrate palace,

1 Filipe can be tested in http://www.l2f.inesc-id.pt/˜pfialho/sss/

http://www.l2f.inesc-id.pt/~pfialho/sss/
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in Sintra, Portugal, where he can be found. However, despite the sophisticated tech-
nologies behind all these systems, every single one reports the problem of having to
deal with OOD requests.

In order to cope with this, these conversational agents follow different strategies:
Edgar suggests questions when he is not able to understand an utterance, and starts
talking about the palace if he does not understand the user repeatedly. A feature in
his character also “excuses” some misunderstandings: as he is an old person, he does
not have a very acute hearing; HCA changes topic when he is lost in the conversation,
and also has an “excuse” for not answering some questions: the virtual HCA does not
remember (yet) everything that the real HCA once knew; Max consults a Web-weather
forecast for queries about this topic and uses Wikipedia to find answers to some factoid
questions [16]. However, despite all these stratagems, actualisations of these agents
knowledge bases, grounded in collected logs, still need to be performed on a regular
basis.

The idea of taking advantage of existing human requests to feed dialogue systems
emerges naturally from this context. Recently, the work presented in [3] describes a
chat-oriented dialogue system, which has in its knowledge sources MovieDiC [2], a
corpus extracted from movies scripts. In this paper we take this idea a little further and
take advantage of movies subtitles to answer users’ requests. Contrary to movies scripts,
subtitles exist in much larger quantities and for almost every language.

Considering the process of choosing the answer, we use SSS, which is based in In-
formation Extractions techniques and also in edit distance metrics. The process behind
SSS is somewhat similar to the one described in [6], where both a role-play (represent-
ing free-form human interactions) and a Wizard of Oz dialogue corpora (specific task
turns) are used to find answers: our approach also works at the lexical level, not using
any kind of dialogue act or semantic annotation. However, contrary to our approach,
context is already taken into consideration.

Finally, another related systems that should be mentioned, although developed with
other goal, is Say Anything [14] where the user and the computer take turns to write a
story. Say Anything is based on a corpus of millions of stories extracted from weblogs
and Lucene is also used by this system.

3 The Subtle Corpus

We follow [15] and envisage the use of knowledge bases constituted of turns. From
now on we will call interactions to each pair of sentences (T,A), where A (the answer)
corresponds to a response to T , from now on the trigger. The following are examples
of interactions.

Example 1. (T1: You know, I didn’t catch your age. How old are you?, A1: 20)

Example 2. (T2: So how old are you?, A2: That’s none of your business)

The Subtle corpus is a collection of interactions, extracted from four different movies
subtitles genres (Horror (H), Scifi (SF), Western (W) and Romance (R)), for Portuguese
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Table 1. Number of available turns

#Interactions Subtle – English
R SF W H All

1,392,569 625,233 333,776 1,000,902 3,352,480
#Interactions Subtle – Portuguese

R SF W H All
627,368 477,521 129,081 696203 1,930,173

and English. Details on how this corpus was obtained from subtitles files can be found
in [1]. Table 1 shows the number of available interactions for each genre.

It should be clear that as Subtle Interactions are obtained from subtitles’ files based
on the time elapsed between the dialogue lines, many turns in Subtle are not real dia-
logue pairs. In addition, some expected Interactions are not captured. This can be ob-
served when Filipe is not able to answer He told me YOU killed him. with No, I am your
father, a piece of dialogue from Star Wars2. This is due to the time elapsed between
Darth Vader and Luke Skywalker lines that surpasses the time limit established to con-
sider two turns as an interaction. Moreover, unexpected formats found in subtitles’ files
also led to false interactions. An example that illustrates this problem is: User: Hasta la
vista, babe, SSS: (CROWD CHEERING). Another example of unexpected information
that can still be found in Subtle interactions is illustrated in the following, where the
first turn shows a trigger with the name of the character that says it (PHILIP).

Example 3. (T3: PHILIP: How How are you?, A3: Fine.)

4 Say Something Smart

In the section we describe SSS. It takes as input the user request and returns an answer
from the agent knowledge base. At the basis of this process there are several sentences
comparisons. Thus, due to the large amount of interactions available, and because this
selection needs to be done very fast (the user cannot wait long for an answer), a previous
filtering step takes place in SSS before it selects an answer. In the following we detail
these steps.

4.1 Indexing Subtle and Extracting Candidate Answers

We start by indexing the Subtle corpus through Lucene3, a open-source, high-performan-
ce text search engine library, widely used by the Natural Language Processing/Informa-
tion Extraction community. Then, given a user request, Lucene search engine is also
used to retrieve a ranked set of interactions. Results returned by Lucene are based on an
internal scoring algorithm4 that takes into consideration the words present in the inter-
actions and in the user request. Nevertheless, although the first interactions are usually

2 Actually, Luke, I’m your father is a misquotation from Star Wars, parodied in other movies.
3 http://lucene.apache.org
4 http://www.lucenetutorial.com/advanced-topics/scoring.html

http://www.lucenetutorial.com/advanced-topics/scoring.html
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the most accurate, the fact is that several interactions in which the trigger is not semanti-
cally related with the user request, are also returned. For instance, given the user request
Do you have brothers?, the following are examples of interactions returned by Lucene
(in the first 20 positions).

Example 4. (T4: Brother! Do you’ve a cigarette?, A4: Take it.)

Example 5. (T5: Do you’ve any brothers?, A5: I’ll manage the business)

Example 6. (T6: You don’t have to go, brother., A6: I’m not your brother.)

Example 7. (T7: Brother, you don’t have a clue., A7: What were you thinking about?)

Example 8. (T8: Didn’t you have a brother in the war?, A8: Well, my brother Roy.)

In addition, SSS, as many Question/Answering systems (e.g. [7]), is based on the
answers redundancy. That is, we assume that if an answer to a certain request is more
frequent than others, it has a higher probability of being a plausible one. Thus, a “rea-
sonable” number of interactions need to be returned by Lucene. Considering again time
as a factor that needs to be taken into consideration, and after several preliminary ex-
periments, we opt to ask Lucene for a maximum of 100 interactions, which guarantees
redundancy but also allows SSS to obtain an answer to any question in less that one
second (using an Intel Core i5-480M).

4.2 The Answer Selection Step

In order to choose an answer from the retrieved set of interactions, SSS performs two
sequential tasks. As previously shown, many of the triggers from the interactions re-
turned by Lucene might not be (semantically) related with the user request. Therefore,
SSS starts by filtering the retrieved interactions, choosing only those where the triggers
are similar to the user request, according to a given threshold. That is to say, all the re-
trieved interactions above the threshold are kept; all the others are discarded. Previous
work [10] have shown us that a simple yet effective similarity measure is a combina-
tion between Jaccard similarity coefficient5 and Overlap coefficient6. For Overlap we
use bigrams with a minimum score of 0.4, and, for Jaccard, unigrams with minimum
score of 0.7 (these values were empirically obtained). A weight-factor distributes the
importance of both scores.

If no interactions is selected, a discarding answer such as I’m sorry but I do not know
how to answer your question is given. Otherwise, SSS moves to a second step, where the
answers of the remaining interactions are analysed. As previously said, as our approach
is based on the answers redundancy, we check for the most frequent answer (see [8]
for a review about answer selection in Question/Answering systems). Once again, we
do not force exact matches, and answers are compared according with the previously
mentioned similarity measure. If none of them is similar (above a threshold) to any of
the remaining answers, a random answer is returned (which allows Filipe to sometimes
provide different answers to the same input); otherwise, the most common answer, that
is, the one that has the highest similar values concerning the other answers, is returned.

5 http://en.wikipedia.org/wiki/Jaccard_index
6 http://en.wikipedia.org/wiki/Overlap_coefficient

http://en.wikipedia.org/wiki/Jaccard_index
http://en.wikipedia.org/wiki/Overlap_coefficient
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5 Preliminary Evaluation

5.1 Experimental Setup

We have at our disposal a corpus collected by the developers of Edgar Smith, represent-
ing requests posed by real people to Edgar. As expected, several OOD requests appear
in these logs. From this corpus, the 58 questions unanswered by Edgar and marked as
OOD were extracted and used in our first experiments, as described in the following.

5.2 Should We Take the Different Movies’ Genres into Consideration?

Firstly, we wanted to understand how many OOD requests SSS was able to answer, and
see if there was any significant difference in the capacity of the different movies genres
to contribute with plausible answers. Therefore, we run SSS with the different partitions
of the Subtle corpus, taking as input the previously mentioned 58 OOD requests. Results
were labeled as:

– (Disc)arded, when SSS provides a discarding answer (e.g. User: Why you talk so
funny dude? SSS: I’m sorry, I’m not able to answer.);

– OK when SSS returns a plausible answer (e.g. User: Are you joking? SSS: Do I
look like a joker?);

– KO, when SSS supplies an inappropriate answer (e.g. User: You have a big nose.
SSS: I didn’t say you kidnapped Megan).

The attained results can be seen in Table 2.

Table 2. Evaluation of SSS answers

Horror Romance Western Sci-fi All Genres
Disc 22 19 28 21 16
OK 20 21 17 23 27
KO 16 17 13 14 15

As expected, best results are obtained using the whole Subtle corpus (column All
Genres). Answers from Westerns had the worst results and Sci-fi the best. Considering
the all genres together, 72% of the requests are now answered (42 in 58), and, from
these, about 65% are considered to be appropriate (27 in 58). The ones that were dis-
carded pose no problem, as at the end the answer results in the same answer that Edgar
would give: I’m sorry, I’m not able to answer.. Still, there are 26% of answers given
that are not suitable to the users requests.
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5.3 Answers Evaluation

From the 42 requests that did not return a discarded answer we selected 20 (from now
on the test set), with the following criteria:

– Do not contain offensive language;
– From the 9 questions paraphrasing How are you? 3 where chosen randomly;
– Questions with only one word, like “here?” or “Where?”, were rejected;
– From the remaining requests, we randomly chose them.

Then, we built a questionnaire, based on the answers provided by SSS to those 20
requests, and also on hand-crafted plausible answers. Then we divided this question-
naire in two: each questionnaire had 10 questions of each type (generated by SSS and
hand-crafted). To our 30 evaluators (adults with different ages and backgrounds, not
necessarily working in computer science) we told that these requests were posed to
Edgar and that the answers were its response. Evaluators should give them a 1-5 score
according to how satisfied they were (being 5 the best score). A snippet of the question-
naire can be found in Figure 2.

Fig. 2. Snippet from the questionnaire

To test the evaluators concordance we used the Cronbach α measure. The inter-rater
agreement score was high, for both the SSS and the manual answers (0,80 and 0,84,
respectively). People preferred the manual answers, as expected: SSS obtained a score
of 2,9 ±1, 37 and manual answers of 4,3 ±0, 84.

The variation of results attained from SSS also show that some of the provided ques-
tions are very good, and others are very bad. Five of our questions had an average rate
of less than 1.9 points; in the other hand the remaining answers had an average rate of
almost 4.0. Analysing the 5 answers with a very low rate, we can see that they are not
related with the topic of the question or they not fit in the present context, like when
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is said You have a big nose, and the answer is I didn’t say you kidnapped Megan. The
same happens when is given the utterance I said Hello! and the answer is I say shut up,
you bilge rat, before I use you as an anchor. and with the question Are you a donkey?
that is answered with Ok. Do one thing. Tell me the story of your journey to heaven
once again. Only once. Some answers, although “funny”, are definitely not suitable to
the environment where, for instance, Edgar is integrated (an elegant palace).

Thus, despite some problems related with the corpus itself, SSS strategy needs to be
improved so that answers related with a very specific context are avoided.

Nevertheless, this strategy can easily provide answers to many (not so obvious) OOD
requests. For instance, if Filipe is told I like your hair or Are you a mutant?, he will
provide very reasonably answers.

6 Conclusions and Future Work

We have presented an approach to deal with OOD requests that takes advantage on
movies subtitles. Thus, we have built SSS a tool that indexes the interactions from its
knowledge base (the Subtle corpus, obtained from movies subtitles) and, given an user
request, chooses an answer. With Subtle and SSS we have created Filipe, a virtual agent,
implemented over SSS. Moreover, we have used this system to answer OOD requests
asked by real users to Edgar Smith, a virtual butler operating in Monserrate palace.

Although much work still needs to be done regarding the subtle corpus and SSS,
the fact is that several questions that the butler was unable to deal with can now be
successfully answered; moreover, some answers given by Filipe are extremely interest-
ing, if we consider that his developers did not have to hand-craft them. Nevertheless,
it should be clear that such approach needs to be improved before being applied to a
formal agent such as Edgar (answers need to be customise to be adequate to an old
butler, slang needs to be eliminated, etc.). Thus, future work includes the refinement of
Subtle, so that badly formed turns are discarded, and the organisation of the corpus, so
that paraphrases are detected, as well as very specific answers. Moreover, normalisa-
tion of the corpus is one of our targets, and we intent to use a named entity recogniser
to generalise turns involving names entities. With respect to SSS, a main concern is to
extended its way of selecting an appropriate answer, as many important variables, such
as context (as done in [6]) and the agent personality should be taken into account.
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Abstract. The Agent Framework is a real-time development platform
designed for the rapid prototyping of graphical and agent-centric appli-
cations. Previous use cases show the potential of the Agent Framework,
which is currently used in a project that combines facial animation, non-
photorealistic rendering and their application in autism research.

Keywords: affective characters, facial animation, real-time, healthcare.

1 Introduction

Along the years, animated characters have found their way to numerous ap-
plications in entertainment, human-computer interaction and more recently in
medical practices. One of the reasons is the flexibility in the manipulation and
customization of these characters, so they could be re-used in different contexts.

This paper presents the Agent Framework, an open-source platform for the
rapid creation and prototyping of animated virtual characters, where facial an-
imations and head movements can be manipulated in real-time. In the follow-
ing, we will introduce previous and current applications developed using the
framework, with special emphasis in SARA, a project that brings together facial
animation, abstractions and research on Autism.

2 Related Work

The widespread use of animated virtual characters has caused researchers to look
for faster and more “comfortable” ways of creating and designing characters, such
that it can also be done by non-experts. Nowadays several platforms, commercial
and from academia, offer a wide range of functionality in order to create affective
and believable characters. Some examples are the work of Magnenat-Thalmann
and Thalmann [1], Greta [2], MARC [3], the Augsburg’s Horde3D Game Engine
[4], SmartBody [5], or EMBR [6], among many others. Harthold et al. [7] offers
a very complete list of frameworks based on the Behavior Markup Language
(BML). Jung et al. [8] also offers a very detailed state of the art of models and
architectures that have been used for the creation of believable virtual characters.
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3 Agent Framework

The Agent Framework is a set of functionalities within our open-source develop-
ment platform, Frapper, for the creation of application prototypes that involve
high-quality animated characters with believable facial animations. On its part,
Frapper (Filmakademie Application Framework) [9] arose from the desire to be
independent from the other platforms and have complete control over its devel-
opment. The source code of Frapper is available under GNU LGPL v2.1.

One of the advantages of the Agent Framework is its modular structure, where
each functionality is encapsulated in a C++ plugin that can be extended or cre-
ated according to the developers requirements. In this way, 3rd-party libraries
(commercial or not) can be integrated, bringing to the framework new function-
alities like speech recognition, voice generation, alternative input devices and so
on. For regular users, the framework as it is offers an intuitive node-based inter-
face, where the existent functionalities can be visualized as nodes that can be
connected among themselves to create the logic of the application. Fig. 1 depicts
a set of nodes of the Agent Framework for emotional facial animation.

Two human-like characters, a young woman (Fig. 1) and an older man are
provided with the Agent Framework, under a Creative Commons license. Both
are animated using our Facial Animation Toolset (FAT) [10] and the Facial
Action Coding System (FACS) [11]. In the case a new character needs to be
added, it should be modeled and rigged in an external software (e.g. Maya R© or
3Dd Max R©) and imported into the framework using the Ogre Maya Exporter.

Fig. 1. The Agent Framework in Frapper

4 Applications

The Agent Framework has been successfully used in a number of applications.
Together with FAT, an automatic speech recognizer (ASR) SemVox [12] and
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text-to-speech (TTS) SVOX [13] (both 3rd party software embedded in the
framework), it allowed the creation of affective, interactive and believable char-
acters.

One of the first use cases of the Agent Framework was the creation of Nikita, a
“terminal agent conference guide” who not only replied to the questions formu-
lated by the attendees in reference to the conference, but also showed sadness,
anger and joy (Fig. 2(a)). The Muses of Poetry [14] is an interactive installation
where animated characters transmit to an audience the intrinsic emotions con-
veyed in existent poems (Fig. 2(b)). Emote [15] is a web based messaging services,
which converts plain text messages into animated ones (Fig. 2(c)). The Dynamic
Emotion Categorization Test (DECT) [16] was a psychological computer-based
experiment where four human actors and two virtual actors (animated charac-
ters) where used to examine the ability of emotion recognition with dynamic
physical stimuli in children and teenagers with autism (Fig. 2(d)).

Fig. 2. (a) Conference Guide, (b) Muses of Poetry, (c) Emote, (d) DECT, (e) SARA:
(1) Original image, (2) Water Color ’Joy’, (3) Sketched ’Joy’

Based on the results achieved with the Agent Framework and the DECT
test, SARA - Stylized Animations for Research on Autism intends to take the
study of facial recognition in persons with autism to the next level. The goal of
SARA is to study how abstraction in animated facial expressions affects their
recognition, in comparison to their realistic versions. The abstractions will be
implemented through non-photorealistic rendering (NPR) algorithms in order
to simulate painting styles like watercolors or sketching. Fig. 2(e)) shows some
levels of abstraction in a character expressing “joy”. One of the motivations for
SARA was the difficulty in emotions recognition in people with autism, which
might be caused by the amount of details conveyed by the human face. Thus,
with the Agent Framework the psychologists will have the possibility to abstract
and simplify the level of detail of different regions of the face, and adapt them
in real-time according to the feedback of the autistic person.

5 Conclusions and Future Work

The Agent Framework offers the users an intuitive interface, while giving the
developers a powerful platform where they can add new functions and



Animated Faces, Abstractions and Autism 25

integrate new libraries or devices according to the needs of their deployments.
The use cases showed the multidisciplinary character of the Agent Framework
and its potential in medical fields like autism spectrum disorders (ASD). More-
over, the character animations can be of great aid in therapies and treatments
for other conditions like eating or personality disorders, attention deficit, depres-
sion and social behavior problems. The current project SARA intends to bring
the framework to the next level by offering the possibility to create abstracted
facial animations in real-time, with multiple characters at the same time.

Acknowledgments. The SARA project (officially Impact of non-photorealistic
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Abstract. Many simulations use emotional contagion to simulate how
groups of humans behave in emotionally charged environments. These
models either have each individual agent conform to a group emotion,
or have emotional spirals. However, these models do not include well
known phenomenon such as displaying and receiving emotions through
different means of communication, or having emotions masked by an
agent’s desired display emotion. We create a model of emotional conta-
gion that considers multiple channels to communicate on. We also pro-
vide a method for agents to mask their emotions, which is used to control
the spread of contagion between agents, and can prevent emotional spi-
rals. We demonstrate our model with a sample scenario, and show the
effects of having multiple channels and emotional masking on the overall
emotional contagion for several groups of agents.

Keywords: Group and Crowd Simulation, Personality and Emotion
Models, Modeling and Animation Techniques, Applications in Games.

1 Introduction

Multi-agent simulations capture the interaction between groups of humans, and
are used in applications such as games, movies, and civil design. These inter-
actions attempt to model human behavior in varying situations, and include
human characteristics such as emotion, which tend to be designed using either
an appraisal system [1] or a valence system [2]. While these models attempt to
explain how emotions arise individually, the propagation of emotions, known as
emotional contagion, captures emotional interactions between groups of humans.
Emotional contagion allows for group reactions to stimuli, even if not all mem-
bers of that group receive the stimuli. For example, in a movie such as Godzilla,
not all the people running away in fear have actually seen Godzilla. Some be-
come afraid because they see others running away in fear. Having virtual agents
with emotional contagion allows for scenes such as this to be more realistically
rendered.

Hatfield et al. [3] has shown that contagion occurs through unconscious mim-
icking of other’s emotional features, such as facial expressions. This is known
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as momentary micro mimicry, which transfers a small amount of emotion. This
can be amplified when continuously being exposed to the stimuli or occurring
within a large group, and can lead to phenomenon such as emotional spirals,
where the emotional amplitude grows out of control. While Hatfield et al. pri-
marily focused on facial expressions, they mentioned several other channels with
which emotion can be interpreted and mirrored. For example, if someone is in
a large, aggressive stance, another person could momentarily shift their stance,
becoming angrier in the process. Most current contagion implementations use
proximity or group cohesion to determine the spread of emotion, however, using
multiple channels would allow for more realistic human simulations, as physi-
cal humans have varying abilities to encode and decode their emotions on these
different channels.

Emotional contagion is also an unconscious effect, and it would be fool-hardy
to believe that it is not always present in crowds. However, there are many situ-
ations in which emotional spirals do not occur and contagion is at a minimum.
People commuting home from work on the train do not experience emotional
spirals, even though they are all essentially of the same group, and confined
together for long periods of time. This is most likely due to the commuters out-
wardly displaying little to no emotion, which is known as emotional masking.
Furthermore, the sender may not wish to convey their emotions, and so will
send more obvious signals to convey a different, or false emotion. Someone who
is sad may take on a neutral pose and expression, so that they do not betray
their emotions to others, while still considering their inward emotion when inter-
preting the environment. While there has been much research on having virtual
agents displaying emotions [4], most have their display emotion be their outward
emotion.

Fig. 1. A graphical representation of our system

To create more realistic multi-agent systems, we have developed a novel model
of emotional contagion that incorporates emotional masking, and provides agents
several methods of communicating and receiving emotions, depicted in Figure 1.
Our agents use this novel masking to determine a display emotion, broad-casted
on several channels. A crowd manager determines which agents can receive these
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broadcasts and appropriately directs the information into each agent’s contagion
model. This information is then condensed into bins, with the highest becoming
the new emotion for each agent.

2 Related Work

There have been several models of emotional contagion for crowds of agents. [5]
have contagion as an emergent effect inside part of a larger crowd simulation
engine. A couple of other models [6, 7], use only one emotion, fear, and are
used to predict human movement in fearful situations. These models were later
validated from panic situations in [8]. Various other models use a small set of
emotions [9–11], and model the inter-connectivity between emotions. Many of
these models use either proximity or interpersonal connection between agents
when determining the spread of emotions. This generates group emotions, and
keeps contagion among those group members. However, there is a large swatch
of psychology literature that also shows contagion happens between strangers
[12, Chapter 3], [13]. Our method captures this emotional spread by passing
emotions through several simulated virtual channels between groups of agents
based on channel visibility.

Emotions have also been used for several other applications including negoti-
ation [14]. Additionally, it has been shown that physical humans can understand
emotions from virtual agent’s facial expressions [15], body posture [16], vocal
patterns, and gestures [17]. If physical humans use these different channels to
understand each other’s emotions, virtual humans should be able to as well. In
the context of emotional contagion, these factors are what humans use to mimic
each other and are the mechanism for conveying emotions between agents. Also
in recent years, there has been some work in understanding how humans decode
emotions even if they are masked. Both [18] and [19] have examined if humans
can recognize emotions when a neutral face is shown quickly after seeing an
emotional face.

There have been many systems that provide agents with emotional contagion
but none have incorporated the use of emotional masking to more naturally
control the spread of emotions. Spreading emotions through multiple channels
can be computationally complex, especially when the number of agents is large
and dense. Our method accounts for these two complexities, to create a more
realistic contagion system.

3 Emotions and Agents

Emotional masking and contagion cannot take place in a group of agents if they
lack an understanding of emotion. We adopt an approach, similar to [9, 11],
using the emotional transition table developed by Adamatzky [13]; namely hap-
piness(H), anger(A), confusion(C), sadness(S), which is referred to as HACS
emotional states. We use Adamatzky’s model because it simulates transistions
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between non-paired emotions, such as happiness and sadness. To represent low
emotional states, we add a neutral(N) emotion for the agents to display. Emo-
tions can be transitioned to from other states using the state transition diagram
from Adamatzky and seen in Figure 2. Using the HACS model provides several
advantages: that transitions occur in discrete event probabilities and that emo-
tional coupling of a shared emotion does not change states, which can preserve
emotional spirals.

Fig. 2. The transition diagram between agents using HACS. In this table, the tran-
sition is the most probable contagion response for an agent with their given emotion
encountering another agent with a given emotion.

3.1 Emotional Contagion

Our system creates an emotional contagion model that operates on the HACS
model of emotion. Using our model allows agents to spread and communicate
their emotional state, using environmental variables that surpass mere proxim-
ity, and, with the correct necessary conditions, creating emergent effects like
emotional spirals.

(a) (b) (c)

Fig. 3. Different methods of computing agent channels between two agents, with per-
ception occurring from the center agent. (a)Computing non-reflexive channels using
Equation 1, where β is half the field of view, and γ is the angle between agents.
(b)Computing reflexive channels using Equation 1, where β is half the field of view, and
γ is the angle between the agent’s center of field of view. (c)Computing non-reflexive
vocal channels using Equation 2.
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The first step in our emotional contagion model determines the subset of
agents and channels that an agent can perceive emotions from, and is performed
by the crowd manager section of our model from Figure 1, and is similar to
[20] in that we process which channels can be observed in a crowd management
system. To determine a valid connection, a boolean function Fc, based on sen-
sory perceptions like those found in [21]. Several of these perception channels are
reflexive, in that if Fc is true for one agent, it is for both agents, and does not
need to be repeated. We have three primary methods for determining channels.
Specifically, we use non-reflexive equations for body posture and gestures seen in
Figure 3a, reflexive functions for facial expressions and gaze seen in Figure 3b,
and, vocal features based on Figure 3c. Using these equations, a crowd manager
can construct a graph of all the channels each agent can perceive every other
agent on, which, for large groups of agents, can become sparse. It can also be
observed that, for large, dense areas, an agent should not be expected to mo-
mentarily mimic all other agents instantaneously. If a given agent is inside a
crowd, the momentary micro mimicry should occur sequentially or between a
small number of agents at a time. Using a sparse graph representation allows
the agent to examine a small number of agents at a time, without having to
section off agents or recompute calculations at every frame.

Fc = −β < γ < β (1)

Fc = dist(agents) < r (2)

The data from this sparse graph contains a list of emotions and channels, and
each agent can request the list built for them from the crowd manager. By using
a crowd manager to maintain the sparse graph, the number of computations
are decreased by the number of reflexive channels. The received emotions from
the list are processed by our emotional contagion engine, by determining the
strength of the received emotion on channel i, eci, and weighing it with wc,
the agent’s ability to decode emotions from channel c, as seen in Equation 3.
It should be noted that wc can either be assigned by a simulation author, or
created using psychological properties such as those found in [22]. Then each
erc are probabilistically placed into a bin receivedi, based on the type of received
emotion and Figure 2. Our probabilistic system will either place the emotion to
the bin of the emotion received or the transition bin, with a higher probability
of being placed in the transition bin. For example, if an agent is experiencing
happiness, and attempts to decode an agent displaying sadness, then the happy
agent has a likely chance to become confused, but may also become sad from it.

erc = eci ∗ wc (3)

Once an agent probabilistically condenses all channels into receivedi, it is
added back into the agents emotion, as seen in Equation 4. A summation of all
the perceived emotions is performed, which is then subtracted from each value
of received. If most of the perceived emotions are neutral, this has the effect
of lessening any perceived emotional contagion. We control the influence this



Is That How Everyone Really Feels? 31

summation has with a constant α, which controls the speed at which emotional
spirals happen for single emotion simulations. Setting α greater then 1 keeps the
system from always culminating in an emotional spiral.

ei = receivedi −
α ∗

n∑
i=0

ei

n
(4)

3.2 Emotional Masking

Most physical humans do not display their true emotional state all of the time.
It can be inappropriate or unwise for a person to express their feelings in certain
situations. Emotional masking attempts to hide the emotion being felt by a
person through the display of another emotion, or by not displaying any emotion.
An agent may decide to mask their emotion, or be told to by a simulation
author, allowing an agent to have a true emotion used for other processes, such
as decision making, and a display emotion that can be received by other agents. It
has also been shown that the effectiveness of masking one emotion with another
is emotion dependent [18].

To determine the type and intensity of the emotion displayed by an agent, we
combine the actual and display emotion with an emotional filter, using Equa-
tion 5. This equation uses the true emotional intensity ei, the desired display
emotional intensity ej , and a weight wij that represents how effective masking
one emotion with another is, based on Rohr et al. [19], which determined that
physical humans can easily mask anger, sadness, and confusion with one another,
but cannot easily mask happiness. The agent then determines if the displayed
emotion edis is positive, and if so, the agent can successfully mask their emotion
using their desired display emotion. edis is then treated in the same manner as
the true emotional intensity was in Section 3.1.

edis = ei − wij ∗ ej
1 + ei

(5)

4 Experimentation

We examine the effects of emotional masking and using separate channels by
implementing our model in a virtual agent system. Control of our agent’s walk-
ing and gesture realization is provided by Smartbody [23]. All agent’s channel
weights are normally distributed. The intensity of each agent’s displayed emo-
tion is shown as the agent’s primary color, with black representing no emotion
and green, red, blue, and grey respectively representing an emotion from HACS.

We simulate a group of agents walking down the street on a normal day, much
like commuters going home in the evening. Several agents are walking pass each
other, all of which have been given various intensities of all five emotions between
zero and half of the maximum intensity. Figure 4 shows the use of masking for
agent contagion when simulating agents acting as commuters.
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(a)

(b)

Fig. 4. A sample scenario of several agents walking through an environment. (a)Agents
are masking their emotion with a neutral emotion. (b)Agents are not masking their
emotions at all, resulting in an unnatural spread of emotions.

From Figure 4a, when agents mask their emotions with neutral emotions,
the overall intensity of a displayed emotion is much less, as is the amount of
contagion. This is to be expected, as agents that are hiding their emotion should
not be passing their emotion onto others. When masking is taken away, the agents
conform to a few emotions with much higher intensities. Specifically, many of
the agents are either angry or confused. When examining Figure 2, this is to
be expected. Most of the transitions in the table are either towards angry or
confused, and these transitions are stable when angry agents perceive confused
agents. Therefore, when these agents encounter each other, and decode each
other’s emotions we expect agents to display a high intensity when not masking.
Combining contagion with masking gives a more realistic everyday scenario for
physical humans, where most do not display emotion, and therefore, do not
create these emotional spirals in crowds. This means our system allows a scenario
author the flexibility to alter parameter settings and achieve the likelihood of
emotional contagion they desire while maintaining plausible agent behaviors.

We also examine how emotional masking affects the total number of agents
that outwardly display emotions, for both masked and open settings. Channel
weights for each agent are determined from a uniform distribution, as are the type
and strength of each agent’s starting true emotion. Each agent is constrained to
a fixed grid, and at the end of each iteration, may move one space over on that
grid, or slightly change their orientation. This reduces the number of agents that
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form closed groups. When masking emotions, the agents use a neutral state, with
an intensity between ten percent and half of the emotions maximum intensity.
The results of fifty runs at 100 iterations is seen in Figure 5.

From Figure 5c it can be seen that with masking, the number of agents that
display no emotion is much greater than any other set of emotions. This does not
mean that emotional contagion is not occurring, as can be seem from Figure 5a.
This shows contagion still occurs, as the number of happy agents rises as time
goes on. This occurrence is much slower then without masking, seem in Figure 5b.

(a) (b)

(c)

Fig. 5. The number of agents vs. the iteration number for multiple emotions. (a)The
number of agents actually feeling each emotion when masking is enabled. (b)The num-
ber of agents displaying each emotion without masking. (c)The number of agents dis-
playing each emotion when masking is enabled.

5 Conclusions

We present a model of emotional contagion that allows an agent to decode emo-
tions on multiple channels. In order to do this, we created a system to encode
and decode emotions on several channels, using a probabilistic transition be-
tween different types of emotions. To allow for downward emotional spiral and
neutral scenes, we implemented a method for emotional masking that allows an
agent to determine which emotion they wish to display, and mask their felt emo-
tions, allowing for an over-abundance of neutral expression. A neutral expression
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causing a downward spiral is similar to the military coming to fight Godzilla,
calming the populous with their stern emotional neutrality.

While our system adds several human characteristics to a contagion model,
it also has several unrealistic limitations. Agents in our system display the same
emotion on all channels, and these are always correctly interpreted by the sur-
rounding agents. In realistic situations, this is not always the case and an inter-
esting addition would be to examine mis-understandings of emotions. Also, our
work is focused on having a contagion system where agents consciously control
the display of their emotions, which we assume a group of agents would want to
do. This is not always culturally realistic, and an interesting extension of this
work would capture the influence of culture with this contagion system.
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Abstract. Moral emotions play an important role in the design and
implementation of virtual agents, since they have implications not only
for the agent’s deliberation process but also for its interactional and
social functions. In this paper, we propose an empirical methodology
that leverages narrative situations to evaluate the emotional state felt
by an intelligent agent.

1 Introduction

Moral emotions [9,13,8] deserve special attention in the design of virtual agents,
since they play a crucial role in many agent’s functions, ranging from self regu-
lation [4] to the handling of social and interactional aspects [5]. Moral emotions
have been integrated into a number of computational models of emotions, with
approaches that range from the hard coding of moral standards in the emotional
component [12,10], to the design of high level moral values to drive the gener-
ation of emotions [3]. In this paper, we propose a methodology for evaluating
the generation of moral emotions that leverages the capability of narratives of
exemplifying the connection between moral values and emotions.

2 Values and Emotions

In order to test the feasibility of the proposed methodology, in this paper we
apply it to the emotional agent model described by [3], where a BDI agent is
extended with emotions and moral values. In [3], agents have an explicit represen-
tation of their moral dimension based on a value system [6], and a motivational
dimension given by the desires they want to pursue [2]. According to [1], the
emotional state of the agent is the result of the appraisal and affect genera-
tion processes The appraisal process is based on goal and value processing and
outputs a set of appraisal variables that are the input to the affect generation
process. In particular, the appraisal process generates a desirability or (undesir-
ability) variable when an agent’s goal is achieved (or unachieved) in the state of
the world as an effect of some action or event; it generates a probability variable
depending on the probability that an agent’s plan succeeds; finally, it gener-
ates a praiseworthiness (or blameworthiness) variable when an agent’s value is
balanced (or put at stake)by the execution of some action.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 36–39, 2014.
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3 Experimental Protocol

The experiments we conducted to evaluate the moral emotional agent relied
on narrative scenarios that we presented to participants in a text-based form
though a web site1. Emotions were described trough text labels (e.g. “Hamlet
feels Reproach, Shame and Anger towards Ophelia), without any colors. The
scenarios were selected from famous works of fiction with the help of a drama
expert, who identified them based on availability of well established critical in-
terpretations of the emotions felt by the characters [11,7]. The selected scenes
are taken from: Hamlet ’s (Shakespeare), The count of Monte Cristo and The
Vicomte of Bragelonne:Ten years later by Alexandre Dumas, Thérèse Raquin (
Émile Zola). The methodology we followed to create the narrative scenarios is
the following: first, we analyzed the structure of the narrative, then, with the
help of the expert, we identified the cognitive states of the characters and we
characterized their mental attitudes (i.e. beliefs, desires and values). By doing
so, we also verified that the agent model under evaluation had the necessary
expressiveness to model the selected narrative situations.

A convenience sample of twenty subjects, 9 female and 11 male, aged 24-
35, participated in the study. In the web experiment, we assigned participants
randomly to the test conditions (V+) and (V−). The (V+) group evaluated
scenarios in which emotions are associated to characters following the model in
[3], in which moral values and moral emotions are presented. The (V−) group
evaluated scenarios with emotions related to goals, such as Joy and Distress.
The primary hypotheses of the study are:

– H1: emotions in the V− condition are less believable than V+ condition
(believability);

– H2: emotions in the V− condition are less complete than V+ condition
(completeness);

For example, in the scenario of Hamlet, Hamlet feels Anger towards Ophelia
because she lied, putting at stake Hamlet’s value honesty (blameworthy action)
and threatening Hamlet’s goal of saving her from the corruption of the court (un-
desirable event). In the V+ group, we associated Anger, Reproach and Distress
emotions to Hamlet because the V+ condition contemplates values. In the V−
condition, we associate only Distress emotion because the V− condition doesn’t
provide values but only goals, so emotions related to values are not taken into
account.

Given a scenario, participants first read the scenario and then he/she received
the post questionnaire about the scenario. The believability and completeness
measures of the affective states of characters involved in the scenario were as-
sessed by direct questions in the post questionnaire, with a 5-item Likert scale
response. We also asked to the participants to list the emotions they would felt if
they were to identify with the story characters, using multiple-choice questions
based on OCC categories of emotions [1].

1 The web experiment is online at www.ilnomedellarosa.it/V alutazione - in Italian
only.
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4 Evaluation

In order to determine if there are differences in the variables under study (be-
lievability and completeness of the set of characters’ emotions, H1 and H2 re-
spectively) between the groups V+ and V−, we conducted the Mann-Whitney
U test on the completeness and believability Likert scores. We run a series of
tests considering all the scenarios, then we run the same tests on every scenario.
In (Table 2, Table 1) we summarize the results of the Mann-Whitney U tests
on the Likert scores.

Table 1. Mann Whitney U statistics for complete metric

Results U p (two tailed) p (one tailed)

Hamlet 19 .01 .005
Count of Monte Cristo 13 .003 .001
Thérèse Raquin 33 .185 .09
Vicomte Bragelonne 6 .001 .0
All 277 .0 .0

Table 2. Mann Whitney U statistics for believable metric

Results U p (two tailed) p (one tailed)

Hamlet 6 .0 .0
Count of Monte Cristo 19 .012 .006
Thérèse Raquin 32 .133 .133
Vicomte Bragelonne 45 .6 .3
All 453 .0 .0

Quantitative Results. Considering all scenarios, results show that the per-
ceived level of believability and completeness of emotions in the V− condition
were significantly lower than the V+ condition at p < 0.01. Regarding the spe-
cific scenarios, in the Hamlet and Count of Monte Cristo scenarios, the perceived
level of believability of emotions in the V− condition was significantly lower than
the scores in the V+ condition, while, in the Hamlet, Count of Monte Cristo and
Vicomte the Bragelonne, the perceived level of completeness of emotions in the
V− condition was significantly lower than the scores in the V+ condition (with
significance at p < 0.05 in general). Results don’t show statistical significance
for the third scenario.

Discussion. The analysis of the results confirms the hypothesis H2 but not
H1. However, the emotions associated with the V− condition were a subset of
emotions in the V+ condition, so the lack of some of them may have been not
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perceived. We also observed that participants attributed to the characters the
emotions predicted by the moral emotional agent model. The third scenario was
not evaluated as complete, possibly because the characters’ values were perceived
by the participants.

5 Conclusion

In this paper, we proposed a methodology to evaluate the generation of moral
emotions that relies on narrative scenarios, considered as paradigmatic cases of
the interplay between emotions and moral values. By modeling the characters
in each scenario as value-based emotional agents [3], we asked a set of testers
to assess the adequacy of the characters’ emotions to the given scenarios. The
results suggest that the participants perceive as more believable the emotional
states that encompass moral values and emotions, and that they agree with the
generated emotions. This suggests that the users perceive the relevance of moral
values – and of moral emotions – in narrative situations. As future work, we plan
to design and run further tests to verify this hypothesis.
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Abstract. We report on the results of evaluating a virtual agent that
plays games with automatically generated social comments and social
gaze. The agent played either a card game (rummy) or a board game
(checkers) with each of 31 participants. Based on objective and subjective
measures, the agent using social comments and gaze was preferred to
both a version of the agent using only social gaze and to playing the
game interactively, but without a virtual agent. We have also developed
a generic software framework for authoring social comments for any game
based on the semantics of the game.

Keywords: social interaction, social game, social comment, social gaze,
virtual agent, human-robot interaction.

1 Introduction

It is no secret: humans love playing games. Humans have figured out a way to
create games with every emerging technology in history. In fact, games have often
contributed to the expansion and deployment of many of those technologies.
Today, there are millions of games with different rules and goals; they are played
in many different circumstances by people of different cultures and various ages.
However, there is a single element in most of these gaming experiences that
goes beyond these differences, an element that makes people laugh while playing
games and makes them play together to enjoy more than just what the game
itself has to offer: This is the social element of playing games.

Nowadays, the role of social robots and virtual agents is rapidly expanding
in daily activities and entertainment. One of these areas is games, where people
traditionally play even simple card and board games as a means of socializing,
especially if not gambling. Therefore, it seems desirable for an agent to be able to
play games socially, as opposed to simply having the computer make the moves
in a game application.

To achieve this goal and to create a human-like experience, verbal and non-
verbal communication should be appropriate to the game events and human
input, to create a human-like social experience. Moreover, a better social inter-
action can be created if the agent can adapt its game strategies in accordance
with social criteria.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 40–53, 2014.
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To facilitate social gameplay with as many different robots, virtual agents and
games as possible, we have developed a generic software framework that supports
the authoring and automatic generation of appropriate social comments based
on the gameplay semantics, which includes the legal moves and states of the
game and an evaluation of the relative strength of particular moves and states.
We applied this generic framework to a card game (rummy) and a board game
(checkers) and used the resulting systems in a user study that demonstrated that
users enjoy the type of social interactions that the framework supports.

In the following, after laying out the related research, we will explain study
setup and procedures, followed by the results and discussions. We will then
introduce our framework and describe its architecture and functionality. Lastly,
we will draw conclusions and discuss future directions.

2 Related Work

The most closely related work to this research is by Paiva et al. [1–3], using
the iCat robot. They suggest that users’ perception of the game increases when
the iCat shows emotional behaviors that are influenced by the game state. They
also indicate that by using affect recognition, the state and evolution of the
game and display of facial expressions by the iCat significantly affects the user’s
emotional state and levels of engagement. Furthermore, in a study where an iCat
observing the game behaves in an empathic manner toward one of two players in
a chess game, and in neutral way toward the other, the authors report on higher
companionship ratings by the player to whom the robot was empathic.

The same group introduced Fatima [4], an Agent Architecture with planning
capabilities designed to use emotions and personality to influence the agent’s
behavior. Fatima has been used in different contexts including story-telling (e.g.
FearNot! [5]) and education (e.g. ORIENT [6]). While this architecture would
be extremely beneficial in bringing affect and emotion to games, it rightly has
less direct focus on semantics inside the game, as it targets a general design that
is suitable for many different contexts.

Paiva et al. have studied many social and emotional aspects of playing games
with social robots and agents. Their work mostly focuses on empathy effects
during games. While this was extremely valuable and inspiring to our research,
we were more interested in focusing on the gaming side to create deeper con-
nections between the gameplay semantics and social interactions, in a generic
way.

McCoy et al. developed Prom Week [7], a social simulation game about the
interpersonal lives of a group of high school students in the week leading up to
their prom. Although in this work the virtual agents are not playing against the
user, and therefore the associated social interactions are of a different nature, it
clearly shows a successful application of modeling social interactions in games.

Many researchers report that social cues and emotions can make agents ap-
pear more believable. For instance, Bickmore et al. [8] report that displaying
social cues by virtual agents resulted in agents being more believable in their
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experiments. Also, Canamero et al. [9] and Ogata et al. [10] conclude that emo-
tions help facilitate more believable human-robot interactions.

Gonzlez-Pacheco et al. [11] introduced a robot (Maggie) for playing games
socially. Although their system offers a great contribution on the robotic side,
including the hardware and sensory capabilities and a software platform for
controlling them, it has less focus on provide a generic software framework for
facilitating social interactions during games.

In [12], Van Eck notes that simple games are more suitable than complex
games for establishing empathic effects, since the cognitive load on the players
in such games is much lower. This observation supports our choice of simple card
and board games as the initial target of our work.

Beyond gaming, there are many contexts in which sociable agents and robots
are popular [13], ranging from Keepon [14], a minimalistic musical robot partic-
ularly useful for treating children with autism, to much more complicated social
agents. Whether it is therapeutic care [15], food delivery [16] or playing with
toys [17], social interactions prove to be a crucial aspect of many experiences. In
this work, we study such sociability in a game context.

3 User Study

In our user study, a virtual agent capable of speaking comments and performing
social gaze behaviors (see Fig. 1), played checkers and rummy with participants.
By incorporating two different games, we intended to assess the generality of our
approach and framework.

Our general assumption was that a gaming experience that involves social
behaviors inspired by the semantics of the game would be preferable to a gaming
experience that does not. Two readily available social behaviors were making
comments and introducing some social gaze. The gaze choices for the agent were
limited to ones that involved the agent directing its gaze in three different ways,
but did not include mutual gaze with the user because of the complexities of
assessing mutual gaze. We suspected that users’ non-verbal gestures might also
be important. Because smiling is associated with pleasure in playing games, we
hypothesized that smiles would more readily occur when the agent produced
more types of social behavior.

In our hypotheses below, we are exploring the relationships between social
behaviors (gaze and comments) and participants’ preferences and smiling.

Hypothesis I: Participants will (a) prefer and (b) smile more playing check-
ers and rummy with a virtual agent that interacts using both social gaze and
comments, compared to either a virtual agent using only social gaze or playing
without a virtual agent.

Hypothesis II: Participants will (a) prefer and (b) smile more playing checkers
and rummy with a virtual agent that interacts using only social gaze, compared
to playing without a virtual agent.
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3.1 Experimental Setup

Participants. There were 31 participants in the study, 12 males and 19 females.
The average age of participants was 20.23 with a standard deviation of 3.67. All
participants were offered course credits for their participation.

(a) Straight ahead (b) Thinking (c) Playing

Fig. 1. Different gaze directions of the agent

Interaction Elements. Our virtual agent is shown in Fig. 1. The agent was
always located at the top-right part of the screen (see Fig. 2) and was able
to speak and perform gazes in different directions. These gaze directions were
straight ahead, thinking and playing. The thinking gaze was used before the
agent played a move (for 2 to 3.5 seconds, depending on the game and move),
and the playing gaze was used from 0.5 seconds before playing a move to 1 second
after. The playing gaze was also used during user’s turn and before user’s move
to reflect the anticipation of user’s move in agent’s expressions. A significant
amount of effort was devoted to making the gaze animations and timing smooth
and accurate. The rest of the time (e.g., when agent was speaking to user)
the agent gazed straight ahead (during which time a face-tracking mode was
activated to allow the agent’s head to follow participant’s face). During both
gaze and face-tracking behaviors, the agent’s eyes moved in synchrony with its
head according to well-known rules for human gaze motions.

The agent was also capable of making social comments about its own or the
human player’s moves using the IVONA text-to-speech engine. After the agent’s
comment, the participant is given a chance to respond by choosing one of the
text menus appearing on the right side of the screen. Participants also had a
chance to make a social comment on either their own or the agent’s moves,
after which the agent would respond with another comment. After each played
move, the commenting opportunity was given to one of the players randomly.
A maximum of one comment and one optional response was possible each time.
The participant had the ability to skip entering a comment, or a response, by
either making a move in the game if it was his/her turn, or by selecting “Your
turn” (Fig. 2a) which always appeared as menu choice when the agent’s turn
was coming up. See Sec. 4 for details on the generic framework and how social
comments were chosen.
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(a) Rummy (b) Checkers

Fig. 2. Complete graphical interface of the games. The text menus (in gray buttons) are
offered to the users as options for commenting on the game moves, and also as options
for responding to agent’s comments. Agent’s comments and responses are spoken.

Conditions. The study contained three conditions as follows (in all conditions
the gaming area of the interface was identical):

• NoAgent: The screen space occupied by the agent in the other conditions
was left blank and there were no social comments;

• GazeOnly: Agent with social gaze only;
• GazeComment: Agent with social gaze and comments.

Procedure. As introduced earlier, we used rummy and checkers games in our
study. The study was within-subject. Each participant was assigned one of the
two games and played it in all three conditions, in a random order. At the
start of the study, the participant was consented by the experimenter and told
which game he/she was going to play. The participant was then asked if he/she
needed a tutorial about how to play that game. The tutorials were short one-
page documents in electronic format that explained the game rules, but did not
contain any information about the agent or the conditions. The participant was
given time to read the tutorial while the experimenter waited outside.

The computer used in the study was a touch-screen PC; participants used the
touch input for gameplay.

In all conditions, the participant was told that he/she had an unlimited
amount of time in order to play one round of the game. However, after 7 min-
utes, the participant was given the option to decide to continue the game or to
move on to the next phase of the study. This was primarily done to avoid the
overall study time from being too long. Participants were also told to notify the
experimenter by knocking on the closed door, if they finished the game sooner
than 7 minutes.

After playing in each condition (during which the experimenter waited out-
side) the participant was asked to fill out an electronic questionnaire. The ques-
tionnaire was identical for all conditions of both games. After completing three
conditions and three questionnaires, the study was concluded.

During the study, we also used the Shore [18, 19] face detection engine to
record the occurrences of participants’ smiles.
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Table 1. Questionnaire items and categories

Category 1: Working Alliance Inventory (6 questions)
· I can say that the opponent appreciated my gaming capabilities

· I believe that the opponent and I respect each other

· I believe the opponent was playing honestly

· I was frustrated by my interaction with the opponent in the game *

· I find our gaming experience with the opponent confusing *

· I think the opponent in the game and I trusted one another during the game

Category 2: Enjoyable (5 questions)
· The game was enjoyable

· I would have played the game longer

· I laughed during the game

· The game was fun

· The game was more fun than other similar computer games I have played

Category 3: Sociable (5 questions)
· The game was more social than other similar computer games I have played

· I felt that I had a social experience during the game

· I found the opponent in the game social

· I believe the game meant more than just winning to the opponent

· I believe the game became/was more than just winning for me

Category 4: Human-like and intelligent (3 questions)
· The game experience was natural and human-like

· I found the opponent in the game intelligent

· The game made me feel that I was playing with something more than just a CPU

Category 5: Game adoption (5 questions)
· I would show this game to my friends

· I can see myself getting used to playing this game on a daily basis

· I can see myself playing this game instead of some other more ordinary games

· I can see this game as a close replacement for playing with friends when that is not possible

· If I could, I would have asked for the same kinds of interaction in my other activities as the ones I
had in the game

3.2 Results

Questionnaire. The questionnaire consisted of 24 items using a 7-point Likert
scale from “strongly disagree” to “strongly agree”, coded as 1 to 7, respectively.
The items were 5 different categories which were not apparent in the question-
naire. These categories, and their items, can be found in Table 1. The question-
naire items were presented in an identical shuffled order to all participants.

One of the questionnaire categories consisted of items from the Working Al-
liance Inventory [20], a standard collection of statements used to measure the
alliance between the two parties in an interaction. Alliance refers to the achieve-
ment of a collaborative relationship, meaning that there is a consensus and
willingness in both parties to be engaged in the interaction.

Table 2 shows the results for each questionnaire category, along with the
overall results, in an aggregated fashion. The answers to the 2 items marked
with asterisk in Table 1 were subtracted from 7 because of their phrasings.

Smile Detection. As mentioned earlier, we used the Shore [18, 19] face detec-
tion engine to detect participants’ smiles. We chose smiles because they could
be reliably automated with no special apparatus for the user and also because
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Table 2. Questionnaire results, showing the Mean and Standard Deviation (m(sd)) in
an aggregated analysis over categories and overall for all conditions. p(x, y) shows the
p-value from a paired two-tailed t-test between conditions x and y, where NA stands
for NoAgent, GO for GazeOnly and GC for GazeComment.

Category NoAgent GazeOnly GazeComment p(NA, GO) p(GO, GC) p(NA, GC)

1 3.86(1.72) 4.13(1.67) 4.70(1.54) <.05 �.001 �.001

2 4.02(1.74) 3.99(1.77) 5.14(1.49) .8 �.001 �.001

3 2.25(1.59) 2.65(1.42) 4.39(1.81) �.001 �.001 �.001

4 2.80(1.78) 3.68(1.67) 4.10(1.69) �.001 .07 �.001

5 3.39(1.89) 3.65(1.59) 4.17(1.88) .06 <.003 �.001

aggregate 3.33(1.86) 3.64(1.71) 4.54(1.72) �.001 �.001 �.001

smiles are a facial expression associated with enjoyment in game playing. We
did not have access to any other means of automatically collecting other facial
expressions or body gestures that seemed relevant. In this process, Shore reported
the “perceived happiness” of the participant’s facial expression as a number in
the range of [0, 100], which we recorded every 0.5 seconds. We later counted the
number of times (h) that each participant’s happiness value exceeded 50 in each
condition. It should be mentioned that the creators of Shore have reported [18]
a successful recognition rate of 95.3% for this feature of their engine.

We chose the threshold approach, which filters out low values in Shore’s re-
ported numbers, as opposed to other possible methods of analysis, such as sum-
ming or averaging, to be more certain that the h value better represents smiles
that were most likely caused by the game interaction and not, for example, the
constant smiles of cheerful people. We did not try to correlate the timing of the
smiles with any particular events in the interaction.

The results for a paired two-tailed t-test between the recorded h values in
three conditions along with the mean h values can be found in Table 3.

Table 3. Mean of h values for perceived happiness in three conditions. p(x, y) also
shows the p-value from a paired two-tailed t-test between conditions x and y where
NA stands for NoAgent, GO for GazeOnly and GC for GazeComment.

NoAgent GazeOnly GazeComment p(NA, GO) p(GO, GC) p(NA, GC)

21.19 21.38 49.3 .9 <.002 <.001

To illustrate this distribution better, a three-dimensional area chart, showing
the h values for every participant and in all conditions, can be found in Fig. 3.

Although we arbitrarily chose a threshold of 50 in our analysis, we observed
that for any other threshold, ranging from 5 to 95, the average of h values in the
GazeComment condition was consistently 2 to 3 times larger than that of other
conditions, with similar p-values to the ones reported in Table 3.
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Fig. 3. In this chart, the Y-axis represent the h values (with a threshold of 50) for all
three conditions, while the X-axis contains each study subject (31)

Other Results. As stated before, participants had the chance to continue play-
ing the game after 7 minutes. Out of 93 plays in all conditions, 41 cases were
finished before 7 minutes, 46 were stopped on 7 minutes and only 6 cases were
extended (3 in the GazeOnly condition and 3 in the GazeComment condition).

When the same analyses were performed for the two individual games (check-
ers and rummy) separately, the results of questionnaire and smile detection were
similar to the combined results.

3.3 Discussion

Hypothesis I-a (comparing preferences for the GazeComment condition to the
other two conditions) is strongly supported by the questionnaire results in Table
2, except in the case of comparing the GazeOnly and GazeComment conditions
in category 4 (human-like and intelligent), for which this hypothesis remains
a trend. This shows that nothing stood out for the participants in terms of
agent’s intelligence and human-likeliness between these two conditions. However,
comparing the NoAgent and GazeOnly conditions in category 4 shows statistical
significance. Thus participants’ perception of the agent’s intelligence is greater
in the GazeOnly and GazeComment conditions as compared to NoAgent, even
though the agent was not really more intelligent, since we did not change its
gaming strategies. This increase hints at the importance of sociability when an
agent is intended to be perceived as intelligent.

Moreover, Hypothesis I-a is also fully supported in the aggregated analysis of
the questionnaire results over all categories (see Table 2).

Hypothesis I-b is strongly supported by the results as well. Smile detection
analysis suggests a significant increase in the number of smile occurrences during
the gaming interactions in the GazeComment condition, compared to the others.

Hypothesis II-a (comparing the NoAgent and GazeOnly conditions) is sup-
ported in the 1st (alliance), 3rd (sociable) and 4th (human-like and intelligent)
categories. It remains a trend for the 5th category (game adoption) and unsup-
ported for the 2nd category (enjoyable). On the 5th category, the results suggest
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that the verbal communications are more important than the agent’s presence
and social gaze in the participant’s willingness to adopt the game. Moreover, the
results for the 2nd category underline the importance of verbal communications
in this context. Talking is often an important element of an enjoyable social ex-
perience, especially in games, where interesting events provoke a need for verbal
feedback. Furthermore, the aggregated analysis of the questionnaire results over
all categories strongly supports Hypothesis II-a as well (see Table 2).

Hypothesis II-b is not supported. Smile occurrences do not show any signif-
icant difference between the NoAgent and GazeOnly conditions. This can be
explained by the fact that gazes and direct looks, when not accompanied by any
verbal communications, not only are not fun, but seem rather unpleasant. In
fact, between humans, this kind of behavior usually bears a negative message of
disengagement or dissatisfaction.

Notably, the smile detection results are consistent with the results from a
related item of the questionnaire (the third item in 2nd category of Table 1)
where p(NA, GC) and p(GO, GC) were both �.001 and p(NA, GO) was 0.8.

4 A Software Framework

All of the social comments in our user study were generated using a generic
software framework (see Fig. 4) we developed. This framework brings to the
gaming experience systematically authored social comments selected based on
the semantics of the game. Since the architecture is game-independent, it enables
a developer to create new social games for any robot or virtual agent. Please
note that the gaze behaviors in the study were not generated by this framework.
However, the study system supported BML-like markups for adding non-verbal
behaviors which could be included in the commenting strings.

A High Level Tour of the Framework. The starting point is the Legal Move
Generator which generates all the possible moves on every agent’s turn. Then,
the Move Annotator annotates the generated moves with a set of pre-defined
annotations that have numeric and boolean values, such as move strength (how
much a specific move will help the player win) and novelty or bluffing. If scenarios
are used (see Sec. 4.2), the annotated moves will be first filtered by the Scenario
Filter and then the move with the highest move strength will be chosen by the
Move Chooser to be played by the agent. After each played move, one of the two
players will randomly be selected to make a social comment, to which the other
player can respond. User’s commenting and responding options are presented as
menus on the screen (see Fig. 2). In order to avoid overwhelming the user, on
25% of the moves, unless the move is significant (e.g., a double jump in checkers)
or the game is in a significant state (e.g., win or lose), no comments are made.
The Comment Chooser chooses a comment from the Comment Library based
on the latest played move along with the Game Logic State (and the Current
Scenario, if scenarios are used).
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An author of a new game using this framework only has to implement the
game-specific components in the architecture (gray boxes in Fig. 4) and option-
ally add extra generic or game-specific comments (and scenarios) to the libraries.

4.1 Commenting System

A main purpose of the framework is to generate social comments based on the
semantics of the gameplay. This process involves the Comment Library and the
Comment Chooser, which are explained below.

Comment Library. The Comment Library contains social comments authored
in XML format (see Fig. 5). Each comment includes a set of attributes. Com-
ment attributes are used to determine the best situation in which to use the
comment. These attributes have boolean, numerical and string values. Exam-
ples include competitiveness, regret, compliment, offensive and brag. The game-
Name attribute restricts a comment to a specific game; the gameType attribute
restricts a comment to a specific type of game such as card or board.

Comment Chooser. This component chooses an agent comment or choices for
the user comment menu, in response to the most recent game move or comment.
For commenting on a move, an algorithm finds the best matches for the current
stage of the game out of all the comment library items using the annotations
of the move and the game logic state (as well as the current scenario, in case
scenarios are used). These comments must have the maximum similarity in their

Fig. 4. Framework Architecture. Gray boxes indicate game-specific components while
others are generic. Libraries have both generic and game-specific entries.
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<comment competitiveness=’0.2’ tags="askHand" gameType="card" madeBy="agent"
madeOn="agentMove">

<content>How is your hand?</content>
<response>Good!</response>
<response>Not gonna tell you!</response>
<response>Terrible</response>

</comment>
<comment competitiveness=’0.3’ tags="agentFewCardsLeft" gameType="card" madeBy="human"

madeOn="agentMove">
<content>Oh you got only a few cards left!</content>
<response>Do not worry, too soon to tell</response>
<response>Haha, I am gonna win</response>

</comment>
<comment competitiveness=’0.8’ tags="agentMeld/brag" gameName="rummy" madeBy="agent"

madeOn="agentMove">
<content>And that’s how you make a meld!</content>
<response>Well, wait for mine!</response>
<response>Yes that was nice!</response>

</comment>
<comment competitiveness=’0.7’ tags="humanMultipleCapture" gameName="checkers" madeBy="human"

madeOn="humanMove">
<content>Wow! I seem to love jumping!</content>
<response>Yea, you got me there!</response>
<response>Oh Come on!</response>
<response>Nice set of moves</response>

</comment>
<comment moveStrength=’0.7’ competitiveness=’0.1’ tags="humanMultipleCapture"

gameType="generic" madeBy="agent" madeOn="humanMove">
<content>I should say, you do play very well!</content>
<response>Well, try to learn!</response>
<response>Thank you, you do too</response>

</comment>
<comment competitiveness=’0.6’ tags="longTimeNoMeldByHuman" gameName="rummy"

madeBy="agent" madeOn="humanMove">
<content>You realize you have not made a meld in ages, haha!</content>
<response>Wait for it!</response>
<response>Yeah, I know!</response>

</comment>

Fig. 5. Sample comment library entries for generic and game specific comments. The
madeBy and madeOn properties determine which player is able to use each comment,
and on which player’s move, respectively. The response fields in each comment are the
response options for the player other than the one making the comment.

attributes to the most recent move’s annotations and should also match certain
information from the game state, such as if the game is close to the end or
there are only a few cards left for a specific player. If multiple comments match
the game state criteria and have equal number of matching attributes to the
most recent move’s annotations (with a margin or threshold for numeric values),
then in case of the agent, one comment, or in case of the user, at most three
commenting options are randomly chosen among the candidates. The Comment
Chooser will initially look only among the comments with matching gameName
and then gameType attributes in order to be as specific as possible.
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4.2 Scenarios and Interruptibility

This section describes two mechanisms in the framework that were not utilized
in our study, but we think may be useful in other applications that include
longer-term use of our system.

Scenarios introduce the capability to not only control the verbal interaction
in the game, but to also change the agent’s gaming strategies in order to in-
crease its sociability. A scenario includes a plan for choosing moves with specific
kinds of annotations at different stages of its progress. Thus, the agent can, for
example, start the game strongly or weakly to control the suspense. Scenarios
can also generate attributes for the Comment Chooser to enforce a desired kind
of comment that fits the scenario. For example, the agent can follow a Self-
Deprecating Humor scenario in which it starts the game strongly and then loses
on purpose after generating comments with the bragging attribute to create a
humorous experience for the user or to boost the confidence in a novice player.

In Fig. 4 the Current Scenario is selected by the Scenario Manager from the
Scenario Library at the the start of every session. This selection is made based
on a set of Social Attributes that are imported from outside of the framework.
Thus scenarios can be used to achieve social goals in gameplay.

Interruptibility is continuously reported as a numeric value in [0, 1], where a
higher value is an indication of the current moment being more appropriate for
pausing the game, and, for example, initiating social chit-chat on topics other
than game matters (generating such chit-chat is not part of this framework).
For instance, when there is nothing significant about the current game state,
this value is closer to 1, whereas if a player is about to win, it is closer to 0.

5 Conclusions and Future Work

Our results suggest that there is a great potential in bringing sociability to
the gaming interactions of virtual agents and robots, and that we can do so
in a systematic way, based on the semantics of the game. We observed that
this sociability significantly improved the gaming experience for users and also
caused the agent to be perceived as more intelligent.

This work offers two main contributions. First, we designed and developed
a generic software framework which aims at enabling many virtual agents and
robots to play games socially in the future through making deeply relevant social
comments based on the game state and events. Second, in order to apply and
evaluate our framework, we conducted a user study, during which we observed
both subjective and objective measures of the effects of social gaze and com-
ments. The gaming interactions proved to be significantly more social, human-
like, intelligent, enjoyable and adoptable when social behaviors were employed.
Moreover, the participants showed increased alliance [20] with a social gaming
opponent. Furthermore, since facial expressions can be a strong indication of
internal state, we measured the number of participants’ smiles during the game-
play and observed that the participants smile significantly more when social
behaviors were involved than when they were not.
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A main limitation of our work may be the type of games used. Some more
social but highly verbal games, such as charades, are perhaps beyond this ap-
proach. However, more complex games than rummy and checkers, such as Risk
or Monopoly, would be worthwhile exploring in this framework.

It would also be valuable to explore if the scenarios and interruptibility in our
framework (see Sec. 4.2) can influence gaming interactions and especially users’
perception of the agent’s sociability and intelligence.

Another interesting future direction for this work is to use

Fig. 6. Reeti

emotion modeling techniques (as in [2]) for generating our so-
cial comments, so that they are able to make use of the relation
between different emotional states of the users and emotional
expressions of the agent, in the presence of varying gaming
events. This direction will be able to take good advantage of
the scenario functionality of our framework (see Sec. 4.2).

Moreover, detecting and analyzing other facial expressions
than smile could be worth investigating. Furthermore, this work could be ex-
panded for games involving more players, including one or more agents. Lastly,
using an expressive robot (e.g., Reeti in Fig. 6) could lead to new opportunities.
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Abstract. This paper presents a study of the dynamic coupling between
a user and a virtual character during body interaction. Coupling is di-
rectly linked with other dimensions, such as co-presence, engagement,
and believability, and was measured in an experiment that allowed users
to describe their subjective feelings about those dimensions of interest.
The experiment was based on a theatrical game involving the imita-
tion of slow upper-body movements and the proposal of new movements
by the user and virtual agent. The agent’s behaviour varied in auton-
omy: the agent could limit itself to imitating the user’s movements only,
initiate new movements, or combine both behaviours. After the game,
each participant completed a questionnaire regarding their engagement
in the interaction, their subjective feeling about the co-presence of the
agent, etc. Based on four main dimensions of interest, we tested several
hypotheses against our experimental results, which are discussed here.

Keywords: Human-virtual agent interaction, coupling, co-presence and
engagement measurement, experimental study.

1 Introduction

Coupling [1] is the continuous mutual influence between two individuals, and has
a dynamic specific to the dyad. It possesses the capability to resist disturbance,
and compensates by evolving the interaction. Disturbances come from both the
environment and from within the individuals, depending on how they perceive
the interaction. This definition is recursive since coupling exists because of the
human effort to “recover” it as its quality decreases; this is why it is highly com-
plex to reproduce when employing virtual agents. Coupling between two persons
implies an evolving equilibrium between regularity and surprise, and it is a fun-
damental key to establish an interaction. Our assumption is that coupling and
sense-making are tightly linked to a subjective feeling of several dimensions of
interaction. In this paper we focus on co-presence, believability, and engagement
as these are important dimensions frequently addressed by the virtual character
community.

Many studies in the field of human-agent interaction have tried to develop
believable, co-present, and/or engaging agents. If presence is addressed in vir-
tual reality as the feeling of “being there” [2], co-presence is the feeling of “being
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with” [3]. Believability is how an object or character fits a user’s model, and en-
gagement is a measure for being “into the game”. The improvement of these sub-
jective feelings must address two problems. The first is the multi-dimensionality
of the interaction. Emotional feedback, expressed through facial expressions, is
just one of the cues that helps agents build a better rapport with humans [4].
Also, back-channels are considered “the most accessible example of the real-
time responsiveness that underpins many successful interpersonal interactions”,
and expressive feedback, such as a nod or an “a-ha” (which literally means “I
am listening, tell me more”), given at the right moment, heightens the degree
of convergence [5]. In addition, synchrony is also an important parameter in
human-agent coupling [6]. The second problem is the difficulty of defining and
evaluating the subjective feelings of users. There is much debate on the link be-
tween feeling, in the sense of “What is it like?”, and physiological responses [7].
The debate about the notion of presence is well known [8]. Some researchers
argue that co-presence is primarily subjective, so they try to define a “good”
subjective questionnaire [9], while others stress that only physiological measures
can provide progress on the understanding of presence [10]. It is also possible
to find objective measures for believability [11], or to use subjective evaluation
techniques [12], while engagement can be evaluated by feeling (e.g. of pleasure,
or control), or through objective measures in terms of time before fatigue [13].

To study the links between coupling and the three dimensions (believability,
co-presence, and engagement), we propose a body interaction experiment that
allows us to vary the coupling between a human and a virtual character. We aim
at improving the interaction experience by gathering insights into the princi-
ples necessary for implementing virtual characters. Additionally, the experiment
could help us to better understand how “subjective feeling” should be evaluated.

Details on the experiment, its variations (the different condition scenarios),
and tested hypotheses are given in Sect. 2, while Sect. 3 explains the methods
utilized. Section 4 presents several result sets, which are discussed in Sect. 5.
Conclusions are drawn in the final section (Sect. 6).

2 Experiment

An evaluation test was used to assess the dynamic coupling between a human
user and virtual agent. In a theatrical exercise, two players facing each other im-
itated the other person’s upper-body movements but introduced subtle changes
by proposing, from time to time, new movements. This dyadic imitation game
causes dynamic notions of coupling and interaction to emerge naturally from
both players. Regularity (through the imitation of the other subject) and sur-
prise (seen in the new movements) are intrinsic to the exercise, and are perfectly
balanced. This game meets our needs perfectly, and the participants were asked
to play it with a virtual agent.

Our system uses a motion capture device (Microsoft Kinect) to collect po-
sitional information about the user’s body. Captured coordinates are passed
through a simple averaging filter to reduce noise, and then sent onto a synthesis
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module built in Unity3D. It uses the body coordinates and inverse kinematics to
make the virtual agent strictly imitate/follow the user’s movements. A Wizard of
Oz (WOZ) technique allows an agent to create new movements during the inter-
action. The WOZ, managed by one of the evaluators through keyboard controls,
can change the agent’s hands directions. No blending issues between old and new
movements were perceivable since changes were quite slow. When the WOZ is
disabled, the agent will again start strictly following the user’s movements. To
study only body movements and for artistic reasons, one of Joan Miró’s colour-
ful paintings involving a devil-like minimalist character made of black segments,
was utilized as the agent (see Fig. 1). Participants interacted with the agent by
utilizing one of three scenario conditions:

Fig. 1. Scene installation: When the user is detected, the devil-like character “jumps
out” of the painting leaving a white empty shape, and the interaction starts

• 1st condition (C1): the agent’s behaviour was a pure imitation of the user’s.
• 2nd condition (C2): the agent’s behaviour was partially driven by the WOZ.
• 3rd condition (C3): the agent’s movements were controlled by a previously
recorded motion capture file of another person playing the game.

The agent imitates the user’s movement in cases C1 and C2 with a slight delay.
Without such a delay, the agent almost instantly imitates the user’s behaviour,
which does not seem natural to the human participant, and makes the agent seem
too obviously computer-driven. Pretests showed that employing a half second
delay is a good solution to this problem.

Prior to our experiment, we formulated several hypotheses involving four di-
mensions of interest (coupling, co-presence, engagement, and believability) that
will be measured through a questionnaire:

Hypothesis 1. The four dimensions would be most prominent in condition C2
rather than in C1 or C3. Also, since the agent does not react to human
behaviour in C3, no connection would develop between the subject and the
agent. This suggests that higher results would be expected in C1 than in C3.
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Hypothesis 2. Level of engagement, sense of co-presence, and believability are
due to a subtle equilibrium between surprise and regularity during an in-
teraction. In other words, co-presence, engagement, and believability are
connected to the level of coupling.

Hypothesis 3. Engagement and a feeling of co-presence are linked. Perceiving
the co-presence of the agent makes the game more fun, and so more engaging.

3 Method

The experiment was conducted at a school during an exhibition about the links
between art and science. We decided on an independent-measures design: each
subject participated in just one condition scenario (C1, C2, or C3). Data from
forty-one French-speaking subjects (20% women, 80% men) was collected: thir-
teen subjects, age from 18 to 30 (Median = 21), participated in C1; fifteen,
age from 15 to 42 (Median = 21), participated in C2; thirteen participants, age
from 19 to 46 (Median = 20), interacted with the agent under condition C3.

The exercise was explained to the subjects and they were invited to play the
game with one of the evaluators. This introduction encouraged the participants
to feel the type of connections that could occur in the game. The subjects did not
know which condition they were playing, and to measure their level of engage-
ment, no time limit was imposed. At the end of the interaction, each participant
filled in a questionnaire (see Table 1) to judge their experience and the agent’s
behaviour.

Table 1. The sixteen statements in our questionnaire

Dimension Question

Coupling q1. I had the impression that the agent was proposing new movements.
q2. I had the impression that the agent was following my movements.
q3. I had the feeling that the agent’s behaviour was connected to mine.
q4. The agent did not take my movements into account.
q5. I was able to make the agent follow me.
q6. I was surprised by the agent’s behaviour.

Co-presence q7. I had the impression that I was in the presence of another being.
q8. I had the feeling that the agent was aware of my presence.
q9. I perceived the agent as a simple computer program.
q10. The agent seemed aware of its own behaviour.

Engagement q11. I enjoyed playing with the agent.
q12. I had the feeling that I was really playing with the agent.
q13. Playing the game with the agent was easy.

Believability q14. The agent’s behaviour made me think of human behaviour.
q15. I don’t think that the agent was behaving like a real person.
q16. I had the impression that the agent was controlled by a human.
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The questionnaire contained sixteen statements (each used a 6-point Likert
scale: 1 = disagree strongly; 6 = agree strongly) grouped according to the four
dimensions we have retained. Six of them are based on the definition of cou-
pling presented in [1] and then they are related to the feeling of regularities and
surprises during the interaction. Our evaluation of co-presence drew inspiration
from a questionnaire proposed in [3]. Level of engagement was evaluated accord-
ing to how enjoyable the agent interaction was for the participant, the ease of
the interaction, and whether the user felt involved in the game. We also recorded
the length of each interaction with the aim of collecting additional information
on the users’ engagement since more engaging interactions last longer. To assess
the perceived believability of the agent’s behaviour, the questionnaire addressed
the closeness of the agent’s behaviour to human actions.

4 Results

Each questionnaire was analysed by evaluating each statement within the con-
text of the three condition scenarios (C1, C2, and C3). We compared the answers
to each question pairwise, by considering each pair of different conditions. For
this we utilized the Wilcoxon test, a non-parametric equivalent of the t-test. All
our hypothesis analyses were one-tailed because the direction of each expected
difference was specified. The results were significant for several of the statements,
particularly for those that evaluated the feeling of coupling. Subjects easily rec-
ognized that the agent suggested fewer new movements (q1 ) in condition C1
than in C2 (p < .01) or C3 (p < .01), and less in C2 than in C3 (p < .01).
They also noticed when the agent was following the user more closely (q2 ) in
condition C1 rather than in C3 (p < .01), and more in C2 than in C3 (p < .01).
Participants felt a stronger connection between their behaviour and the agent’s
(q3 ) in C1 than in C3 (p < .01), and in C2 rather than in C3 (p < .01). In q4
(question 4), the agent was judged as taking the subject’s behaviour more into
account in condition C1 than in C3 (p < .01), and more in C2 more than in C3
(p < .01). The subjects were more surprised by the agent’s behaviour (q6 ) in C3
than in C1 (p < .05).

These results show that we did not find many significant differences between
conditions C1 and C2. This is not surprising, particularly for those questions
that asked the subjects if they felt that the agent was following them (q2 and
q5 ), or if they felt a connection with the agent (q3 ), or if the agent was taking
their movements into account (q4 ), since the agent imitates the subjects in both
conditions. However, the agent imitates less in condition C2, and people do tend
to feel it, as shown in the box plots diagrams in Fig. 2. The diagrams of q2 and q5
shows that the subjects were more aware of the agent imitation in condition C1
than in C2. The diagram for q4 shows that people tend to believe that the agent
takes their movements into account less in condition C2 than in C1. The agent
seems a little more surprising in C2 than in C1, as shown by the box plot diagram
of q6. The diagram for q3 indicates that people feel slightly less connected to
the agent in condition C2 than in C1. It is more surprising that the subjects
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also feel quite connected to the agent in condition C3 (even though there is a
significant difference between the other two conditions). Perhaps this condition
scenario forces people to try harder to play (since the agent doesn’t interact at
all), and the increased effort causes the players to imagine a connection that
isn’t there.

Fig. 2. Box plot diagrams of the coupling questions

None of the questions regarding agent believability produced significant re-
sults, and the questions regarding co-presence contained almost no significant
results. Participants felt that the agent was aware of its own behaviour (q10 )
more in condition C3 than in C1 (p < .01) and C2 (p < .05), and more in
C2 than in C1 (p < .05). No significant results were obtained for the feeling
of engagement, except in question 12, where the subjects had the impression of
playing with the agent more in condition C3 than in C1 (p < .01).

Co-presence and engagement are very hard to evaluate solely through a ques-
tionnaire, although we did hope to find that a feeling of co-presence and en-
gagement are linked to the level of coupling between the human and the virtual
agent. Consequently, we built a correlation matrix between all the questions
(disregarding the condition) by utilizing Spearman’s Rho correlation coefficient.
The two-tailed significance level of the correlation was measured to determine
if it was significantly different from a zero-correlation in the positive or nega-
tive directions. Indeed, some of the questions were correlated (see Table 2). We
also checked for a correlation between the questions and interaction duration,
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but only a weak result (Rho=0.268, p < .05) was obtained for question 12. It
seems that the subjects interacted longer when they had a stronger impression
of “playing” with the agent. Even without significant results for the agent’s be-
lievability, correlations were detected between the questions on co-presence and
believability and the questions on engagement and believability.

Table 2. Results of Spearman’s Rho correlation coefficient for N=41

Pair of Spearman’s Pair of Spearman’s
questions Rho questions Rho

coupling- q1-q10 0.757 p < .01 q4-q10 0.319 p < .05
co-presence q1-q8 -0.296 p < .05 q5-q8 0.352 p < .05

q2-q8 0.428 p < .01 q5-q10 -0.299 p < .05
q2-q10 -0.407 p < .01 q6-q7 0.507 p < .01
q3-q8 0.334 p < .05 q6-q10 0.306 p < .05
q4-q8 -0.324 p < .05

coupling- q1-q12 0.35 p < .05 q6-q11 0.311 p < .05
engagement q3-q13 0.415 p < .01 q6-q12 0.383 p < .01

co-presence- q7-q11 0.438 p < .01 q9-q11 -0.408 p < .01
engagement q7-q12 0.619 p < .01 q9-q12 -0.29 p < .05

q8-q11 0.283 p < .05 q10-q12 0.312 p < .05

co-presence- q7-q14 0.33 p < .05 q7-q15 -0.375 p < .01
believability q10-q14 0.481 p < .01

engagement- q11-q15 -0.263 p < .05 q13-q14 0.475 p < .01
believability q12-q14 0.323 p < .05 q13-q16 0.367 p < .05

q15-q12 -0.475 p < .01

5 Discussion

As for the first hypothesis, the experimental setup clearly allows coupling to
emerge, and C2 gives the users the best feeling of coupling. Another property
of C2 is its balance between surprise and regularity. For instance, q6 shows
that C2 encourages more surprise than C1 and less than C3 (where the agent’s
behaviour is unconnected to the human’s). Similarly, q1 shows that C2’s be-
haviour is felt to lie somewhere between that of a passive agent (C1) and a
directed agent (C3). A consideration of the questions concerning believability,
co-presence, and engagement shows that C2 represents a balance between low
and high autonomous behaviours (q10 ). No other significant results concerning
the discriminatory role of C2 were found, for which there are two possible ex-
planations: 1.) feelings like co-presence and engagement are difficult to assess
solely with a questionnaire, and 2.) some questions are victims of alternative
interpretations, or were inadequate for discriminating our types of interaction.
The second case was particularly true for the statements involving believability.
All of our condition scenarios present agent behaviour intrinsically similar to
that of a real human: the agent is solely driven by the user in C1, the agent
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partly reproduces the behaviour of the user in C2, and the agent plays back a
behaviour generated by another human in condition C3. When considered this
way, users can judge all the agent’s behaviours to be human-like.

Condition C3 produced an interesting result. We did not expect any connec-
tion to be established between the subject and the agent, so initially thought
that C1 and C2 would generate stronger engagements. However, q12 ’s results
show that users believe they are playing with the agent more in C3 than in C1.
It appears that when a subject is imitating the agent, they also believe that
they are playing the game together, and so feel an increased connection. The
subjects seem to actively look for this connection since it is the goal of the ex-
ercise. This indicates how a goal’s role in this type of study can have a strong
impact on the users’ sense of engagement. There is a real difficulty in finding a
balance between the fact that the subject must do something with the virtual
character to induce coupling and how the user can become so focused on their
role that the precise behaviour of the agent becomes less important. To test our
last two hypotheses, we looked at the correlation between questions (indepen-
dent of the experimental conditions). We examined the subjective links between
human feelings, which are not necessarily related to the objective behaviour of
the virtual character. Most of the questions about coupling correlate with one
or more questions about co-presence (Table 2). From the user’s point of view,
the agent seems to be aware of the subjects’ presence when it takes their move-
ments into account and follows them, and this regularity is what people expect.
Subjects feel the agent’s presence strongly when its behaviour surprises them,
so a balance between regularity and surprise increases a sense of co-presence.
Even if people cannot objectively define what condition makes the feeling of
co-presence stronger, they can subjectively feel that such a feeling has increased
when coupling emerges. This confirms part of our second hypothesis. The other
part, concerning the link between coupling and engagement, is harder to sustain
since the only relevant correlations are between q11 and q6, and between q12
and q6. Clearly, surprise triggered by an agent’s behaviour has an effect on a
user’s engagement because it increases the game’s enjoyment, and heightens the
impression of playing with the agent. This result may not be enough on its own
to show a link between coupling and engagement, but it connects engagement
with surprise as a component of coupling.

Table 2 shows several correlations between questions about co-presence and
those on engagement. When a subject enjoys playing with the agent, they feel
more involved in the game, feel the agent’s presence, and form an impression
that the agent is perceiving them. As a consequence, the agent is not seen as
a simple computer program. Although there is a clear link between the feel-
ing of co-presence and engagement, the subjects do not find it easy to judge
which condition scenario provokes a stronger sense of co-presence and engage-
ment, but they do subjectively connect these two dimensions. Our hypotheses
did not consider how the feelings of co-presence and engagement can influence
the believability of agent behaviour, but a strong correlation between questions
on co-presence and engagement, and questions on co-presence and believability
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was found (see Table 2). When users feel the agent’s presence, or enjoy playing
with it, they also judge its behaviour to be more human-like.

These correlations stress the link between subjective feelings and objective
conditions. For example, C2 and C3 are objectively different, but no statistical
difference was found between them regarding the feeling of co-presence. How-
ever, there are correlations between the feeling of co-presence and the feeling
of coupling. This can be explained by how a person will construct a feeling of
coupling with an agent even when such a connection does not really exist (see
Fig. 2.c). For instance, the agent in C3 is constantly proposing new movements,
but because the participants knows that the goal of the game is to imitate and
be imitated, they try to create a (fake) coupling. They feel coupling because they
want to, and once they think they are coupled with the agent, they also begin
to feel its presence. To confirm this notion, we checked the correlations between
coupling and co-presence in C3 and several interesting results were revealed. For
example, q8 (“I had the feeling that the agent was aware of my presence”) cor-
relates with almost all the questions on coupling: q1 (Rho=-0.541, p < .05), q2
(Rho=0.765, p < .01), q4 (Rho=-0.74, p < .01), and q5 (Rho=0.815, p < .01),
for N=13; q9 and q4 also correlate (Rho=0.618, p < .05), indicating that the
agent is perceived as less like a simple computer program when it takes the
user’s movements into account. The correlation between co-presence and cou-
pling, which was found independent of the game condition, indicates that there
is a “hidden” correlation phenomena at work. Perhaps there are two types of
user: those who try to “play the game” by introducing a coupling, and so feel
coupling and co-presence by the end of the experiment, and those users who do
not “play the game” and so are denied those feelings.

6 Conclusions

We have presented a study on human-virtual agent body interaction with four
dimensions investigated: coupling, co-presence, engagement, and believability.
Our results show that coupling is easily recognized by the participants, but
the other three dimensions are harder to assess solely through a questionnaire.
However, result correlations were found between coupling and co-presence, and
between coupling and engagement. It seems that people do feel a sense of co-
presence and heightened involvement when they feel coupled with the agent.
There is a link between co-presence and coupling for subjects who make an
effort to create coupling. This desire for interaction provokes a fake feeling of
coupling which improves the feeling of co-presence. There may be an objective
measure of this “coupling willingness”, developing such a measure presents our
next challenge.

Our results suggest that cognitive architectures must include coupling capa-
bilities, as in [6], in agents intended to engender a strong sense of co-presence
and engagement with users. As our work shows, when these two dimensional
values are increased, then so does the believability of the agent behaviour. We
also introduced the importance of interaction willingness and we propose a link
between action and co-presence.
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Improving Motion Classifier Robustness
by Estimating Output Confidence
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1 Introduction

Embodied conversational agents that can sense and respond to multiple modal-
ities of user communication, like speech, gesture, and facial expressions, create
a better impression and facilitate communication [1,2]. Responding to a user’s
gestures entails classifying the content and quality of each gesture, but classifi-
cation performance is dependent on the selection of input sequence boundaries.
Small changes in the boundaries of an input sequence can have a large effect
on classifier output. Failing to correctly classify a user’s gestures may cause an
agent to respond incorrectly, which can negatively impact the agent’s ability to
communicate.

Motion classifiers must be robust to changes in input boundaries to create
effective conversational agents. This poster outlines a method of modifying any
learning based motion classifier to estimate the confidence of the classifier’s out-
put. The method calculates confidence by using multiple classifiers that are sen-
sitive to different input sequence boundaries. Preliminary results show that the
classification rate of a motion classifier improves by selecting input sequences
with highest confidence estimation.

2 Model

The error rate of a motion classifier is dependent on the location of the input
motion sequence’s boundaries. A shift of a single frame in either the start or
end boundary of an input motion sequence can have a negative impact on the
classifier’s error rate.

The effect of input sequence boundary shift on a motion classifier’s error rate
is a result of the selection of the boundaries of the training motion sequences. For
example, if two identical classifiers are trained with the same motion sequences,
except the start boundary of every training sequence is shifted by one frame
forward or backward, then one classifier will have a lower classification error
rate. If, however, the boundaries of input motion sequences are shifted the same
way as the boundaries of the training motion sequences, then the output of the
two classifiers is similar.

The similarity between two classifiers trained with the same motion sequences,
but with different boundaries, can be used to estimate the confidence of a motion
classifier. The less similar the outputs of the two classifiers are, the less likely it
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Table 1. Classifier Error Rates

(a) Static Boundary

Training Testing
0.09 0.35

(b) Variable Boundary

Training Testing
0.08 0.12

is that the outputs are correct. The similarity of the two outputs is a measure of
the confidence of their combined output. Furthermore, if there are more than two
classifiers, trained with different permutations of boundary shift, the probability
that all of the classifiers will produce the same incorrect output is low.

A compound classifier, multiple motion classifiers trained with different per-
mutations of boundary shift, is used to search for input sequence boundaries
with the highest output confidence. The confidence of the compound classifier’s
output, c, is the reciprocal of the average deviation of all of the sub-classifiers
and is calculated as

c = 121/(

11∑
i=1

11∑
j=1

|a− oij |) (1)

where o is the output of a sub-classifier and a is the average output of all of
the sub-classifiers. The compound classifier uses 121 sub-classifiers because the
effect of boundary shift plateaus at 5 frames of total boundary shift and there
are 121 permutations of shifting an input sequence’s start and end boundaries by
5 frames or less. The average output of the classifiers with the highest confidence
is the final output of the variable boundary compound classifier.

3 Preliminary Results

The variable boundary compound classifier is tested with a feed-forward neural
network that uses simple kinematic features, such as average velocity and ini-
tial acceleration, to classify Laban Movement Analysis (LMA) Effort factors of
motion capture data. Zacharatos et al.[3] demonstrated the ability and utility of
classifying the LMA Effort factors of movements.

Table 1 summarizes the 24-fold cross validation error rates of the variable-
boundary compound classifier and the static-boundary simple classifier. The
288 non-emblematic training motions represent a diversity of movements as de-
fined by LMA. Note that the error rates of the static-boundary classifier and
variable-boundary classifier are similar for the training set but are different for
the testing set.

The training set error rates of the two classifiers are similar because the classi-
fiers are sensitive to the boundaries of the training motion sequences. The testing
set error rates are different because the compound variable-boundary classifier
is more robust to the segment boundary shifts in sequences on which it was not
trained. Note that the difference between training and testing error rates is 0.26
for the static-boundary simple classifier, but is 0.04 for the variable-boundary
compound classifier.
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The variable-boundary compound classifier is more robust to variability in
input sequence boundary selection for an LMA neural network classifier. Future
work will evaluate the impact of interacting with a conversational agent that
uses a variable-boundary compound classifier. The compound classifier’s con-
fidence may also be useful in creating more sophisticated conversation agents.
For example, a conversational agent should respond differently to a user who is
definitely nervous than to a user who is potentially nervous. Future work should
also evaluate using classifier confidence to create more nuanced conversational
agents.
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Abstract. We are working towards computational models of mind
of virtual characters that act as suspects in interview (interrogation)
training of police officers. We implemented a model that calculates the
responses of the virtual suspect based on theory and observation. We
evaluated it by means of our test, the “Guess who you are talking to?”
test. We show that this test can contribute to building response models
for believable virtual agents.

Keywords: Response Model, Evaluation, Virtual Agent.

1 Introduction

We work towards a virtual agent that can play a suspect in a serious game
that can be used by police students to hone their skills in police interviewing.
A virtual agent needs three main components to be able to have a meaningful
interaction. The actions of the user have to be sensed and interpreted (e.g. the
user says “Confess, criminal!” which is dominant and aggressive behaviour).
This interpretation provides the input to a response model that provides the
reasoning of the agent (e.g. the user is dominant and aggressive which makes
me sad and angry). A response model should take into account the specific role
that the agent plays. In this case that is a suspect with all the tactics and
psychological manoeuvring that is involved. A response model based on human
behaviour can be used to make the behaviour of a virtual agent more believable
to humans [5]. Based on the state of the response model the agent can select
the most appropriate behaviour in its repertoire (e.g. make a sad face and say
“You’re not nice!”). The human responds to the agent and the cycle continues.

In this paper we discuss a method to evaluate response models. We focus
on the consistency with which a response model (and thus an agent using this
response model) can portray a personality. We present a way to evaluate only
the response model, in an abstract interaction without actual linguistic content.
We report the evaluation of a suspect response model based on the work in [3].

2 Method for Evaluation of Response Models

In this Section we present our method for evaluating response models and we
show the viability of this method by evaluating a response model. The response
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model is based on the work in [3] where we analysed the DPIT-corpus [1] to
get insight into the social behaviour of police officers and suspects in the police
interview setting. We collected terms that people use to describe the interactions
in the corpus. A factor analysis revealed factors that could be interpreted as
relating to the theories of interpersonal stance [4], face [2], and rapport [6] and
the meta-concepts information and strategy. Our response model can portray a
persona based on settings in the response model that are based on these theories.

We want to know whether a response model can portray a persona in a
recognizable and consistent way using our “Guess who you are talking to?”
test. Participants interact with the response model and have to guess which of
a selection of personas is portrayed by the system. In our method, we evaluate
the response model in an abstract manner, without the ambiguity of specific
utterances that stem from the semantics of the utterances rather than the
emotional and pragmatic variables that the model is intended to account for.
Evaluating a response model using utterances that have a subjective quality
introduces two sources of ambiguity related to the experiment: during the creation
of the utterances (e.g. by the virtual agent) and during the interpretation of the
utterance (e.g. by the user). The following examples show an interaction of two
utterances (1u and 2u) that are ambiguous and the ‘intended’ interpretation of
these utterances in terms of the response model (1i and 2i):

1u Police: “Why did you hide the body?”
1i Intention of the Police in terms of the response model: “Open Question, Dominant

Stance, Politeness is Direct, Indication of Guilt, ..., Case Related Frame”
2u Suspect: “None of your business!”
2i Intention: “Aggressive Stance, Short Answer, Strategy Avoiding, ..., Unfriendly”

Some utterances leave room for interpretation and the reader might interpret
these sentences different from how they should be interpreted according to the
writer. In our method, participants interact with a response model in an abstract
manner. This means the interaction takes place in the terms of the response
model: the user is his own wizard of Oz. This way there is no confusion between
what a writer meant and what he wrote down, and what the participant read
and what he thought the writer meant. However, this comes at a cost. The
participants need to be instructed on the abstract factors that the model uses
and the personas that are portrayed by the model.

The participants have at least two sessions of interactions with the response
model, once with one of the personas and once with a random response generator
(not based on a persona or response model). During each session they are asked to
indicate with which of the personas they think they are interacting. In addition,
the participants are asked how confident they are about their choice, how realistic
they found the interaction, and how familiar they are with the concepts and
terms used in the response model. Finally, after each session they are asked
about their experiences during the interaction.

Our Response Model Tester consists of two graphical frames that users see and
use during interactions with the ‘suspect agent’. These frames handle all input
from and output generation to the user. The input the user gives in the police
frame is the police contribution to the interaction. This input is given in the
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terms of the response model, see example 1i above. The input is passed to the
response model that calculates the suspect behaviour. This suspect behaviour is
depicted in the suspect frame again in terms of the response model, see example
2i above. All response model input and output, and the participant’s choices,
confidence, and realism ratings are logged.

2.1 Participants and Evaluation

For our evaluation, 48 participants (42 male, mean age 24.8 with SD 3.7)
volunteered to take part in the study.

Three personas were created, based on personas from the DPIT-corpus [1,3].
Each persona was introduced in a short text. Participants received elaborate
explanation of the factors in the response model (e.g. stance) and the aspects of
the contributions of both the police and suspect (e.g. an aggressive stance). Each
factor was explained and illustrated with several examples. Participants were
encouraged to ask questions if something was unclear to them. Once everything
was clear, they could start playing with the response model.

2.2 Results and Discussion

A total of 39 (81.25%) participants guessed correctly with which persona they
were interacting after eight interactions. Participants who were correct were
(significantly: Z = −2.001, p < 0.1) more confident (4.41) compared to the
participants who were incorrect (3.67) (rated on a 5-point Likert scale (1=strongly
disagree, 5=strongly agree)). The realism rating was similar: 3.90 for correct
compared to 3.89 for incorrect. In the interactions where the responses of the
system were random we might expect that each of the personas would be chosen
an equal number of times (33%). However, the distribution of choices for the
personas was 62.5%, 20.8%, and 16.7%. The average confidence level for
interactions with personas was significantly higher 4.27 (SD = 0.76) compared to
3.46 (SD = 0.77) for the random interactions (Z = −4.2, p < 0.00). The average
level of realism for personas was significantly higher 3.90 (SD = 0.52) compared
to 3.35 for random rounds (SD = 0.89) (Z = −3.7, p = 0.001).

After the experiment, we informally asked participants about their experiences
during the experiment. People who interviewed the random generator first
reported that they started doubting their decision on the first persona after
they had interacted with the second persona. They felt more confident about
choice for the second persona. They also felt the first to be more random after
they had interviewed the second. They reported the second persona met their
expectations of one of the three personas. Some participants struggled with the
feeling that when they had chosen a persona for the random output they felt
they could not pick that persona again at their second run. They felt this way
because the output was different from the first and they did feel some sort of
confidence about their first choice. This led to some people mistakenly choosing
a different persona from the one they chose earlier. People tended to base their
decision on parts of the output generated by the persona, they did not always
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look at all the output. They tried to rationalize ‘weird random output’ and
actively tried to find reasons to consider it as correct and realistic. Also, we
asked on which aspects of the suspect response they based their decision. Most
participants based their output only on parts of the suspect response. However,
the part they focussed on differed and across all participants all of the suspect
response output was used.

3 Conclusion

The results of this “Guess who you are talking to” test give an indication that our
response model generates responses to user actions in such a way that the user
is able to recognize a persona. This gives evidence of the validity of the response
model and it promises that the model can be used in the implementation of
believable virtual suspect characters with various personal characteristics as we
encountered in our police interview corpus.

The method of evaluation of response models gives insight into the consistency
with which a response model can portray a personality. It provides hints for
improvements of the response model. Investigating which aspects of the model’s
response participants that ‘guess wrong’ focus on can provide hints for
improvements of the model on these aspects. It is possible to investigate how
each part of the response model’s response contributes to a ‘correct guess’ of
participants by showing only some parts to different participants and comparing
their ‘correct guess-scores’. In addition, when comparing several settings for
a persona our evaluation method can show which setting is recognized most
consistently as this persona, thus showing the ‘optimal settings of the persona’
in the response model.
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Abstract. Communicative feedback in dialogue is an important mechanism that
helps interlocutors coordinate their interaction. Listeners pro-actively provide
feedback when they think that it is important for the speaker to know their mental
state, and speakers pro-actively seek listener feedback when they need informa-
tion on whether a listener perceived, understood or accepted their message. This
paper presents first steps towards a model for enabling attentive speaker agents
to determine when to elicit feedback based on continuous assessment of their
information needs about a user’s listening state.

Keywords: Communicative feedback, feedback elicitation, dialogue.

1 Introduction

Much work has been directed towards producing ‘active listening’ behaviours in vir-
tual conversational agents. Virtual agents, however, often also come to contribute and
provide information in the role of the speaker in dialogue. In previous work, we de-
scribed abilities that conversational agents need in order to be ‘attentive speakers’ [5].
Such agents should be able to attend to and to interpret multimodal communicative feed-
back (short verbal/vocal expressions such as ‘uh-huh,’ ‘okay,’ etc., head gestures, facial
expressions and gaze) from their users. They should then be able to make inferences,
based on these feedback signals, reason about the users’ listening-related mental state
and to adapt their ongoing utterances to the users’ specific needs. If the evidence and in-
formation is insufficient, e.g., because a user is not a very active listener and gives only
limited informative feedback, attentive speaker agents should also seek user-feedback
pro-actively. That is, they should elicit communicative feedback from their users when-
ever knowledge of a user’s state of dialogue processing might be helpful to their (the
agent’s and the user’s) ‘joint project’ [7].

In this paper, we propose that one factor in determining when to elicit feedback from
users is an agent’s ‘information needs.’ Effective communicators tailor their utterances
to their addressees, and want to make sure that their message is conveyed optimally
at any point in time. The assumption is that an agent has a good understanding of
how a message is likely to be received by the interaction partner. At given points in
the dialogue, the agent may be sufficiently certain of a user’s listening-related mental
state. In these cases, additional feedback by the user might not actually be informative.
In other situations, however, the agent’s uncertainty about a user’s listening state may

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 71–80, 2014.
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not warrant well-grounded choices in language generation, or may even be completely
unknown. Furthermore, when choices for strategies and mechanisms for adaptive gener-
ation are limited, the agent needs to know in which – of a number of the states it knows
how to deal with – a user can most likely be found. Given that such information needs
occur, eliciting feedback from the user is one strategy to ensure and achieve an effective
dialogue.

We present first steps towards a model that enables virtual conversational agents to
determine when to elicit feedback by assessing their information needs about a user’s
mental state when processing an utterance. After reviewing research on feedback elicita-
tion and explaining our current approach to modelling a user’s listening-related mental
state in Sect. 2, we present an extension of a model that captures the temporal dynamics
of this process during ongoing utterances in Sect. 3. In Sect. 4 we then discuss ap-
proaches to utilising this dynamic model to quantify an attentive speaker agent’s infor-
mation needs and give an example of how these needs evolve over time in a simulated
dialogue situation. Finally, in Sect. 5, we discuss the proposed model and conclude
this paper.

2 Background

2.1 Feedback Elicitation

An assumption commonly made in research on backchannels and communicative feed-
back is that listeners in dialogue produce feedback, at least partly, in response to be-
havioural ‘elicitation cues’ by their interaction partners1. These cues have been analysed
extensively. It has been found that acoustic features [9,12,22], syntactic information
[9,12], gaze [3], as well as head gestures [10] play a role in eliciting feedback responses
from listeners. The mechanism used to identify feedback elicitation cues used in these
studies, however, is problematic for two reasons. Firstly, only cues that were actually
followed by listener feedback were analysed (i.e., only those cues to which listeners
responded). Secondly, speech that preceded listener feedback signals was assumed to
contain a cue (i.e., the possibility that the listener produced the feedback signal without
being cued by the speaker is not allowed). Consequently, these types of analyses miss
some of the cues that speakers actually produced, while categorising behaviours as a
cue that were not intended as such.

These problems have been addressed by having multiple listeners respond to the
same speaker behaviour in either a ‘parasocial interaction’ setting [11] or by creating
the illusion of being in a one-on-one interaction with the speaker for more than one
listener simultaneously [13]. These methods seek to remedy the first problem by in-
creasing the range of available cues (different listeners responding to different cues).
Similarly, the second problem may be remedied by clustering feedback (places in the
speaker’s speech that are followed by feedback signals from multiple listeners are more
likely to contain a cue). Nevertheless, the form-features in feedback elicitation cues

1 It should be noted that communicative feedback serves functions for listeners as well, e.g., they
can signal comprehension problems early on so that speakers can address them before they get
worse.
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have proven informative enough to enable automatic detection of feedback elicitation
cues in audiovisual data-streams and have been successfully used to model the feedback
behaviour of virtual agents [17,20].

A different line of research has shown that conversational agents producing synthetic
feedback elicitation cues while speaking, received feedback responses from their hu-
man interaction partners. Elicitation cues were either generated using an HMM-based
speech synthesis system trained on a corpus of acted speech containing elicitation cues
at interpausal unit (IPU) boundaries [15,16], or by adding prosodic and non-verbal cues
to the behaviour repertoire of a virtual agent [18].

What is not proposed by either of these two approaches – nor in the literature on
feedback – is a theory of when and why speakers produce feedback elicitation cues. Em-
pirically, this is due to the problems involved in identifying elicitation cues as described
above. From a theoretical point of view, cues are produced at different levels of inten-
tionality. They can be fully intentional, e.g., when the speaker wants to know whether
the listener understood what was said. They can also be produced by convention, e.g.,
by inviting a backchannel at the end of an IPU. Additionally, they can also occur purely
coincidentally, e.g., a breathing pause by the speaker might be taken as a backchannel
opportunity. In the following, we will concentrate on intentional feedback elicitation
cues strategically produced by speakers with the aim of obtaining more – possibly new
– information about their listeners’ state of understanding (i.e., cues produced out of ‘in-
formation needs’), most likely to reduce the uncertainty about the state of the dialogue.

2.2 Attributed Listener State

Another common assumption is that communicative feedback and backchannels are one
and the same, and that listeners, when giving feedback, merely communicate that speak-
ers can continue speaking. Under this assumption, it would be sufficient for feedback
elicitation cue placement to be governed by simple rules. Backchannels are, however,
just one type of feedback (termed a generic listener response by Bavelas and colleagues
[2]). Feedback signals can be much richer in their form [21] and often fulfil specific func-
tions [2] that go beyond the backchannel. By strategically placing feedback elicitation
cues in a turn, speakers can thus use them as a way of querying information from listeners.

According to Allwood and colleagues, listeners use feedback to communicate
whether they are in contact with the speaker, whether they are willing and able to per-
ceive what the speaker is saying, or whether they are willing and able to understand
the speaker’s message. They also convey attitudinal reactions such as acceptance or
agreement with the speaker’s message [1]. As such, listeners partially reveal their men-
tal state – the ‘listener state’ [5,14] – which in turn allows speakers to reason about
possible communication problems and common ground, and provides a basis for repair
processes and adaptation of language to the listeners’ needs. Based on this listening
state, we proposed earlier [5,6] that an attentive speaker agent should maintain an ‘at-
tributed listener state’ (ALS) about its dialogue partners that tracks their actual listener
state based on an interpretation of their feedback behaviour and the dialogue context.

This ALS is modelled probabilistically as a Bayesian network consisting of five vari-
ables C, P, U , AC, AG. These variables represent whether the speaker agent believes the
listener to be in contact, and whether it believes the listener to perceive, understand, or
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Fig. 1. Dynamic version of the Bayesian network model of the listener [6]. Posterior distributions
of attributed listener state variables C, P, U , AC, AG, GR calculated at time ti are taken as prior
feedback [19] at time ti+1 and influence their corresponding variables C′, P′, U ′, AC′, AG′, GR′.

accept an utterance and to agree with its proposition, respectively. See Figure 1 – either
the left or the right time slice – for a simplified graphical depiction of the model. The
domain of each of the ALS-variables consists of three elements: low, medium, and high,
and represent whether the listener’s understanding (for example) is believed to be low,
medium, or high, respectively (see [6] for details). A probability assigned to this element
(e.g., P(U = high) = 0.3) is interpreted as a speaker’s degree of belief that a listener’s un-
derstanding is high. A probability distribution over this variable (e.g., P(U = low) = 0.2,
P(U = medium) = 0.5, P(U = high) = 0.3) is thus considered to be a speaker’s belief
state about this variable.

The ALS-variables influence each other according to the hierarchy of feedback func-
tions [1] and are influenced by variables that model the listener’s behaviour, the speaker’s
utterances and expectations as well as the dialogue situation (for simplicity these factors
are collapsed in the boxes ‘feedback’ and ‘context’ in Figure 1; see [6] for details). This
allows for a context-sensitive interpretation of the listener’s feedback behaviour. Further-
more, the five ALS-variables contribute to an inference about the grounding status of the
utterance (GR) thus interpreting the listener’s feedback as ‘evidence of understanding’
[8].

3 Temporal Dynamics of Attributed Listener State

A limitation in Buschmeier and Kopp’s [6] Bayesian model of attributed listener state
is that it analyses feedback signals and their dialogue context at independent intervals
(increments of the speaker’s utterance similar to intonation units). Listener state attri-
bution is repeated for subsequent increments of the utterance [4], but information from
previous increments is not carried over. Thus, the model assumes that a listener’s men-
tal state at a point ti is independent from – i.e., has no influence on – the mental state at
a subsequent point at time ti+1.
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This assumption is a considerable simplification. Consider a case where a listener
does not provide feedback at a given interval. The model either needs to maintain the
last belief state where feedback occurred (which becomes implausible when feedback
is absent for several intervals) or immediately change to a default belief state (which is
implausible if the previous belief state was decidedly positive or negative). A more plau-
sible assumption would be a combination of these two behaviours, i.e., neither main-
taining the last belief state indefinitely nor changing abruptly, but instead developing
slowly and continuously from the last towards a default belief state. This behaviour
would capture the intuition that listeners that understand well can be assumed to still
have a good understanding even when not providing feedback for a certain period of
time. If, however, feedback is absent for extended periods of time, the belief in their
high understanding will vanish over time.

In order to track how a listener’s mental state changes over time, we extend the static
model of attributed listener state [6] to include a temporal dimension. This is achieved
by transforming it into a two time-slice dynamic Bayesian network (see Figure 1). In this
network, one slice represents the current point in time ti+1, and the other slice represents
the preceding point in time ti. Temporal influences are modelled by linking some of the
variables at time-slice ti+1 with variables at time-slice ti: The five ALS-variables C, P,
U , AC, and AG as well as the groundedness variable GR at time ti serve as temporally
persistent variables and are directly linked to their counterparts at time ti+1 (C′, P′, U ′,
AC′, AG′, and GR′). Thus P′, for example, is not just influenced by C′, listener feedback
and dialogue context, but also by P.

Development over time is modelled with a step-by-step unrolling of the network. At
each step, Bayesian network inference is carried out on time-slice ti, and the resulting

Fig. 2. Temporal dynamics of the speaker’s degrees of belief in the ALS-variables P, U , and AC
in three simulated feedback conditions. Dotted vertical lines visualise verbal-vocal listener feed-
back. (a) the listener does not provide feedback and looks away from the speaker; (b) the listener
provides understanding feedback at t2 and t3, expressing a high certainty at t3 and additionally
gazing at the target object at t3 and t4, at t6 the listener provides acceptance feedback; (c) the
listener provides negative perception feedback at t5 and gazes at the speaker at t6.
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marginal posterior probabilities of the temporally persistent variables are calculated.
Since the network makes a first order Markov assumption, previous time slices are not
considered further. Links to them, as well as to non-persistent variables are cut off. The
calculated posterior distributions are then used as ‘prior feedback’ ([19]; i.e., simply
interpreted as prior distributions of those variables that are used as evidence nodes)
to the subsequent time slice ti+1). The ALS-variables in time-slice ti thus implicitly
represent the history.

To demonstrate how this model simulates the temporal dynamics of the attributed
listener state, Figure 2 shows three simulated examples of ten time steps each (only the
variables P, U , and AC are plotted). Each graph shows how the probabilities for each
of the different values of the respective variables change over time (magenta coloured
lines show P(X = low), yellow coloured lines P(X = medium) and cyan coloured lines
P(X = high) for X ∈ P,U,AC).

Figure 2a shows an interaction where the listener does not produce any feedback and
even looks away from the speaker (these behaviours are fed into the input nodes). Over
time, the degree of belief in the listener’s ability and willingness to perceive quickly
shifts from an initial guess of medium towards low perception. Similar shifts can be
observed in the belief states of the listener’s willingness and ability to understand and
accept the speaker’s message.

Figure 2b shows a more complex interaction in which the listener provides under-
standing feedback from t2 to t3, expressing high certainty at t3, and additionally gazes
at the target object in the visual domain at t3 and t4. Additionally, the listener provides
acceptance feedback at t6. As soon as feedback occurs, a medium to high level in percep-
tion and understanding becomes more likely. This level persists even when no feedback
occurs at t5. Acceptance, however remains low, as feedback of the type indicating un-
derstanding is a sign of not accepting the message [1]. As soon as the listener provides
acceptance feedback at t6, a large shift in the belief state of the listener’s willingness
and ability to accept happens, also impacting understanding and perception.

Finally, Figure 2c shows the temporal dynamics of the ALS when a listener provides
negative perception feedback at t5, and gazes at the speaker. Similarly to the example
in Figure 2a, the belief state in the listener’s ability and willingness to perceive, under-
stand and accept shifts from medium towards low and the listener’s negative perception
feedback further strengthens this judgement.

4 Modelling the Speakers’ Information Needs

Our assumption for modelling when speakers elicit feedback is that they do so in situa-
tions where they have specific ‘information needs’ that can be fulfilled by listeners by
providing feedback (Sect. 2.1). When seeking to identify these information needs, both
the attributed listener state at the current point in time, as well as how it developed into
this state, are relevant. We propose the following three criteria for assessing whether an
agent has an information need. It needs feedback from the user when

1. its belief about the user’s mental state is not very informative (i.e., when the at-
tributed listener state has high entropy);
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2. its belief about the user’s mental state is static over an extended period of time (i.e.,
when no feedback was received); or

3. its belief about the user’s mental state is different from a desired mental state (e.g.,
sufficient understanding, high agreement) than is intended as the result of a specific
communicative action by the agent or interactive adaptation in a previous utterance
(i.e., when the attributed listener state diverges, by a given degree, from a given
‘reference’ state).

A maximal uncertainty about the mental state of a user would manifest in a uni-
form probability distribution across the elements of (one or more) variables, e.g., when
P(U = low) = 0.33,P(U = medium) = 0.33,P(U = high) = 0.33. Conversely, uncer-
tainty would be minimal in a maximally pointed distribution such as, e.g., P(U = low)=
0.0,P(U = medium) = 0.0,P(U = high) = 1.0. This way of measuring uncertainty, i.e.,
related to entropy, assumes that the underlying state of the user is of a discrete nature,
rather than fuzzy and with considerable variance persisting over time. We therefore com-
bine the first, entropy-based, criterion with an operationalisation of the third criterion
by quantifying the distance between the probability distributions of the current state of
a variable and a ‘reference state’ such as, for example, a state that represents very good
or very bad understanding. This difference can be measured by the Kullback-Leibler
divergence

DKL(P||Q) = ∑
i

P(i) · ln P(i)
Q(i)

which returns a scalar value greater or equal to zero, with DKL(P||Q) = 0 for P = Q,
i.e., the more similar the two distributions are, the smaller the KL-divergence.

Figure 3 shows an example of how the Kullback-Leibler divergence between the cur-
rent ALS-variables and a reference state of these variables (one for positive: P(P/U/
AC = low) = 0.001,P(P/U/AC = medium) = 0.3,P(P/U/AC = high) = 0.69; one
for negative perception/understanding/acceptance: P(P/U/AC = low) = 0.69,P(P/U/
AC = medium) = 0.3,P(P/U/AC = high) = 0.01) changes over time (b), alongside the
temporal dynamics of the ALS-variables P, U, and AC themselves (a). The listener gives
positive understanding feedback at t1 and gazes near the target object until t2. No more
feedback is received after this. The plots of the KL-divergence show that understanding
is believed to be mediocre with a tilt towards low understanding and with some volatility
at the beginning when feedback was received. The difference between the distributions
of the variable U and the positive and negative reference distributions is not very large,
however. In contrast, perception clearly changes toward low, and acceptance is believed
to be low almost from the beginning. The KL-divergence with the negative reference
distributions is almost 0.

Based on this, we can determine the speaker’s information needs by looking for
points where (1) the KL-divergence to a ‘positive’ reference distribution (representing
an ALS with sufficient certainty and positive listener attributes) has a value higher by a
given amount α than what is desired (criterion 3),

Dt
KL(pdf(P/U/AC), [0.01,0.3,0.69])> α, α = 1.0
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Fig. 3. (a) Temporal dynamics of the speaker’s degrees of belief in the ALS-variables P, U, and AC
in a simulated feedback condition where the listener provides understanding feedback of medium
certainty at t1 (visualised by the dotted vertical line), simultaneously gazing near the target object
until t2. (b) Kullback-Leibler divergence between the distribution of the ALS-variables and the
positive/negative reference distributions. (c) Entropy of the ALS-variables. The solid vertical
line at t6 visualises a condition where the speaker can elicit feedback. Dashed lines show how
the speaker’s degrees of belief would develop when the listener immediately responds with non-
understanding feedback of medium certainty while gazing towards the speaker.

and (2) where changes in the KL-divergence from one step to the next are smaller than a
given value δ , i.e., when the values converge and the belief state becomes almost static
(criterion 2):

Dt−1
KL (pdf(U), [0.01,0.3,0.69])−Dt

KL(pdf(U), [0.01,0.3,0.69])< δ , δ = 0.1

These can be regarded as points where a speaker requires new information in order to
know how to deal with the dialogue situation. This principle is applied to the example in
Figure 3 to determine a point in time to elicit feedback. The criteria match at time t6 with
α = 1.03 and δ = 0.077 and result in a feedback elicitation cue being produced. Figure 3
also visualises the contrast in the development of the belief state in two situations: when
the feedback elicitation cue is responded to by the listener with negative understanding
feedback (solid lines), or when the elicitation cue does not result in feedback behaviour
by the listener (dashed lines).

5 Conclusion

In this paper we have presented further steps towards creating attentive speaker agents
that take into account their users’ listening-related mental state, even while they are
presenting information and making contributions to the dialogue. We have described an
extension to our attributed listener state model [6] which enables it to deal with aspects
of the temporal dynamics inherent to dialogue. The resulting dynamic Bayesian network
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keeps track of a listener’s contact, perception, and understanding, as well as acceptance
and agreement of the speaker agent’s utterances. One goal here is to utilise this model
to assess the information needs a speaker agent faces when it seeks to be cooperative
in dialogue. When information about a user’s mental state is insufficient or hints to
upcoming problems that may lead to undesirable dialogue states (e.g., necessitating
repair), the attentive speaker agent may use this information to decide when to elicit
communicative feedback from the user in order to improve its own information basis
and therefore take appropriate cooperative action.

We are currently implementing the model in a virtual conversational agent to enable
user studies that can not only inform further development of the model, but also eluci-
date the coordination mechanisms required for attentive and pro-active dialogue agents.

Acknowledgements. This research is supported by the Deutsche Forschungsgemein-
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Abstract. The SAIBA framework proposes two interface languages to repre-
sent separately an intelligent agent’s communicative functions (or intents) and
the multimodal behavior determining how the functions are accomplished with a
particular multimodal realization. For the functional level, the Function Markup
Language (FML) has been proposed. In this paper we summarize the current sta-
tus of FML as discussed by the SAIBA community, we underline the major issues
that need to be addressed to obtain a unified FML specification, we suggest fur-
ther issues that we identified and we propose a new unified FML specification
that addresses many of these issues.

Keywords: function markup language, communicative function, multimodal
communication, embodied conversational agents.

1 Introduction

Over the past decade many Embodied Conversational Agent (ECA) systems [1,2,3,4,5,6]
adopted an abstraction approach to multimodal behavior generation that separates com-
municative function or intent from its behavioral realization. This design and the need
for sharing working components motivated the SAIBA framework [7]. SAIBA supports
this separation through two interface languages named Function Markup Language
(FML) [8] and Behavior Markup Language (BML) [7,9] respectively. A first version
of BML has been adopted internationally [7,9], but a common unified FML specification
has not yet emerged, although several specialized contributions exist [6,10,11]. There is
an ongoing discussion about several issues that FML needs to address [8]. In this paper
we summarize the status of FML based on discussions within the SAIBA community,
we underline the major issues that need to be addressed to obtain a unified FML spec-
ification and suggest further issues that need to be tackled. Finally we propose a new
unified FML specification that addresses many of these issues.

1 Author conducted this research at CADIA, Reykjavik University.
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2 Current Status of the FML Discussion

The first attempts to define the FML standard were based on various existing ECA
systems. This included the REA system [1] and the systems that followed it: BEAT
[3] and Spark [4]. Also the Multimodal Utterance Representation Markup Language
(MURML) [12] used in the MAX system and the FML-APML mark-up language [11]
developed for the Greta framework [2] provided inspiration. Other important systems
that featured in the various discussions on FML were The Tactical Language and Cul-
ture Training System (TLCTS) [10] and the Virtual Human Toolkit [5] developed at
the Institute of Creative Technologies (ICT) which uses FML-like concepts in the Non-
Verbal Behavior Generator module. These systems attempted to adopt a clear separa-
tion between communicative function representation and corresponding behavior that
would accomplish those functions. However, these systems focused on domain specific
issues such as representation of emotions [11], cultural and other contextual information
[6,10] and subsets of communicative functions [5]. In this paper we propose a new uni-
fied FML specification that builds on these earlier contributions and the current status
of the FML discussion.

There has been an ongoing discussion about FML through a series of targeted work-
shops1. The work in [8] summarizes the discussions to date, and outlines the most im-
portant components of FML, including the following.

Contextual information and person characteristics. The former includes cultural
and social setting, environmental information (e.g. time of the day), history of interac-
tions and topics discussed. The latter, referring to a participant performing communica-
tive functions, are organized in two main dimensions: person information (e.g. identi-
fier, name, gender, role) and personality.

Communicative actions include dialogue acts, grounding actions and turn taking.
Formal (logical) languages have been proposed to represent propositional content and
a certain organization of propositions has emerged at both sentence level (emphasis,
given/new information, theme/rheme) and discourse level (topics and rhetorical rela-
tions between different parts of the discourse). It is assumed that extra-linguistic or
certain non-linguistic actions, such as picking up a glass of water, can also perform
certain communicative functions.

Emotional and mental states are believed to contribute to the motivation of a com-
municative intent. Emotions are divided between felt, faked and leaked. Mental states
are defined as cognitive processes such as planning, thinking or remembering.

Social psychological aspects and relational goals are also considered. The concepts
of interpersonal framing (e.g. showing empathy in comforting interactions) and rela-
tional stance (e.g. warmth) functions are introduced to affect the behavior produced by
an agent with those goals.

3 Outline of Important FML Issues

Defining and Separating Contextual Information. Some contextual information may
be necessary, but how much and how should it be represented? Do we need a new

1 At Reykjavik in 2005, AAMAS 2008, AAMAS 2009, ICT and Paris in 2010.
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language to represent this information (e.g. CML as proposed in [10])? In addition to
the two dimensions of person characteristics proposed earlier (person information and
personality), what do we mean by enough context? The contextual parameters have
been shown to be important for the generation of behavior, for example, with respect
to the environmental context (greetings depending on the time of the day), cultural
background or socio-relational goals. It is also important to consider how context could
affect the planning of functions.

Defining and Classifying Functions. A communication function might arise from an
action that does not have propositional content, these functions have been classified
more generally as communicative actions. The main concern is what to consider as a
communicative action. Choosing a classification scheme that embraces all prevailing
perspectives on communicative function is not easy, but it will aid the designers of
ECAs to use FML at different levels. At a higher level it will be possible to obtain a
general outline of the human communicative capacity of a system by noting what gen-
eral kinds of function specification are available. At a lower level, a designer can expect
that functions belonging to the same category will share some specification character-
istics and parametrization [13]. The main question that arises is how many groups and
categories of functions are needed.

Characterizing and Separating Conscious vs. Unconscious Intents. Contextual in-
formation does not represent the only determinant for generating communicative func-
tions. A broader distinction needs to be made between consciously planned intents and
communicative functions resulting from unconscious determinants such as mental and
emotional states. We may also want to support a direct path from perception to the real-
ization of behavior as in FML-APML [11], but this raises the issue of possible conflict
between unconscious/reactive intents and conscious planned intents.

Defining Temporal Constraints and a Prioritization Scheme. Assigning timing in-
formation to communicative functions and supporting the temporal coordination among
them are important issues to consider as suggested by [11]. [13] suggested that temporal
constraints at the functional level of description should be much more coarse-grained
than those at lower levels since it becomes hard to specify exactly how long it will take
to accomplish a specific function. In addition to supporting the specification of tem-
poral constraints, an advantage of cutting FML in “smaller chunks” [14] or “chunk
plans” [13] is that they could be processed separately allowing faster generation of
corresponding BML compared to a larger FML input (i.e. containing several commu-
nicative functions). When dealing with real time reactions (e.g. back channel feedback)
a large amount of communicative functions processed as a whole could create an unac-
ceptable delay that would slow down the system’s response and make the whole interac-
tion feel unnatural from the user’s point of view. However, assuming that FML chunks
are adopted, several issues need to be resolved. First we have to come up with a precise
definition of an FML chunk, keeping in mind what constitutes a useful semantic unit.
Secondly, what timing primitives will suffice to temporally coordinate chunks? Finally,
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what kind of conflict resolution scheme is needed when chunks collide? For example,
FML-APML proposed an “importance” attribute to help with this.

Defining an FML Representation Structure. Previous representation languages
mainly adopted an XML-like syntax and assigned a nested structure to the specified set
of tags (cf. [11,10]). While it is tempting to adopt a similar structure for a unified FML
representation, one may wonder whether this is still a valid solution, and if so, what are
the rules that govern the embedding of a set of tags into others. At the current stage of
the work, the discussion has been kept on a theoretical level, but this is an important
issue when it comes to practically defining a structure for an FML representation.

Single or Multiple Agents? An instance of FML could refer to a single or multiple
ECAs. Dealing with individual ECAs might offer scalability and improved performance
through distributed processing while mixing ECAs may require central processing,
which does not scale well. But the latter makes it easier to solve complex highly co-
ordinated interactions.

Multiple Interaction Floors and Roles of Participants. A person may be engaged in
more than one conversation at the same time and assume different roles, including by-
stander. This moves from dyadic settings towards more complex scenarios. Specifying
the configuration of interactions at the functional level ensures that behaviors can take
this into account. Some examples of configurations might be simple 1-to-1 interactions
(for example dyadic), 1-to-many (for example when describing a public speech) and
many-to-many (two groups interacting as a whole with each other).

4 A Unified FML Specification

This section summarizes the complete proposed specification 2. First some key terms:

Participant An entity (e.g. virtual agent or user) participating in an interaction and
carrying out or being affected by communicative functions.

Floor A participant can be engaged in several interactions with other participants that
we name floors. A metaphor for the social contract that binds participants together
in the common purpose of interacting.

FML chunk The smallest unit of FML functions associated with a single participant
that is ready to be turned into supporting BML-specified behavior.

4.1 Overview

Representation Structure and Target. A single FML representation instance includes
functions that several participants want to accomplish. It is divided in two main sec-
tions: a declaration (described in Section 4.2) and a body (Section 4.3), as illustrated
in Figure 1. The declarations incorporate contextual information, whereas the body in-
cludes all participants’ generated functions grouped in FML chunks and belonging to

2 See http://secom.ru.is/fml/ for full specification.

http://secom.ru.is/fml/
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three different tracks (named interactional, performative and mental state) as a result of
our functions categorization described below.

Contextual Information and Multiple Interaction Floors. We divided contextual in-
formation in two components: a static component describing participants information
(e.g. gender, age, personality, etc. . . ) and a dynamic component providing information
about the active floors (e.g. participants in each floor and their attitudes). Participant
information is labeled as static since it is meant to endure over time. It affects all active
floors in which the participant is involved. This specification supports the co-existence
of multiple active floors for each participant and each floor involving one or more par-
ticipants. The floors information supports the specification of the active floors that the
FML instance describes. It is labeled dynamic since the information included is meant
to be temporarily associated with a particular floor.

Functions Categorization and Body Tracks. The body of an FML representation is
divided into three sub-sections or “tracks”. This design reflects the choice of categoriz-
ing the communicative functions as suggested by [15]. The first category of functions
(named interactional) deals with establishing, maintaining and closing the commu-
nication channel, instantiated with a floor, between participants. The second category
(named performative) covers the actual content that gets exchanged across the com-
munication channel. The third category deals with functions describing mental states
and emotions (for simplicity it has been named mental state).

Temporal Constraints and FML Chunks. Splitting the body up into separate tracks
requires an overall orchestration of the functions in relation to each other. The order of
appearance of functions in the FML instance does not necessarily imply delivery time.
Coarse-grained temporal constraints (described in Section 4.3) allow synchronization
and relative timing among chunks across all the tracks.

Unconscious Intents. The mental state track assumes a particular meaning that ad-
dresses the issue of representing functions that are not deliberately planned by a par-
ticipant. Every participant has a ground state that comprises his mental and emotional
states (mood could be considered as well). Only functions in the mental state track can
change the participant’s ground state for a limited or unlimited time depending on the
particular temporal constraint adopted. In essence, the ground state provides additional
contextual information about the participant that can affect the generation and realiza-
tion of multimodal behavior in the later stages of the SAIBA generation process.

4.2 FML Representation: Declaration

The declaration section stores contextual information in two separate sub-sections for
participant’s information and floors configurations as shown in Figure 2.

The identikits tag contains an <identikit> for each participant including person
characteristics (e.g. a human readable name and gender). Each tag supports the inclu-
sion of embedded information about the participant. We provide <personality>
and <relationship> as examples. The former is based on the Big 5 [16] model
dimensions (other models can be supported). The latter specifies a relationship level
with other participants. The example scenario described in Section 4.4 shows the use of
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Fig. 1. An overview of our proposed FML specification. A representation instance is divided
in declarations and body sections, respectively, for contextual information and communicative
functions. Contextual information can affect all communication floors (participant information)
or selected ones (floors information). The communicative functions are temporally coordinated
in FML chunks.

Fig. 2. The declarations section of an FML instance stores contextual information divided in
participants information (identikits) and floors configurations (floors).

these tags. This part of the declaration section can be created once and then cached for
later usage since it contains static information.

The floors tag describes each active floor in the FML instance. Each floor described
has a floor-cfg attribute that specifies its configuration. We identified four possible con-
figurations: individual, unicast, broadcast and multicast (naming inpsired by network
protocols). An individual configuration describes a single entity (i.e. participant), uni-
cast represents the classical dyadic interaction, broadcast describes an individual entity
interacting with a group and multicast characterizes two groups, as a whole, interacting
with each other.

A <floor> can include one or more <participant> tags depending on the
number of participants involved. These tags have an entity attribute describing whether
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in the given floor configuration the participant is an individual or a group. A role at-
tribute specifies the role assumed by the participant in the given floor, currently inpsired
by Goffman’s participation framework [17]. According to Goffman, participants can
have a speaker or a hearer role. Two types of hearers are identified in this frame-
work: ratified (official) and unratified (unofficial) participants. Ratified participants are
subdivided into addressed and unaddressed recipients, and unratified participants or by-
standers are subdivided into eavesdroppers and overhearers, based on their intent and
degree of interest.

Furthermore, a <participant> tag can embed some contextual information. As
an example, we defined <attitude> tags to specify the attitude that the participant
has toward another participant in any given floor according to Argyle’s status and affil-
iation model [18] (see the full example in Section 4.4).

4.3 FML Representation: Body

The body of an FML instance is divided in three tracks. Each track includes FML
Chunks that are timed with relative Temporal Constraints. FML Chunk tag: Each
<fml-chunk> refers to a single participant’s identikit with the participantRef at-
tribute. The first element within a chunk can be a single occurrence of a <timing> tag
followed by any number of functions defined for the track in which the chunk appears.
The <timing> tag temporally constrains the whole chunk relative to other chunks.

Temporal Constraints: Temporal constraints work on a chunk level with the fol-
lowing design principles: (1) the chunks’ order of appearance in the body of an FML
instance is not meaningful, (2) unless specified by the <timing> element an FML
chunk should be scheduled for later processing (i.e. transformation to BML) “as soon
as possible” and (3) the order of appearance of functions within a chunk is not mean-
ingful and they will be considered in arbitrary order at later stages. The <timing>
tag has a primitive attribute to specify the temporal relationship between the current
chunk and the referenced one. Possible values are: immediately, must_end_before, exe-
cute_anytime_during, start_immediately_after, start_sometime_after, start_together.

FML Functions Specification: All FML functions tags have in common a unique
identifier and a floorID attribute for referencing the floor in which the communicative
function is meant to be accomplished.

Interactional track functions. This track supports the specification of a category of
communicative functions that serve to coordinate a multimodal interaction. Table 1
shows the possible functions that can appear within an FML chunk in this track. The
first column on the left side represents a broad category of interactional functions and it
is also the name adopted for the corresponding tag. These tags have a common attribute
named type that narrows down the specification of functions within the category. Some
of the functions (marked with a “*”) require the specification of the addressee attribute
indicating the participant to which the function is addressed.

The initiation and closing categories describe the communicative functions, respec-
tively, to manage the initial and termination phases of the interaction. In particular,
the different available types of initiation and closing functions are based on the stages
of a greeting encounter as suggested by Kendon’s greeting model [19]. As starting
point, the turn-taking, speech-act and grounding functions have type attribute values
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Table 1. Interactional functions: suggested tag names on the left and possible type attribute values
on the right. Functions marked with “*” have an addressee attribute.

Function Category Type Attribute

initiation* react, recognize, salute-distant, salute-close, initiate

closing* break-away, farewell

turn-taking* take, give, keep, request, accept

speech-act inform, ask, request

grounding request-ack, ack, repair, cancel

following the suggestions in [15]. All tags in this track can be linked to others in another
track (e.g. speech acts linked with a performative tag) by using the temporal constraints.

Performative track functions. The various functions in this category can be divided
across different organizational levels, from the largest organizational structure of a dis-
course down to the specification of each proposition. In our proposal, the performative
track acts as place holder for further embedded extensions of FML specifically targeted
to describe performative functions. Therefore, chunks in this track can host one or more
<performative-extension> tags.

This tag is merely a stub and the description of an extension that will handle its
contents is out of the scope of this paper, though we foresee an extension mechanism
similar to BML’s3. Following the recommendations in [15], Table 2 suggests a set of
possible function categories and their specific types that could be included within this
tag. Similarly to interactional functions, an addressee attribute specifies to which par-
ticipant the included performative act is directed to.

Table 2. Performative functions: suggested tag names and type values

Function Category Type Attribute

discourse-structure topic, segment, . . .

rhetorical-structure elaborate, summarize, clarify, contrast, emphasize, . . .

information-structure rheme, theme, given, new, . . .

proposition any formal notation (e.g. “own(A,B)”)

Mental State Track Functions. Functions in this track are the only ones capable of
changing the ground state of a participant. The concept of ground state is kept at ab-
stract level in this proposal, but the idea is that it may affect the manner in which other
functions get realized, thus modeling the unconscious side of a participant. We do not

3 http://www.mindmakers.org/projects/bml-1-0/wiki#Extensions

http://www.mindmakers.org/projects/bml-1-0/wiki#Extensions
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specify how the ground state should be modeled and how it should affect the behavior
generation and realization in later stages. However, we provide several design ideas as
a starting point, we propose functions describing mental states and emotions (as shown
in Table 3).

First, multiple functions can occur simultaneously in this track. We propose a weight-
Factor attribute ranging from 0 to 1 to establish the impact that each single one has on
the ground state. Secondly, we propose that every function appearing in this track gets
sustained by default and unless specified with a temporal constraint
(e.g. must_end_before), it changes the ground state permanently. However, reverting to
a previous state or voiding the effect of a sustained emotion will be possible by speci-
fying the same function again with the same weightFactor as it was before or zeroing
it. Finally, by using the temporal constraints it is possible to sustain mental states or
emotions only during the accomplishment of a function in another track.

Table 3. Mental and emotional state functions: suggested tag names and possible types

Function Category Type Attribute

cognitive-process remember, infer, decide, idle . . .

emotion anger, disgust, embarrassment, fear, happiness, sadness, surprise,
shame . . .

We based the specification of the <emotion> tag on FML-APML [11]. So each
<emotion> has two attributes that specify the intensity and regulation of the emotion.
The regulation can be: felt (a felt emotion), fake (an emotion that the participant aims
at simulating) and inhibit (the emotion is felt by the participant but is inhibited as much
as possible).

4.4 Example Scenario

We now use the proposed specification to describe the communicative functions of an
example scenario about ordering a cheeseburger in a diner, a scenario that has been
subject of discussion in earlier FML workshops. The following declarations describe
a two floors interaction among three individuals: Gilda, Pete and George. Gilda is a
customer, Pete is the cashier taking orders and George makes the burgers.

We assume that Gilda, after having approached the cashier, has already placed her
order. Thus, the FML describes a floor where Pete acknowledges the order just placed
by Gilda and another floor where Pete requests George to make a cheeseburger. Gilda
has a friendly attitude towards Pete and acts as by-stander in the second floor between
Pete and George.

Declaration Section. First we show the declaration section in Listing 1.1. Contextual
information appears in the participants’ identikits. In particular, Pete’s
personality is defined as LOW for the extraversion trait and his
relationshipswith other participants are specified. Both Pete and George work in
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the same place, therefore we assumed that they are friends. The relationship information
of the other two participants is left out but can be specified similarly.

As for the floors, they describe a unicast configuration. In floor1 both Pete as-
sumes the role of speaker and Gilda has addressed-hearer role. Furthermore, Gilda
has a FRIENDLY attitude towards Pete. In floor2, Pete is the speaker, George is an
addressed-hearer while Gilda is an unaddressed-hearer. They are all represented as
individual entities in the two floors described.

< d e c l a r a t i o n s >

< !−− P a r t i c i p a n t s i d e n t i k i t s −−>
< i d e n t i k i t s >

< i d e n t i k i t i d ="PET" name="Pete" gende r ="male">
< p e r s o n a l i t y e x t r a v e r s i o n ="LOW" / >
< r e l a t i o n s h i p s >

< r e l a t i o n s h i p l e v e l ="STRANGER" wi th ="GIL" / >
< r e l a t i o n s h i p l e v e l ="FRIEND" wi th ="GEO" / >

< / r e l a t i o n s h i p s >
< / i d e n t i k i t >

< i d e n t i k i t i d ="GIL" name="Gilda" gende r ="female" / >
< i d e n t i k i t i d ="GEO" name="George" gende r ="male" / >

< / i d e n t i k i t s >

< !−− F l o o r s c o n f i g u r a t i o n −−>
< f l o o r s >

< !−− F l o o r 1 i s between P e t e and G i l d a −−>
< f l o o r f l o o r I D ="floor1" f l o o r−c f g ="unicast">

< p a r t i c i p a n t i d e n t i k i t R e f ="PET" r o l e ="speaker" e n t i t y ="individual" / >
< p a r t i c i p a n t i d e n t i k i t R e f ="GIL" r o l e ="addressed-hearer" e n t i t y ="individual"

>
< a t t i t u d e a f f i l i a t i o n ="FRIENDLY" s t a t u s ="NEUTRAL" t o w a r d s="PET" / >

< / p a r t i c i p a n t >
< / f l o o r >

< !−− F l o o r 2 i s between P e t e and George wi th G i l d a as by−s t a n d e r −−>
< f l o o r f l o o r I D ="floor2" f l o o r−c f g ="unicast">
< p a r t i c i p a n t i d e n t i k i t R e f ="PET" r o l e ="speaker" e n t i t y ="individual" / >
< p a r t i c i p a n t i d e n t i k i t R e f ="GEO" r o l e ="addressed-hearer" e n t i t y ="individual" /

>
< p a r t i c i p a n t i d e n t i k i t R e f ="GIL" r o l e ="unaddressed-hearer" e n t i t y ="individual

" / >
< / f l o o r >

< / f l o o r s >

< / d e c l a r a t i o n s >

Listing 1.1. The <declarations> section of the cheeseburger example

Body Section. Listing 1.2 shows the body section of our example. Pete acknowledges
the order just placed by Gilda with a grounding function, as can be seen in the chunk
at line 6. This must_end_before the beginning of the second chunk described at line 11.
Within this second chunk, Pete switches to the floor with George, he takes the turn
and performs a speech act in the form of a request.

Starting immediately_after, Pete tells George to make a cheeseburger as described in
the performative track (see 26). The two chunks in the mental state track
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accomplish this function with a fake emotional state of anger (see at line 39). This
Pete’s emotional state is sustained only for the duration of the performative act, af-
terwards it gets voided as we can see at line 45. Finally, immediately_after that Pete
requests George to make a cheeseburger, Pete gives the turn away as shown at line 17.

1 <body>
2

3 < !−− I n t e r a c t i o n a l t r a c k −−>
4 < i n t e r a c t i o n a l >
5

6 <fml−chunk a c t I D="ACT01" p a r t i c i p a n t R e f ="PET" >
7 < t i m i n g p r i m i t i v e ="must_end_before" a c t R e f ="ACT02" / >
8 < ground ing f l o o r I D ="floor1" i d ="id1" t y p e ="ack" / >
9 < / fml−chunk >

10

11 <fml−chunk a c t I D="ACT02" p a r t i c i p a n t R e f ="PET" >
12 < t i m i n g p r i m i t i v e ="start_sometime_after" a c t R e f ="ACT01" / >
13 < t u r n−t a k i n g f l o o r I D ="floor2" i d ="id2" t y p e ="take" / >
14 <speech−a c t f l o o r I D ="floor2" i d ="id3" t y p e ="request" / >
15 < / fml−chunk >
16

17 <fml−chunk a c t I D="ACT03" p a r t i c i p a n t R e f ="PET" >
18 < t i m i n g p r i m i t i v e ="start_immediately_after" a c t R e f ="ACT04" / >
19 < t u r n−t a k i n g f l o o r I D ="floor2" i d ="id4" t y p e ="give" / >
20 < / fml−chunk >
21

22 < / i n t e r a c t i o n a l >
23

24 < !−− P e r f o r m a t i v e t r a c k −−>
25 < p e r f o r m a t i v e >
26 <fml−chunk a c t I D="ACT04" p a r t i c i p a n t R e f ="PET" >
27 < t i m i n g p r i m i t i v e ="start_immediately_after" a c t R e f ="ACT02" / >
28 < p e r f o r m a t i v e −e x t e n s i o n i d ="id5" f l o o r I D ="floor2" a d d r e s s e e="GEO">
29 < d i s c o u r s e−s t r u c t u r e t y p e ="topic">
30 George make a < r h e t o r i c a l −s t r u c t u r e t y p e ="emphasis"> c h e e s b u r g e r< /

r h e t o r i c a l −s t r u c t u r e >
31 < / d i s c o u r s e−s t r u c t u r e >
32 < / p e r f o r m a t i v e −e x t e n s i o n >
33 < / fml−chunk >
34 < / p e r f o r m a t i v e >
35

36 < !−− Mental s t a t e t r a c k −−>
37 <menta l−s t a t e >
38

39 <fml−chunk a c t I D="ACT05" p a r t i c i p a n t R e f ="PET" >
40 < t i m i n g p r i m i t i v e ="start_together" a c t R e f ="ACT03" / >
41 <emot ion f l o o r I D ="floor2" i d ="id6" t y p e ="anger" r e g u l a t i o n ="fake"
42 i n t e n s i t y ="0.7" w e i g h t F a c t o r="1.0" / >
43 < / fml−chunk >
44

45 <fml−chunk a c t I D="ACT06" p a r t i c i p a n t R e f ="PET">
46 < t i m i n g p r i m i t i v e ="start_immediately_after" a c t R e f ="ACT03" / >
47 <emot ion f l o o r I D ="floor2" i d ="id7" t y p e ="anger" r e g u l a t i o n ="fake"
48 w e i g h t F a c t o r="0.0" / >
49 < / fml−chunk >
50

51 < / menta l−s t a t e >
52

53 < / body>

Listing 1.2. The <body> section of the cheeseburger example
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5 Conclusions and Future Work

In this paper we outlined the issues that an FML representation should address and
we proposed a unified specification within the SAIBA framework. A preliminary in-
terpreter for a subset of this specification has been implemented used to generate ECA
behavior for a few sample scenarios [20].

The proposed FML specification is preliminary and has many limitations. The con-
textual information needs the inclusion of other important determinants discussed ear-
lier, such as participant’s culture and socio-relational goals. We think that the logical
separation we have made in the declaration section will easily allow the inclusion of
such information, for example culture and age could be part of the identikit, while
socio-relational goals can be specified per floor basis.

We merely introduced the concept of ground state and we have suggested a simple
mechanism (i.e. mental state track functions) to affect this state. However, where the
ground state information is stored and the format needs to be defined. We introduced a
simple prioritization schema for mental state functions with the weightFactor attribute,
however an overall prioritization across the three tracks also needs to be defined.

The process of analyzing all the issues to address and the design of this specification
led us to some final important considerations. First, modeling functions and categoriz-
ing them, separating and defining contextual information, and in general, dealing with
all the aspects of human communicative functions when shaping this proposal required
the adoption of a theoretical stance. For example, we adopted specific models of per-
sonality (Big 5) and interpersonal attitude (Argyle) to define contextual information. We
also assumed that a communicative function can arise either from a consciously planned
communicative intent that the participant aims to accomplish or unconsciously, for ex-
ample, due to the participant’s mental-emotional state. In either case (i.e. intentionally
or unintentionally planned) our assumption is that a communicative function represents
a goal to achieve in multimodal interaction and based on this assumption we designed
our FML representation. These aspects certainly need agreement among the commu-
nity, considering also the alternatives (for example other personality models) and the
advantages of adopting specific models rather than others.

Secondly, we underlined that contextual information (or ground state of a partici-
pant) can have impact across different stages of the SAIBA framework. At functional
level they can impact the production of functions (i.e. FML), at behavioral level they
can impact the generation of multimodal behavior (i.e. BML) and how this behavior is
realized (i.e. realization parameters). For this proposal we have chosen to deal with the
last two when transforming from FML to BML. However, there seems to be a demand
for inclusion in the SAIBA framework of an external standardized mechanism to handle
this transformation and also a specification that goes beyond the mere representation of
the two interface languages (FML and BML) is needed. In general, our recommenda-
tion is that SAIBA should not only provide standardized interface languages but also
techniques and best practices that enable proper transfer between SAIBA components.

In conclusion, the FML specification proposed with this paper needs community
feedback as part of an iterative process aimed at validating and improving it with further
suggestions. We plan to keep working on top of this concrete specification and (1) add
the missing tags to represent a wider set of communicative functions, (2) complete the
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specification of the ground state concept in the mental state track and possibly adopt
a wider standard to express emotions (e.g. W3C EmotionML), and (3) provide a more
detailed ontology to describe contextual information (e.g. incorporating participant’s
mood and environmental information to be used in case of iconic gestures).

Acknowledgements. This work was conducted at CADIA with support from the School
of Computer Science at Reykjavik University and the Icelandic Research Fund (Learning
Icelandic Language and Culture in Virtual Reykjavik). Further support provided by the
EC FP7 (FP7/2007-2013) project VERVE and the Dutch national program COMMIT.

References

1. Cassell, J., Bickmore, T., Billinghurst, M., Campbell, L., Chang, K., Vilhjálmsson, H., Yan,
H.: Embodiment in conversational interfaces: Rea. In: Proceedings of the SIGCHI Confer-
ence on Human Factors in Computing Systems, CHI 1999, pp. 520–527. ACM (1999)

2. Niewiadomski, R., Bevacqua, E., Mancini, M., Pelachaud, C.: Greta: an interactive expres-
sive eca system. In: Proceedings of the 8th International Conference on Autonomous Agents
and Multiagent Systems, vol. 2, pp. 1399–1400 (2009)

3. Cassell, J., Vilhjálmsson, H.H., Bickmore, T.: Beat: the behavior expression animation
toolkit. In: Proceedings of the 28th Annual Conference on Computer Graphics and Inter-
active Techniques, SIGGRAPH 2001, pp. 477–486. ACM (2001)

4. Vilhjálmsson, H.H.: Augmenting online conversation through automated discourse tagging.
In: Proceedings of the 38th Annual Hawaii International Conference on System Sciences
(HICSS 2005) - Track 4, vol. 04, p. 109.1. IEEE Computer Society (2005)

5. Hartholt, A., Traum, D., Marsella, S.C., Shapiro, A., Stratou, G., Leuski, A., Morency, L.-P.,
Gratch, J.: All together now - introducing the virtual human toolkit. In: Aylett, R., Krenn,
B., Pelachaud, C., Shimodaira, H. (eds.) IVA 2013. LNCS, vol. 8108, pp. 368–381. Springer,
Heidelberg (2013)

6. van Oijen, J.: A framework to support the influence of culture on nonverbal behavior gener-
ation in embodied conversational agents. Master’s thesis, University of Twente (2007)

7. Kopp, S., Krenn, B., Marsella, S.C., Marshall, A.N., Pelachaud, C., Pirker, H., Thórisson,
K.R., Vilhjálmsson, H.H.: Towards a common framework for multimodal generation: The
behavior markup language. In: Gratch, J., Young, M., Aylett, R.S., Ballin, D., Olivier, P.
(eds.) IVA 2006. LNCS (LNAI), vol. 4133, pp. 205–217. Springer, Heidelberg (2006)

8. Heylen, D., Kopp, S., Marsella, S.C., Pelachaud, C., Vilhjálmsson, H.H.: The next step to-
wards a function markup language. In: Prendinger, H., Lester, J.C., Ishizuka, M. (eds.) IVA
2008. LNCS (LNAI), vol. 5208, pp. 270–280. Springer, Heidelberg (2008)

9. Vilhjálmsson, H.H., et al.: The behavior markup language: Recent developments and chal-
lenges. In: Pelachaud, C., Martin, J.-C., André, E., Chollet, G., Karpouzis, K., Pelé, D. (eds.)
IVA 2007. LNCS (LNAI), vol. 4722, pp. 99–111. Springer, Heidelberg (2007)

10. Samtani, P., Valente, A., Johnson, W.L.: Applying the saiba framework to the tactical lan-
guage and culture training system. In: Workshop on Functional Representations for Generat-
ing Conversational Agent Behavior at AAMAS (2008)

11. Mancini, M., Pelachaud, C.: The fml-apml language. In: Workshop on Functional Represen-
tations for Generating Conversational Agents Behavior at AAMAS (2008)

12. Kranstedt, A., Kopp, S., Wachsmuth, I.: Murml: A multimodal utterance representation
markup language for conversational agents. In: Proceedings of the AAMAS Workshop on
Embodied Conversational Agents Let’s Specify and Evaluate Them! (2002)



94 A. Cafaro et al.

13. Thórisson, K.R., Vilhjálmsson, H.H.: Functional description of multimodal acts: A proposal.
In: Proceedings of the 2nd Function Markup Language Workshop “Towards a Standard
Markup Langauge for Embodied Dialogue Acts" at AAMAS (2009)

14. Bevacqua, E., Prepin, K., de Sevin, E., Niewiadomski, R., Pelachaud, C.: Reactive behav-
iors in saiba architecture. In: Proceedings of the 2nd Function Markup Language Workshop
“Towards a Standard Markup Langauge for Embodied Dialogue Acts" at AAMAS (2009)

15. Vilhjálmsson, H.H.: Representing communicative function and behavior in multimodal com-
munication. In: Esposito, A., Hussain, A., Marinaro, M., Martone, R. (eds.) COST Action
2102. LNCS, vol. 5398, pp. 47–59. Springer, Heidelberg (2009)

16. McCrae, R.R., Costa Jr., P.T.: Personality trait structure as a human universal. American
Psychologist 52(5), 509–516 (1997)

17. Goffman, E.: Forms of Talk. University of Pennsylvania Press, Philadelphia (1981)
18. Argyle, M.: Bodily communication, 2nd edn. Methuen, New York (1988)
19. Kendon, A.: Conducting Interaction: Patterns of Behavior in Focused Encounters (Studies in

Interactional Sociolinguistics). Cambridge University Press, New York (1990)
20. Cafaro, A.: First Impressions in Human-Agent Virtual Encounters. PhD thesis, Center for

Analysis and Design of Intelligent Agents, Reykjavik University, Iceland (2014)



 

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 95–98, 2014. 
© Springer International Publishing Switzerland 2014 

An Exploratory Analysis of ECA Characteristics 

Adriana Camacho, Alex Rayon, Ivan Gris, and David Novick 

Department of Computer Science, The University of Texas at El Paso 
500 West University Avenue, El Paso, TX 79968-0518 USA 

{accamacho2,amrayon2}@miners.utep.edu, {igris,novick}@utep.edu 

Abstract. To help guide design and development of embodied conversational 
agents, this study reviews the evolving qualities of naturalistic agents by identi-
fying and tracking their most relevant features. The study extends prior tax-
onomies of characteristics of ECAs, developing a rubric that distinguishes 
agents’ visual and functional characteristics. The study applies the rubric to 15 
agents representing different genres of games, distinguishing agents in terms of 
their naturalistic qualities. The study explores changes in qualities of agents as a 
function of time.  

Keywords: Embodied conversational agent, taxonomy, rubric. 

1 Introduction 

Embodied conversational agents (ECAs) (Cassell, 2007) have changed the way hu-
mans interact with virtual environments and software products. In this paper, to help 
guide design and development of ECAs, we review the evolving qualities of naturalis-
tic agents by identifying and tracking their most relevant features. In our study, we 
examined what qualities make a more naturalistic agent by assessing ECAs from vid-
eo games based on their visual appearance and their functionality. We then assigned 
weights to the most important capabilities and compared 15 representative ECAs.  

The qualities of embodied conversational agents have been analyzed independently 
(e.g., Pelachaud, 2005; Isbister & Doyle, 2002), but our review did not disclose a 
comparison of these qualities that developed a comprehensive set of guidelines for 
evaluation across agents. Existing rubrics include perception domain (context-
related), interaction domain (turn-taking), and generation domain (display of expres-
sive synchronized visual and acoustic behaviors) (Pelachaud, 2005). A proposed tax-
onomy of “Design and Evaluation of Embodied Conversational Agents” suggested 
measures for describing and evaluating ECAs (Isbister & Doyle, 2002). However, 
some of the measures were subjective or non-quantifiable, and no agents were eva-
luated. We propose an improved taxonomy that adds quantitative categories, and we 
use the taxonomy to evaluate a set of representative agents. Our taxonomy groups the 
features into two categories, visual and functional. In applying the taxonomy, we 
weight feature scores to reflect the features’ importance and to account for composite 
features that can only exist in conjunction with others. 
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2 Methodology 

We look first at the visual features of ECAs. We identified five key visual features: 
human likeness, realism, facial expressions, first vs. third person, and motion. Second, 
we look at the functional features of ECAs. We identified eight key functional fea-
tures: non-scripted dialogue, verbal communication, level of interaction, group social 
skills, artificial intelligence level, environment interaction, persona, and nonverbal 
reaction. 

Some agents had been updated across different versions of the games and others 
remained the same. For example, the agent Navi from the game “The Legend of Zel-
da” remained constant from its first incarnation at the game’s release in 1998 through 
its last release in 2012. As different versions of the game were released, the agent’s 
characteristics (and our assessment of the agent’s realism) did not change. The first 
version of Navi apparently served its purpose and did not require updates of its ap-
pearance or functionality. Other agents were updated. For instance, the agent Cortana 
from the videogame “Halo” has had several appearance updates that increased her 
quality as an agent, becoming more realistic in her looks. In considering Cortana, we 
evaluated both the original and updated versions.  

We applied our taxonomy of characteristics to 15 ECAs; the agents selected are 
presented in Figures 1 and 2. We chose agents based on how representative they were 
in their specific genre and whether they represented milestones in the game industry 
when they were introduced.  Our evaluation of an ECA was based on our personal 
experiences of interacting with it and, when an ECA was not available for personal 
gameplay, on recorded gameplay. The games we were able to play were played in 
their entirety to provide a full basis for judging agents’ quality. We also considered 
reviews by game critics and the consensus from players generally. From our 8 key 
visual and 15 key functional features, we developed a qualities rubric. Agents with 
scores of 5 for the visual features and 8 for the functional features, for a total of 13 
points, would represent the highest-quality, most naturalistic agent. 

3 Results 

Figure 1 presents a scatter plot for the 15 agents in terms of their visual and functional 
scores, with the points in plot coded by color for the year the agent was originally 
released. Darker colors represent more recently released agents. Figure 2 presents a 
similar scatter plot for the agents in their latest release. 

We calculated the mean visual, functional and total scores for the agents’ original 
and latest versions. Bearing in mind that the evaluated agents do not represent a ran-
dom sample of the population of commercial ECAs, we note that the agents, on aver-
age, improved modestly in visual, functional, and total quality. This improvement, 
though, came entirely from 3 of the 15 agents: Cortana, Glados, and Milo had a mean 
increase in score of 0.92 points, while the other agents had no increase in score. 

To determine whether the quality of an agent was a function of its year of release, 
we calculated the correlations between the visual, functional and total scores and the 
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Our analysis is subject to several limitations. First, the choice of agents was per-
sonal, reflecting the our impressions of game genres and of development milestones 
for ECAs. The agents we analyzed likely do not represent a true cross-section of 
ECAs. Indeed, defining such a cross-section would be difficult. A wider range of 
agents could have presented a fuller picture of characteristics of agents in video 
games. Second, we did not contact the agents’ developers to obtain explanations of 
how and why they designed the agents with their particular qualities. Third, some 
agents, such as Sheva and Navi, were apparently developed more for playability than 
for realism. In a game, a realistically human-like but unusable agent might be interest-
ing to researchers in our field but would be of little interest to actual players.  

The rubric, too, has limitations, chief among these that the one-point allocation to 
each factor is arbitrary. We also tried a version of the rubric that allocated a point to 
each of the five sub-features in the complex features, but this, even more arbitrarily, 
gave the complex factors five times more weight than the other factors. A better ru-
bric could be based on a study of users’ perceptions that explores the relative impor-
tance of the features. 

Even with these limitations, the agent-quality rubric could guide development of 
ECAs not just in videogames but in ECA-based applications more generally. In our 
current work, we are using the rubric to score and improve the ECAs being developed 
in our own lab (e.g., Novick & Gris, in press). 
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Abstract. We propose in this paper new techniques for correction and
parameterization of motion capture sequences containing upper-body ex-
ercises for physical therapy. By relying on motion capture sequences we
allow therapists to easily record new patient-customized exercises intu-
itively by direct demonstration. The proposed correction and parameter-
ization techniques allow the modification of recorded sequences in order
to 1) correct and modify properties such as alignments and constraints,
2) customize prescribed exercises by modifying parameterized properties
such as speed, wait times and exercise amplitudes, and 3) to achieve
real-time adaptation by monitoring user performances and updating the
parameters of each exercise for improving the therapy delivery. The pro-
posed techniques allow autonomous virtual therapists to improve the
whole therapy process, from exercise definition to delivery.

Keywords: virtual therapists, motion capture, virtual humans.

1 Introduction

The motivation of this work is to improve the usability of virtual humans serving
as virtual therapists autonomously delivering physical therapy exercises to pa-
tients. We focus on the problem of automatic correction and parameterization of
motion capture sequences defining upper-body exercises. Customized exercises
per patient can be intuitively recorded from therapists by direct demonstration
using the Kinect sensor or any other suitable motion capture device. Given a
captured exercise, we propose correction and parameterization techniques that
allow 1) fine-tuning of key characteristics of the exercise such as alignments and
constraints, 2) customization of the exercises by modifying parameterized prop-
erties such as speed, wait times and amplitudes, and 3) real-time adaptation
by monitoring user performances and updating exercise parameters in order to
improve therapy delivery.

The presented techniques greatly facilitate the process of defining exercises
by demonstration, allowing the customization of exercises to specific patients.
We focus on providing parameterization while at the same time reproducing, to
the desired degree, any small imperfections that are captured in the motion in
order to maintain the humanlike behavior of the virtual therapist during therapy
delivery. As a result the proposed methods produce realistic continuous motions
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Fig. 1. Illustration of the system being used in practice

that can adapt to user responses in order to improve the overall experience of
performing the exercises.

2 Related Work

The use of new technologies to overcome the limitations of standard approaches
to physiotherapy is becoming increasingly popular. A typical approach in some
applications is to track user movements while a virtual character displays the
exercises to be executed. The representations of the user and virtual trainer are
usually displayed side by side or superimposed to display motion differences,
improving the learning process and the understanding of the movements [5,16].

Automated systems often allow parameterization capabilities. For instance,
Lange et al. [7] describe core elements that a VR-based intervention should
address, indicating that clinicians and therapists have critical roles to play and
VR systems are tools that must reflect their decisions in terms of a person’s
ability to interact with a system, types of tasks, rates of progression, etc [8,4].

The key benefit of adopting a programming by demonstration approach is to
allow the intuitive definition of new exercises as needed. The overall approach has
been adopted in many areas [2,14,10], and it involves the need to automatically
process captured motions according to the goals of the system.

Velloso et al. [15] propose a system that extracts a movement model from
a demonstrated motion to then provide high-level feedback during delivery,
however without motion adaptation to the user performances. The YouMove
system [1] trains the user through a series of stages while providing guidance,
however also not incorporating motion adaptation to the user performances.

We propose new motion processing approaches to achieve adaptive motions
that are both controllable and realistic. While motion blending techniques with
motion capture data [12,6,11,2] provide powerful interpolation-based approaches
for parameterizing motions, they require the definition of several motion exam-
ples in order to achieve parameterization. In contrast our proposed techniques
are simple and are designed to provide parameterization of a given single exercise
motion. We rely both on structural knowledge of exercises and on generic con-
straint detection techniques, such as detection of fixed points [9,13] and motion
processing with Principal Component Analysis (PCA) [3].
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3 Detection of Constraints and Parameterizations

Given a new exercise motion demonstrated to the system, the system will analyze
the motion and detect the parameterizations that can be employed. An input
motion is represented as a collection of frames Mi, i ∈ {1, . . . , n}, where each
frame Mi is a vector containing the position and the joint angles that define one
posture of the character in time.

3.1 Detection of Geometrical Constraints

Our constraint detection mechanism is designed for three specific purposes: to
inform motion parameterization, to help correcting artifacts and noise in the
motions, and to provide metrics for quantifying motion compliance. The metrics
are used to provide visual feedback to the user, to inform the correctness of per-
formed motions, to make decisions during the real-time adaptation mechanism,
and to achieve an overall user performance score for each session.

Appropriate constraints are not constraints which are to be absolutely fol-
lowed. Recorded motions may have unintended movements and imperfections
introduced by the capture system. Constraints must be detected despite these
fluctuations, and should be softly enforced so the motion can be made to look
correct and also natural.

We analyze the position in space of a specific joint with respect to a frame of
reference F which can be placed at any ancestor joint in the skeleton structure.
The detection framework can accommodate any desired type of constraint but
in this paper we focus on two types of constraints: Point and Planar.

Fig. 2. Point Constraint. The yellow sphere repre-
sents the detection of a point constraint at the elbow
joint. From left to right: the wrist motion trajectory
(depicted in green) is corrected to the mean point
with 0%, 50%, and 100% correction.

• A Point Constraint (Fig-
ure 2) describes a child
joint that is static relative
to its parent. Let’s Pi, i ∈
{l, . . . , k} be the cloud of
points formed by a joint tra-
jectory with respect to a lo-
cal frame F generated by re-
sampling linearly the motion
frames with constant frame
rate. The standard deviation
of the cloud of points σ is
calculated and subsequently
checked against a specific
threshold α. When the condi-
tion is met the current joint
is marked as a point constraint and it is represented by the specific point located
at the mean μ. When a point constraint is detected the ancestor(s) can be then
adjusted to enforce the constraint.
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Fig. 3. Plane Constraint. The blue axis is the normal
direction of the detected plane constraint affecting the
shoulder joint. From left to right: correction level (from
0% to 100%) where the elbow trajectory (green trajecto-
ries) is gradually collapsed into a plane.

• A Plane Constraint
(Figure 3) detects if a
joint moves approximately
within a plane. Similarly
to the point constraint
detection a point cloud
is first generated. Then,
PCA is applied to the
set of points to determine
a proper orthogonal de-
composition considering
the resulting Eigenspace
from the covariance. A
planar surface is then re-
trieved considering the two Eigenvectors with higher Eigenvalue λ (the magni-
tude of λ is used to validate the plane). The average distance of the points from
this plane is then checked against a threshold β to determine if a plane constraint
is appropriate for the given joint.

3.2 Geometrical Constraint Alignment

Let i be the index of the frame currently evaluated. Let pi be the position in
space of the current joint and qi be a quaternion representing the current local
orientation. A point constraint is defined considering the orientation qm in the
local orientation frame that represents the vector defined by the local point
constraint. A point constraint is enforced through spherical linear interpolation
between qi and qm. Figure 2 shows the trajectories generated by the wrist joint
collapsing into a point constraint.

To apply the plane constraint, we identify the orientation defined by the pro-
jection of each point pi to the plane discovered during the detection phase. The
plane constraint is then enforced, similarly to the point constraint, by interpo-
lating the equivalent orientations. Figure 3 shows the trajectories generated by
the elbow joint aligning into a plane constraint.

3.3 Detection of Exercise Parameterization

Consider a typical shoulder flexion exercise where the arm is raised until it
reaches the vertical position or more (initial phase); subsequently the arm is
hold for a few seconds (hold phase) and then it relaxes back to a rest position
(return phase). This is the type of exercise that we seek to parameterize.

The analysis procedure makes the following assumptions: a) each motion M
represents one cycle of a cyclic arm exercise; b) the first frame of a motion
contains a posture representing the starting point of the exercise; c) the exercise
will have distinct phases: the initial phase (Minit) is when the arm moves from
the initial posture towards a posture of maximum exercise amplitude, then the
exercise may or not have a hold phase (Mhold) but at some point the exercise



Motion Parameterization and Adaptation for Virtual Therapists 103

Fig. 4. Example of a typical exercise captured from a therapist in one of our tests
with the system. The shown trajectory is the trajectory of the right wrist joint along
the entire motion. The initial phase happens between t=0s and t=3s. Then, between
t=3s and t=4.85s there is a hold phase at maximum amplitude where the therapist is
static (but small posture variations are always noticeable). Then, between t=4.85s and
t=7.55s we can observe the return phase.

must enter the return phase (Mend), where the exercise returns to a posture
similar to the starting posture. In addition, if the motion contains a hold phase at
the point of maximum amplitude, it will mean that an approximately static pose
of some duration (the hold phase duration) exists at the maximum amplitude
point. We also consider an optional 4th phase that can be added to any exercise,
the wait phase (Mwait), which is an optional period of time where the character
just waits in its rest pose before performing a new repetition of the exercise.
Figure 4 illustrates a typical exercise that fits our assumptions.

The analysis if the exercise can be parameterized has two main steps: first the
arm to be parameterized is detected; and then the twomotion apices are detected.
The apices, or the points of maximum amplitude, are the intersection points be-
tween the initial and return phases with the hold phase (frames t = 3s and t = 4.85
inFigure 4). These points will be a single apex point if themotion has no hold phase
in it. If the phases above are executed successfully the input motion is segmented
in initial, return and an optional hold phase, and themotion can be parameterized.

In order to detect which arm to parameterize we extract the global positions
of the left and right wrists along their trajectories. Let Li and Ri respectively
denote these positions. Since our focus is on arm exercises the wrist represents
an obvious distal joint of the arm kinematic chain to use in our parameteri-
zation analysis algorithm. For each wrist trajectory L and R we compute the
3D bounding box of the 3D trajectory. The bounding box dimension is used to
determine which arm is moving and if the motion can be parameterized. As a
result of this process, the analysis will return one of the following four options: a)
the motion cannot be parameterized; b) the motion will be parameterized by the
left/right arm; or d) the motion will be parameterized by both arms (targeting
symmetrical exercises).

4 Exercise Parameterization

If the motion can be parameterized and its type is determined, we then search
the motion for the points of maximum amplitude. To detect one apex point we
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search for a frame that indicates a sharp turn in trajectory. Since the motion
may or not contain a hold phase, we perform the search in two steps: a forward
search starting from M1, and a backward search starting from Mn.

Let i be the index of the current frame being evaluated (Mi). Let T represent
the trajectory of the left or right wrist joint, that is, Ti will be Ri or Li (the
trajectory is first smoothed through moving mean to reduce sensor noise). In
order to determine if Mi represents an apex point we perform the following
steps. We discard the initial points until the distance between two consecutive
points becomes greater than a specific threshold dt (a threshold of 5cm worked
well in practice). We first compute the incoming and outgoing direction vectors
with respect to Ti, respectively: a = Ti − Ti−1, and b = Ti+1 − Ti. If a or b
is a null vector, that means we are in a stationary pose and we therefore skip
frame Mi and no apex is detected at position i. Otherwise, the angle α between
vectors a and b is computed and used to determine if there is a sharp change in
direction at position i. If α is greater than a threshold angle, frame i is considered
a probable apex point, otherwise we skip and proceed with the search. We are
using a threshold of 75 degrees and this value has worked well in all our examples
with clear detections achieved. To mark an apex to be definitive we consider the
distance between the following k frames to be less than dt.

The test described above is first employed for finding the first apex point by
searching forward all frames (starting from the first frame). The first apex found
is called Apex 1 and its frame index is denoted as a1. If no apex is found the

Fig. 5. The red trajectory shows the initial phase Minit. The blue trajectory shows
the return phase Mret. The input motion is the same as Figure 4. (a) The full (100%)
amplitude of the input motion is shown by the trajectories. Two black crosses at the
end of the trajectories (in almost identical positions) mark the positions of Apex 1
and Apex 2. (b) The two black crosses now mark the maximum amplitude points in
the initial and return trajectories at 75% amplitude. (c,d) In this frontal view it is
possible to notice that the postures at 75% amplitude in the initial and return phases
are different. The hold phase will start by holding the posture shown in (c), and when
the hold phase is over, we blend into the return motion at the posture shown in (d) in
order to produce a smooth transition into the return phase. (e,f) Lateral view.
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motion cannot be parameterized. If Apex 1 is successfully found, then the search
is employed backwards starting from the last frame, however not allowing passing
beyond Apex 1. The second apex found is called Apex 2 (a2). Note that Apex 2
may be the same as Apex 1, in which case no holding phase is present in the input
motion. After the described analysis, the main three portions of the motion have
been detected: a) the initial phase is defined by frames {1, 2, . . . , a1} (motion
segment Minit); b) the hold phase is defined by frames {a1, a1 + 1, . . . , a2},
if a2 > a1, and nonexistent otherwise; and c) the return phase is defined by
frames {a2, a2 + 1, . . . , n} (motion segment Mret). Once an input motion M is
successfully segmented, it can then be parameterized.

Amplitude and Hold Phase Parameterization. We parameterize ampli-
tude in terms of a percentage of the wrist trajectory: 100% means that the full
amplitude observed in the input motion M is to be preserved, if 80% is given
then the produced parameterized motion should go into hold or return phase
when 80% of the original amplitude is reached, and so on. Let h be the time
duration in seconds of the desired hold duration. When the target amplitude
is reached, the posture at the target amplitude is maintained for the given du-
ration h of the desired hold phase. When the hold phase ends, the posture is
blended into the return motion Mret at the current amplitude point towards
the final frame of Mret. See Figure 5. The described operations are enough to
achieve a continuous parameterized motion, however two undesired effects may
happen: a noticeable abrupt stop of Minit or an unnatural start of Mret, because
the parameterization may suddenly blend motions to transition at points with
some significant velocity. To correct this we re-time the segments so that motion
phases always exhibit ease-in or ease-out profiles.

Behavior During Hold and Wait Phases. In order to improve the realism,
we add a small oscillatory spine movement mimicking a breathing motion, which
is applied to spine joints during the hold and wait phases. One particular problem
that is addressed here is to produce an oscillatory motion that ends with no
contribution to the original pose at the end of the oscillation period. This is
needed so that, after the oscillation period, the motion can naturally continue
towards its next phase and without additional blending operations. We thus have
to produce oscillations of controlled amplitude and period. This is accomplished
with the following function: f(t) = d sin(tπ/d), if d < 1, and sin(tπ/(d/floor(d)))
otherwise; where d > 0 is the duration of the oscillation period, which in our
case will be the duration of the hold or wait periods.

At the beginning of a hold or wait phase we save the joint angles of the spine
in a vector s, and then apply to the spine joints the values of s + cf(t), where
t ∈ [0, d], and c is an amplitude constant. We obtained good behavior with
c = 0.007, and only operating on one degree of freedom of two spine joints: one
near the root of the character hierarchy, and one about the center of the torso.
The used degree of freedom is the one that produces rotations on the sagittal
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plane of the character. The achieved breathing behavior can be observed in the
video accompanying this paper.

Overall Parameterization. The described procedures allow us to parameterize
an input motion M with respect to up to four parameters: amplitude a (in
percentage), hold time h (in seconds), wait time w (in seconds), and speed s (as
a multiplier to the original time parameterization). Given a set of parameters
(a, h, w, s), the input motion can be prepared for parameterization very efficiently
and then, during execution of the parameterized motion, only trivial blending
operations are performed in real-time.

5 Real-Time Adaptation

When the adaptation mechanism is enabled the system collects information from
the patient’s performance in real-time and adapts the current exercise in its next
repetition. In addition, visual feedback is also provided: arrows showing direction
of correction for improving motion compliance, constraint violation feedback and
also an overall performance score with explanatory text (see Figure 6).

Fig. 6. The red character displays the user’s motion and the blue one the target
exercise. Left: no violated constraints. Center: user is reminded to correct the elbow.
Right: arrows show direction of correction to improve compliance.

Four types of adaptation mechanisms are provided:
• Amplitude Adaptation The range can vary from 75% to 100% of the

target amplitude. The system tracks the distance between the patient’s active
end-effector and the apex at the target amplitude position. If the minimum
distance is larger than the amplitude compliance parameter specified by the
therapist, the next exercise execution will have the target amplitude lowered
to become within the compliance range. If in a subsequent repetition the user
reaches the current (reduced) target amplitude, then the next target amplitude
will be increased towards the original target amplitude.

• Hold Time The hold phase adaptation is designed to adapt the time at
hold stance to improve resistance, usually in a posture that becomes difficult to
maintain over time. The maximum distance between the target hold point and
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the performed end-effector position is computed. If above a threshold, the patient
is having difficulty in maintaining the posture and the next exercise repetition
will have a shorter hold phase duration. If in a subsequent repetition the patient
is able to well maintain the hold posture, then the hold duration is gradually
increased back to its previous value.

• Speed Execution During patient monitoring, the active position of the
patient’s end-effector is tracked and its distance to the demonstrated exercise
end-effector is computed for every frame. If the average distance computed across
the entire exercise is above a given trajecory compliance threshold (see Figure 7),
the next exercise execution speed is decreased. If in a subsequent repetition the
difference is under the threshold the speed will be gradually adjusted back.

• Wait-Time Between Exercises The initial wait time specified by the ther-
apist is decreased or increased in order to allow the patient to have an appropriate
time to rest between exercises. A performance metric based on averaging the tra-
jectory compliance and the hold phase completionmetrics is used to determine how
well the patient is being able to follow an exercise. If the user is well performing the
exercises a shorter wait time is selected, otherwise a longer wait time is preferred.
In this waywait times are related to the experienced difficulty in each exercise, and
they adapt to specific individuals and progress rates.

Fig. 7. From left to right: high, medium and low trajectory compliance

6 Results and Conclusions

The described algorithms have been tested for constraint detection and motion
parameterization with a variety of arm exercises and different users. The ob-
tained results were always as expected, within reasonable compliance with the
defined exercise structure. All presented methods are very efficient for real-time
computation. While this paper focuses on motion processing techniques, the de-
scribed adaptation strategies have been specified from many discussions with
therapists according to their needs while experimenting with our prototype sys-
tem. Many variations and adjustments are possible, a final version will only be
determined after the system and its several features are evaluated in practice.
A supplemental video is available to demonstrate the obtained results. In sum-
mary, we present contributions on new motion processing approaches for single
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motion parameterization, and as well on novel strategies for motion adaptation
to users during real-time exercise delivery.
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Abstract. While human communication involves rich, complex and ex-
pressive gestures, available corpora of captured motions used for the
animation of virtual characters contain actions ranging from locomotion
to everyday life motions. We aim at creating a novel corpus of expressive
and meaningful gestures, and we focus on body movements and gestures
involved in theatrical scenarios. In this paper we propose a methodology
for building a corpus of full-body theatrical gestures based on a magician
show enriched with affective content.

We then validate the constructed corpus of theatrical gestures and
sequences through several perceptual studies focusing on the complexity
of the produced movements as well as the recognizability of the additional
affective content.

1 Introduction

Gestures and movements are increasingly exploited in advanced interactive sys-
tems populated with virtual agents. Application domains include entertainment,
pedagogy and artistic performance. However, while human-to-human communi-
cation involves rich, complex and expressive gestures, often linked to verbal
languages [11], available corpora of captured motion used for virtual characters
usually comprise actions such as locomotion or everyday life motions, but not a
large range of examples of expressive gestures.

Our aim is to study these so-called expressive gestures, i.e., gestures con-
veying some meaningful information and expressive content. Expressive content
refers to aspects of motion related to feelings, moods, affect, or intensity of emo-
tional experience. Analysis of expressive content has been conducted for artistic
performances [4], everyday actions such as knocking or drinking [19], and in-
teractive embodied conversational agents [17]. More specifically, we focus on
theatrical gestures because they have to constantly and deliberately attract at-
tention and use body language to express some meaningful scenarios with an
emotional intent [12]. We are also interested in the spatio-temporal properties of
those gestures, as we make the assumption that they have a richer and enhanced
kinematics compared to everyday life actions.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 109–119, 2014.
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In this paper we propose a methodology for designing a corpus of theatrical
gestures in the context of three magic tricks. Experiments have been defined
to carry out perceptual evaluations in order to select and characterize relevant
gestures and their expressiveness for further analysis and synthesis studies.

The outline of the paper is as follows: section 2 briefly summarizes the ex-
isting expressive and non-expressive motion capture databases. Sec. 3 describes
the composition and the capture protocol of the theatrical mocap corpus we
propose. Sec. 4 describes the perceptual evaluations used to validate our corpus
and protocol. Finally Sec. 5 summarizes our contributions.

2 Related Work

Different motion capture databases have been designed to study human behav-
ior. Among them, we can identify those publicly available and largely used by
the academic research community for motion analysis, recognition, or synthe-
sis: the HDM05 database [16] provided by the Max Planck Institute, the CMU
database provided by the Carnegie-Mellon University [5], and the UTA database
provided by the University of Texas at Arlington [24]. These databases comprise
a wide range of mocap data from diverse categories including locomotion, sport
activities, and everyday life motions.

Even though these databases are useful for analyzing the social and
relational behaviors of virtual agents, they lack of expressive data carrying in-
formation about the meaning conveyed by body movements [6] and the expres-
sive content. Recently, an increased interest for expressive variations of body
movements has led to the design and construction of affective motion capture
databases. Among them, two categories may be considered: i.) Portrayed emo-
tional gestures, where expressions are produced by actors upon instructions.
This category consists of explicit affective archetype gestures where the subjects
are instructed to perform short actions or adopt postures that explicitly repre-
sent a given emotion [10], [23]. ii.) Induced emotional expressions occurring in
a controlled setting. In this category we find databases recorded for emotional
dance studies, used either for emotion detection [18] or style synthesis [22], and
databases used for emotion recognition [3], [13]. Our research objectives belong
to the latter. More specifically, we focus on full-body gestures and their varying
forms in theatrical scenarios. The gestures are regarded as actions that manifest
deliberate expressiveness induced by the emotional state of the actors.

3 Building the Corpus of Expressive Theatrical Gestures

When designing our expressive gesture corpus, we started by defining a theatrical
context. A motion lexicon was defined as well as sequences of actions following
a meaningful body language associated to a narrative scenario. In this section,
we present the reasons that form the basis of our work and describe the selected
theatrical scenario.
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3.1 Motivation

Identifying and producing expressive gestures, i.e., body movements carrying ex-
pression, meaning and intent, can be a highly subjective and context-dependent
process. Gestures that are meaningful for one observer in a given situation can
also be considered movements with no expression by a different observer.

When looking for possible sources of widely known expressive gestures, the
performing arts (theater, dance, magic, mime, etc.) are a good starting point [12]
since they aim at expressing emotions and thoughts through different means (e.g.
body, voice, objects). As our primary interest is full-body motion as a medium
for expressing affect and meaning, we propose a mime theatrical scenario where
stories, ideas, and feelings can be solely conveyed by bodily movements [8].

In addition to providing a new source of expressive gestures in a mime theater
context, we also aim to provide a new motion capture dataset that will be useful
for research in human motion analysis, recognition and synthesis. This goal has
strongly influenced many of the decisions that will be presented in this section.

3.2 Selected Scenario and Gestures

We propose a mime theatrical scenario based on a magician performance. The
reasons behind this choice of context are threefold. Firstly, by constraining the
actors to portray ideas, emotions and meanings through their body only, we
expect they will perform gestures for which the main purpose is to be seen and
understood by the whole audience. We assume that those gestures will carry more
information and thus involve a higher kinematic and dynamic complexity [12].

Secondly, classical mime performances use bodily movements and facial ex-
pressions to portray a character and his emotions [2]. As we are solely interested
in body, we need a scenario in which everything has to be shown through hand
and body motions. Lastly, a magician is an artist of misdirection. He must thus
master and use his entire body to mislead the senses of the spectator while per-
forming [9], [14]. Therefore, we consider it an interesting trial case for the kind
of scenario we are looking for.

We developed a scenario in which a magician will perform 3 magic tricks: the
disappearing box, pulling a rabbit from a hat, and appearing scarves in an empty
jacket. Each magic trick involves 3 stages: i) Introduction: the magician makes
his appearance and introduces him-self to the audience. ii) Preparation: the
magician shows each object he is going to use in his magic trick to the public.
This stage ends when the magician invokes his magical powers. iii) Conclusion:
the magician shows the result of his trick and makes a bow to the audience. In
total the proposed scenario has 3 sequences consisting of 17 isolated gestures.

3.3 Expressive Variations

As stated before, we think that the gestures in our scenario are spatially and
temporally more significant, because they must convey meaning, emotion and
intent through bodily movements. In order to enhance this kinematic diversity,
it is possible to introduce new sources of variation into the corpus by taking
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into account the style, personality and emotional state of the actor. Although
we cannot directly influence the style and personality of the actor, we think that
it is possible to elicit certain emotional responses that will produce additional
spatio-temporal characteristics. Those characteristics may affect the spatiality,
the timing, or the fluidity of the performed gestures. Thus, through eliciting
different emotions in the performance of the actor we can increase the diversity
and expressive richness of the proposed scenario and corpus. A set of 4 emotional
states was chosen using the circumplex model of affect proposed by Russell [21]:
happy, sad, stress, and relaxed. A neutral state was added to categorize the
motions in which no emotion was intended.

3.4 Experimental Motion Capture Protocol

To produce a new motion capture database that can be used for the analysis,
recognition and synthesis of expressive gestures, special care must be given to
the number and variety of recorded gestures and sequences.

Technical Setup: the understandability and expressiveness of gestures re-
quire accuracy and high definition in the recording of captured motion. A Qual-
isys motion capture system composed of 8 Oqus400 cameras [20] was used.
All full-body actions and hand movements inside a 2.5mx2mx2m volume were
recorded. A total of 64 passive markers were placed on the body of the actor in-
cluding 5 markers on each hand and 2 facial markers. The markers on the hands
enabled capturing all the grasping movements involved in a magic performance,
and the facial markers gave a more accurate idea of the direction of the head of
the actor. We used a 200Hz capture frequency to correctly capture hand motion,
since this kind of motion requires a higher accuracy.

Number of Actors and Repetitions: for the analysis and recognition of
human motion, numerous repetitions of a set of actions performed by several
subjects are needed. Each magic trick was recorded twice per emotional state.
In addition, the most representative gestures (8 in total) were selected among the
initial 17. For each selected gesture, 2 sequences of 5 repetitions per emotional
state were recorded. Currently, our database contains the motions of 2 skilled
amateur actors (1 man and 1 woman). For each actor, 110 motion capture files
were produced. We intend to further record 8 additional actors.

Emotion Elicitation: another challenge concerns how the instructions for
performing the scenario are given to the actor and how the emotional state
is induced. First, a video of each magic trick was presented to the actors the
day before the capture. This made possible for the actors to learn the gestures
and perform more fluently. Second, on the day of the capture, the actors were
asked to perform each magic trick several times before we started to record. By
doing so, we could correct all possible doubts about how each gesture should
be performed. Last, an emotional state was randomly chosen and the emotion
elicitation was done using an imagination mood induction procedure. During the
elicitation process, each actor was instructed to remember an emotional event in
their lives that corresponded to the selected emotion. After performing the whole
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scenario, i.e., the 3 sequences plus the 8 isolated gestures in a given emotional
state, a debriefing was done to re-establish the initial emotional state of the actor

4 Experiments and Results

Three perceptual experiments were performed to validate the suitability of the
chosen scenario, and the effectiveness and efficiency of our experimental motion
capture protocol. The experimental setup also enabled evaluating the usability of
the produced mocap data for tasks such as motion analysis, motion recognition
and motion synthesis. We were aiming to answer the following questions:

1. Do people perceive theatrical gestures as being more kinematically and
dynamically significant than daily actions? Do people perceive theatrical gestures
as motions conveying more information?

2. Can observers associate the spatio-temporal variations introduced through
the elicitation of emotional states to one of the five selected emotions? If they
can do so, how expressive do they find the theatrical gestures?

4.1 Stimuli Creation

For the theatrical gestures, 1 realization for 8 theatrical gestures and for 2 magic
tricks were chosen per emotion and per actor. Additionally, the actors were asked
to perform 8 daily actions that we consider are the most frequently found in
available mocap databases (cf. Table 1 for a list of the chosen stimuli).

Table 1. Stimuli used for the perceptual evaluations

Daily gestures Theatrical gestures Sequences

Lifting Show empty jacket The disappearing box
Waving Take scarves out of jacket Scarves appear in a jacket
Kicking Invoke magic with wand
Hand shake Show box disappeared
Walking Cover box
Knocking Invoke magic with hand
Throwing Introduction bow
Punching Final bow

All stimuli were played on a of point-light like character (cf. Figure 1). We
chose this kind of representation as we did not want to convey any additional in-
formation about the avatar’s gender and appearance that might influence the cat-
egorization of the selected emotions. Additionally, previous studies have shown
that this type of representation does not stop observers from perceiving any
emotional state at any intensity [1], [15].

For the theatrical gestures and the daily actions, individual video clips of the
same duration (10s) were created at 25Hz. For the magic trick sequences videos
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Fig. 1. Marker set and posture examples

of 42s were also produced. The character was displayed in the center of the
screen, facing forward at the beginning of each clip. Video clips were presented
at 1280x1024 resolution and 116 videos were generated in total.

4.2 Participants and Duration of Each Study

Twenty participants took part in the studies we will detail in the following
section, a total of 100 different individuals contributed to our experiments. Par-
ticipants came from various educational backgrounds and were all naive to the
purpose of the experiment. They only knew they would watch some avatar videos
and answer a few questions about what they perceived from those videos. De-
tailed informations about the gender and age distribution of each group of par-
ticipants and the duration of each study are presented in Table 2.

Table 2. Information about each study’s participants and duration in minutes

Study Gender Mean age Duration

Daily actions vs theatrical gestures 11M, 9F 24.0+10.0 15
Isolated gestures (emotions male actor) 10M, 10F 23.5+6.0 40
Isolated gestures (emotions female actor) 15M, 5F 23+7.0 40
Gestures sequences (emotions male actor) 13M, 7F 21.6+7.5 15
Gestures sequences (emotions female actor) 13M, 7F 25.0+13.0 15

4.3 First Experiment: Everyday Life Movements vs. Skilled
Theatrical Movements

In our first experiment we wished to determine whether observers perceived
theatrical movements as more kinematically and dynamically significant than
everyday life movements. Additionally, we wished to investigate whether par-
ticipants regarded theatrical gestures as motions conveying more information
compared to everyday life actions.

For this study, we presented participants with 32 video clips of 10s duration,
depicting 8 daily actions and 8 theatrical movements for each actor. Participants
viewed each video clip in a random order, played it as many times as they wished,
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and after each clip were asked to rate on a scale of 1-7 whether the performed
action was considered as current, spontaneous and habitual (1 on the scale) or
as skilled, meaningful and elaborated (7 on the scale).

Since the answers of the participants were nominal variables, we did not think
the data fits the assumptions of an ANOVA. Results for this study were analyzed
using Kruskal-Wallis one-way of variance and paired T-Tests for all post-hoc
analyses. We found that the gender of the participants and actors had no effect
on the ratings of daily actions and theatrical gestures. A significant difference
(H = 158.5377, 1d.f, p < 0.001) between the mean rank scores of the two types
of gestures was found. As we confirmed a significant divergence between the two
categories of gestures, we were then interested in identifying which particular
motions were considered more kinematically significant and conveying more in-
formation. The results of the Kruskal-Wallis test (H = 270.15, 15d.f, p < 0.001)
were significant; the mean ranks scores of 7 of our 8 theatrical gestures were
significantly different among the 16 different movements presented to the par-
ticipants. For daily gestures, we found that kicking and punching gestures were
perceived as the most kinematically significant actions among the everyday mo-
tions. A possible reason for this could be that both actions are considered more
sportive actions than everyday motions, thus a higher kinematic variance can be
attributed to them. Mean rank scores for both categories and for the 16 gestures
are shown in Figure 2.

Fig. 2. Mean ranks scores for each category and each one of the sixteen presented
actions

4.4 Second and Third Experiment: Perception of Emotion in
Isolated Gestures and Sequences

In this study, we take into account the fact that emotional states are expressed
differently depending on the subjects and that such states might be more easily
recognized over longer stimuli. For this reason, we used 4 separated groups.
Two groups rated the emotions of our male character and female character over
isolated gestures, and the 2 other groups did the same over the sequences.
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We wished to determine whether the 5 emotions portrayed in our theatrical
gestures could be recognized among a 6 non-forced-choice list of emotions (the
5 emotions already listed plus the other option). Additionally, we wished to
investigate the intensity with which each emotion was perceived.

For the isolated gestures, we presented participants with 8 video clips of 10s,
representing our 8 theatrical gestures (cf. Table 1 for a detailed list) in each one
of the 5 emotional states, where each gesture was presented twice. Participants
viewed each video clip in a random order as many times as they wished and
were asked to choose an emotion among the 6 possible options (also randomly
presented). They were also asked to rate the intensity of the selected emotion
on a scale from 1 (not intense) to 7 (very intense)

For the magic trick sequences, we followed the same methodology applied in
the evaluation of isolated gestures. However, instead of using short videos of a
unique gesture, we presented participants with a whole realization of a magic
trick. For this study only the recordings of the disappearing box and appearing
scarves in an empty jacket were considered.

Results for these studies were analyzed using standard analysis of variance
(ANOVA) and paired T-Tests for all post-hoc analysis. As done in [7], we calcu-
lated and analyzed the accuracy rate for emotion, i.e., how many emotions were
correctly recognized for each participant. We found no effect of participants and
actors gender on the accuracy of emotion identification.

For the isolated gestures experiment we found a main effect of emotion (F =
18.68, 4d.f, p < 0.001). Post-hoc tests showed that the 5 emotional states were
recognized with means ranging from 29% to 64%. The most accurately identified
emotions were stress and sadness. No main effect of actor gender and type of
action were found. However, an interaction between these 2 factors was shown
as significant (F = 2.81, 7d.f, p < 0.007). This interaction might be due to both
actors having different acting qualities for each type of emotion and action.

For the sequences experiment we also found a main effect of emotion (F =
6.04, 4d.f, p < 0.001). Post-hoc tests showed that the 5 emotional states were
recognized with means ranging from 40% to 70%. Contrary to the isolated ges-
tures experiment, in this study participants were more accurate in emotion
categorization. This could be explained by the length of the stimuli presented
to participants. We found that the most accurately identified emotional states
were stress and sadness, followed by relaxed and neutral. As for the isolated
gestures, no main effect for actor gender and action type were found. How-
ever, an interaction between the emotion and actor factors was again observed
(F = 4.75, 4d.f, p < 0.001). We believe this interaction might be due to the
acting qualities of our two actors.

To have a better insight of where the miscategorizations happened, the confu-
sion matrices of both studies is shown in Table 3. For both studies, the accuracy
rate of the participants is above chance (16.6%) and the results obtained for
neutral and sad emotional states are consistent with previous works [7], [25].
Additionally, stress, an emotional state that is not frequently used, has the
highest recognition rate. However, the happy and relaxed emotional states were
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Table 3. Confusion matrices

Isolated gestures

Correct answer Relaxed Happy Neutral Sad Stress Other

Relaxed 29.22% 13.44% 28.13% 14.06% 5% 10.16%
Happy 16.41% 35.31% 16.72% 2.03% 16.09% 13.44%
Neutral 17.03% 18.44% 38.91% 5% 10.16% 10.47%
Sad 8.44% 1.56% 15.63% 49.84% 8.91% 15.63%
Stress 2.81% 6.72% 5.47% 2.34% 64.69% 17.97%

Sequences

Correct answer Relaxed Happy Neutral Sad Stress Other

Relaxed 50.63% 10% 13.13% 11.88% 4.38% 10%
Happy 11.88% 52.50% 13.75% 1.25% 13.75% 6.88%
Neutral 20% 19.38% 40% 3.13% 7.5% 10%
Sad 11.88% 1.88% 13.75% 53.13% 1.88% 17.50%
Stress 8.13% 7.50% 6.88% 2.50% 70.63% 4.38%

frequently misclassified between them or with the neutral state. We think pos-
sible reasons for this could be the proximity of these 3 emotional states in the
circumplex model [21], the utilization of gestures whose sole purpose is not to
convey emotional cues, and the recording of non-professional actors. Further-
more, as we are using gestures that are already spatially and temporally rich,
we think it is also possible that the variations added by those 3 emotional states
were perceived by the participants as indistinct.

To identify possible significant differences in the intensity of the emotional
states, Kruskal-Willis tests were applied. We found no difference between the
emotional intensities portrayed for both actors and for each action or sequence.
For both studies, the emotions rated as the most intense are those the most
accurately categorized (H = 30.82, 4d.f, p < 0.001 for the isolated gestures and
H = 14.09, 4d.f, p < 0.001 for the sequences).

5 Conclusions

To date the existing motion capture databases consist of everyday actions with
few expressive variations. In this paper, we have proposed a new motion capture
corpus composed of 17 theatrical gestures, in the context of a magic performance,
into which emotional variations were added.

Three perceptual studies were conducted in order to validate the suitability
and usability of our mocap data as well as the relevance of the capture proto-
col. We found that theatrical gestures can be globally considered more skilled,
meaningful and elaborated gestures compared to everyday life actions. We also
established that for the selected theatrical scenario, emotional states can be
successfully elicited in the laboratory setting, and most importantly that our
recognition results are very close to those of previous studies in which archety-
pal affective actions and more complete visual clues were used [15].



118 P. Carreno-Medrano et al.

We will improve our set of emotional states and our emotional elicitation
procedure. We plan on recording more actors in order to provide a better insight
about the influence of acting skills, gender and personal style in the perception
of the expressiveness of theatrical gestures.
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Abstract. In this paper, we present a model and its evaluation for ex-
pressing attitudes through sequences of non-verbal signals for Embodied
Conversational Agents. To build our model, a corpus of job interviews has
been annotated at two levels: the non-verbal behavior of the recruiters as
well as their expressed attitudes was annotated. Using a sequence mining
method, sequences of non-verbal signals characterizing different interper-
sonal attitudes were automatically extracted from the corpus. From this
data, a probabilistic graphical model was built. The probabilistic model
is used to select the most appropriate sequences of non-verbal signals
that an ECA should display to convey a particular attitude. The results
of a perceptive evaluation of sequences generated by the model show that
such a model can be used to express interpersonal attitudes.

1 Introduction

Embodied Conversational Agents (ECAs) are increasingly used in training and
social coaching, in applications such as science teaching [17] or education against
bullying [5]. Empathic ECAs have been proposed [28] and it was shown that they
can be successful in regulating the emotional state of users in a learning context,
effectively affecting the learning outcome of the users [29].

In the TARDIS project1, we aim at building a virtual recruiter to train job
seekers to improve their social skills. Such a virtual recruiter should be able to
convey different interpersonal attitudes (or interpersonal stances). Interpersonal
attitudes can be defined as “spontaneous or strategically employed affective styles
that colour interpersonal exchanges” [34]. A common representation for interper-
sonal stances is Argyle’s bi-dimensional model of attitudes [3], with an affiliation
dimension ranging from hostile to friendly, and a status dimension ranging from
submissive to dominant.

Most modalities of the body are involved when conveying interpersonal atti-
tudes [9]. Smiles can be signs of friendliness [9], performing large gestures may
be a sign of dominance, and a head directed upwards can be interpreted with
1 www.tardis-project.eu

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 120–133, 2014.
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a dominant stance [11]. However, when interpreting non-verbal behavior, the
sequencing of non-verbal signals can be significant: for instance, while a smile
is a sign of friendliness, a smile followed by a gaze and head aversion conveys
embarassment [21]. While it has been observed that the sequencing of non-verbal
signals influences how they are perceived [37], the literature on the topic is still
limited. In this paper, our goal is to build a model for non-verbal behavior gen-
eration, which computes a sequence of non-verbal signals that an ECA should
display given an input attitude to express and an input text that the ECA should
say.

To build a model that takes the sequencing of signals into account, we use a
data mining technique to extract sequences of non-verbal signals from a corpus
of job interviews we annotated at two levels: the non-verbal behavior and the
expressed attitude of the recruiter. The generation model uses a probabilistic
framework to compute a set of candidate sequences and then selects the best
sequence for expressing the given attitude using a classification method based
on the frequent sequences previously extracted from the corpus. The model was
evaluated with an perceptual experiment.

The paper is organized as follows. In Section 2, we present related models
of interpersonal attitude expression for ECAs and their limitations. We then
describe in Section 3 the multimodal corpus we collected and how it was anno-
tated. Section 4 details the data mining process we used to gather knowledge
about how sequences of non-verbal behavior are perceived. Section 5 discusses
a method for generating and selecting behavior sequences using the extracted
data. In Section 6, we describe the study we conducted to evaluate whether
the generated sequences convey the desired attitude. Finally, the results of the
evaluation study are discussed in Section 7.

2 Related Work

Models of interpersonal attitude expression for virtual agents have already been
proposed. For instance, in the Demeanour project [6], postures corresponding
to a given attitude were automatically generated for a dyad of agents. Lee and
Marsella used Argyle’s attitude dimensions, along with other factors such as con-
versational roles and communicative acts, to analyze and model behaviors of side
participants and bystanders [23]. Cafaro et al. [10] conducted a study on how
smile, gaze and proximity cues displayed by an agent influence the first impres-
sions that the users form on the agent’s interpersonal attitude and personality.
Ravenet et al. [33] proposed a user-created corpus-based methodology for choos-
ing the behaviors of an agent conveying an attitude along with a communicative
intention. The Laura agent [7] was used to develop long term relationships with
users, and would adapt the frequency of its gestures and facial signals as the
relationship with the user grew. However, dominance was not investigated, and
the users’ behaviors were not taken into account as they used a menu-based
interface when interacting with the agent. Prepin et al. [32] have investigated
how smile alignment and synchronisation can contribute to stance building in
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a dyad of agents. These models, however, only consider the expression of a few
signals at a given time, and do not consider how signals are sequenced.

The importance of the dynamic features of expressions has been highlighted
in previous works. Keltner et al. [21] found that the sequencing of head aversion,
gaze aversion and smile differentiate between embarassment, amusement and
shame. With [37] found unique characteristic behavioral sequences for the ex-
pression of enjoyment, hostility, embarassment, surprise and sadness. Recently,
models for displaying emotions for ECAs as sequences of signals have been
proposed. Niewiadomski et al. [30] propose a representation for multimodal se-
quences of signals based on temporal constraints between signals, for instance
signal1 precedes signal2. Their representation schema, applied to annotated
videos, allows a virtual agent to express several emotions. Pan et al. [31] proposed
another approach that makes use of motion graphs. In such graphs, arcs are mo-
tion clips (possibly containing facial expressions and/or head movements) and
nodes are transitions between them. They trained a motion graph using video
clips labelled with mental states (e.g. interest), and appropriate paths in the
graph for each mental state are selected using dynamic programming. Finally,
Lee and Marsella [24] proposed a model of head nods prediction based on Hidden
Markov Models (HMM). The input of these HMMs is a sequence of words with
associated linguistic features (e.g. part of speech, emotion label, noun phrase
start...). Using an annotated corpus, they trained the prediction of head nods
on trigrams, i.e. sequences of three words. Though they effectively adopted a
sequential representation for their model, the sequential relationship between
different head behaviors was not modelled (only linguistic features), and their
work was limited to head movements.

Even though models of interpersonal attitude expression for ECA have already
been proposed, they typically do not consider how the sequencing of signals
influence attitudes, and only consider a limited number of modalities. In the next
section, we present the corpus of job interviews we collected and annotated, and
which was used subsequently to extract frequent sequences of non-verbal signals
expressing interpersonal attitudes.

3 Multimodal Corpus

As part of the TARDIS1 project, a corpus of simulation of job interviews be-
tween human resources practitioners and youngsters was collected. We decided
to use these videos to investigate the sequences of non-verbal signals the re-
cruiters use when conveying interpersonal attitudes. The non-verbal behavior of
the recruiters, their perceived attitudes and the turn taking were then annotated
manually on 3 videos, for a total of slightly more than 50 minutes. Our sequence
mining method (see Section 4) being relatively simple, we found this amount
of data to be sufficient for our purpose. Of course, more data would allow for
achieving more precision and for using more complex models.

For the non-verbal behavior annotation, we adapted the MUMIN multimodal
coding scheme [2] to our task and our corpus. The following modalities were con-
sidered : gestures (e.g. adaptors, deictics), hands rest positions (e.g. over or under
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table, arms crossed), postures (e.g. leaning backwards), head movements (e.g.
nods, head tilted downwards), gaze (e.g. looking at interlocutor, downwards),
facial expressions (since the videos were recorded from the side, we only consid-
ered simple facial expressions, e.g. smiles, eyebrow movements). Full details on
the coding scheme can be found in [12]. We used Praat [8] for the annotation of
the audio stream and the Elan annotation tool [38] for the visual annotations.
A single annotator fully annotated the non-verbal behavior for the three videos.
A second annotation on 10% of the total annotated video length was performed
one month after the initial annotation to measure the reliability of the coding.
Cohen’s Kappa measures were computed across the two annotations and were
found to be mostly satisfactory: e.g. κ = 0.80 for gestures, κ = 0.93 for pos-
tures. The lowest score was found for eyebrow movements (κ = 0.62), which we
had anticipated considering the video setup (the video camera captured the full
scene, thus the faces of the people are small in the video).

As the interpersonal attitudes of the recruiters vary through the videos, we
chose to use GTrace, successor to FeelTrace [14]. GTrace is a tool that allows for
the annotation of continuous dimensions over time. We adapted the software for
the interpersonal attitude dimensions we considered. The speech was rendered
unintelligible, as we focus on non-verbal behavior and did not want the content
of the recruiters’ utterances to affect the annotators’ perception of attitudes.
We asked 12 persons to annotate the videos with this tool. Each annotator had
the task of annotating one dimension for one video, though some volunteered to
annotate more videos. With this process, we collected two to three annotation
files per attitude dimension per video. More details about the attitude annotation
can be found in [13]

In a nutshell, the corpus has been annotated at two levels: the non-verbal be-
havior of the recruiters and their perceived attitudes. Our next step was to iden-
tify which sequences of non-verbal signals characterize interpersonal attitudes.
As a first step, we have focused on the non-verbal signals sequences expressed by
the recruiters when they are speaking. In the next section, we describe a method
for extracting frequent non-verbal signals sequences from the multimodal corpus.

4 Mining Frequent Sequences Characterizing Attitudes

In order to extract significant sequences of non-verbal signals conveying interper-
sonal attitudes from our corpus, we chose to use a sequence mining technique.
Such techniques have been widely used in tasks such as protein classification
[15], and they have been recently used in computer-human interaction to find
sequences of video game players’ key presses correlated with affects such as frus-
tration [27]. To the best of our knowledge, this technique has not yet been applied
to analyse sequences of non-verbal signals.

Frequent sequence mining techniques require a dataset of sequences. Since
we investigate which sequences of signals convey attitudes, we decided to seg-
ment the non-verbal behavior data using the timestamps in the annotations files
where an attitude dimension begins to vary. We call these instants attitude vari-
ation events. Once the data was segmented with these events, we kept only the
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Table 1. Cluster centers, segment counts per cluster and frequent sequences per cluster

Large Decrease Small Decrease Small Increase Large Increase
Friendliness 0.34 / 68 / 86 0.12 / 66 / 72 -0.11 / 77 / 104 -0.32 / 36 / 67
Dominance 0.23 / 49 / 141 0.09 / 66 / 244 -0.13 / 80 / 134 -0.34 / 24 / 361

segments where the recruiter is speaking. Since we found that the attitude vari-
ation events came with a wide range of values, we chose to differentiate between
small and strong attitude displays. Therefore we used a K-means clustering al-
gorithm with k = 4 to identify clusters corresponding to small increases, strong
increases, small decreases and strong decreases. The amount of segments per
attitude variation type and the associated clusters are described in table 1.

The next step consisted of applying a frequent sequence mining algorithm to
each set of segments. We used the Generalized Sequence Pattern (GSP) frequent
sequence mining algorithm described in [35]. This algorithm extracts sequences
without temporal information, i.e. it only represents that behaviors happened
after another. It is not be able to differentiate between short and long gestures.
It also cannot represent simultaneous events (e.g. a smile and a nod happening
simultaneously). More recent sequence mining techniques exist that take tem-
poral information into account [16], [18]. However, as a first step, we decided to
choose a simpler model and focus on the sequential representation, as a higher
model complexity would require more data to learn and would be harder to ap-
ply to our generation problem. Our model could potentially be complemented by
related works considering simultaneous signals, such as [33]. The GSP algorithm
requires as an input a minimum support, i.e. the minimal number of times that
a sequence has to be present in the corpus to be considered frequent, and its
output is a set of sequences along with their support. For instance, using a min-
imum support of 3, every sequence that is present at least 3 times in the data
will be extracted. The GSP algorithm based on the Apriori algorithm [1] follows
two steps: first, it identifies the frequent individual items in the data and then
extends them into larger sequences by iteratively adding other items, pruning
out the sequences that are not frequent enough. Having acquired a set of fre-
quent sequences for each type of attitude variation, we can characterize each of
these sequences with several quality measures: Support, that is how many times
the sequence appears in the data ([0;∞] ∈ N) ; Confidence, which represents the
proportion of a sequence’s occurrences that happen before a particular type of
attitude variation ([0; 1] ∈ R, 1 meaning this sequence only occurs before this
attitude variation) ; Lift, which can be seen as how strong the confidence of a
sequence is, compared to the random co-occurrence of sequence and the attitude
variation, given their individual support ([0;∞] ∈ R, a higher value representing
a stronger association).

In Table 2 we show examples of extracted sequences. The Sup column corre-
sponds to the support of the sequence and the Conf column to the confidence
of the sequence. Using a minimum support of 10, we extracted a set of 879 se-
quences for dominance variations and 329 for friendliness variations. In the next
section, we describe an algorithm for generating non-verbal signals sequences
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Table 2. Example sequences obtained with the sequence mining process

Sequence Attitude Variation Sup Conf Lift
BodyStraight -> ObjectManip Friendliness Large Decrease 13 0.31 2.09

HeadNod -> Smile Friendliness Large Increase 32 0.59 2.09
HeadNod -> RestHandsTogether Dominance Large Decrease 13 0.31 2.90

-> Smile
EyebrowsUp -> RestOverTable Dominance Large Increase 21 0.33 1.54

conveying attitudes, that makes use of the frequent sequences we presented in
this section.

5 Model of Non-verbal Signals Sequences Generation for
Expressing Attitudes

Given an input attitude that an ECA should express and an input utterance
tagged with communicative intentions that the ECA should say, the objective
of our model is to generate a sequence of non-verbal signals that conveys the
desired attitude. We place ourselves within the SAIBA framework [36], where
our model fulfils the role of the Behavior Planner module, whose role is to
translate communicative intentions into multimodal behaviors and to schedule
them. Input utterances and intentions are defined in the Functional Markup
Language (FML) [25], and output sequences of scheduled non-verbal signals are
defined in the Behavior Markup Language (BML) format [36].

In a nutshell, our algorithm follows three steps, which are detailed in the
following subsections. First, for each communicative intention contained in the
input FML message, we retrieve all the signals that can express this intention,
and build all the possible combinations of signals that can express the input’s
communicative intentions (Section 5.1). Secondly, for each of these combinations,
the algorithm then finds all the time intervals where additional signals can be
inserted, and builds a set of larger sequences by inserting additional signals in
the available time intervals using a probabilistic framework (Section 5.2). These
signals will enable the agent to display its interpersonal attitude. The third step
(Section 5.3) consists of selecting the best sequence out of all these candidate
sequences, by using a classification method trained on the frequent sequences
that were extracted using the method described in Section 4.

5.1 Building Minimal Sequences Expressing the Input FML

In a conversation, communicative intentions can be expressed through non-verbal
behavior as well as through speech. For instance, in Western culture, it is possible
to convey uncertainty by squinting the eyelids, tilting the head, or performing a
particular hesitation gesture. When emphasizing a word, it is common to make
a quick head movement downwards, and to raise one’s eyebrows.

The FML language [25] represents such communicative intentions. The first
step in our algorithm consists of retrieving all the possible non-verbal signals that
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can be used to express the intentions contained in the input FML message. For
this purpose, we used Mancini’s framework [26], in which each communicative
intention is characterized by a behavior set. A behavior set is the specification
of the different non-verbal signals that can be displayed by an ECA to express a
communicative intention. We can build a non-verbal signals sequence expressing
an input message by selecting one signal in the behavior set of each commu-
nicative intention of the input message. Such a resulting sequence is called a
minimal sequence. In our model, we only consider communicative intentions for
altering the speech prosody (i.e. pitch accents and boundaries) and communica-
tive intentions related to the speech semantics (i.e. spatio-temporal information
which will trigger deictic gestures, particular meaning which will trigger iconic
gestures, and performatives such as asking a question). Once all the minimal se-
quences have been computed (i.e. all the different combinations of signals from
the behavior sets have been collected), the next step consists of enriching these
sequences with additional signals to convey the interpersonal attitude.

5.2 Generating New Sequences

For every minimal sequence obtained in the previous step, we start by looking at
all the time intervals where it is possible to insert other signals. For instance, if
there is enough time between two head signals, we might insert a head nod, or a
head shake. Since the signals chosen for the minimal sequences are only related to
speech prosody or to certain speech semantics, we make the hypothesis that the
inserted signals will not conflict with the original communicative intentions, and
that only the inserted additional signals will contribute to expressing attitudes.

For this purpose, we represent the extracted frequent sequences (Section 4)
with a probabilistic model: a Bayesian Network (BN). The nodes of the network
represents the non-verbal signals and the interpersonal attitudes (Figure 1).
The edges define a conditional dependence between two variables. The Bayesian
Networks enable us to represent the causal and non deterministic relation of the
attitudes on the signals (e.g. there might be more smiles for friendliness increases,
or more arms crossed for friendliness decreases) and the sequences of signals (e.g.
hands rest pose changes typically appear after a gesture). In our case, we note
that P (Si+1|Si, Si−1, ..., S1, A) = P (Si+1|Si, A), where S represents signals, i is
the index of a signal in the sequence, and A is the chosen attitude variation.
Note that some paths are impossible (e.g. HeadAt → HeadAt or BodyStraight →
BodyStraight), and we made sure that such paths do not exist in the network.

An interesting feature of this model is that non-verbal signals sequences that
did not occur in our data can still be generated, and their likelihood can be eval-
uated. Indeed, the representation of the sequences might lead to new sequences
in the network. These new sequences are valuable as they can help improving the
variability of the recruiter’s behavior beyond the sequences that were observed
in the corpus. To evaluate a new sequence, we can use the method described in
[20] which classifies a new sequence with a majority-voting technique using its
k sub-sequences contained in the new sequence that have the highest confidence
score in the corpus. We trained a BN for dominance variations and another BN
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Fig. 1. A “rolled” representation of the Bayesian Networks we use for generating new
sequences of behavior.

for friendliness variations. As a first step, we consider the attitudes of friendli-
ness and dominance independently. A next step will consist in analysing how to
combine attitude variations in the two dimensions simultaneously. We used the
Weka open-source machine learning software [19] to train the networks, using
our multimodal corpus as input data. The constructed models are then used to
compute the sequences of non-verbal signals conveying a particular attitude.

The generation of the sequences starts with the minimal sequences obtained
after the previous step (Section 5.1), and uses the Bayesian Networks to add
new signals in the available intervals. Thus, it is ensured that every generated
sequence contains signals that express every input communicative intentions.
Also, the maximum sequence length (i.e. how far we “unroll”) is the amount
of time intervals contained in the original FML message. In order to reduce
computing time and to sort out sequences that are too unlikely, we compute
the overall probability of every generated sequence, and only keep those whose
probability is above a certain threshold λ. For our evaluation, we chose λ to be
equal to P (minimalsequence)∗α where P (minimalsequence) is the probability
of the original minimal sequence and α is a coefficient, which we set to 0.005 after
trial-and-error showed it to be an adequate compromise between the amount of
generated sequences and computing time. The generated sequences that are left
after this pruning process are called candidate sequences. Having computed all
the candidate sequences, the final step consists of selecting the one that is most
likely to convey the input attitude.

5.3 Selecting the Final Sequence

For selecting the final sequence, we compromise between having a sequence with
a high likelihood to appear in the data, and a high confidence for conveying the
appropriate attitude. We defined a score variable of a candidate sequence s as
Sc(s) = P (s) ∗ Conf(s), where P (s) is the probability of s computed by the
appropriate Bayesian Network (BN for dominance or friendliness depending on
the input attitude). If the sequence s has been extracted in the frequent sequence
mining process, then Conf(s) is equal to the sequence’s confidence (see Section
4). If not, we compute Conf(s′) for every subsequence s′ contained in s, and
we define Conf(s) = ΣConf(s′)/n where n is the number of subsequences of
s. Finally, we select the sequence with the highest score Sc. Note that for a
particular input utterance, the chosen sequence will always be the same with
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Fig. 2. The main screen of the online study.

this method. In the future, we plan to add a factor to weigh down sequences
very similar to previously played sequences.

In the next section, we present an evaluation study we realized to assess
whether the generated sequences convey the expected attitudes.

6 Evaluation

In order to evaluate our model, we conducted a study to verify that non-verbal
signals sequences generated by the model with a certain input attitude are per-
ceived as conveying the same attitude , and are perceived with the same intensity.
In the following sections, we describe the study design and we then report the
results of the study.

6.1 Study Design

The study was conducted online. The platform of the study was developed using
Adobe Flash technology. Participants were asked to compare 8 pairs of videos of
a virtual character acting as a job recruiter expressing non-verbal signals when
speaking (see Figure 2). For every pair of videos, the virtual recruiter said a
different job interview question (e.g. “In your previous professional experiences,
did you ever have to deal with difficult situations?”). The 8 different questions
were always presented to the users in the same order. The character’s speech was
identical in both videos, and was produced in English with the Cereproc Text-To-
Speech engine [4]. The non-verbal behavior of the recruiter was however different
in the two videos of every pair. Since the speech content was identical in both
videos, and since we asked user the difference in attitude between both videos,
we considered the utterances’ content did not have an impact on the results.

Each of these 8 pairs of videos corresponded to a testing condition, namely
one of the 8 following attitudes: high dominance, low dominance, low submis-
siveness, high submissiveness, high friendliness, low friendliness, low hostility,
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high hostility. On the right video (Figure 2), the ECA displayed sequences of
non-verbal signals generated with our model. To generate a sequence for a given
condition, we used as an input the corresponding attitude variation, for instance
for low hostility our input was small friendliness decrease. On the left video,
the virtual character’s behavior was generated with a neutral attitude. For this
purpose, our model only went through the first step of our algorithm (Section
5.1), and selected randomly one of the minimal sequences for the input question.
While such a sequence could effectively express an attitude, we hypothesised that
the attitude expressed in these videos would be considered more neutral than
the attitude expressed in the videos generated with the attitude model. All in
all, 64 distinct sequences were evaluated with our study (8 questions said by the
ECA ∗ 8 attitudes), and 72 videos were generated for this purpose: (64 + 8 neu-
tral). For every pair of videos, the participants answered the following questions:
Q1: “Compared to the Reference Video (left), the character on the Comparison
video (right) is:”, with the possible answers being : “Much less dominant”, “Less
dominant”, “Equivalent”, “More dominant”, “Much more dominant”, “Undecided”
(resp. friendly). If they had not chosen “Undecided”, they would then be asked
to give their opinion on the next question: Q2: “The intensity of the expressed
attitude on the Comparison video (right) is:”, with the possible answers being
: “Very low”, “Low”, “Medium”, “High”, “Very high”. In the following section, we
present the results of this study.

6.2 Results

Eighty-one participants took part in our study (43 Female, 38 Male). The par-
ticipants were mostly French (88%), and the mean age of the population was
32.4 years old (StdDev: 12.8).

In Table 3, we report the frequency table for participants’ answers for Q1. The
Mean values are computed by considering the answers are on an ordinal scale
(Much less friendly = 1, Much more friendly = 5, etc.). To assess the statistical
significance of our results, we performed χ2 tests for every condition, and all
were found to be significant (for all conditions χ2 > 23.5, p < 0.0001).

For Q2, we performed Student’s T-tests between pairs of conditions of the
same type (i.e. increase or decrease of dominance or friendliness) but different
intensity (i.e. small or large). There was only a significant difference between
perceived intensity of large (Mean = 2.97) and small (Mean = 3.31) decreases
in friendliness (p = 0.016 < 0.05). Differences between increases in friendliness
(p = 0.62), decreases in dominance (p = 0.48) and increases in dominance (p =
0.73) were not found to be significant.

7 Discussion

Our evaluation study aimed at assessing whether our model can generate se-
quences of non-verbal signals that convey the appropriate attitude, and if the
generated sequences are perceived with the appropriate intensity.
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Table 3. Percentages table for attitude rankings for the 8 conditions

Friendliness Friendliness Dominance Dominance
Decrease Increase Decrease Increase

Much less (1) 3.73% 3.68% 2.26% 0.78%

Less (2) 45.5% 24.3% 24.1% 14.7%

Equivalent (3) 24.6% 38.2% 39.1% 20.9%

More (4) 20.9% 25.7% 27.1% 52.7%

Much more (5) 3.73% 8.09% 5.26% 9.30%

Undecided 1.04% 0% 2.26% 1.55%

Mean 2.71 3.10 3.02 3.50
χ2(4) 120.7 91.8 98.9 146.0

The results of Q1 indicate that expressions of dominance were indeed per-
ceived as such. However, sequences for submissive attitudes were perceived as
equivalent to the neutral expression. Expressions of hostile attitudes were per-
ceived as less friendly than the neutral one. Moreover, the expressions of friend-
liness were perceived as conveying a more friendly attitude than the neutral
non-verbal behavior. In other words, the results of the study validate partially
our model. Indeed, our model seems to generate appropriate non-verbal signals
sequences for the expression of dominance, friendliness and hostility. However,
the model cannot be used to convey submissiveness.

For Q2, the only significant difference was found between intensity of large
and small decreases in friendliness, however the videos generated for smaller
variations were found to be more intense than the videos generated for larger
variations. Therefore, it seems that our model cannot simulate attitudes of dif-
ferent intensities.

The analysis of the results brings some interesting considerations. One factor
that might have influenced the results of Q1, is that speaking in a job interview
context can be viewed as a form of asserting control over the interaction. There-
fore it might be argued that a virtual recruiter cannot express submissiveness
while speaking. Similarly, interactions are not a one-way exchange, and the be-
haviors of the recruiter when the interviewee is speaking are certainly critical
to express friendliness. For instance, it is known that mimicking the behaviors
of an interlocutor is a sign of friendliness [22]. However, our evaluation protocol
did not allow us to study this effect. Moreover, while the non-verbal signals and
their sequencing were different between compared and reference videos, there
was no difference in behavior expressivity (e.g. gesture amplitude, smile inten-
sity). Also, the notion of intensity mentioned in Q2 could have been interpreted
in other ways that we had anticipated (e.g. intensity of behaviors, whereas we
studied intensity of attitudes). These two factors might have been influenced the
participants in rating the videos with similar intensities. Finally, one caveat in
our evaluation protocol is that our model considers attitude variations, whereas
our study could only compare differences in attitude expression with neutral
behavior. To really assess whether the model can express attitude variations, we
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need to measure participants’ appraisals of our virtual recruiter’s attitude in full
length, uninterrupted job interviews.

8 Conclusion

In this paper, we presented a corpus-based model for expression of attitudes by
Embodied Conversational Agents and an evaluation study. From an annotated
corpus of job interview, frequent sequences for different types of attitude expres-
sions were extracted using a sequence mining technique. These were then used
as data for building our sequence generation model based on Bayesian Networks.

The evaluation study validated that our model can generate non-verbal sig-
nals sequences for appearing friendly, hostile and dominant. However, the model
was not able to express different attitude intensities. In future work, we plan
on taking our model one step further by considering the listening behavior of
the recruiter, and how the recruiter should react to behaviors of the interviewee.
We also want to investigate how behavior expressivity, such as gesture ampli-
tude or smile duration, is related to expressions of attitude and implement this
in our model. Extensions of the sequence mining method considering tempo-
ral information will be considered. We will also extend our sequence generation
and selection model to allow for simultaneously expressing variations of atti-
tude along both dimensions, dominance and friendliness. Finally, we plan on
evaluating our model in full-length, uninterrupted simulated job interviews, to
assess whether our model can express attitude variations through the course of
an interpersonal interaction. To this end, we will define a measure of similarity
between sequences, which will be used when selecting a new sequence to ensure
that the behavior remains varied.
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Abstract. We propose an integrated framework for social and emotional
game-agents to enhance their believability and quality of interaction, in
particular by allowing an agent to forge social relations and make appro-
priate use of social signals. The framework is modular including sensing,
interpretation, behaviour generation, and game components. We propose
a generic formulation of action selection rules based on observed social
and emotional signals, the agent’s personality, and the social relation be-
tween agent and player. The rules are formulated such that its variables
can easily be obtained from real data. We illustrate and evaluate our
framework using a simple social game called The Smile Game.

Keywords: SocialRelationship,Framework,Game-Agents, Interactions.

1 Introduction

Taking Alan Turing’s famous question “Can machines think?” [16] to it’s logical
next step, researchers in computer science have started to challenge themselves
to build not only computers that can think but also ones that have a virtual
embodiment, can communicate and interact with humans, and “live” in a vir-
tual world. Such embodied conversational agents are applied in a wide range of
applications areas covering training and education [4], government and military
[5], medical and health [3], films, and gaming [11].

In the area of gaming, Intelligent Virtual Agents (IVAs) research has led to
major improvements in their believability. This is generally achieved by improv-
ing their visual appearance and more recently by making their behaviour more
realistic. Yet there remain a number of improvements and contributions to be
made including more natural expression of emotions [2], enhanced role of per-
sonality and social relations in the selection of the agent’s behaviour [11], and
better use of social signal processing [18] to drive the interaction.

In gaming applications, IVAs can be particularly interesting potential vehicles
of affect, because players naturally engage with agents as part of a game. Over
time, a pattern of interactions between player and agents may translate into a
relationship if the game and its IVAs are designed to allow for this. It is this

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 134–143, 2014.
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evolving relationship, expressed in terms of social signal that we propose to
include in our IVA architecture.

In the real world, social interaction between people involve the encoding and
decoding of social signals [18]. These signals are displayed through facial expres-
sions, body gestures, and voice. We propose to model our game agents exactly
like this: they will perceive and generate behaviour as we do, both when inter-
acting with a user as well as when interacting with other IVAs.

While a number of works have moved towards building realistic IVAs in games
(e.g. [11,15]), so far there exists no fully integrated framework for a social and
emotional game-agent, complete with the ability to develop simple social rela-
tions over time. Hence, in this paper we propose such a framework. In addition,
we propose a formulation of action selection rules based on the IVA’s personal-
ity, the social relation between player and agent, and the perceived (non-)verbal
actions to enhance the agents’ believability and the user’s interaction in a game
context. The rules are formulated so that they can be easily learned from data.

To illustrate the efficiency of our framework, we implemented a simple game
called the Smile Game. In this game, the player can play, interact, and build a
relationship with the agents (see Section 5).

2 Related Work

A number of IVA frameworks have been proposed to improve the social capabil-
ities of agents. For example: The SSI (Social Signal Interpretation) framework
[19] aims to integrate multi-modal affect recognition and interpretation. The
framework consists of several components that enabled affect recognition and
interpretation using tools that can recognise and interpret a user’s social signals
conveyed by their voice and face. The results of the recognition and interpreta-
tion can be processed as sensing information by the agents.

Another example of a fully integrated IVA framework is the SEMAINE frame-
work [14] [10]. SEMAINE is an open-standards-based framework for building
emotion oriented systems. It consists of a number of components that communi-
cate with each other using XML based messages.This framework emphasises non-
verbal behaviour, turn-taking, and back-channelling rather than understanding
the topics of conversation verbally.

A similar framework is the ICT Virtual Human [7] framework. It contains a
number of components that cover automatic speech recognition, emotion sen-
sors, natural language processing, and behaviour generation. This framework is
more complex than the SEMAINE Framework, incorporating a large number
of modules developed both by ICT USC as well as by third parties. Similar to
SEMAINE, it uses XML messages in an ActiveMQ framework as the means of
communication between components.

A framework developed specifically for the gaming context is Koko [15]. Koko
describes a conceptual framework to integrate affect recognition into games. The
framework has seven components which communicate using arrays of vectors.
With these components, the framework allows the game system to manage the
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Fig. 1. Overview of the ERiSA Framework

agent’s moods, user’s emotional state, and game environment information. Un-
fortunately, this framework can only serve as an architectural connector between
a game framework and other affective modules/frameworks, hence by itself it is
not sufficient for building complex games.

In addition to building a framework to improve the capability of the agents,
a formal model of the agents’ behaviour is essential to allow agents to reason
about their own behaviour. Ochs et al. proposed such a dynamic model for Non-
Player Characters (NPCs) in computer games [11], which studied the dynamics of
emotions, personality, and social relationship between the NPCs. In this model,
the agent’s behaviour is influenced by their emotions which in turn are affected
by their personality. For example: a negative emotion in i induced by j decreases
the value of liking i has for j and vice versa. However, this model does not define
how the player’s relationship to the agents comes about in the first place.

In summary, while the existing frameworks focus on generic models of IVAs,
none are capable of modelling evolving social relations between users and agents,
and use these to generate behaviour rules.

3 The ERiSA Framework

We propose a framework for game-agents that extends existing frameworks such
as SEMAINE or the ICT Virtual Human framework by including social relation-
ship as a variable as well as the ability to learn social interaction rules from data.
We adapt the framework for a game environment by adding components that
manage the game play dynamically. The framework consists of modular compo-
nents including sensing, interpretation, and behaviour planning (see Fig. 1).

The functions of the main components are as follows:

– The Sensing Component provides modules for Facial Expression Recog-
nition (FACS and six basic emotions [1]), Automatic Speech Recognition,
and Face Recognition. The Face Recognition module is used to recognise
a player’s face based on which an agent can build and interpret a social
relationship with a player.
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– The Interpreter Component receives data about the player’s utterances,
facial expressions, and identity. The player’s utterances are interpreted in
the Verbal Interpreter module, while the user’s emotions are interpreted by
the Non-Verbal Interpreter module.

– The Behaviour Component proposes an agent behaviour based on the
information of both verbal and non-verbal interpretation and the Interaction
Rules. The proposed behaviour is then sent to a SAIBA compliant embodied
system [9] by the Action Selector Module. Afterwards, the Action Manager
module updates all the states and rules including Internal States, Game
States, Interaction Rules, Game Rules, and Social Relationship.

– The Agent Components consist of Memories and a Social Relationship
module. Memories include Internal States, Internal Rules, and Personality.
The Interaction Rules are influenced by the agent’s internal states such as
personality, relationship , and emotion. The Social Relationship module man-
ages the relationship status between two entities such as agent A-player I,
player I - player II, or agent A-agent B.

– The Game Components consists of a Game Play module and related
Memories including Game Rules, and Game States. The Game Play module
regulates the game play from the Memories. The game play changes dynam-
ically based on the agent’s internal states.

An example in which the social relation is used in a game scenario is as fol-
lows: In an RPG game a player’s mission is to convince guard Maximus to let the
player pass the gate. The player has to do this by building a positive relation-
ship, avoiding conflict. Suppose the player has met Maximus three times before,
has a positive relationship with him, and Maximus has a high value of extraver-
sion. The player greets the guard with a smile while saying “hello”. The player’s
utterance and facial expression are captured and processed in the Sensing Com-
ponents, and interpreted in the Interpreter Components. The Action Manager
updates the values of the social relationship and the guard’s internal states. In
this case emotion is set to be more positive and the value of the social relation-
ship is increased as well. Finally, Maximus reacts based on the information from
the Interpreter Components and Interaction Rules.

4 Automatic Behaviour Modelling

Personality. We based our model on the OCEAN personality model [13]. This
model has been used in several works in the area of IVAs [11]. The values of the
traits are represented by a set of real numbers between -1 to 1, where 1 represents
the strongest possible value in that particular trait. For example: if the agent
has personality with an extraversion value of 0.65 and conscientiousness of -0.65
then the agent tends to be talkative and shows a lack of self-discipline.

P = {O,C,E,A,N} ∈ [−1, 1] (1)
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Social Relationship. In the social relationship model, we highlight 2 vari-
ables of social relationship: Likes and Knows. The change in the degree of Likes
(Likest ∈ [−1, 1]) at time t depends on the emotion Et of the agent towards
the player at that time (explained below), so a negative emotion at time t will
lead to the decrease of Likes. The degree of Knows depends on how many times
the agent and the player met, which in our game scenario is measured in terms
of how often they played the game. The value of Knows is normalised to a real
number between 0 to 1 (Knowscurr ∈ [0, 1]). The value of the Social Relationship
at time t ( Rt ) is calculated as:

Rt = (Likest ×Knows) (2)

where

Liket = Likest−1 + Et × a (3)

Emotion. Both personality and emotion play a role in the individual’s be-
haviour [8,12]. For example: an individual with high extraversion tends to ex-
press and perceive positive emotions, while an individual with high neuroticism
trait tends to express and perceive negative emotions. In addition to personality,
the social relationship also plays a role in the individual’s emotional behaviour.

Subsequently, the agent’s emotion at time t (Et) is computed based on the
average of events Evti at that time in addition to personality (PE for extraver-
sion and PE for neuroticism) and social relationship at time t (Rt). To model
the dynamic properties of emotion perception in a simple yet convincing way,
we implemented a decay function to our model. In the absence of any emotion
evoking stimuli, the value of an affective dimension is assumed to decay over
time [12]. The value of the decay rate r is set based on the agent’s personality.

Et = Et−1 × e−rt + Vt (4)

where

Vt =

∑n
i=1 Evt(i,t)

n
× (PE − PN +Rt) (5)

5 Experimental Methodology: The Smile Game

We implemented the proposed framework to create a simple game called The
Smile Game. The main aim of this project is neither to detect nor synthesise
laughter but to implement and evaluate the proposed framework and model that
considers the relation between personality, social relationship, and emotion to
enhance the agent’s believability and quality of user interaction. Recent work in
detecting and synthesising laughter can be found in the Ilhaire project 1 [17].

1 http://www.ilhaire.eu/

http://www.ilhaire.eu/
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The Smile Game is inspired by the “Don’t Smile” game that has two people
facing each other. The goal of the game is simple: make your opponent laugh
with jokes, and funny facial expression. The first person to smile uncontrollably
loses. In The Smile Game, we replace one of the players with an ECA. We use
two SEMAINE characters, Poppy and Spike [10] as the game agents. Poppy has a
high extraversion and low neuroticism personality (PE = 0.5,PN = −0.1, while
Spike has a high neuroticism and low extraversion personality (PE = 0.2,PN =
0.5). This game is considered to be a good case study since the game play is
simple yet elicits rich non-verbal interactions between the agents and the player.

5.1 The Smile Game Recordings

In order to study what type of behaviour people playing the Smile Game would
exhibit, we performed an experiment in which two people at a time play the game
whilst being video recorded. This will allow us to model typical behaviour and
replicate it in the agents. We recruited 10 participants, all of whom are students
in our institute (5 male; 6 Asian, 4 Caucasian). We conducted five recording
sessions, with a different number of games played per session.

During the game, there were three cameras recording both visual and audio
information. The first and second camera each record a player from the front
while the third camera records a profile perspective of both players. The images
are used for facial expressions analysis and the audio recording for discourse
analysis (i.e. presence of conversation, and who spoke first).

We annotated the recordings using the Facial Action Coding System (FACS)
[6] for the players’ facial expressions and created a transcript of the players’
utterances2. Next we selected utterances and facial expression that were used
for attacks to make the opponent laugh. These attack behaviours were then
implemented in the agent.

There were a total of 14 distinct FACS combinations that succeeded in making
the opponent smile/laugh. Unfortunately, not all FACS combinations can be
generated by the agents. There were ten utterances that succeeded in making
the opponent smile/laugh. Hence, we push all these utterances to the agents’
attack vocabulary. In addition we added twenty additional funny sentences from
various sources on the internet, such as “I feel like such a homo sapiens right
now” or “Don’t you have something better to do?”.

5.2 The Smile Game Flow

An overview of the game flow is shown in Fig. (2). When the system starts, it
searches for a face. When a face is detected, the agent tries if it can recognise
it from the current library of faces. Based on this, the agent greets the player
using the Welcome Dialogue Set. If the face is not recognised, the agent will ask
for the player’s name and will initialise a new entry in the face library as well
as a relationship value R. If the system recognises the face, it searches for the

2 The utterances in session 4 were in Indonesian, hence, we did a translation to English.
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corresponding relationship value R and updates it. Afterwards, the agent starts
a conversation using common topics such as the weather or news using the Chit-
Chat Dialogue Set. After a fixed period of time, the agent will ask whether the
player would like to play a game with the agent. If so, the game will commence
and continues until someone smiles. The player can also asks the agent to play
a game with them. When the game ends, the result of the game is saved by the
agent, in addition to updating the value of R. Both agent and player can ask
to repeat the game, if the player does not want to repeat the game, the agent
closes the interaction using its Goodbye Dialogue Set.

Fig. 2. Game flow. Action streams are selected based on the social relation value R
which is either ’very close’, ’close’. ’Intro’ is used when the user is unknown.

In addition to the personality, relationship, and emotion model from subsec-
tion 4, we define a model to determine when the agent will smile. The agent’s
urge to smile S is derived from the model of emotion E from subsection 4. The
difference is that while the model of emotion E considers all the possible player’s
verbal and non-verbal actions, the model of smile S only considers the possible
player’s verbal and non-verbal actions that could trigger the agent to smile.
Currently, the same rules used by the agent to attack an opponent will incur an
increase in S when observed by the agent.

To model the dynamic properties of the agent’s smile in a simple yet convinc-
ing way, we again included a decay function to our model. This way the agent’s
urge to smile will diminish over time unless reactivated. Similar to the emotion
model, the value of the decay rate r on this model is also set based on the agent’s
personality.

St = St−1 × e−rt + Vt (6)

5.3 Evaluation

Before evaluating the system with real players, we created a simulation of the
game. We experimented with two SEMAINE characters: Poppy and Spike [10].
The relationship value R between the simulated player and the agent is set to
0.65 and decay rate r to 0.02 for both agents. We performed random attacks
to both characters for a certain time. Both characters were receiving the same
sequence of attacks.
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Fig. 3. Smile Simulation. The blue and purple lines show the character’s urge to smile
for Poppy and Spike, respectively. The orange line indicates the threshold to display a
small smile and the purple line the threshold for smiling uncontrollably.

Figure 3 shows the result of the simulation of the both characters urge to
laugh (St) as a result of three strikes. The first strike was a series of medium
intensity attacks from the user from t = 13 to 17 s, the second one was a series
of high intensity attacks from the user from t = 25 to 31 s, and the last strike
was a series of low intensity attacks from the user from t = 41 to 57 s.

The S1 line indicates the threshold of generating a small smile by the agent,
while the S2 line indicates the threshold for an uncontrollable smile, which means
the agent loses the game. In this simulation, we used the same value of both
thresholds for both agents. As we can see in the figure 3, from t = 6 to 11 s,
Poppy who has a high extraversion value showed a small smile, and in the t =
23 s, Poppy was unable to hold her smile, and she lost, while Spike who has a
high neuroticism only just showed a small smile at the second attack.

User Evaluation. In addition to the simulation, we performed a user evaluation
of the game. We recruited 16 participants (9 male; all Asian; mean age = 24.440;
age standard deviation = 3.759). All participants are students in our institute.
Each participant played two sessions of the game, and in each session they played
against both characters (Poppy and Spike). After the game, they were asked
to fill in a questionnaire to rate their perceived relationship with the agent,
the naturalness of the interaction during the conversation and the game, and
the agent’s response time. In addition, we also asked the participant to rate the
agent’s personality.

Figure 4 (a) and (b) shows the average scores for the social relationship and
the naturalness of the interaction during the conversation and the game, while
Fig. 4 (c) shows the score of the agents personality. A score of 1 is the lowest
score, 3 indicates average score, and 5 is the highest score. Except for the rating
of ’Social Relation’, all scores were identical for session 1 and 2.

From the limited questionnaire results, we can tentatively draw two conclu-
sions. Firstly, the users perceived the two characters to largely display the per-
sonality that we intended them to. Poppy was perceived to be twice as extrovert
as neurotic, and Spike the other way around (see Fig. 4 (c)) Secondly, and more
importantly, the participants were able to tell the changes in their social rela-
tionship with both characters over time. The average user score for the social
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Fig. 4. User Evaluation results of the smile game. Sub-figures (a) and (b) show the
perceived social relation, naturalness of behaviour, response time, and naturalness of
the game for the game characters Poppy and Spike, respectively. Sub-figure (c) shows
the results for perceived personality.

relationship between the agent and the player went from an average of about 1.5
at the first encounter, to 2.5 for the second encounter, when the agent was able
to recognise the player and used the relevant dialogues for people it knows. How-
ever, the changes in the relationship are not very high because the participants
only play with each character twice.

The rating of the naturalness in the interaction during the conversation is quite
low for both of the characters due to the response time of the agents. Upon further
analysis of the problem it turned out that this was caused by the low performance
of the Speech Recognition module. In contrast, participants gave quite high scores
for the naturalness of the interaction rating during the game.

6 Conclusion and Future Work

In this paper, we have presented an integrated framework for a social and emo-
tional embodied game-agent. It has been evaluated in The Smile Game, a social
game where the first person to smile loses. The results show that we success-
fully built an agent that is capable of creating and using the beginnings of a
social relation with a player. However, we achieved quite low ratings for the
naturalness in interaction during the conversation due to the low performance
of the Speech Recognition module. We aim to explore better context-specific
sensing components to enhance the interaction in our future work. Currently
the agent’s reactions are determined by simple hand-crafted interaction rules.
In future work we aim for automatic interaction rule generation and adaptation
by learning from (real-time) data obtained from actual interactions between the
player and the game-agents.
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Abstract. We conducted a study which investigated if we could overcome chal-
lenges associated with interpersonal communication skills training by building a 
virtual human with back story. Eighteen students interacted with a virtual hu-
man who provided back story, and seventeen students interacted with the same 
virtual human who did not provide back story. Back story was achieved through 
the use of cutscenes which played throughout the virtual human interaction. 
Cutscenes were created with The Sims 3 and depicted short moments that oc-
curred in the virtual human’s life. We found medical students who interacted 
with a virtual human with a back story, when interacting with a standardized 
patient, were perceived by the standardized patient as more empathetic com-
pared to the students who interacted with the virtual human without a back  
story. The results have practical implications for building virtual human expe-
riences to train interpersonal skills. Providing back story appears to be an effec-
tive method to overcome challenges associated with training interpersonal skills 
with virtual humans. 

Keywords: virtual humans, back story, cutscenes, empathy. 

1 Introduction 

Virtual human experiences can be a useful tool for training interpersonal communica-
tion skills. An important component of interpersonal skills is empathy, which is the 
ability to understand the feelings of another and be able to communicate that under-
standing. Empathy plays an important role in medical education and is considered a 
core learning objective in a student’s medical education [1]. Encouraging empathy 
with virtual humans is challenging. Prior research has shown that medical students 
empathize with virtual humans with less sincerity and frequency than with a real  
human [2]. 

In the medical field, one approach to foster empathy in medical students’ is 
through Patient Shadowing: a technique in which medical students follow patients 
through their clinical visits [3]. Patient Shadowing provides context to a patient’s 
daily life typically not seen by medical students. Shadowing is a powerful tool; how-
ever, it requires patient consent and willingness to share private experiences.  
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Informed by Patient Shadowing in the medical field, we wanted to apply this con-
cept to virtual humans. If virtual humans were given context to their personal life, 
would this improve interpersonal communication skills? To investigate this, we added 
back story to our virtual human. Back story was added to our virtual human through 
cutscenes. Cutscenes, created with The Sims 3, are user-triggered and depict short 
moments that occurred in the virtual human’s life. 

We conducted a study in which 35 1st year medical students interviewed a virtual 
human depression followed by interviewing a standardized patient actor with depres-
sion. Eighteen students interacted with a virtual human with a back story (VH-
Backstory), and seventeen students interacted with the same virtual human without a 
back story (VH-Control). The results show students in VH-Backstory group, when 
interacting with the standardized patient, were perceived by the standardized patient 
as more empathetic compared to the students in the VH-Control group. 

While the research presented in this paper considers only virtual patients with back 
stories, the results presented have practical implications for building any type of vir-
tual human experience to train interpersonal skills. Providing back story appears to be 
an effective way to overcome challenges associated with training interpersonal skills 
with virtual humans.  

2 Related Work 

2.1 Patient Shadowing 

Patient shadowing is an initiative by Patient and Family Centered Care Innovation 
Center to produce a low-cost and effective way to follow (or shadow) patients as they 
receive medical care [3]. 

The advantage of shadowing is that the shadowers see a side of patient care they do 
not often see: the perspective of the patient in real-time. Patient shadowing is very 
powerful because medical students have the opportunity to see patients as more than 
just a diagnosis. Shadowing is the closest real-world counterpart to our approach of 
providing back story through the use of cutscenes.  

2.2 Virtual Humans with Back Story 

Bickmore et al developed virtual humans with back story to increase user engagement 
[4]. Participants were found to be more engaged with the virtual human when the 
virtual human told a story in the first-person as opposed the story being told in third-
person. Back story was generated through text-based dialog and the study investigated 
more into user reaction to virtual humans with back story. 

2.3 Cutscenes 

Cutscenes are heavily used in video games as a way to drive the narrative forward. 
Cutscenes are almost always non-interactive, and just as in our system, are always 
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triggered by the user in some way. Cutscenes in our virtual human interactions are 
triggered when the user elicits a response from the virtual human that is also asso-
ciated with a cutscene. In video games, cutscenes can be triggered in many ways: 
starting/finishing a level, reaching a checkpoint, or initiating a conversation with a 
non-playable character. 

2.4 Virtual to Real Behavioral Change 

Another area of research looks at improving pro-social behavior through virtual expe-
riences. Rosenberg et al looked at how giving participants virtual “super powers” 
would affect real world behavior [5]. Participants traversed a virtual city either flying 
in a helicopter or having the power of flight. Participants were assigned to either help 
a virtual diabetic child or just tour the city. Rosenberg found that participants who 
were given the power of flight were more likely to help the experimenter in the real 
world pick up spilled pens than participants who did not receive the power of flight. 

3 Background 

This research enhances pre-existing virtual human technology with cutscenes made 
from the video game The Sims 3. There are many forms of virtual humans; however, 
we use what are known as virtual patients. 

The goal of this enhancement was to improve interpersonal communication skills 
in medical students. In particular, empathy was the most important targeted skill. 

Cutscenes were made to depict various moments from the virtual patient’s daily 
life in order to properly convey how the patient’s medical condition was affecting 
them. The following sections will discuss virtual patients, empathy, and The Sims. 

3.1 Empathy 

Empathy, in the context of patient care, is defined as “a predominantly cognitive (ra-
ther than emotional) attribute that involves an understanding (rather than feeling) of 
experience, concerns and perspectives of the patient combined with a capacity to 
communicate this understanding” [6]. 

Empathy is a very important interpersonal skill for everyone to have; however, it is 
especially important for medical students to have strong empathy skills by the time 
they begin their medical profession. A key motivator for doctors to have strong empa-
thy skills is that empathy is considered one of the best ways to improve patient com-
pliance as well as reduce medical malpractice lawsuits [7]. 

3.2 The Sims 

The Sims is a life-simulation game in which the player creates and maintains a family 
of Sims [8]. The Sims has various needs that reflect what humans need in the real 
world. They need to eat, go to the bathroom, get a job, etc. The Sims features robust 
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character creation allowing users to create virtual humans of different age, weight, 
height, etc. In addition to the game component of The Sims, the game features a mov-
ie making component in which players can record Sims living their virtual life. The 
movie making tool was used to create the cutscenes for the virtual human. 

4 Study 

We conducted the use of cutscenes in virtual human interactions as part of a study 
involving 35 first year medical students. As seen in Figure 1, eighteen of the students 
interacted with a virtual human suffering depression with a back story provided by 
cutscenes and seventeen interacted with the same virtual human without a backstory. 
All 35 medical students, immediately after interacting with a virtual human, interacted 
with a human standardized patient actor who also suffered from depression. Because 
the study involves both a virtual and real component, the following sections will dis-
cuss each component. 
 

 

Fig. 1. Study Flow 

4.1 Scenarios 

Virtual. All students interacted with the same virtual patient suffering from depres-
sion. The virtual patient’s name is Cynthia Young. Cynthia is a 21 year old college 
student whose depression has been affecting her life. Her cousin had recently passed 8 
months ago. Cynthia Young has been used as a virtual patient in prior research [9]. 

All students were instructed to spend 15 minutes interacting with Cynthia and use 
their best communication skills to obtain a patient history. Students interacted with 
Cynthia using an online text-based interface. They conduct interviews as they normal-
ly would; however, they type want they want to say rather than speak it. The virtual 
patient built for this study had approximately 500 unique character speeches and ap-
proximately 4500 speech triggers for the speech matching algorithm to process user 
input. 

Students were randomly assigned to one of two groups: a virtual patient interaction 
enhanced with backstory (VH-Backstory) or a virtual patient interaction without 
backstory (VH-Control). 
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Real. After interacting with Cynthia Young, all 35 students interacted with Ryan 
Higgins, a standardized patient actor. Ryan Higgins is a 25 year old soldier who has 
been experiencing symptoms of major depression. His sister had recently died 3 
months ago. 

4.2 Cutscenes 

Four cutscenes were incorporated with the virtual human and are listed below: 

• Introduction: This cutscenes serves as an introduction to Cynthia Young. It opens 
with Cynthia struggling to get out of bed in the morning. She is clearly sad and 
does not really want to get ready for class. The introduction cutscene is 46 seconds 
long and is played at the beginning of every cutscene enhanced virtual patient inte-
raction. 

• Weight Gain: Cynthia is shown getting ice cream from the refrigerator to eat, and 
after, she decides to take a nap. This cutscene is 14 seconds long and is played 
when students ask about her eating habits or whether she has been gaining weight. 

• Watching TV: In this cutscene, Cynthia is shown watching TV and eventually 
falling asleep while the TV is still on. This cutscene is 12 seconds long and is 
shown when students ask Cynthia about what she does when she wakes up or what 
she does during the day. 

• Crying: In this cutscene, Cynthia is in the kitchen washing her hands. After wash-
ing her hands, she sits at the kitchen table crying. This video is 15 seconds long 
and is shown when students ask about her general mood. 

 

Fig. 2. Scenes from four cutscenes created 

With the exception of the introduction, all cutscenes were triggered when the stu-
dent asked a question that had an associated cutscene to accompany the response. 32 
of Cynthia’s responses had one of the three other cutscenes associated with it. 22 of 
those 32 responses would play the “Crying” cutscene, 8 responses would play the 
“Weight Gain” cutscene, and 2 responses would play the “Watching TV” cutscene. 
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For example, a user could ask “Have you been gaining weight recently?” in which 
Cynthia responds: “It feels like all I do is eat and sleep.” The weight gain cutscene 
plays along with her response. This example is shown in Figure 3. 

 

Fig. 3. Chat Interface (Left) and Cutscene triggering during interaction (Right) 

4.3 Evaluation 

Empathy Rating. All students’ empathic responses to opportunities from patient 
interactions (virtual and real) were rated with the Empathic Communication Coding 
System (ECCS) [10]. Raters achieved an inter-rater reliability greater than 0.8 and all 
interaction transcripts were blinded before rating began. The ECCS scale is a 0-6 
scale in which 0 is a denial of patient perspective and 6 is a statement of shared feel-
ing or experience. 

It is important to note that these empathy ratings were obtained from text-based 
transcripts only. No non-verbal component was considered when rating students’ 
empathy. 

Standardized Patient Communication Checklist. The standardized patients com-
pleted a communication checklist for all students which contained fourteen items 
rating the medical students’ professional appearance, behavior, empathy, and rapport. 
Checklists are a common way of evaluating medical students’ performance in an in-
terview setting, and some have become a part of the US Medical Licensing Examina-
tion [11]. Elements of this checklist were based on the Medical Student Interviewing 
Performance Questionnaire which is a valid questionnaire for assessing medical stu-
dent performance in psychiatric patient interviews [12]. 

5 Results 

All results are based on ECCS scores and the communication checklist. For ECCS 
data, we ran a t-test between the 2 groups to compare means. For the checklist, Fish-
er’s exact and the Mann-Whitney U tests were performed. 
 
 



150 A. Cordar et al. 

5.1 Standardized Patient Communication Checklist 

There was statistical significance on two items of the communication checklist, and 
both items were related to interpersonal communication skills. The checklist items are 
as follows: 

• The examinee offered encouraging, supportive, and/or empathetic statements. 
• The students appeared warm and caring. 

Although not statistically significant, there was also a difference for the item: “The 
examinee developed a good rapport with me.” 

The Examinee Offered Encouraging, Supportive, and/or Empathetic Statements. 
There was statistical significance (p < 0.05) for this checklist item. Medical students 
in the VH-Backstory group were more likely to offer encouraging, supportive, and/or 
empathetic statements. 

 

Fig. 4. Results for “The examinee offered encouraging, supportive, and/or empathetic statements” 

As seen in Figure 4, approximately 94% of students in the VH-Backstory group of-
fered empathetic statements as opposed to only approximately 59% of students in 
VH-Control. Additionally, only one participant did not offer empathetic statements in 
the VH-Backstory group. Seven participants in the other group did not offer empa-
thetic statements. 

The Student Appeared Warm and Caring. There was statistical significance (p < 
0.01) for “The student appeared warm and caring” checklist item. Medical students in 
the VH-Backstory group were more likely to appear warm and caring to the standar-
dized patient. 

As seen in Figure 5, approximately 67% (twelve students) in VH-Backstory ap-
peared warm and caring whereas approximately 35% (six students) in VH-Control 
appeared warm and caring. 
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Fig. 5. Results for “The student appeared warm and caring.” 

The Examinee Developed a Good Rapport with Me. While not statistically signifi-
cant (p=0.18), there were some differences between groups for this checklist item. 

About 94% of students in VH-Backstory developed a good rapport with the stan-
dardized patient as opposed the VH-Control group where only 76% of students devel-
oped a good rapport. Again, only one student in VH-Backstory did not develop a 
good rapport with the standardized patient whereas 4 students in VH-Control did not 
develop good rapport. 

5.2 ECCS 

ECCS results showed no statistical significance (p=0.89) in student empathy during 
the standardized patient interaction. Students in VH-Backstory had a mean ECCS 
rating of 2.26 while students in VH-Control had a mean ECCS rating of 2.29. 

6 Discussion 

The standardized patients perceived the students who interacted with a virtual human 
with back story as more empathetic, and marginally better at developing rapport. 
These results suggest that using cutscenes to tell back story in a virtual setting can 
affect a person’s perceived interpersonal skills in a real-world setting. 

The standardized patient was unaware as to what condition the student belonged to. 
Given that the standardized patient considered the VH-Backstory group as more em-
pathetic and was blind to the conditions, this further supports the cutscenes’ efficacy 
in telling back story and improving interpersonal communication skills. 

Since the cutscenes’ total length was approximately 90 seconds, there is also evi-
dence to suggest that this form of telling back story requires very little alteration to 
the original virtual experience to have a desired effect. 

Students also did not know beforehand that they were going to interact with a VH 
who provided back story. Furthermore, students were never made directly aware that 
these cutscenes were depicting personal moments from the VH’s life. Based on the 
results, this seems to indicate that students were able to use their gained insights from 
the back story and apply that directly in the standardized patient interaction. 
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Despite the lack of differences in ECCS ratings, differences in the checklist are 
more encouraging as medical students are typically graded in standardized patient 
encounters using some form of a checklist. 

7 Limitation and Future Work 

Our analysis found no statistical significance in ECCS ratings in the VP interaction as 
well as no significance in the SP interaction; however, there are possible explanations 
for the lack of differences. One, raters only looked at text while coding the student 
transcripts. The standardized patients could consider tone of voice as well as other 
non-verbal components such as eye contact and body language that play an important 
role in interpersonal communication.  

We do not have any self-reported empathy of the students; however, all students 
were first year medical students who have received the same training. All students 
had taken an 8 hours “Communication skills lab” which emphasized the importance 
of empathy in the medical interview. 

The results presented only look at the effect on interpersonal skills over a short pe-
riod of time. We would also like to see how much of an impact back stories have on 
their interpersonal skills over time. For example, a future study could look at if 
whether students came back at a later for another standardized patient interaction 
would they still be more empathetic because of the back story provided by the virtual 
human. 

8 Conclusion 

Providing back story to virtual humans is a simple and effective way to affect stu-
dents’ perceived real world interpersonal communication skills. Using back story, we 
found that students were more likely to be empathetic with a standardized patient (a 
real human actor) than students who did not have back story.  

Our approach of building virtual humans with back story enhances the interaction. 
Additionally, our method of providing back story, cutscenes, was only 90 seconds of 
video which does not prolong the interaction. Just as in patient shadowing, we were 
able to provide a way to show medical students that patients can be greatly impacted 
by their ailments.  The virtual human is given more character with back story, and for 
medical students, helps convey to them that the virtual human is more than just a 
diagnosis or puzzle for them to solve.  

Our results suggest that building virtual humans with back stories is an effective 
training tool for interpersonal communication skills.  Skills such as empathy are es-
sential in various domains. Virtual human training simulations that span military, 
education, or medicine application areas would likely benefit from virtual humans 
with back stories. For each domain, the context gained by back stories can help 
people become better communicators by applying what they learned in the virtual 
experience to real experiences.  
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Abstract. This paper presents a generic method to evaluate virtual
agents that aim at reproducing humans behaviors in an immersive virtual
environment. We first use automated clustering of simulation logs to
extract humans behaviors. We then propose an aggregation of the agents
logs into those clusters to analyze the credibility of agents behaviors
in terms of capacities, lacks, and errors by comparing them to humans
ones. We complete this analysis with a subjective evaluation based on
a questionnaire filled by human annotators to draw categories of users,
making their behaviors explicit. We illustrate this method in the context
of immersive driving simulation.

Keywords: Virtual autonomous agent, virtual environment, behavior
analysis, clustering and aggregation, logs explicitation.

1 Introduction

Intelligent virtual agents (IVAs) are used in several fields such as crowd simu-
lation [1] and virtual human listener [12]. In these simulations, agents have to
produce realistic behaviors. The notion of behavior can cover different views,
from low level actions (e.g. action units on human face [6]) to complex emerging
movements in crowds [1]. One specific aspect of IVAs is that they interact di-
rectly with human users in virtual environments (VEs). In this context, providing
realistic behavior is a key issue to avoid breaking immersion in the VE [10].

In the domain of IVAs, several studies have already addressed the questions
of believability or credibility of IVAs behaviors. For instance, Campano et al. [4]
proposed evaluation methods for affective models. Pelachaud et al. [14] proposed
a credibility evaluation of the agent affective behavior model. These methods
rely on evaluation studies using participants judgment of the agent behavior
credibility. Only few research rely on “objective” analysis of simulation data,
and are mostly coming from the multi-agent systems (MAS ) domain (e.g. [2])
in which the interaction context is very different.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 154–163, 2014.
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We propose a method for the analysis of the agents credibility that combines
human expertise and simulation logs analysis. We consider the specific case of
agents aiming at reproducing human behaviors in an immersive VE. We propose
to analyze the agents behaviors in terms of capacities, lacks, and errors with
respect to humans. First, human participants act in the VE. Their behavior is
logged and analyzed using objective methods from AI. IVAs are then evaluated
by comparing their behaviors with the human participants ones in the same
situation. We complete this analysis with a Human Sciences evaluation.

The next section presents related works in the domain of objective and sub-
jective evaluation that was used in our research. Section 3 presents our method
based on data clustering and aggregation algorithms. Section 4 illustrates the
potential of this method in the context of a driving simulation.

2 Related Works

In our work, we want to evaluate the agents behavior at a strategic level: we
consider that the behavior is based on a choice of tactics and that it evolves
according to the dynamics of the environment, and to the mental state of the
person [9]. For this reason, we will distinguish action logs, which are only traces
of the behavior, from the behavior itself as it can be analyzed by a human. The
work presented in this section relate to this level of behavior.

2.1 Objective Approach

Analysis of simulation data for the evaluation of the behavior credibility is widely
used in the field of MAS. It consists in verifying through quantitative data that
agents behave as in a “real” situation. This validation method is generally used
at the macroscopic level [1]. However, having a valid collective behavior does
not imply that the individuals behaviors are realistic. This is the reason why
other researchers proposed to focus on the validation at the microscopic level.
Caillou [2] showed that data analysis is more complex at this scale and cannot be
done directly on the simulation logs due to the semantic gap between the noisy
raw data and the sought behaviors. Field experts are generally consulted to de-
termine high-level variables that describe the behavior to be analyzed through
the data. An automated clustering algorithm can then be used to classify the
agents behaviors [2]. For generic methods, as one does not have any information
on the domain-specific behaviors, they are unpredefined. Therefore, the cluster-
ing method has to be unsupervised with a free number of clusters.

It is also worth noting that, in the domain of interaction, Delaherche and
Chetouani proposed behavior traces clustering methods for the study of syn-
chrony [8]. However, their goal is not to evaluate the realism of an IVA.

The main limitation of this approach is that while it allows to see the dif-
ference between categories of behaviors, extracted from the logs (i.e. behavior
log clusters), it does not provide information beyond the used variables: it can-
not give a meaning to the obtained clusters. On the contrary, the subjective
approach, which relies on a higher-level analysis, offers this possibility.
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Fig. 1. Behavior analysis and evaluation method

2.2 Subjective Approach

The subjective approach for the evaluation of behavior similarity with human
beings has been widely used in the domain of IVAs [11,14]. It consists in eval-
uating immersion quality through questionnaires. When it comes to IVAs and
behavior analysis, the studies focus on the behavioral credibility [13], i.e. the
evaluation of how human and IVA behaviors appear similar.

In this approach, the IVAs are observed by the immersed participant. The
strength of this subjective approach is to characterize the adopted behaviors via
questionnaires and to catch high-level behaviors through human participants
annotations. One can regroup these behaviors based on these high-level descrip-
tions. We shall then speak of annotated behavior clusters.

However, it is difficult to process hundreds of agents with such a method,
since it requires a strong involvement of human participants.

Both logs clusters and annotations clusters aim at evaluating the adopted
behaviors. For this reason, objective and subjective approaches through simula-
tion data analysis and human expertise, complement each other. In our method,
we propose to combine them: we use automated data analysis and aggregation
method to build behavior log clusters, and human observers fill out a question-
naire about the adopted behaviors to build annotated behavior clusters.

3 Behavior Analysis and Evaluation Method

The method we propose is based on the combination of simulation logs analysis
(objective part) and answers to a behavior questionnaire (subjective part). The
simulation data are classified into behavior logs clusters. The behavior question-
naire allows us to define situation-specific users categories for both participants
and agents. We then evaluate the agents by analyzing the behaviors logs clus-
tering composition and make the behaviors explicit via the annotation clusters.

The general method is described in the Figure 1. It consists of 5 main steps:
1) collection of data in simulation and 2) annotation of these data, 3) data
preprocessing and automatic clustering, then 4) clusters comparison, and finally
5) composition analysis and explicitation.

In the following subsections, we present these different steps.
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Steps 1 and 2: Experiments

We use the human behaviors as the reference behaviors to analyze agents ones.
This is why the first step of our method is the collection of quantitative data
about human participants from an immersive simulation in a VE. We also pro-
duce new simulations in which the participant is replaced by an agent (i.e. placed
in an identical situation to that presented to participants) and then collect the
very same logs as for the participants. Different types of agents are generated by
exploring the parameter space such as normativity, experience, decision param-
eters. . .We call main actors both humans and IVAs gathered together. The raw
data from main actors experiments in the simulator are called simulation logs.

The second step is the subjective evaluation of the main actors behaviors. A
different set of participants annotates the video replays of all main actors simu-
lations via the behavior questionnaire. This step produces a set of annotations.

Step 3a: Logs Clustering

The first objective of the third step is to compare participants behaviors and
agents behaviors so as to report on the capability of the agents to reproduce
human behaviors. Our goal is to compute behavior categories that serve as ab-
stractions to the logs: each cluster shall regroup different logs representative of
the same type of high level behavior (see Figure 1).

To begin with, field experts are consulted to identify important domain-
specific indicators. The values for these indicators are computed from the sim-
ulation logs and then turned into scalars within a series of preprocessing as
described on the left part of figure 2.

Fig. 2. Logs preprocessing, clustering, and aggregation with the time (T ), the number
of variables (X), of indicators (|inds|), and of main actors (|MA|)

The reason for this pre-processing it that most of the indicators are tempo-
ral and an identical behavior adopted by several main actors can occur with a
temporal offset. In order to take this into account, we use the Dynamic Time
Warping [16] algorithm (DTW ) which computes mutual distances. The K-means
algorithm need the data to be in a dimensional space for which axes are perpen-
dicular. So as to include DTW similarities as new variables describing the main
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actors, we use a Multi-Dimensional Scaling algorithm (MDS ) to place each main
actor in a dimensional space. We then process a Principal Component Analy-
sis to project the data on a hyperplane with non-correlated axes. The outcome
of this process is a set of indicators. In order to draw the behavior categories,
we use an automatic unsupervised clustering algorithm on these indicators. The
number of clusters is not defined a priori: we apply the K-means clustering al-
gorithm on the participants indicators, and use the Variance Ratio Criterion [3]
to determine the appropriate number of clusters K.

This first part of step 3 has already been published and more information can
be found in [7]. In this paper, we add a further building block to this method:
the aggregation of agents to the participants clusters.

Step 3b: Cluster Aggregation

During the clustering process, the addition of a main actor modifies the clusters
shape and may change the affectations. However, agents and humans should not
be considered with the same view, since the humans behaviors represent the
target to which we want to compare our agents behaviors. For this reason, we do
not want agents to modify the humans clustering. In order to keep the human
clusters intact, the k-means algorithm is applied on participants only. The agents
are then aggregated to the fixed human clusters if close enough or classified into
new agents clusters.

Our method works as follows. We define for each participants cluster Ci ∈ C
a threshold ti above which the agent a is considered as being too far from the
centroid mi to be aggregated. This threshold ti is defined on each dimension (i.e.
on each indicator ind) as the distance between the centroid mi and the farthest
participant p: tindi = ∀ p, max(|mind

i − pind|).
In order to allow the aggregation of the near neighbors, we enlarge ti by a

percentage of the mean of all thresholds ti, based on a tolerance rate ε: this
allows to have singleton clusters (for which ti = 0) attracting other main actors.

Each agent a is aggregated to the participants cluster Ci of which the centroid
is the closest among those under the threshold ti for each dimension. If some
agent(s) did not aggregate to any participants cluster due to the thresholds, the
first “remaining” agent creates its own cluster Ck+1 which is added to the clusters
set C so that remaining agents can aggregate to it. Similarly, each remaining
agent tries to aggregate to one of the remaining agents clusters, following the
same threshold rule as for human clusters, or creates its own cluster if this is
not possible. Thus, as shown in Figure 2, we obtain a clustering composed of all
the main actors.

Step 3c: Annotation Clustering

The second objective is to analyze the behaviors through annotations, following
the subjective approach. We use the same methodology as for logs clustering:
identification of key indicators, unsupervised clustering on those indicators for
the human participants and aggregation of IVAs to the human clusters.
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The subjective approach requires manual annotation of replays: when the
number of IVAs increases, it becomes impracticable to annotate them all. Yet,
under the hypothesis that agents aggregated to a logs cluster of participants
should have been annotated in the same way as the participants of this cluster,
it is still possible to make these agents behaviors explicit via the participants
annotation. In this case, the combination of the objective approach and the
subjective one allows us to compare any number of agents and any number
of agent models with human participants. However, clusters composed only of
agents can no longer be explicited. For this reason, in the experiment presented
hereafter, and considering that we had only a limited number of agents, we used
manual annotation of all main actors.

The second difficulty for annotation clustering is to choose the right set of in-
dicators. We want these indicators to be both field-specific and situation-specific.
In general, behavior questionnaires allow to characterize the participant general
behavior, while the participant can adopt a specific (and different) behavior in
a local situation. For this reason, as will be shown in the next section, we adapt
domain-specific behaviors questionnaires to define the indicators for the situ-
ation annotation. Scale scores of questionnaires are calculated by adding the
scale-related questions, and normalized between 0 and 1.

We then classify the participants scores using the K-means algorithm with
the agents aggregation, which builds our annotation clusters.

Steps 4 and 5: Clusters Analysis

The fourth step of our method is the comparison of the two clusterings (logs
clusters with annotations clusters). As both evaluate behaviors, having a strong
similarity between them in terms of composition is a partial verification that the
logs clustering is meaningful in terms of situation-specific user categories, and
thus corresponds to task-related high-level behaviors. We evaluate the similarity
between them (dashed arrow) with the Rand Index (RI ).

The fifth and final step consists in analyzing the IVAs. It is possible to distin-
guish three cluster types in terms of participant and agent composition: 1) The
clusters containing both humans and agents : They correspond to high-level
behaviors that are correctly reproduced by the agents. 2) Those consisting of
simulated agents only: They correspond to behaviors that were produced only
by the agents. In most cases it reflects simulation errors, but it can also be due to
a too small participants sample. 3) Those consisting of participants only: They
correspond to behaviors that have not been replicated by the agents. Thus, they
are either lacks in the agent model or due to a too small agents sample in the
parameter space. We then combine this human-agent comparison with the anno-
tation analysis to give explicit information (i.e. high-level characteristics) about
those agents behaviors and about the missing behaviors if any.
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(a) The driving sim-
ulator device

(b) Scenario of the
driving experiment

Fig. 3. Application to the study of driving simulation

4 Evaluation

This section illustrates our method with an application to the study of driving
simulation, and then presents the data analysis and discusses the results.

4.1 Case Study

We used the ARCHISIM road traffic simulator [5]. We want to evaluate the re-
alism and credibility of the agents driving behaviors. To do this, the participants
drive a car on a road containing simulated vehicles. The circuit (shown in Fig-
ure 3b) provides a driving situation on a single carriage way with two opposing
lanes. It corresponds to about 1 minute of driving. The main actor encounters
a vehicle at low speed on the right lane and oncoming vehicles on the left lane
with increasing distances between them.

The Driving Behavior Questionnaire (DBQ) [15] collects data about drivers
habits. In order to have a situation-specific questionnaire, we chose to base the
annotation on the DBQ scales. The annotation questionnaire provides 5 Lik-
ert -type scales: slips, lapses, mistakes, unintended and deliberate violations. In
addition, it supplies a scale related to the accident risk.

During the simulation we collect the main actors logs. We collect each 300 ms
several variables such as the cap to the lane axis, the speed, and the topology.
The road traffic experts chose both high-level indicators (e.g. the inter-vehicles
distance, the time to collision, and the number of lane changings) and low-level
variables (like speed, acceleration, and lateral distance).

The 22 participants of our driving simulation experiment are regular drivers
aged from 24 to 59. Our experiment is carried out on a device comprising a
steering wheel, a set of pedals, a gearbox and 3 screens (see Figure 3a).

Firstly, a test without simulated traffic is performed for the participant to get
accustomed to the VE. Then, the participant performs the scenario, this time in
interaction with simulated vehicles. It should be noted that as the behavior of
simulated vehicles is not scripted, situations differ more or less depending on the
main actors behavior. The data are then recorded for the processing phase and
a video is made for the replay. Finally, 6 other participants fills the annotations
questionnaire after viewing the video replays (22 participants and 14 agents).
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logs cluster 1 logs cluster 2
(P=3) (A=5, P=2) (P=3)(P=4)(A=9, P=4) (P=6)

a1 a2 a4a3a2a3

Fig. 4. Comparison of main actors between logs clustering (with participants P and
agents A), and annotations clustering grouped together with the cluster numbers (a#)
being written just bellow the composition.

4.2 Results

We have compared the logs clustering and the annotations clustering (see Fig-
ure 4). The Rand Index between the two clusterings is 0.51. There are 2 behavior
log clusters and 4 behavior annotation clusters.

Logs cluster 1 contains 9 participants and all the 14 agents. The number of
lane changings indicator value is 0 meaning that these main actors did not try
to overtake the vehicle at low speed and preferred to follow it. As this cluster is
composed of both agents and participants, it is therefore a capacity of the agent
model to reproduce a human behavior which is to choose not to overtake.

Logs cluster 2 is only composed of participants. These 13 participants overtake
the vehicle at low speed after the 2nd or the 3rd oncoming vehicle. As there are
only participants, this human behavior can be considered as a lack in the agent
model: the agents cannot choose to overtake as some human do.

Annotation cluster 1 contains 3 participants and no agent. The annotators
consider that they are the more dangerous drivers with very high scores on each
scale and especially on the judgment scale. Since no agent was considered that
dangerous, and as the aim of the agents is to reproduce the most complete panel
of human behaviors, there is a lack of unsafe behaviors in the model.

Annotation cluster 2 is composed of both participants and agents. They are
annotated as very cautious drivers with the smallest scores on each scale. The
space parameter of these agents ensure more respect for the highway code and
smoother driving. The normative human behavior can therefore be considered
as partly reproduced.

Annotation cluster 3 is a smaller cluster composed of participants and agents.
The annotators considered them as ordinary drivers with medium scores. As for
the previous cluster, the average behavior is reproduced in this situation.

Annotation cluster 4 is only composed of participants. It has some high scores
on the specific memory and judgment scales. This behavior considered as slightly
dangerous is also not reproduced by agents.

4.3 Discussion

In the logs cluster 1, the indicators were not able to distinguish the annotations
cluster 1 from the rest of the main actors. The judgment scale is very high
and a video replay shows that these participants tried to overtake several times
unsuccessfully. Likewise, the participants of the annotations cluster 4 were not
separated from logs cluster 2. This might be due to the fact that they dared to
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overtake just after the second oncoming vehicle, which requires to pull back in
a short time frame. However, our indicators did not detect that difference.

Several behaviors can be annotated in the same way. This is an issue to analyze
the similarity between the annotations clustering and the logs clustering with
the RI measure. A solution could be compute the RI on logs clustering for which
logs clusters annotated in the same way will be merged into one cluster.

We have a significant similarity between annotations and logs clusterings,
meaning that we are able to classify our logs data into high-level behavior clus-
ters which are meaningful in terms of driving annotations. Nevertheless the two
clusterings are not identical with regard to the clusters composition. This could
be due to the few number of annotators. This problem may also come from the
clustering algorithm which is a classic but basic one. However, we already tried
other algorithms such as EM and HAC without better results. We have to test
with time-series based algorithms. Also, the experts of the domain have to be
consulted to understand what missing indicator could catch these differences.

The third type of cluster (which does not appear in this experiment) is com-
posed of agents only. In that case, we can consider - as no participant adopted
this behavior - that the agents behavior is inaccurate (i.e. is an error) and should
be investigated further. The method has to be applied in other situations in order
to verify this particular case.

5 Conclusion and Perspectives

This paper presents a method to study IVAs behaviors through an experiment
in a VE. This validation is original in coupling an objective analysis of the agents
behaviors through simulation logs, with a subjective analysis, coming from Hu-
man Sciences, of the situation-specific user categories through an annotation
done by participants. The objective analysis uses an unsupervised clustering al-
gorithm applied on simulation logs in order to classify participants behaviors,
and an aggregation method to compare agents behaviors to humans ones. This
comparison allows us to evaluate the agents behaviors credibility in terms of
capacities, lacks, and errors. It also provides an analysis of which IVA param-
eter space produces which perceived behavior. The method is generic for VEs
where agents aim at reproducing human behaviors. When applied to a new do-
main, some of the tools have to be adapted, such as the choice of the behavior
questionnaire which is domain-specific.

Our validation method was applied to the road traffic simulation. This exper-
iment showed that the methodology is usable for mixed and complex VEs and
that it is possible to obtain high-level behaviors from the logs via our abstraction.

Several tracks for further work remain to explore. On the clustering part,
the evaluation of multiple time series based algorithms should help classifying
the temporal data. On the aggregation part, the automation of the parameter
calibration will be beneficial to the agents aggregation accuracy.

Another research open issue is how the behaviors clustering evolve through
multiple situations of a longer scenario, whether the participants clusters remain
stable or change in number or composition.
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Abstract. Laughter is an important social signal in human communica-
tion. This paper proposes a statistical framework for generating laughter
upper body animations. These animations are driven by two types of
input signals, namely the acoustic segmentation of laughter as pseudo-
phoneme sequence and acoustic features. During the training step, our
statistical framework learns the relationship between the laughter hu-
man motion and the input signals. During the synthesis step, our trained
framework synthesizes automatically natural head and torso animations
from the input signals. Objective and subjective evaluations were con-
ducted to validate this framework. The results show that our proposed
framework is capable of generating laughing upper body movements.

Keywords: virtual character, head motion synthesis, torso motion syn-
thesis, Hidden Markov model, laughter, character animation.

1 Introduction

Embodied conversational agents, ECAs, are autonomous software characters
with a human-like appearance and communicative capabilities. Several mod-
els of ECAs have been proposed [1],[2] but very few works focus on animation
synthesis for laughing.

Laughter is frequently used in human communication. Laughter is strongly
linked to positive emotions and even more to cheerful mood [3]. Humans laugh at
humorous stimuli or to mark their pleasure when receiving praised statements[4];
they also laugh to mask embarrassment[5] or to be cynical. Laughter can act also
as social indicator of in-group belonging; it can work as speech regulator during
conversation; it can also be used to elicit laughter in interlocutors as it is very
contagious [4].

Laughter morphology involves facial expressions, body movements and vo-
calizations [6]. For hilarious laughter [5], muscular activities include mainly the
zygomatic major, mouth opening and jaw movement. Eyebrows may be raised
or even frown in very intense laughter [6]. Saccadic movements affect the whole
body. Torso may bend back and forth and shoulder may shake. Changes in res-
piration patterns are also prominent. Inhalation and exhalation phases are very
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noticeable. All these movements are done very rhythmically and they are also
highly correlated. Indeed they arise from the same physiological processes [6].

Darwin reported “During excessive laughter the whole body is often thrown
backward and shakes, or is almost convulsed” [7]. Ruch and Ekman [6] described
laughter movements as “rhythmic patterns”, “rock violently sideways, or more
often back and forth”, “nervous tremor ... over the body”, “twitch or tremble
convulsively”. Melo et al. [8] built a virtual character which “convulses the chest
with each chuckle”. It means that periodic motions of head and body are impor-
tant and well-known features during laughter. The periodicity of body motion
was used to distinguish between laughters in[9]. Ruch and Ekman [6] reported
that rhythmical patterns during laughter were usually characterized by frequency
around 5 Hz. Mancini et al. [9] observed 8 videos, which show people laughing
while watching funny images. Laughing persons produce rhythmic body move-
ments with frequencies in the range of [1.27Hz 3.66Hz]. Using such findings
of laughing behaviours, our main objective is to build an animation synthesis
model of upper body movement during laughter.

The aim of this paper is to report head and torso animation synthesis for
a hilarious laughing character. To achieve our aim, a data-driven animation
model is proposed to first learn, from a collected laughter corpus, the relationship
linking the input signals and human motions; then, this trained statistical model
can be used as generator of laughter head and torso animations.

2 Dataset

We created a multimodal dataset of laughter. Three human subjects participated
in the collection of laughter data. During recording session, the subjects watched
funny movies for about 25-40 minutes. Since laughter motion occurs mainly
during social interactions [10], [11], we propose an interactive setup where two
subjects watch funny videos together. Only the movement of one person was
gathered. Three-dimensional torso and head movements and audio signal are
recorded by a motion capture system at 125 frames per second (fps) and a mi-
crophone at 44100 Hz, which were synchronized using the approach described
in [12]. During data processing, all laughter episodes were manually extracted.
In total, we obtain 259 laughter episodes; each one lasts from 1 to 37 seconds.
Then phonetic transcription is extracted by Urbain et al [13], in which 12 laugh-
ter pseudo-phonemes are defined in reference to speech phoneme. Laughter in-
volves very specific sounds that cannot be translated as speech phonemes. For
simplicity, laughter pseudo-phoneme is called phoneme in this paper. Phonetic
transcription contains phoneme (text signal) and its duration. An intensity value
is also provided for each phoneme. Notice that, if one phoneme occurs succes-
sively several times, the sum of phoneme lasting time is viewed as one phoneme
duration. Finally, PRAAT [13] is used to extract acoustic signals at 125 fps
including pitch and energy.
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3 Head and Torso Motion Synthesis

We propose a system to produce head and torso motions featured by 3D rotation
angles (hence a 6 dimensional signal) from a number of input signals which are:
the pseudo-phoneme sequence together with their duration and their intensity
(low or high), and audio features (we use pitch and energy).

Animation Generator. To do so we consider building one model of generating
animation for every (phoneme, intensity) pair, we name a model for each pair an
Animation Generator (AG). Since silence phoneme is not labelled by intensity
and the other 11 phonemes are labelled by low or high intensities, we build 23
AGs. Each of these 23 AGs is learned independently from the training corpus
of corresponding (input, output) pairs where the input stands for all the above
input features and the ouput stands for a sequence of animation motion for the 6
data streams we want to learn to synthesize (the 6 dimensions of the animation
signal). Our modeling framework is based on three ideas that we detail now.

– Modeling one dimensional shaking-like movement with what we call Loop
HMM.

– Introducing speech influence on motion through transition probability pa-
rameterization, yielding what we call Transition Parameterized Loop HMM
(TPLHMM).

– Taking into account the dependencies between the 6 dimensions of the ani-
mation movements with coupled HMMs, yielding Coupled TPLHMM (CT-
PLHMM).

Modelling Shaking Motion with a Loop HMM. We propose a specific
HMM that we call a Loop HMM (LHMM) to model (and synthesize) a one-
dimensional shaking-like (and/or trembling) signal (Figure 1). It has an approx-
imate left-to-right chain structure where transitions are allowed from one state
to itself, to the previous and to the next state. Yet it is intended that the tran-
sition probability from one state to the previous state be very small so that a
likely state sequence will depict the entire chain form the first state to the last
state with some hesitation corresponding to few back transitions.

The HMM is designed so that an observation sequence produced along such a
state sequence will correspond to one shake pattern (with some trembling effect
coming from back transitions). There is one Gaussian distribution associated to
each state of the chain, which are set by hand rather than learned, as follows. We
first divide the range of the signal value in N intervals and define N Gaussian
Probability Density Function (PDF), one for each interval. The mean of the
Gaussian distribution for a given interval is the mean of this interval and its
variance is defined according to the width of this interval. Then we assign one
of the PDF to every state of the left-right HMM so that going from the first
state to the last state corresponds to a trajectory of a shaking movement. For
instance in Figure 1, the first state has PDF p2 which outputs intermediate
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values in the observation space, the second state has PDF p3 which outputs
higher values, it is followed by a state with PDF p2, then by a state with PDF
p1 which outputs lower values. If a signal is produced by this HMM along a state
sequence that goes from the first (left) to the last (right) state it will correspond
to a shaking-like motion.

Finally, there is a loop from the last state to the first state to enable the repeti-
tion of such a shaking and trembling pattern. Figure 1 (top) shows one example
of a synthesized motion stream by a LHMM. As can be seen, the animation
inferred by a LHMM shows the repetition of a pattern.

Fig. 1. A Loop HMM whose manual design allows us to model shaking and trembling
one dimensional movements

Taking into Account the Dependency with Speech. Some evidence about
the motion pattern may be gained from taking into account the dependencies
between audio signal and motion during laughter [14]. Audio signal (we use pitch
and energy) may then be used to shape the synthesized animation stream. In
addition to introducing some variability in the inferred animation such a strategy
makes animation look more realistic because of an increased consistency with
the audio signal.

To exploit such a correlation between speech and movements we developed
an extension of our LHMM, whose state transition probabilities depend on
acoustic features. We call these models Transition Parameterized Loop HMM
(TPLHMM). They may be used to model and synthesize one dimensional shak-
ing movements that are linked in some way with speech. We implemented this
idea in a similar way as proposed previously by [15] to take into account the
dependency of observations sequences in the HMM framework to what was
called contextual or external variables. The difference lies in that, while in
[15] contextual variables were used to alter Gaussian PDF means, we use the
speech features to alter the transition probabilities in our TPLHMMM. We con-
sider that transition probablities from state i to state j at time t are defined
according to:
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ai,j(t) =
eWi,jθt∑
j′ e

Wi,j′ θt
(1)

where θt and W ’ are c-dimensional vectors. θt stands for contextual features at
time t (e.g. pitch and energy) andW ’s are parameter matrices (to be learned from
data) associated to each possible transition. The parameters of a TPLHMM (the
W ’s) are learned via likelihood maximization with a Generalized EM algorithm.
To ease learning it is initialized with a trained LHMM (HMM).

Isolated and Joint Modeling of the 6 Dimensional Animation Signal.
A first possibility to model and synthesize the 6 dimensional animation sig-
nal is to assume the 6 signals are independent from each others and to learn
independently one LHMM or one TPLHMM per dimension. Alternatively one
could consider jointly modeling head and torso motions. For example, Ruch and
Ekman [6] reported that the backward tilt of the head facilitates the forced
exhalations, while exhalation directly influences torso motion as being done in
DiLorenzo et al. [14]. Therefore, the relationship between head and torso motions
should be modeled jointly for, to be tested, augmenting naturalness of synthe-
sized animations. In our work, we used Coupled HMMs (CHMM) [16] which
have been designed to model multiple interdependent streams of observations.
In a CHMM with K streams of observations, there is one HMM per stream and
transition probabilities account for transiting from K-tuple of states (one state
in each stream’s HMM) to another K-tuple of states. In our experiments we use
6 trained TPLHMMs to initialize one CHMM, we then get a Coupled TPLHMM,
whose transitions are parameterized with speech features. After initialization it
is retrained through maximum likelihood estimation.

Animation Synthesis. Given a phoneme sequence of length T , together with
their intensity and duration, we independently synthesize T segments of ap-
propriate duration. Each of the segment is synthesized with the corresponding
model of the (phoneme, intensity) pair, which is either a set of 6 LHMMs, or
a set of 6 TPLHMMs, or a CTPLHMM with 6 streams. In case TPLHMMs or
CTPLHMM are used the acoustic features are exploited to alter the transition
probabilities.

Whatever the models used, the synthesis is performed simply by randomly
generating a state sequence according to transition probability distribution, then
by synthesizing the most likely observation sequence given the state sequence,
which consists in the sequence of the means of the Gaussian distribution of the
states in the sequence.

4 Experiments

Animation synthesis model is built from human data of 2 subjects. The data con-
tains 205 laugh sequences and 25625 frames in total. Human data from another
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subject is used for validation through subjective and objective evaluation stud-
ies. It contains 54 laugh sequences and 6750 frames. Objective and subjective
evaluations are conducted to validate the proposed animation synthesis model.

4.1 Objective Evaluation

As described in Section 3, LHMM and TPLHMM treat separately each dimen-
sion motion of head and torso, while the coupled model can simulate the relation-
ship between them. We first investigate whether such a coupling is relevant; then
we compare the animations synthesized by LHMM, TPLHMM and CTPLHMM
with respect to few quantitative criterion.

Investigating Relation between Head and Torso. To investigate the rele-
vance of joint modeling of the 6 dimensions animation we tested the probabilistic
independency between the 6 random variables corresponding to the states that
are occupied at the same time in the 6 streams’ LHMMs. For each pair of streams
we built a contingency table for the two random variables of being in a state in
the HMM for stream 1 while being in a state in the HMM for stream 2, then
we computed a χ2 test to evaluate the independency between the two random
variables. We found that whatever the two streams are and whatever the model
is, i.e whatever the pair (phoneme, intensity) is, the two random variables were
found statistically dependent at a p-value lower than 0.001. This means jointly
modeling the multiple streams is actually relevant and should lead to improved
animation.

Furthermore to quantify the degree of dependency between the multiple
streams we computed relative mutual information. The mutual information be-
tween two random variables X and Y , I(X,Y ), equals the difference between
the entropy of X , H(X) and the conditional entropy of X given Y , H(X |Y ).
If X and Y are independent, Y does not bring any information about X and
I(X,Y ) = 0. Alternatively, if Y includes some information about X , the uncer-
tainty on X is reduced when knowing Y so that the conditional entropyH(X |Y )
is lower than H(X) and I(X,Y ) > 0. Furthermore one can measure the amount
of information Y brings on X by computing a normalized mutual information
Î(X,Y ) = I(X,Y )/H(X) where H(X) is the entropy of X . The normalized
mutual information belongs to the range [0, 1]. It equals 0 if X and Y are fully
independent, while it equals 1 if X may be deterministically predicted from Y .

In all the tests we performed we obtained normalized mutual information
between 17% and 22% which shows that some uncertainty exists between the 6
dimensions of the animation but that it is not fully random either.

As a conclusion, the 6 dimensions of the animation are not independent.
Hence, independent modeling of the 6 streams would be suboptimal, and these
are not deterministically linked, meaning that a pure synchronous modeling of
the 6 streams in a single LHMM or a single TPLHMM would not be a good
option either. Finally these resuts justify our choice of modeling the 6 dimen-
sional animation signal within a coupled HMM that enables modeling a weak
dependency between the streams.



170 Y. Ding et al.

Similarity between Synthesized and Real Animations. We compared our
models by computing 3 criteria which allow evaluating the similarity between
a synthesized signal and a real signal. Basically we consider the quality of the
synthesized signal with respect to three features: the main frequency of the
signal, as extracted by the Periodicity Algorithm [17], the amplitude of this main
frequency, and the energy of this frequency. These criteria allow investigating if
the main features of a shaking-like movement are well modeled by the synthesis
system.

For each of the three features we computed a normalized error (e.g.
∣∣∣ fs−fh

fh

∣∣∣ for
the frequency feature, where fs and fh stand for the frequency of the synthesized
and of the human animation signals averaged over all phonemes realizations. The
lower such a measure is the closer the synthesized signal is from the original one.
The frequency, amplitude and energy errors obtained for our various models are
reported in Figure 1. According to these measures, TPLHMM and CTPLHMM
do performmuch better than LHMMwhile the difference of performance between
TPLHMM and CTPLHMM is less clear.

Table 1. Performance of the models with respect to the synthesis quality (frequency,
amplitude and energy errors). Performances are averaged results gained on 54 test
sequences (standard deviations are given in brackets).

Model frequency amplitude energy

LHMM 0.21 (0.074) 0.24 (0.100) 0.41 (0.071)

TPLHMM 0.17 (0.063) 0.19 (0.066) 0.34 (0.057)

CTPLHMM 0.17 (0.061) 0.20 (0.059) 0.31 (0.052)

4.2 Subjective Evaluation

Two subjective evaluations were conducted through an online web application.
First, we compare the animations synthesized by TPLHMM and CTPLHMM;
then the best one is compared to human data. The participants were invited
to watch 5 videos of laughing virtual character and to answer few questions for
each video. They could control when to start the videos and could watch them
as many times as they wish. Our aim is to evaluate the behaviors animation
and not the appearance of the virtual agent. We used the same virtual agent to
display motion data for both subjective evaluations. Motion data displayed with
the virtual character consists of head and torso movements (motion capture or
generated data) and facial expression. Facial expression of laughter was com-
puted using our previous approach [18]. The 5 videos used in both subjective
studies last respectively 9s, 10s, 18s, 26s and 27s.

TPLHMM and CTPLHMM Comparison. To compare TPLHMM and CT-
PLHMM, both trained models were applied to the 5 test samples. For each test
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sample, a pair of videos was recorded in which the virtual agent’s head and torso
motions were driven respectively by these models. Each pair of video clips was
displayed on the same web page and randomly arranged on the right or on the
left. After watching each pair of video clips, participants were invited to select
the best animation along four dimensions: naturalness of the animation, synchro-
nization of head and torso movements with laugh sound, correlation of laughter
intensity and torso movements, inter-correlation of head and torso movement.

This evaluation study involved 120 participants, 67 males and 53 females
with age ranging from 18 to 65 years old (Mean=33.5 years, SD=9.6 years). We
computed 95% confidence intervals that show that CTPLHMM is significantly
better than TPLHMMs with respect to the 4 questions: we obtained a confidence
interval equal to [66% 77%] for CTPLHMM being better than TPLHMMS with
respect to Naturalness, [60% 72%] for Synchronisation, [58% 70%] for Intensity
correlation and [63% 74%] for Head and Torso inter-correlation.

Synthesized and Human Data Comparison. With respect to the results
above, CTPLHMM is perceived as the best animation synthesis framework; so
we use the animations obtained with CTPLHMM in the comparison test with
human data. This subjective evaluation was conducted to investigate how sim-
ilar is the perception of the virtual agent displaying head and torso motions
synthesized by CTPLHMM to the perception of the virtual agent displaying
head and torso motions synthesized by CTPLHMM is similar to the perception
of the virtual agent animated directly by human data. As the previous study, a
comparison test was conducted.

In total, there were 80 participants consisting of 46 males and 34 females
with age ranging from 12 to 78 (M=40.65 years, SD=17.91 years). To verify the
hypothesis, 2 versions (conditions) of the virtual agent animations were created
for each selected test sample. They are human and synthesized motions. There
are a total of 10 video clips (5 input samples × 2 conditions). Each participant
watched 5 video clips, each of which is randomly selected from the 2 conditions.
Each video clip has been evaluated 40 times (i.e., by 40 participants). After
watching each video clip, each participant was invited to answer the same four
questions as in the first evaluation study, but this time the participant answered
using a 5 point Likert scale.

The results are shown in Figure 2. As can be seen, synthesized motion obtains
score less than human motions along the four dimensions: naturalness, synchro-
nization, correlation of laughter intensity and torso movements, inter-correlation
of head and torso movement. T-test shows that there are significant differences
in all terms between human and synthesized data.

4.3 Discussion

The objective evaluation for comparing LHMM, TPLHMM and CTPLHMM
shows that TPLHMM and CTPLHMM perform better than LHMM. It high-
lights that acoustic features and motions are linked. Thus acoustic features can
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Fig. 2. Averaged values of virtual agent animated by animations from human and
synthesized. Significant differences are identified by � (P < .05). The averaged values
are shown with an histogram and the standard deviation is specified in parenthesis.

be used to capture motion trajectories. In LHMM, inputs of text signals, such
as phoneme, intensity and duration, are global-level features. They do not con-
tain enough information to characterize dynamic motion variance at each time
frame. While, in TPLHMM and CTPLHMM, for each time frame, additional
acoustic features are used to characterize dynamic variance of human motion. In
LHMM and TPLHMM models, head and torso motions are modelled separately.
In other words, they are considered as being independent. However, through the
objective evaluation investigating the relation between head and torso, we found
that head and torso motions are dependent with each other; relationship which
is ignored in the other two models. In our work, coupled model is used to learn
this dependent relation between head and torso movements.

The subjective evaluation compared TPLHMM and CTPLHMM. CTPLHMM
obtains higher score than TPLHMM. In the subjective evaluation on comparing
synthesized and human motions, human data is perceived significantly better
than synthesized data in terms of naturalness, synchronisation, intensity and
correlation of head and torso movements. However the difference in perception
is not so severe (less than 1 on a 5 likert scale). This suggests that the proposed
CTPLHMM is somehow capable of synthesizing human-like head and body mo-
tions.

5 Conclusion

In this paper we have presented an approach to model laughter head and torso
movements, which are very rhythmic and show saccadic patterns. To capture
laughter motion characteristics, we have developed a statistical approach to re-
produce frequency movements, such as shaking and trembling. Our statistical
model takes as input such phoneme sequences and acoustic features of laughter
sound. Then it outputs the head and torso animations of the virtual agent. In
the training model, not only the relation between input and output features is
modelled, but also the relation between head and torso movements is captured.
Experiments show that our model is able to capture the dynamism of laughter
movement, but do not overcome animation from human data.
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Abstract. Although generally not appreciated, lying constitutes a great
part of human conversation. Thereby the nonverbal behavior plays a
crucial role, as so-called deception cues can reveal the real intention or
emotion by facial expressions or body movements. In this paper, we
examine facial cues of deception and present a preliminary perception
study with a humanoid robot that exhibits these cues. Initial results
indicate that the shown expressions affect the observer’s impression.

Keywords: Social Robots, Affective Computing, Facial Expressions.

1 Introduction

Most people would spontaneously not admit that they lie on a daily basis or
that they would appreciate being lied to. DePaulo and colleagues [1] investi-
gated this phenomena in more detail by testing daily deceptive situations. ”As
predicted, lying was an everyday event.” Their results reveal, amongst others,
that ”students reported lying in approximately one out of every three of their
social interactions”[1].

When humans lie, deception cues often show unintentionally in their nonverbal
behavior. In principle, a humanoid robot could conduct a perfect lie, meaning
that no cues would show on its face or in its body movements. In this contribution
we address the question whether it is possible to convey subtle cues as shown
during lies with the limited channels of expression of humanoid robots. It should
be noted that a robot should not touch the domain of serious lies which could
be harmful to a human user. However, so-called social lies, as commonly used
for politeness reasons, might be a desirable feature of a humanoid robot.

Most related work on deceiving robots takes a game-theoretic approach to
model the robot’s strategic behavior by enhancing their decision by a deceptive
layer. Work has been carried out by Wagner and Arkin, e.g. [2], who developed
an algorithm to determine for an artificial system whether deception is warranted
in a social situation. Other work investigates the question whether a robot can
successfully deceive humans and presents studies where a robot showed behavior
against the user’s prediction [3]. In contrast, we do not target strategic lies but
focus on simulating socially desired behaviors. To the best of our knowledge,
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no research has been carried out so far on showing subtle emotional expressions
such as deception cues with a humanoid robot.

In the area of virtual humans, facial deception cues have been investigated.
Buisine and colleagues [4] present the simulation of blended emotions on differ-
ent modalities of a virtual character along with the perception of these complex
emotions on human observers. In our own former work [5], we found that even
subtle expressions of deception can have a negative impact on the users’ percep-
tion of an agent. To this end, it is not certain whether the observations made
for virtual characters apply for humanoid robots as well.

2 Background

The most fundamental and influential work on lies and deception was presented
by Ekman and colleagues (e.g., [6,7]). Several modalities of human behavior can
be involved while lying. In this paper, facial expressions are further investigated.

According to Ekman and colleagues’ studies, there are at least four ways in
which facial expressions may vary if they accompany lies: (1) Micro-expressions:
A false emotion is displayed but the felt emotion is unconsciously expressed for
the fraction of a second. (2) Masks: The felt emotion is intentionally masked by a
not corresponding facial expression. (3) Timing: Facial expressions accompany-
ing felt emotions do not last for a very long time. Thus, the longer an expression
is shown the more likely it is accompanying a lie. (4) Asymmetry: Voluntarily
shown facial expressions tend to be displayed in an asymmetrical way.

In the research literature from the social sciences a real smile (often refered
to as Duchenne smile) contains not only lip movements but also movement in
the eye region. A so-called faked smile (or Pan-Am smile) vice versa lacks this
motion in the eye region, e.g., [6,8].

3 Facial Deception Cues for a Humanoid Robot

For our implementation, we use the Hanson Robokind robot Alice1 which pro-
vides a silicon face that can be animated by internal motors. Our facial anima-
tions are based on the Facial Action Coding System (FACS) [9] that describes
over 40 Action Units (AUs) for a human face. We identified seven of the AUs that
can be simulated with the robot’s joints: Upper face: inner brows raiser (AU 1),
brow lowerer (AU 4), upper lid raiser (AU 5) eye closure (AU 43); Lower face:
lip corner puller (AU 12), lip corner depressor (AU 15), and lip opening (AU
25).

One facial expression was designed to simulate a real joyful face (Duchenne
smile) that serves as a basis for comparison with deceptive smiles. Another facial
expression simulates the faked smile (Pan-Am smile) where no movement in the
eye region is shown. According to Eckman [9] voluntary produced smiles are
often displayed asymmetrically. Following FACS, we created different intensities

1 http://hansonrobokind.com

http://hansonrobokind.com
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of asymmetric smiles varying in how far each lip corner is pulled upwards: AB,
AC, BC (A=trace, B=clearly visible, C=marked). In masks, different emotions
are blended on different parts of the face. Most commonly smiles are used to
mask real emotions. For our experiment we blended anger or surprise shown in
the eye-region with a smile. Micro expressions and timing were not investigated
for reasons such as too slow maximum speed of the joints or audible movements.
Figure 1 shows different variations of smiles on the robotic face. Please note,
that the motion into these final states is more expressive than the pictures.

Fig. 1. Different smiles shown on the robotic face. Left: smile with eyes; middle-left:
smile without eyes; middle-right: asymmetric smile (AC), right: blended anger.

4 Preliminary Study

In a preliminary perception study we addressed the question whether users react
to the subtle deception cues or whether they stay unrecognized. Therefore, seven
videos of the animated robotic face were embedded in an online survey, where
human observers had to judge how happy Alice seems on a 7-point Likert scale
(unhappy to happy): smile with eyes (real or Duchenne smile), smile without eyes
(faked or Pan-Am smile), asymmetric smiles (varying in intensities AB, AC, BC),
blended surprise, and blended anger. We hypothesize that the deceptive smiles
are perceived as less happy than the real smile (Duchenne smile).

96 participants took part in our study (28 female, 68 male, mean age 22.5).
The mean values of their ratings are summarized in Figure 2. We conducted a
repeated-measures ANOVA with different facial expressions as within-subjects
factor. The test revealed a significant main effect on perceived happiness, F (6, 90)
= 30.275, p < .000. Within-subject contrasts were calculated, comparing each
of the deceptive facial expressions with the expression simulating a real smile
(smile with eyes). Regarding asymmetrical smiles, we archived significant results
(p < .000) for the intensities AB and AC, being rated less happy than symmetric
smiles independent from their different eye movements. In line with Krumhuber
and Manstead [8], who found that the typically mentioned crinkles around the
eyes are not a good hint to spot faked smiles, no differences were observed
comparing the smile with eyes to the smile without eyes (p > .05). Blended
emotions (blended anger and blended surprise) did not show the intended results
(p > .05) and were rated quite similar to the smile with or without eyes. Both
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Fig. 2. Mean values of perceived happiness for the different smile conditions

latter results suggest that participants focused on the mouth region more than
on the eye region of the robot.

5 Conclusions and Future Work

The present contribution investigates deception cues for a humanoid robotic face
and presents a first step towards robots that are able to show subtle emotional
cues as indicators of socially expected lies.

As a next step, our findings need to be integrated into a greater scenario, to
see whether the solely nonverbal differences investigated in this study apply to
a multi-modal setting.
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Abstract. HCI designers have made significant advancements in the develop-
ment of health agents. Although these developments are often technologically 
impressive, social scientific research provides some contraindications. Here, we 
review relevant social scientific research on tailoring, customization, agency, 
and realism that provides guidelines on how to design health agents and avatars 
to maximize persuasive outcomes in health contexts.  

Keywords: Agents, avatars, health technology, virtual environments, video 
games. 

1 Introduction 

Science fiction often presents a future of synchrony and synthesis between humans 
and machines, wherein virtual agents and robots are unquestionably accepted as social 
interactants. In the current era, however, many people remain skeptical about the so-
cial role of such technologies. If people do not accept or trust agents, it does not mat-
ter how sophisticated their design is, as humans are likely to reject them, especially in 
a significant, personal area like health care. Social scientific research on human-
computer interaction (HCI) and computer-mediated communication (CMC) provides 
some key insights into how we can best design health agents that people will heed. 

2 Tailoring and Customization 

One advantage of agents is the ability to customize them to tailor both the source and 
the message specifically to the user. Health scholars have long touted the advantages 
of using computers to tailor messages to audiences [1,2]. Recent research has also 
elaborated how digital technologies can allow us to manipulate the source for maxim-
al effectiveness as well [3,4].  

Agent tailoring could manifest in many ways. The visual appearance of a health 
agent could be tailored to what is most effective for the individual, the message, and 
the context [5]. The degree of threat present in the message may shift preferences in 
the appearance of agents [6]. Social cognitive theory also suggests that we are more 
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persuaded by sources that we identify with or feel similar to [1]. A growing body of 
research demonstrates that photorealistic virtual representations of the self (i.e., vir-
tual doppelgängers) are effective at persuading individuals to engage in health-related 
behaviors [7,8,9] because users feel high levels of identification with the virtual self, 
driving feelings of self-efficacy [1]. Further, virtual agents can be manipulated to 
show the rewards or punishments associated with a health behavior [1]. These virtual 
selves could show virtual selves tailored to the individual’s motivations. 

Like other forms of tailoring, virtual health agents may encourage longer-term be-
havior changes. Virtual selves promoted exercise behavior up to 24 hours following 
treatment [7]. Augmenting traditional health pamphlets with virtual simulations to 
promote healthy food choices led to effects that persisted for up to one week [10]. 
Other studies have studied longer-term interactions for up to six weeks and have 
found that even small amounts of social interactions between the virtual agent and the 
user encourages longer-term adherence to the promoted health program [11].  

3 Perceived Agency 

Human users often engage in their own Turing tests. Although frameworks such as 
the computers as social actors approach [12] suggest that humans do not distinguish 
computers and humans, a recent meta-analysis found that when people perceive that 
they are interacting with a computer that source is less capable of influencing the user 
than when they believe they are interacting with a human [13].  

The model of social influence in virtual environments [14] suggests perceived 
agency is important because it affects the degree of social presence an individual 
feels; entities perceived as being controlled by computers (agents) elicit less social 
presence than those perceived as being controlled by humans (avatars). When greater 
social presence is experienced, more social influence will occur because users will 
perceive and interact with the representation like a real person.  

In health contexts, users may have negative reactions if they perceive they are inte-
racting with a machine. Perceived caring and interpersonal warmth are among the 
strongest predictors of satisfaction with health care providers and adherence to pre-
scribed treatments [15]. Although there is limited research on perceptions of agents 
conducted in actual health settings, research in the area of telemedicine indicates that 
patients strongly prefer interacting face-to-face compared to video conferencing or 
interactive virtual environments, which patients find “cold” [16].  

When creating health agents, designers may need to reinforce humanness by enabl-
ing natural speech, nonverbal behaviors, emotions, flexibility, contingency, context 
consideration, and other markers of humanness [17,18]. Designers must enable hu-
manness by avoiding highly scripted behaviors, personalizing and tailoring details of 
the interaction, and even affording disfluencies such as interruptions [18]. 

4 Realism 

Blascovich’s [14] model suggests that with increasing behavioral realism, the effect 
of perceived agency washes out. That is, the more realistic an agent behaves, the more 
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persuasive it becomes. Thus, the end goal for designers should be to create realistic 
agents that are indistinguishable from humans.  

Physical realism is the degree to which something is seen, heard, or experienced as 
it would in the physical world. This realism is important because it influences percep-
tions of an agent’s credibility [19]. Physical realism would include the work of anima-
tors and programmers whose goal is to develop human-like agents that have natural 
movements, authentic facial expressions, and even a lifelike gleam in their eyes.  

Social realism is considerably more complex, and can include nonverbal and verbal 
behavior. Programmers developing conversational agents and artificial intelligence 
for interaction must incorporate not only linguistics and logic, but also interpersonal, 
social, and cultural appropriateness and norms. What social scientific research reveals 
is that although physical realism can be persuasive in virtual environments, social 
realism and the resulting social presence is often the more important cue in terms of 
influence. Indeed, users disclose more to physically unrealistic representations [20], 
perhaps because they feel less judged.  

Designers should also be wary of “not quite real” virtual agents that descend into 
the uncanny valley and make users uncomfortable [21]. Although theorists expect 
positive reactions to lifelike entities [14, 21], until we have perfected these technolo-
gies, research indicates that near-realism may have drawbacks.  

5 Conclusions 

In sum, social science provides designers of health agents with some food for thought. 
Although these guidelines are supported by substantial research and theory, it is cru-
cially important for designers to consider that a one size fits all approach will not 
work for all health contexts. The need for this information reinforces why it is neces-
sary for HCI designers, medical practitioners, and social scientists to collaborate to 
optimize the development of health agents. 
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Abstract. Development of embodied conversational agents (ECAs) has tended 
to focus on the character’s dialog capabilities, with less research on the design 
and effect of the agent’s voice and of the virtual environments in which the 
agent exists. For a study of human-ECA rapport, we iteratively developed three 
versions of a game featuring an ECA, where each version of the game had a dif-
ferent combination of speech generation and virtual environment. Evaluations 
of the users’ interactions with the different versions of the game enabled us to 
assess the effects of changes in the agent’s voice and of changes in the agent’s 
virtual world. 

Keywords: Embodied conversational agents, virtual environments, human-
agent dialog. 

1 Introduction 

In this paper, we examine the effect on users’ interaction with an embodied conversa-
tional agent (ECA) resulting from changes in (1) the ECA’s virtual world and (2) the 
ECA’s voice. Specifically, our study compares three versions of an immersive video 
game in which the user interacts with a life-size ECA. The game we developed is an 
adventure game, inspired by text-based games such as Zork (Anderson & Galley, 
1985) and Colossal Cave (Crowther, Woods & Black, 1976), where the user tries to 
escape from the castle of an evil vampire king.  

The human-ECA interaction reported in this paper took place in a spoken-language 
adventure game entitled “Escape from the Castle of the Vampire King.” The game 
had a graphical interface with a full-sized ECA that served as the game’s narrator, and 
the player controlled the game through speech commands. The game comprised 26 
different rooms, each with its own secret passages, exits, items and clues. Players’ 
interactions occurred in 20-minute sessions on two consecutive days, for a total of 
approximately 40 minutes per participant. The purpose of the game was to support a 
study of extroversion-based rapport-building behaviors over time (see Novick & Gris, 
in press). 
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2 The Agent’s Voice 

The quality of an agent’s speech is measured by the degree to which it replicates a 
human speaker. While there has been significant progress in this area, users are still 
unenthusiastic about most synthetic speech (Newell & Edwards, 2008). We hypothe-
sized that increasing voice naturalness would make users less likely to exhibit frustra-
tion and interrupt the agent while it speaks.  

The first version of our game used Anna, the default voice provided by Microsoft 
operating systems. Twelve subjects interacted with the agent in two sessions each. 
After each session, subjects completed a survey that included an optional open ques-
tion on what would they like to see improved. Subjects indicated that the voice was 
unclear, hard to understand, robotic, unemotional, unengaged, insensitive, monotone, 
and broken. 

For the second version of the game we used Salli, an American English voice from 
IVONA. For this version of the system, 22 subjects played the game, again across two 
sessions each. Most user comments noted a lack of emotion in the voice. In one par-
ticipant’s words, “Even the smallest hint of empathy would greatly improve her de-
meanor.” Systems have been built for emotional synthesized speech (Schröder, 2001). 
Nevertheless, emotion in synthesized speech in real-time multimodal conversation is 
still in its infancy, and we were unable to find an emotional synthesized voice that we 
could satisfactorily adapt for our agent.   

For the third version we recorded over 200 different utterances, which were played 
in place of the synthesized voice. Only 4 out of the 58 participants complained about 
a lack of emotion. We expect that the residual perception of lack of emotion arose 
from the use of emotion-neutral phrases that were used in multiple game situations. 

3 Increasing Engagement  

As the agent’s voice improved, other issues of users’ engagement with the agent be-
came more apparent, especially with respect to the relatively impoverished nature of 
the virtual environment in which the agent was presented. In our system, users inte-
racted with first-person perspective rather than the third-person perspective associated 
with avatars (see Serrels, 2011).  

In our experiments across the three versions of the game, we measured gaze away 
from or toward the agent. We hypothesized that (a) reducing cognitive load would 
increase the proportion of time that users directed their gaze toward the agent and 
(b) placing the agent in a virtual world related to the game’s story would also increase 
the proportion of time that users direct their gaze towards the agent. 

4 Versions of the Game  

Before presenting our results, we review the three versions of the “Escape from the 
Castle of the Vampire King” game with their respective voices and environments. 
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In Section 3, we hypothesized that reducing cognitive load would increase the propor-
tion of time that users directed their gaze toward the agent. The data, also shown in 
Table 1, showed a significant (χ2 < 10-6) increase in the proportion of time that the 
users gazed at the agents. We also hypothesized that placing the agent in a virtual 
world related to the game’s story would increase the proportion of time that users 
directed their gaze towards the agent. The data showed a significant (χ2 < 10-6) in-
crease in the proportion of time that the users gazed at the agent. 

Table 1. Data for analysis of hypotheses 

Version 1 Version 2 Version 3 

User interruptions of agent 27 60 14 

Agent utterances 871 878 948 

Gaze at agent (seconds) 1453.6 3759.9 9603.5 

Gaze away (seconds) 5793.8 3616.3 1444.1 

Table 2. Gaze shifts away from the agent 

 Gaze Shifts Away Total Time (Seconds) Average (Seconds/Shift) 

V2 742 7376.2 9.94 

V3 272 11047.6 40.62 

 
This study was subject to three key limitations. First, the number of subjects varied 

across the three versions of the game. Second, as similar codings have consistently 
had high Kappas, we did not calculate interrater reliability. And, third, because the 
project involved iterative improvements to a system intended for a study of human-
agent rapport, the study did not isolate the changes in voice and environment. 
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1 Introduction

Active listening is a communication technique that the listener listens to the speaker
carefully and attentively by confirming or asking for more details about what they heard.
In order to improve the effect, always-available and trustable conversational partners in
enough number are demanded. The ultimate goal of this study is the development of
a virtual agent who can engage active listening and maintain a long-term relationship
with elderly users. We assume that the task of the active listener (a human volunteer or
the agent) is to maintain the speaker’s (elderly user) mood in good state. In order to do
this, like a human listener, the listener agent has to observe the listener’s attitude, has
to estimate the listener’s mood from the observation, and has to predict the change of
listener’s mood caused by his / her own behaviors both verbally and non-verbally. On
the other hand, the active listener is evaluated by the speaker from his / her impression
of the listener’s attitude. The hypothesis is, if the impression is good, then the speaker’s
mood is good. However, virtual agents which are made by computer graphics anima-
tions are more limited in expressiveness than human listeners, both in the aspects of
quality and communication channels. Therefore, there is a research question that the
graphical agent with “reduced expressiveness” can really engage the active listening
task at human listeners’ level, even if they do the same behaviors, smiles, gestures, or
utterances at the same timings. This paper presents our first step of this study, a human-
human teleconferencing experiment to foresee whether it is possible to implement an
active listener agent.

2 Related Works

Huang et al. [2] developed a rapport agent which analyzes facial expressions, backchan-
nel feedbacks, and eye gazes of the user. The agent is designed to show behaviors which
are supposed to elicit rapport. However, it does not try to estimate and react to the user’s
mood. For example, when the user looks in bad mood, showing the agent’s concern on
the user by saying “Are you OK?” like human do. The SEMAINE project [3,5] was
launched to build a Sensitive Artificial Listener (SAL). SAL is a multimodal dialogue
system with the social interaction skills needed for a sustained conversation with the
user. They focused on realizing “really natural language processing which aims to al-
low users to talk with machines as they would talk with another person.
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3 Active Listening Experiment

Modeling of active listening
Two functions of the agent can be considered fundamental: influences the speaker’s

mood through its attitude, and estimates the speaker’s mood from his / her attitude.
As the discussion in section 1, we assume that active listening triggers the interaction
between the interlocutors’ “mood” and gattitudeh in this work. Here, we redefine these
two general terms in the following way: Mood:someone’s internal mental state and is
difficult to be directly observed by another person. Attitude:someone’s mood expressed
in the way how he or she behaves toward another person. It is supposed to be able to be
observed by another person.

Experiment procedure
Nine pairs of participants with the same gender (five male pairs and four female ones)

were recruited as the experiment participants. Due to the difficulty in recruiting elderly
participants, and the experiment procedure explained in the following sections may be
difficult the elderly, college students (all native Japanese speakers) were recruited in this
experiment. Furthermore, we considered the implicit criteria in judging communication
partner’s attitude to be positive or negative should not vary largely between younger and
senior generations. The condition was that they are close friends. This is because close
friends were assumed easier to talk with each other in the limited experiment period.

In order to simulate the situation of talking with a 2D graphical agent, the participants
of each pair were separated into two rooms and talked with each other via Skype tele-
conferencing software. In each session, one participant played the role as the speaker,
and the other one played the role as the listener. They were instructed to sit on a chair so
that the move of their lower bodies can be controlled within a limited range. Each room
was equipped with two video cameras. One was used for recording the participant from
the front. The other one was used for logging the Skype window which was duplicated
on another monitor. The speaker talked with the listener who was projected on a large
screen at around life-size. The height of the projected image was adjusted so that the
speaker can see the listener’s eyes roughly at the level for eye contact. Natural head
movements and eye gazes shifts can be further analyzed.

Each participant pair talked in two sessions. The participants did not change their
roles, one of them was assigned as the speaker role in both sessions, and the other one
was assigned as the listener role in both sessions. The speaker was instructed to talk with
two listeners, one in each session. One of them is a human (his / her friend) listener and
the other one is an autonomous agent driven by an artificial intelligence engine. The
listener was instructed to do active listening for his / her friend in both sessions in
two topics, respectively. However, in one of these two sessions (agent condition), the
listener’s video was actually substituted by a CG character.

The character animations are created by the software, Poser, and the character with
the same gender as the speaker was used. Four kinds of canned animations were pre-
pared: nodding, leaning the head, smiling, and blinking for each character. 15 voice
tracks of frequently used feedback utterances [4] in Japanese are prepared in advance
with text-to-speech software, AITalk II Plus. Those tracks include back-channeling
utterances like “hmm,”“yes,” as well as wh questions like “who,” “where,”etc.
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The lip-syncing animations are created by Poser as well. In order to control the two
conditions, the possible utterances for the human condition is limited to the same set
of utterances. The substitution of listener’s video to character was not notified to nei-
ther the speaker nor the listener. The agent was operated by one of the experimenter
at the listener’s room. The experimenter observed the listener’s behavior and sent the
commands to the animation system which is setup in the speaker’s room on the fly.
The agent operation interface is designed to minimize the delay, i.e. one or two keys to
invoke a specific animation or sound track.

The topics of the conversation were “pleasant experience with family” or “unpleasant
experience with family.” These topics were chosen because they are common for almost
everyone including the young experiment participants and the elderly. Each participant
played the role either as the speaker or as the listener. Speaker participant initiates the
session and talks to the listener about his / her family. The duration of one session was
set to be seven minutes because it is considered long enough for the participants to start
to talk something meaningful and keep the whole experiment within a reasonable time
period.

Evaluation of attitude and mood
After the end of active listening sessions, the participants were instructed to evaluate

the mood and attitude of themselves and their partners by labeling on the recorded video
corpus. The video annotation tool, ELAN was used for this purpose. In order to align the
granularity and label positions among different coders, the participants were instructed
to label their evaluation by following the four rules: (1)The whole time line has to be
labeled without blank segments. (2)Starting and ending positions of the label should be
aligned to utterance boundaries. (3)One label can include multiple utterances. (4)The
maximum length of one individual label is 10 seconds.

Phonetics tool, Praat [1] was used to label the boundaries of participants’ utterances,
the beginning and ending positions of all utterances 10-second scales are automatically
labeled for the participants’ easy reference. The following evaluations were conducted
with the two participants. Speaker: the mood of himself / herself, how the attitude of
himself / herself is supposed to be perceived by the listener, how he / she perceived
the listener’s attitude. Listener: how the attitude of himself / herself is supposed to be
perceived by the speaker, how he / she perceived the speaker’s attitude

The mood of the speaker and the attitude of the speaker and the listener were evalu-
ated by the speaker and the listener by following criteria: Mood: evaluated with 7-scale
measure from 1 (negative) to 7 (positive). Comfort, intimacy, and sympathy are pro-
vided as positive examples in the instruction. Attitude: evaluated with 7-scale measure
from 1 (negative) to 7 (positive). Appropriate back-channel feedbacks like nods, ques-
tions, silence, agreeing opinions, smiles, or laughs were provided as positive examples
in the instruction.

Table 1 shows the results of the evaluation annotation. About the weighted aver-
age (according to label lengths) on the attitude of the listeners evaluated by the speaker,
there was not significant difference (two-tailed t test, p=0.66) in human and agent condi-
tions. This shows generally there is no obvious difference on the impression over agent
and human listeners. However, in the group by group results, there can be significant
difference of the preference between agent condition and human condition. Especially
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for female participants, they may had strong preference on the agent listener or the hu-
man listener but had no tendency on either of them. Also, the evaluation results from
female participants are generally lower than male participants no matter the listener is a
human or an agent (2.60:3.75). About the results regarding to session topic and session
order, there were no significant differences in these two aspects.

Table 1. Weighted average of evaluation annotation on the attitude of the listener (human and
agent condition) by the speaker as well as the results regarding to session topic and order

Pair Gender Human Agent Pleasant Unpleasant 1st session 2nd session
1 M 4.43 4.66 4.43 4.66 4.43 4.66
2 F 2.15 3.03 3.03 2.15 2.15 3.03
3 F 2.77 1.11 2.77 1.11 2.77 1.11
4 M 2.77 2.57 2.57 2.77 2.77 2.57
5 M 3.58 3.45 3.58 3.45 3.45 3.58
6 M 3.76 4.31 4.31 3.76 4.31 3.76
7 F 3.55 1.57 1.57 3.55 1.57 3.55
8 M 3.81 4.20 4.20 3.81 4.20 3.81
9 F 2.84 3.80 2.84 3.80 3.80 2.84

Average 3.35 3.11 3.26 3.23 3.27 3.21

4 Conclusion

We conducted an active listing dyadic conversation experiment with two conditions,
human-human and human-agent. In human-agent condition, the human listener’s video
is substituted with a graphical character with the same behaviors. The results showed
that generally there were no significant differences between these two conditions. In the
future, we would like to increase the corpus size with additional experiments as well as
the gaze patterns collected in the experiment. We pan to analyze the low-level signals of
listener and how they can be interpreted as the listener’s attitude and the listener’s strat-
egy in how to react to the speaker’s perceived attitude. When the technology becomes
matured, we will implement this function to agent and evaluate it with the elderly.
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Planning Motions for Virtual Demonstrators
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Abstract. In order to deliver information effectively, virtual human demonstra-
tors must be able to address complex spatial constraints and at the same time
replicate motion coordination patterns observed in human-human interactions.
We introduce in this paper a whole-body motion planning and synthesis frame-
work that coordinates locomotion, body positioning, action execution and gaze
behavior for generic demonstration tasks among obstacles.

Keywords: virtual trainers, motion planning, intelligent virtual humans.

1 Introduction

Virtual humans and embodied conversational agents are promising in the realm of
human-computer interaction applications. One central goal in the area is to achieve
virtual assistants that can effectively interact, train, and assist people in a wide variety
of tasks. The need to demonstrate objects and procedures appears in many situations;
however, the underlying motion synthesis problem is complex and has not been specifi-
cally addressed before. Simple everyday demonstrations involve a series of coordinated
steps that a virtual agent needs to replicate. The agent needs to walk while avoiding
obstacles along the way, stop at an appropriate demonstration location with clear view
to the target and observer, interact with the object (e.g. point to it and deliver informa-
tion), and also maintain visual engagement with the observer. This work addresses such
harmonious multi-level orchestration of actions and behaviors (see Figure 1).

The proposed model was built from experiments with human subjects where par-
ticipants were asked to freely approach target objects at different positions and to de-
liver object information to observers at various locations. These experiments provided
ground truth data for defining a coordination model that is able to orchestrate the in-
volved pieces of a demonstration task. The result is a whole-body motion planning

Fig. 1. Our PLACE planner synthesizes whole-body demonstrations for arbitrary targets, ob-
servers, obstacles, and visual occluders

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 190–203, 2014.
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framework, called PLACE, that addresses the five main pieces of the problem in an
unified way:
• Placement: optimal character placement is essential for addressing target and observer
visibility, locomotion accessibility, and action execution constraints;
• Locomotion: locomotion synthesis among obstacles and towards precise placements
allows the character to position itself in order to perform a demonstration;
• Action: realistic action execution needs to address arbitrary object locations and to
avoid nearby obstacles when needed;
• Coordination: coordination is important for well transitioning from locomotion to the
upper-body demonstrative action; and
• Engagement: observer engagement is obtained with a gaze behavior that interleaves
attention to the observer and the target in order to achieve effective demonstrations.

The realism of the solutions is addressed at two levels. At the behavioral level, place-
ment, coordination and engagement are solved following models extracted from exper-
iments with human subjects. At the motion synthesis level, locomotion and actions are
synthesized from collections of motion capture clips organized for efficient synthesis
and coordination. The techniques were developed such that solutions can be computed
at interactive rates in realistic environments. See Figure 2 for examples.

Contributions: The main contribution of this work is the overall definition, model-
ing and effective solution of whole-body demonstrative tasks. The proposed techniques
are the first to address the overall problem in an integrated fashion.

Fig. 2. From left to right: in the first two scenarios the computed demonstrations reasonably face
the observer, while in the last two cases a visual occluder (the house plant) leads to solutions
with non-trivial placements. The orange and blue lines respectively represent the head and the
eye gaze orientations, at the demonstration action stroke point. The resulting gaze always reaches
eye contact with the observer.

2 Related Work

Many works have focused on upper-body gesture and action modeling, including stroke-
based blending [25], action synthesis with varied spatial constraints [17, 24], motion
style control [6, 19], and search in interpolated motion graphs [20]. Our approach for
action synthesis relies on available motion interpolation techniques [9,19] but providing
a new collision avoidance mechanism in blending space in order to successfully address
realistic scenarios with obstacles.
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With respect to data-based locomotion methods, several techniques have been pro-
posed for achieving realistic and controllable locomotion synthesis [7,14–16,26]. While
several of these methods can probably be extended to address departures and arrivals
with position and orientation constraints, such an extension is not trivial. Our solution
is based on a specific organization of locomotion clips that allows for fast locomotion
synthesis ensuring such constraints. The locomotion planning problem becomes even
more challenging when it has to be coordinated with an upper-body action. Previous
work [5, 22] has addressed the combination of arm planning (reaching or grasping) on
top of locomotion, however without a coordination model.

When it comes to whole-body motion synthesis that involves the scheduling and
synchronization of upper- and lower-body, methods have been developed for splicing
upper-body actions from one motion to another [2, 8], and more recently object manip-
ulations have been coordinated with locomotion [1]. However these methods have not
addressed a coordination model for transitioning from locomotion into a demonstration
action, a specific situation that involves different types of constraints.

The fact that demonstrations have to be performed with respect to an observer also
distinguishes our overall motion synthesis problem from previous work. Addressing
an observer is important for achieving realistic solutions and as well effective inter-
actions with virtual humans. For instance, it has been shown that visual engagement
improves the amount of information memorized by an audience observing robotic sto-
rytellers [18] and narrative virtual agents [3]. Although previous work has focused on
modeling gaze behavior in great detail [4, 27], little attention has been given to inte-
gration with full-body motion synthesis. In computer animation simple solutions have
been employed [25,28] based on pre-defined points of interest, however not associating
with a complete set of events observed from human subjects during action execution
and locomotion. With respect to modeling placement for action execution, Scheflen
and Ashcraft [21] present a pioneering work introducing the concept of territoriality in
human-human interactions, but unfortunately without computational models.

In conclusion, the proposed PLACE planner addresses the problem of whole-body
demonstration at multiple levels and uniquely integrates behavioral models from human
subjects with realistic data-based motion synthesis.

3 Modeling Demonstrative Tasks

We have modeled the overall problem of synthesizing humanlike demonstrations with
the help of experiments with human subjects. Our setup follows the approach in [10],
but extending it for extracting complete motion models for demonstration tasks. Four
human participants were recruited to perform a variety of pointing tasks with full-body
motion capture. Six small target objects Ti, i ∈ {1, . . . , 6}, were placed on a horizontal
coarse mesh grid and participants were asked to perform demonstration actions towards
each Ti for a human observer Oj standing at five different positions around the targets
(j ∈ {1, . . . , 5}). Each action consisted of pointing and delivering a short information
about an object. Each configuration {Ti, Oj} represented one trial per participant and
generated one motion. A total of 30 distinct motions were generated per participant,
each motion consisting of a complete pointing action with the associated locomotion
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Fig. 3. Left: experiment setup. Right: illustration of one reconstructed motion. The observer loca-
tion is represented with the green character and the maximum head orientation performed in the
direction of the observer is shown with the orange plane.

and gaze behavior. The gaze typically moved several times between Ti and Oj . Each
participant started from about 4 feet away from the mesh grid before walking towards
the grid to point and describe Ti (see Figure 3). The sequence of target selection was
random and the targets were of similar size in order to reduce possible side effects
related to their size [23].

The full-body capture data was annotated manually with an annotation tool specif-
ically developed to mark and extract the parameters and timings of all relevant events
in each trial. One of the most important behaviors observed was the chosen positioning
that each participant used to perform the pointing action. The chosen position ensured
that the target and the observer were visible, and that the head rotation needed for eye
contact with the observer was feasible. The position also ensured a successful execu-
tion of the action and with a fluid transition from locomotion. We now derive a generic
placement model based on the observed data.

For each trial in the collected motion data we extracted the corresponding target posi-
tion pt, the position of the observer po, and the demonstrator position pd. Position pd

is the position used to perform the demonstration action, and is defined as the position
when the locomotion is detected to completely stop, since there is a period when the
action execution overlaps with the locomotion. Figure 4 plots locomotion trajectories
and their corresponding final demonstration positions. The 5 distinct colors represent
the 5 different observer locations. Each color appears 6 times, one for each target Ti. It
is possible to observe that the demonstration positions do not show an obvious structure
in global coordinates.

A local 2D coordinate system with origin at pt is then used to derive our model.
The coordinate system is illustrated with the XZ frame in Figure 5. The XZ frame can
have arbitrary orientation, however it is more intuitive when the Z axis is orthogonal
to the table border closest to the target. We can now use angles to locally encode all
relevant placement parameters with respect to the target. The used local angles will not
model the proximity of the demonstrator to the target, since this is a parameter that
is action-dependent and we leave it as a free parameter in our model. For example a
pointing motion can be executed with arbitrary distance to the target while this is not
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Fig. 4. Locomotion trajectories for each participant (left) and their ending positions in a closer
look (right). Motions with the same color are with respect to a same observer.

the case in a manipulation task. The angles considered by our model are the following
(see Figure 5): the observer position α with respect to Z, the demonstrator position β
with respect to -Z, the demonstrator’s body orientation θ with respect to Z, and the
maximum head rotation φ (in respect to Z) performed towards the observer.

po X

Z

Z

pt

pd

Fig. 5. Local coordinate system of the place-
ment model. Angle α encodes the observer lo-
cation, β the demonstrator location, θ the body
orientation at action start, and φ encodes the
maximum head rotation towards the observer.

The approach of expressing placement
locally with respect to the action target
correlates with the axis concept used for
describing interaction connections [21].
By expressing the collected parameters
with respect to our local coordinate sys-
tem, the plots of their values nicely fit
into clusters with good structure. This is
shown in Figure 6. Since the proposed
placement model shows good structure,
we then performed non-linear regressions
in order to be able to estimate β, θ and φ
as a function of an arbitrary input value
for α. After smoothing the raw mea-
surements with a least-squares Savitzky-
Golay filter, quadratic and cubic polyno-
mial functions were fitted for β, θ and φ
(see Appendix for details).

The overall demonstration problem is
then modeled as follows: given an upper-
body demonstrative action A to be performed, the corresponding target object position
pt, and the position of the observer po, the goal of the PLACE planner is to synthe-
size a full-body motion for approaching the target and performing A with respect to
pt and for the observer located at po. The planner solves the problem with the fol-
lowing steps. First, a suitable demonstration position pd and body orientation qd are
determined by using the placement model and taking into account visual occluders,
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Fig. 6. Parameters of the placement model fitted with non-linear regression on filtered data points.
The horizontal axis is the α value and the vertical axis, from top to bottom, represents β, θ, and
φ respectively. Values are in degrees.

action feasibility and locomotion accessibility. Then, a locomotion sequence L(pd,qd)
is synthesized for the character to walk from its current position to the demonstration
placement (pd,qd). Action A(pt) is then synthesized and coordinated with the loco-
motion L. Finally, the head and eyes are animated to replicate the same gaze behavior
patterns observed in the collected motions. These steps represent the five main compo-
nents of PLACE and they are explained in the following sections.

4 Placement

Given the demonstrative action A, the target object position pt, and the observer posi-
tion po, the placement module will determine the optimal body position and orientation
(pd,qd) for performingA. First, the action synthesis module (described in Section 6) is
queried for its preferred distance dpref to execute A(pt). This distance denotes the pre-
ferred Euclidean distance between pt and pd so that the character will be more likely to
succeed in performing the action. The computation of dpref is action-dependent, it may
be automatically selected according to reachability constraints if the demonstration has
to achieve object contact, or in other cases (like in pointing), it can be a user-specified
parameter fixed or dependent on features of the environment (like the size of the target).
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The local reference frame of our placement model is then placed with origin at pt

and with the Z axis set to be orthogonal to the closest edge of the supporting table. At
this point our local placement model can be applied in order to estimate a first candidate
placement (p0

d,q
0
d), where p0

d is obtained by combining the estimated angle β with the
preferred distance dpref , and q0

d represents the orientation estimated by θ in global
coordinates. If pt lies between po and p0

d, the Z axis of the local placement coordinate
frame is re-oriented towards po and the initial placement (p0

d,q
0
d) is re-computed.

This will make the initial placement to directly face the observer, a desired property in
a placement.

Given a candidate placement, the placement is considered valid if: it does not lead
to collisions with the environment, if A(po) can be successfully executed from it, and
if there is a collision-free path with enough clearance for the character to reach it. If
a candidate placement is not valid due a collision, it is tested again a few times with
slightly perturbed values and dpref distances, thus increasing the chances of finding
valid placements by local adjustment of the generated positions. Several placements
may be valid and therefore we will search for the optimal one with respect to visibility,
head rotation comfort, and distance to the target.

Fig. 7. Valid placements around the target are
identified and ranked for selection

Starting from (p0
d,q

0
d) we determine

several valid placements (pk
d,q

k
d) by ad-

justing the Z axis of the local model to
new orientations around pt, for example
by rotation increments of five degrees in
both directions (see Figure 7). For each
new orientation, the respective estimated
placement is computed and tested for va-
lidity (adjusted if needed) and stored if
valid. The search for valid placements
may be set to be exhaustive with respect
to the used rotation increment or to stop
after a certain number of valid samples is
found. The result of this phase is a set of
K valid placements (pk

d,q
k
d), k ∈ {1, . . . ,K}. We then sort the placements in this set

with respect to the following ranking cost function fc:

fc = evis ∗ wv + eneck ∗ wn + eaction ∗ wa,

where evis is a measure of how occluded the observer is from the placement, eneck is
the amount of neck rotation required for reaching eye contact with the observer, eaction
is the absolute difference between dpref and the actual distance from pk

d to pt, and the
scalar weights are constants used to adjust the relative contributions of each term.

The weights are adjusted such that the contribution of evis is significant, since un-
comfortable (but feasible) placements are preferable to placements with bad visibility.
The house plant in the scenarios of Figure 2 is an example of an object modeled with
partial occlusion set to evis = 50%. Candidate placements with zero visibility are dis-
carded, as shown in Figure 7. The result is a sorted list of valid placements that can be
used for executing A. The placement with minimum fc is selected as the target demon-
stration location (pd,qd) to be used. Since this placement has been already checked
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for validity, it can be safely passed to the motion synthesis modules described in the
next sections. In case simplified validity tests are employed, the motion synthesis may
happen to not be successful at some later stage, in which case the next placement in the
list can be used as the next alternative.

5 Locomotion Synthesis

The locomotion synthesis module has to be able to address three main requirements:
• To be able to quickly check for locomotion accessibility to candidate placements when
queried by the body placement module (Section 4), in order to allow for quick rejection
of placements that offer no accessibility;
• To be able to synthesize motions that can navigate through narrow passages and with
precise departure and arrival positions and orientations; and
• To produce purposeful motions resembling the ones observed in our experiments with
human subjects, which consistently had sharp turnings (with small turning radius) at the
departure and arrival locomotion phases.

With respect to the first requirement, accessibility queries are computed with an effi-
cient algorithm for computing paths [12,13], which is used to determine path feasibility
with clearance under a few milliseconds of computation in our scenarios. With respect
to the second and third requirements, we adopt a path following approach in order to be
able to safely navigate through narrow passages of the environment.

In order to address precise departure and arrival placements, and to achieve the ob-
served behavior of sharp turns during path following, we propose an optimized loco-
motion synthesis method based on a specific organization of locomotion clips from
motion capture. Three specific types of locomotion sequences were collected with a
full-body motion capture system: departure motions, arrival motions, and walk cycles.
Each motion is then parameterized to cover a small area around its original trajectory,
and to depart or arrive with a parameterized orientation at the first or final frame. As
a result we obtain parameterized motions that cover all possible required initial and fi-
nal orientations, and that concatenate into walk cycles during the path following phase.
Additional details on the locomotion module are omitted due lack of space, but will be
made available from the website of the authors. Figure 8 illustrates one example.

Fig. 8. Illustration of one particular locomotion sequence planned. From left to right: the depar-
ture and arrival clips nearby the path to be followed, skeleton trails illustrating the whole motion
obtained, and two snapshots of the final result.
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6 Action Synthesis

The synthesis of the demonstrative action is performed with blending operations in a
cluster of example motions. Given the target position pt to be addressed by the end-
effector at the stroke point of the action, blending weights are determined by inverse
blending optimization [9] in order to address the target precisely. See Figure 9.

Collision avoidance has shown to be important. It not only increases the ability to
find solutions in cluttered environments but it also improves the number of successful
placements to be considered for action execution. We have developed a collision avoid-
ance method that operates on the blending space of the example motions defining an
action. Blending space operations have been employed before in motion planning [11],
but here we develop a faster collision avoidance procedure that does not require expen-
sive planning around the obstacles. We create repulsive force fields in 3D and compute
a scalar potential of collision Pc that encodes the potential of collision between the
agent’s end-effector E and the obstacles. Instead of computing the force field in dis-
cretized 2D cells [29], we approximate the bounding volume of the nearby obstacles
with small spheres Si (see Figure 9-center), so that Pc = exp(−∑

distance(E, Si)).
Let pt be the target object to be addressed by action A. First, blending weights wt

that generate action A(pt) are computed by inverse blending. The produced motion
can be re-written as a sequence of frames Fi(wi), i ∈ {1, . . . , n}, and initialized with
wi = wt, ∀i ∈ {1, . . . , n}. Next, we make a single pass from F1 to Fn and adjust
intermediate frames Fj at a given discretization resolution. The resolution is relative
to the distance covered by the end-effector. Given a frame Fj(wj) being visited, if its
corresponding posture collides or is detected to be too close to an object, wj is adjusted
by inverse blending in order to minimize Pc at Fj , essentially shifting Fj away from the
obstacles. Collisions are checked intermittently at mesh level and the process moves on
to Fj+1 when Fj becomes collision-free. Each time a frame is adjusted, the weights of
the nearby frames (according to a smoothness window) are updated so that the overall
sequence of weights is smooth, producing a new final motion A(pt) that smoothly
avoids the nearby obstacles.

The method typically solves action synthesis under 300 milliseconds, with most
computation time spent on mesh collision checking. The approach is able to control
how much deformation is allowed, thus controlling the balance between action motion
quality, action adaptation to obstacles, and body placement search time.

7 Locomotion-Action Coordination

The locomotion transition into the action requires special attention in order to generate
realistic results. We start by using a transition window of 0.58 seconds that is the av-
erage window observed from our studies with human subjects. The window tells how
early, before finishing the locomotion, the action should start to be executed. The ac-
tion will start gradually taking control over the upper-body and will achieve full control
when the locomotion stops. An important coordination problem that we address here is
to ensure that the resulting arm swing pattern during the transition remains realistic.
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Fig. 9. Left: trajectories of one pointing database with 10 blended motions for one solution
marked in red. Center: spheres are used to approximate the nearby objects and to compute Pc.
Right: If intermediate frames collide their blending weights are adjusted to remove the collision.

Let Send
l be the arm swing at the end of the locomotion sequence, and Sa be the

arm swing direction of the action. In our examples the right arm is used by the ac-
tion but the presented analysis can be equally employed to both arms. Two main cases
may happen: 1) the arm swings can be codirectional, in which case a natural transition
is automatically achieved, or 2) the arm swings can be contradirectional, what would
cause a sudden change in the arm swing direction during the transition window. Sudden
changes in the arm swing were never observed in our experiments with human subjects,
who were very good at achieving coherent final steps with clear final arm swings. We
therefore fix contradirectional cases in two possible ways. If the final locomotion swing
Send
l slightly overlaps into the action arm swing Sa, it is then shortened to match Sa

and without having it to return to its target rest position. This is accomplished by re-
peating the final frames of Send

l , skipping the same amount of initial frames of Sa, then
smoothly blending into the latter. If however the final locomotion swing shows a sig-
nificant overlap, Send

l is then dropped and the previous swing cycle Sprev
l is extended

to override Send
l , before blending into Sa. We examine the swing velocities generated

from both and the one showing better consistency is applied. Figure 10 illustrates the
process.

Fig. 10. Overlapping transition of the final arm swing of the locomotion Send
l towards the arm

swing direction generated by the action Sa. Codirectional cases can be directly blended (1),
however contradirectional cases (2) have to be adjusted either by shortening the final locomotion
swing (3) or by overriding it with the previous swing (4).
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8 Engagement Module

The final step of PLACE includes a gaze model that follows the observed behavior in
our experiments with human subjects. We observed that each demonstration trial con-
sisted of a series of largely consistent gaze and gaze-related events where participants
first gazed at the floor during the locomotion, and then gazed at the target and the ob-
server during the upper-body action. Our gaze model generates gaze events that follow
these observed patterns. We use a temporal delay Δt between the action stroke point
and the start of the object gaze event that is correlated with the agent’s head rotation
angle φ. When the observer is not in the center of the agent’s field of view, the gaze
towards the observer starts before the action reaches the stroke point, resulting in a
negative Δt. The gaze behavior also incorporates gaze durations that decline over time
across repeated demonstrations, an observed behavior in our experiments with human
subjects. Figure 11 illustrates the main events of the gaze model.

repeated demos

Δt

floor floortarget observer observertarget ...
locomotion locomotionupper-body action

Stroke
pointstart end

t

gaze:

Fig. 11. Synchronization between gaze and motion events

9 Results and Discussion

Results are presented in Figures 1, 2, 12, 13 and 14. Additional results
are presented in the accompanying video to this paper, which is available at
http://graphics.ucmerced.edu. The planner is capable of synthesizing en-
tire sequences in a range from 100 to 400 milliseconds, depending on the complexity
of the environment and the collision avoidance settings.

Our results demonstrate that body placements are always well chosen and lead
to positions clearly well addressing all involved constraints. The coordination of the
swing arm trajectories has also shown to always produce good results. In terms
of limitations, our planner leaves out facial expressions and other behaviors that
are specific to the context of the scenario being simulated. Our model was also
only designed to handle demonstrations for a single observer, although we be-
lieve that multiple observers can be easily incorporated if behavioral data explor-
ing relevant possible configurations is obtained. The collected motion capture actions
used in our blending procedures are available from the following project website:
http://graphics.ucmerced.edu/software/invbld/.

http://graphics.ucmerced.edu
http://graphics.ucmerced.edu/software/invbld/
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Fig. 12. Example of a solution produced by PLACE. The top-left image shows the planning sce-
nario and the solution placement for execution of the demonstration. The following sequence of
snapshots shows the arrival locomotion seamlessly transitioning into the demonstration action
pointing at the fax machine with coordinated gaze towards the observer.

Fig. 13. Short-range solution suitable for pointing and describing the blue bottle

Fig. 14. Action synthesis corrected by force fields in blending space. The left three images show
an action that originally produced collisions with obstacles; and the following three images show
a collision avoidance solution (along the blue trajectory) for removing the collisions. Without the
collision avoidance the action would not be feasible and a new placement would be necessary.

10 Conclusion

We have introduced a new behavioral and motor planning model for solving
demonstrative tasks. Our proposed PLACE planner uniquely explores body placement
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trade-offs involving visibility constraints, action feasibility, and locomotion accessibil-
ity. The proposed techniques can be computed at interactive rates and are suitable to
several applications relying on interactive virtual humans as virtual trainers.

Acknowledgments. This work was partially supported by NSF Award IIS-0915665.

Appendix

Polynomial (cubic and quadratic) functions were chosen over other types of fitting
functions such as Gaussian and Fourier for better extrapolations when α > 150 and
α < -150. Details are given below.

• β = f(α) = p1α
3 + p2α

2 + p3α+ p4 • θ = f(α) = p1α
2 + p2α+ p3

Coefficients (with 95% confidence bounds): Coefficients (with 95% confidence bounds):
p1 = 2.392E−6(−6.74E−6, 1.152E−5), p1 = 0.0006228(0.000262, 0.0009837),
p2 = 0.0003056(−0.0004444, 0.001056), p2 = 0.3267(0.2991, 0.3542),
p3 = 0.1145(−0.04067, 0.2697), p3 = 11.29(6.564, 16.02).
p4 = −6.062(−15.42, 3.294). Goodness of fit: SSE = 1441, R2 = 0.9635.
Goodness of fit: SSE = 5386, R2 = 0.6156, AdjustedR2 = 0.9608, RMSE = 7.304.
AdjustedR2 = 0.5713, RMSE = 14.39.
• φ = f(α) = p1α

2 + p2α+ p3
Coefficients (with 95% confidence bounds):
p1 = 0.0006673(0.0001145, 0.00122),
p2 = 0.6736(0.6315, 0.7158),
p3 = 2.073(−5.167, 9.312).
Goodness of fit: SSE : 3381, R2 : 0.9785,
AdjustedR2 : 0.9769, RMSE : 11.19.
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Abstract. In this paper we examine how simulated social touch by
a virtual agent in a cooperative or competitive augmented reality
game influences the perceived trustworthiness, warmth and politeness
of the agent. Before and after the game, participants interact with
two agents whereby one agent touches the participant’s arm. Results
showed no significant difference in how agents are perceived in the
cooperative and competitive situation. However, significant differences
between perception of the touching and non-touching agents could be
observed for warmth.

Keywords: Simulated social touch, virtual agent, Augmented reality.

1 Introduction

In the field of embodied conversational agents (ECAs), human-to-human
communication is approximated through the implementation of various
intelligent behaviors inspired by human communication. Verbal or linguistic
intelligence in speech synthesis and prosody play a role as well as non-verbal
behaviors such as facial expressions, body posture or turn-taking [7]. A modality
that is understudied in interactions with ECAs is touch. Handshakes, hugs or
pats on the back may occur less frequently during communication than other
behaviors, such as smiling or nodding, but social touch is known to have strong
effects on subsequent interactions between co-located individuals. It has been
shown that co-located social touch can affect compliance to requests [10], can
reduce stress [8], and can be used to communicate discrete emotions [16].

Recent studies have indicated that social touch between humans can be
mediated by haptic feedback technology (i.e. mediated social touch [11]).
Interesting in this regard is that mediated social touch has been found to
have effects similar to co-located social touch on compliance to requests [12],
perception of the communication partner [13], and the communication of affect
[2], or feelings of social presence [3]. Furthermore, early work in which social
touch was simulated by an agent with a physical torso and virtual head, showed
that social touch by a virtual agent can influence perceptions of this agent [4].
Here, social touch is no longer applied (mediated or otherwise) by a human
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communication partner, but is simulated by a virtual agent, in sync with other
modalities such as speech and gestures.

Though social touch, be it co-located, mediated, or simulated, can have effects
on the interaction, such effects may strongly depend on the context in which the
touch occurs. One study has found that when co-located social touch was used in
a cooperative game setting, later helping behavior in a dictator game increased.
However, when the same touch occurred in a competitively framed game, it had
an averse effect on helping behavior [5]. In the current paper we conduct a user
study to investigate whether simulated social touch by a virtual agent results
in different judgements of that agent in a game setting that is either framed
cooperatively or competitively.

2 Related Work

There are a number of reasons why adding social touch capabilities to an ECA
may be beneficial. Social touch has been found to play a role in a wide range of
interpersonal messages, such as the communication of support, appreciation,
affection, and others [17]. Furthermore, social touch can positively influence
compliance to requests, in a way that the one receiving the touch is more inclined
to comply with the request, such as filling out bogus personality questionnaire
items [19], or complying to menu item suggestions by a waiter or waitress [10].
Effects of touch that result in a behavioral change in the one receiving the touch
may be dependent on the context in which the touch takes place. A study that
employed a confederate that touched the participant either in a cooperative or
a competitive setting, found that while touches in the collaborative setting had
a positive effect on helping behavior, touches in the competitive setting had a
negative effect on helping behavior in a dictator game [5].

Social touch can also be simulated by an ECA. One of the few studies
investigating simulated social touch used a virtual representation of an agent’s
head, mounted on top of a physical mannequin [4]. The agent was able to squeeze
a participant’s hand. It was found that simulated social touch enhanced the
perception of the relation with the agent, but only for participants that were
comfortable being touched.

3 System Design

We designed a system that places two virtual agents in AR space of a tablet
computer. We simulate social touch through a tactile displays worn on both
upper arms by the user (see fig. 1(a)) which is actuated in sync with the touch
animations of the agents (see fig. 1(b)).

Unity3D1 with the Qualcomm Vuforia plug-in was used to develop the
marker-based Augmented Reality application. As marker, we use a wall covered
with printed patterns, as visible in the background of fig. 1(b). The Unity

1 http://unity3d.com/

http://unity3d.com/
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(a) (b)

Fig. 1. User wearing the vibrotactile displays and holding the tablet (a) and the Agents
in AR, as seen by the user on the tablet, during a touch of the left agent (b).

Multipurpose Avatar plug-in was used to generate the two characters seen in
fig. 1(b). These can be universally controlled using Unity’s Mecanim animation
system. Speech of the agents is realized with pre-recorded audio clips from speech
synthesizers (Microsoft Windows 8 Hazel and Zira). Rudimentary scripts were
written to implement amplitude driven lip-syncing and randomized blinking
behavior of eyelids. Additional behaviors such as turning, walking, sitting,
waving, and touching were implemented. In fig. 1(b), the touching animation
is shown as seen by the user.

As tactile display we used the Elitac Science Suit2, a modular system
consisting of several eccentric mass vibration motors that can be attached to
elastic bands of different sizes using Velcro. The intensity of vibration of each
vibration motor can be individually controlled with sixteen levels of vibration
intensity. Three actuators, with approximately 10 centimeters spacing between
them, were placed in a triangular position, and were attached to each upper arm
of the user. An additional six actuators (two rows of three, with approximately
10 centimeter spacing between them vertically, and approximately 20 centimeter
spacing between them horizontally) were placed on the participant’s abdomen
to give general feedback during the game.

4 Experiment Configuration and Game

To investigate the role of touch by a virtual agent in the perception of this
agent, as well as the role of a cooperative or competitive context, we designed
an experiment (see Section 5). For the experiment, specific scenarios that involve
two female virtual agents named Anna and Belle, were scripted using the AR
touching virtual agent setup. Variables of the experiment were configured in
advance, including the condition (cooperative, competitive), which of the agent
was the touching agent, as well as which agent started the interaction on all

2 http://elitac.org/products/sciencesuit.html

http://elitac.org/products/sciencesuit.html
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occasions. We call the latter, the assertive agent. We hypothesized that the agent
that started the interaction could be perceived as more assertive. Assertiveness
has been found to influence participant’s perceptions of a conversational agent
[20]. The flow of the experiment and dialogs is shown in table 1.

As part of the experiment, participants played a game that was framed either
cooperatively or competitively. During the game, players (the participant and
the two agents) collected virtual coins that were arranged in a three-dimensional
grid in AR space (see fourth image in table 1). To collect a coin, the participant
pointed the tablet at one of the coins and touched the screen to ‘shoot’. Upon
hitting the coin, it flew towards the player, increasing a common score in the
cooperative condition, or a personal score in the competitive condition. To make
the game more interesting, a moving block occluded some of the coins. The game
was designed so that it would be impossible to collect all coins during the games
duration (40 seconds). The time was shown counting down at the top of the
screen. After the time ran out, the participant received feedback about his or
her performance compared to the agents. For all participants in both conditions,
participants were told that they performed slightly better than both agents. As
shown in table 1, the two agents gave different commentary during the game,
depending on the condition, and the agent’s assertiveness.

5 Experiment

Our first hypothesis was that social touch results in a more positive perception of
the agent administering the touch. The second hypothesis was that, while in the
cooperatively framed condition, the social touch would have positive effects on
the perception of the agent, the effect would be significantly weaker or reversed
(i.e. more negative judgements of the agent) in the competitive condition. Finally,
we control for participants trait touch receptivity and the assertiveness of the
agent. Table 1 provides an overview of the conditions.

Measures. Participants rated the agent on a list of 13 adjectives from [1].
Because of the importance of politeness in communication with ECAs, we
decided to add the adjective “polite” (see also [20]), for a total of 14 adjectives.
For both agents the participant indicated his or her agreement with statements
like “I though Anna was likeable” on a 7-point Likert scale, ranging from
“strongly disagree” to “strongly agree”. The participant also completed a
touch receptivity questionnaire adapted from [4], with two healthcare-specific
items removed. Participants indicated their agreement to statements like “I feel
uncomfortable when someone casually touches me” on a 7-point Likert scale,
ranging from “strongly disagree” to “strongly agree”.

Finally, a behavioral measurement was employed. After the final interaction
with the participant, the agents both sat down on two of four physical chairs
present in the room. The participant was asked to sit down on any of the four
chairs. It was hypothesized that participants, on average, would sit next to the
touching agent more than next to the non-touching agent.
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Table 1. Flow of Experiment. A is the assertive, B the non-assertive agent. Touches
happen on lines marked with *, if the respective agent is also the touching agent.

[START]

A: Hi there, I’m [Anne/Belle]. (waving)

B: And my name is [Anne/Belle], hi! (waving)

[AGENTS STEP CLOSER]

A: Here, have a look at the game instructions!

[PARTICIPANT READS GAME INSTRUCTIONS]

A: Have you read the instructions?

B: Then lets start!

A: Good luck in the game! *

B: Yes, good luck and have fun! *

[GAME STARTS]

[COMPETITIVE] [COOPERATIVE]

Only one of us can win Let’s work together

I was quicker than you Good Job

That one was mine Nice work
My accuracy is better

than yours
Let’s collect all

the coins
These coins are mine Well done

I will win this We can do it

[GAME ENDS]

[RESULTS ARE DISPLAYED]

A: You did really well in the game, congrats. *

B: Yes, an impressive performance. Well done! *

A: We should do this again some time! *

B: Yes, just let us know! *

[AGENTS SIT DOWN]

[PARTICIPANT IS PROMPTED TO SIT]

[PARTICIPANT FILLS OUT QUESTIONNAIRE]
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Participants. In total 42 people participated in the study. There were 29 male
participants and 13 female participants. The average age was 21.5 (SD = 2.54).
Participants were all students or employees of the University of Twente.

Procedure. After obtaining written consent, the experimenter explained the
study’s general procedure. Next, the vibrotactile displays were attached to
the participant’s body, and the participant received the tablet computer.
Instructions on how to hold and use the tablet were given by the experimenter.
The principle of the coin-collecting game was introduced for both conditions.
Next, the working of the tactile display was tested in a trial version of the game.
All further instructions were given on the tablet computer. After completing
the game, the participant was asked to sit down on one of the four chairs to
fill out the agent perception questionnaire, demographics, and touch receptivity
questionnaire using the tablet computer. The touch receptivity questionnaire was
given at the end of the session as to not to prime the participant to the agents’
touches. After completing all questionnaires the participant was debriefed about
the aim of the study. The total duration of the study was approximately 20
minutes.

Results

Data analysis. Data from five participants was removed because they could not
correctly identify the touching agent. As it is not possible to confidently attribute
these participants’ ratings to either the touching or non-touching agents, only
the data from the 37 remaining participants was used for all further analysis. A
principal component analysis with varimax rotation and Kaiser normalization
for the 14 adjectives revealed a three factor structure that explained 59.5% of
the total variance. Table 2 shows the factors, items, and factor loadings. The
first factor describes the trustworthiness of the agent, which consists of items
such as trustworthy, and competent. The second factor, warmth, deals with
more affective interpersonal aspects of the agent, such as its friendliness and
likeability. Finally, the third factor describes the agent’s politeness, with the
items polite and modest. The touch receptivity questionnaire had an acceptable
internal consistency (α = .69). A median split procedure (Mdn = 4.71) was used
to divide participants into ‘touch receptive’ (n = 15, M = 5.32, SD = 0.38) and
‘non-touch receptive’ (n = 22, M = 4.18, SD = 0.56) groups.

Behavioral measure. Overall, the behavioral measure that was employed showed
no clear preference for sitting either next to a touching agent (18 participants)
or non-touching agent (17 participants)3. Furthermore, participants showed no
preference for siting next to an assertive (19 participants) or non-asssertive (18
participants) agent. Participants higher in touch receptivity also did not sit next
to a touching agent, more than participants who were less touch receptive. These
findings are similar for both cooperative and competitive settings.

3 The remainder of the participants chose to sit on a chair occupied by one of the
agents in AR.
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Table 2. Principal component analysis of 14 adjectives

Factor Item Factor loading

Trustworthiness (α = .82) Honest .76
Informed .75
Competent .71
Trustworthy .71
Sincere .67
Credible .62
Interesting .48

Warmth (α = .81) Approachable .76
Warm .74
Confident .73
Friendly .65
Likeable .59

Politeness (α = .69) Polite .83
Modest .80

Perception of the agents. We ran a repeated measures ANOVA with
Greenhouse-Geisser correction, with touch/non-touching agent as the within
subjects variable, and agent assertiveness (the agent is assertive or not), touch
receptivity (touch receptive and non-touch receptive), and condition (cooperative
or competitive) as between subject factors. We found no significant main effects
or interaction effects for the between subject factors (all p’s >.05). However,
we did find a significant main effect of touching/non-touching agent (F (3.56,
103.13) = 5.96, p <.001).

Paired-samples tests were used to further explore the within-subject effects.
We first compared ratings for trustworthiness, warmth, and politeness between
the touching and non-touching agents. Trustworthiness, and politeness did not
show a significant difference, however, warmth was rated higher overall for
touching agents (M = 4.90) compared to non-touching agents (M = 4.16)(t(36)
= 4.69, p <.001).

To assess whether the agent’s assertiveness influenced participants’
perceptions of the agent we ran a paired-samples comparison for the three factors
for assertive agents and non-assertive agents. We found a significant difference
for trustworthiness between assertive (M = 4.48) and non-assertive (M = 4.23)
agents (t(36) = 2.31, p <.05). We found no differences between assertive and
non-assertive agents for the other two factors.

To check for the influence of touch receptivity we ran paired-samples
comparisons for the three factors, for touch receptive and non-touch receptive
participants. For touch receptive participants, warmth, was again rated higher
for the touching agent (M = 5.29) compared to the non-touching agent (M
= 4.19)(t(14) = 8.56, p <.001). For non-touch receptive individuals however,
the difference for warmth between the touching (M= 4.62) and non-touching
agent (M = 4.16) was only marginally significant (t(21) = 2.04, p = .054).
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Differences for trustworthiness and politeness were nonsignificant (p >.05).
Finally, a significant positive correlation (r = .43, p <.01) between ratings for
the touching agent’s warmth and touch receptivity, further supports the relation
between touch receptivity and perceptions of warmth for the touching agent.

6 Discussion and Conclusions

Overall we found that participants rated the touching virtual agent significantly
higher on warmth than the non-touching agent. This effect was more pronounced
for touch receptive participants. For non-touch receptive participants the
difference for warmth was only marginally significant. Aspects of the agent
related to trustworthiness or politeness were not affected by the agent’s touch.
Our findings suggest that touch by a virtual agent can enhance perceptions of
more affective attributes of this agent. Participants who are comfortable with
social touch, seem to respond more strongly in this way than participants who
are less comfortable with social touch.

We did not find any significant difference in the judgement of assertive or
non-assertive agents for warmth or politeness. We did however find a significant
difference for trustworthiness between assertive and non-assertive agents. This
indicates that the assertive agent, who started the interactions, was seen as a
more trustworthy, irrespective of whether the agent applied a social touch or
not. However, considering that our manipulation of assertiveness was limited,
this conclusion is far from definitive. These findings partially support our initial
hypothesis. However, we found that the framing of the context in which the
touch by the agent took place, did not affect the participants’ judgement of
the agent applying the touch. Based on a previous study [5] we expected that
social touch by a virtual agent in a cooperative setting would result in more
favorable judgements of this agent compared to an agent applying the same
touch in a competitive setting. A possible explanation for this difference is
that previous research was conducted with co-located social touch occurring
between two humans. A reduction in helping behavior was attributed to the
participants perceiving the touching confederate in the competitive setting as
dominant. It is possible that due to the relatively simple facial animations, and
friendly dialog, our touching agent was not perceived as dominant. Thus, no
clear negative effect of the touch in the competitive setting occurred. What
is more, [5] employed a behavioral measure that involved participants sharing
a reward with their competitor (i.e. the confederate). We decided against a
behavioral measure similar to [5] because anything valuable to the participant
(e.g. a monetary reward) could not reasonably be ‘shared’ with the virtual agent.
Potentially, the lack of a reward contributed to participants in our study not
considering the context as ‘high stakes’, in which a touch by a competitor might
be perceived as an expression of dominance. Therefore, the simulated social touch
by the agent in the competitive setting did not have a clear negative effect. A
stronger manipulation of the cooperativeness or competitiveness of the setting
in combination with an agent’s simulated social touch would be an interesting
direct for future research.
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In our study we did not find such an overall effect of touch receptivity on
the perception of the touching agents. The lack of a more clear distinction
between touch receptive and non-touch receptive participants in our study can
be attributed to a number of factors. First, the touches applied in our study were
more casual in nature, with the interaction less focussed on the touch per se.
This might have negated any clear negative effect of the touch that non-touch
receptive participants might have experienced. Second, the distinction between
touch receptive and non-touch receptive participants was more pronounced in
[4], compared to participants in our study. Finally, our touch receptivity measure
was taken after the experiment as to not to prime participants to the agent’s
touches. However, the experiment itself might have primed participants to think
of themselves as more touch receptive individuals.

To conclude, our study indicates that simulated social touch by a virtual agent
enhances the perception of more affective aspects (i.e. warmth) of this agent. This
effect occurred more strongly for individuals who were comfortable with social
touch. Neither the assertiveness of the agent, nor the context in which the touch
occurred had an influence on this effect in our study. Our findings suggest that
touch might be a useful modality in the communication with virtual agents,
specifically where the communication of affect is concerned. Simulated social
touch by a virtual agent might be used in therapy settings, where the agent
shows support or empathy [4]. Furthermore, touch by an ECA may be employed
in settings where an ECA assists a user with a task, such as an information search
task, to make the agent seem more warm irrespective of it’s actual performance.
Finally, a touching agent could be used in entertainment or gaming scenarios
to enhance feelings of warmth between the player and a virtual character in
the game. Ultimately, simulated social touch might be used to forge stronger
affective bonds between agents and their human communication partners.
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Abstract. This paper discusses the ability of IVAs to show group behaviour and 
act as a team, increasing their ‘believability’ as groups. We discuss the model-
ling of group behaviour based on the theory of interpersonal relations given by 
Schutz in IVAs by using FAtiMA-PSI architecture. A test scenario has been 
created and the next step is to test the implemented model on this. 

Keywords: IVAs, Autonomous Synthetic Characters, FAtiMA-PSI, Group  
Dynamics. 

1 Introduction 

Research in virtual agents has produced IVAs that can plan and execute their own 
actions and react to users and other characters affectively [1]. However, much of this 
work focuses on characters as individuals. We focus on group dynamics for collec-
tions of autonomous characters. In a group, it is important that agents should be able 
to come together with their respective priorities or individualities and interact com-
fortably with each other [1]. Agents that have individual preferences for contextual 
emotions and can continuously learn from their past behaviour can, if synced with 
group dynamics become significantly more believable.  

This paper explores how interaction among group members can be made believ-
able and reasonable by applying social theories to the autonomous synthetic charac-
ters based on the FAtiMA-PSI architecture [2]. 

2 Background 

Work is going on to improve the believability of IVAs through different perspectives, 
such as emotions [4], culture [5], etc. However we explore how social interaction can 
be included in the behaviour of IVAs. We use the FAtiMA-PSI architecture, to sup-
port characters that interact with each other and work in groups without losing  
their autonomy. We argue this produce a more social interactions and thus increase 
believability.  
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2.1 Group Dynamics 

Group dynamics deals with the study of the various stages of a group i.e., from the 
formation of a group until the its termination. It includes the study of the behaviour of 
individuals, interaction between the members within the group (intergroup interac-
tions) and also between the groups (intragroup interactions) [1]. 

William Schutz studied group behaviour and developed a theory based on interper-
sonal relations. His theory seems a very relevant one in relation to virtual characters, as 
this theory is widely used in group-training [1] and is based on drives; and is thus 
compatible with existing models such as FAtiMA-PSI that is also based on drives.  

2.2 Fundamental Interpersonal Relations Orientation (FIRO) 

Schutz’s theory of interpersonal relations is known as Fundamental Interpersonal 
Relations Orientation (or FIRO, rhyming with ‘Cairo’) [1]. According to the theory, 
interaction in a group mainly depends on the three dimensions of interpersonal rela-
tion: inclusion, control, and affection [1].  

Inclusion. According to Schutz, “the interpersonal need for inclusion is defined be-
haviourally as the need to establish and maintain a satisfactory relation with people 
with respect to interaction and association” [pp.18, 3].  The drive to satisfy the inter-
personal need for inclusion results in generating inclusion behaviour.  

Inclusion is mainly concerned with the formation of groups based on interpersonal 
relations.  It generally deals with the problem of being in or out of the group. 

Control. Schutz defined control as the need to establish and maintain a satisfactory 
relation with other people with respect to control and power [pp.18, 3]. Control is 
normally required during decision-making processes. 

Control and affection (considered next) are concerned with the relations that al-
ready exist at the previous stage of need for inclusion.  These normally deal with the 
problem of being at the top or bottom position in the group.  

Affection. The interpersonal need for affection is defined behaviourally as the need to 
establish and maintain a satisfactory relation with others with respect to love and af-
fection [pp.20, 3]. Affection behaviour relates to how an individual is attached emo-
tionally to the other. Negative affection would result in hate, hostility, and rejection. It 
could be a cause of termination of the group. The type of affection generated would 
depend upon the action taken by an individual to satisfy their need for inclusion and 
control. Affection concerns the feeling of being close or distant. 

2.3 The Postulate of Group Development 

According to Schutz, any interpersonal relation between two or more people always 
follows the same sequence from formation to termination, starting with inclusion, 
followed by control and finally by affection [1]. This cycle may repeat itself. At the 
termination stage, this cycle may reverses. 
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I – C – A – I – C – A – I – C – A.........A – C – I 

(Where, I = Inclusion, C = Control, and A = Affection)  

3 Group Dynamics Based Agent Model 

In the FAtiMA-PSI architecture, goals are guided by the five basic drives: Energy, 
Integrity, Affiliation, Certainty, and Competence [2, 6].  In order to model group 
behaviour in IVAs, we argue that if we introduce drives relating to interpersonal 
needs into the FAtiMA-PSI architecture, and if these drives further help in improving 
the goal selection mechanism then they can produce group behaviour. For this, a 
mapping is required between the interpersonal need drives (or we can say, group di-
mensions) and the drives of the motivation part. The value of motivational drives 
would affect the value of the group dimensions thus generating the need for inclusion, 
control, and affection. These needs are the basis for starting interaction between group 
members and thus forming a strong interpersonal relationship.  

 
  

 

 

 
 
 
 
 
 
 
 

Fig. 1. Goal Activation 

Each agent has a set of initial values for their motivational drives and a list of goals 
that they have to perform under various circumstances. Apart from these, each goal 
contains the information as to what extent it satisfies the drives of the agent, if that 
goal succeeds. The values of the group dimensions depend upon the values of the 
motivational drives. Before activating any goal the agent checks for the values of 
group dimensions. If the need for interpersonal relations arises then the agent would 
activate the goal that simultaneously satisfies its motivational needs along with its 
interpersonal needs. Thus it would activate a goal that would involve it in group ac-
tivities, otherwise it would activate a goal that the agent would perform individually.  

In our model, the value of the inclusion dimension depends upon the values of  
the affiliation, competence, and certainty drives; the value of the control dimension 
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depends upon the value of competence and certainty; while the value of the affiliation 
drive impacts the value of the affection dimension. [1]  

Let us consider a scenario with three children characters: John, James and Harry, to 
explain its functionality. Suppose James and Harry were playing a game of hide-and-
seek. John was watching them play for some time. Since his need for inclusion is low, 
he does not want to play with them.  But later on, he get interested in the game and 
does want to play with them. Thus the need for affiliation would become high which 
in turn raises the need for inclusion that would force him to go and ask for their per-
mission to play with them.  If the existing group members grant him the permission 
then his need would be satisfied thus resulting in him-included-in-the-group.  

Once the need for inclusion is satisfied and the agent is involved in group interac-
tions then the need for control arises in order to maintain discipline and to avoid con-
flicts in the group and help them to focus on their purpose. Depending upon the  
time they spend with each other, and how much they enjoy each other’s company, 
emotions would be generated. If they enjoy each other’s company, positive emotions 
are generated, otherwise negative emotions. This will lead to affection or negative 
affection respectively. For affection, the relationship might develop and they might 
become good friends. For negative affection, they may go their separate ways until 
another opportunity arises for their interaction that provides them with another chance 
to develop affection. 

4 Summary 

In this paper, we have briefly introduce theoretical background to model group behav-
iour in FAtiMA-PSI agents, which results in increasing their interaction capability 
and thus helps them to attain social believability. It would further helps in improving 
the authoring mechanisms in FAtiMA-PSI model to perform tasks at group level.  
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1 Introduction

Turn management is considered as essential for an Embodied Conversational
Agent (ECA) to increase user’s engagement with it [2]. This article presents a
dynamical model for turn management in dyadic interactions. The model is a sys-
tem of differential equations that mixes two models from the cognitive sciences,
the Drift Diffusion Model, and the Behavioral Dynamics. Decision-making and
the control of actions are two coupled processes that modulate continuously the
behavior of the interacting agent. This conceptual model accounts for the emer-
gence of smooth transitions without using neither prediction nor planning of the
agent’s behavior. The objective was not to obtain a fully realistic behavior, but
to show how the model could account for the main qualitative properties of turn
management, such as interrupting the current speaker, signaling its willingness
to go on speaking, or yielding the turn to the next speaker.

2 Conceptual Model for Turn Management

2.1 Turn-Taking without Prediction

In their seminal work, Sacks et al. made a fundamental observation: participants
exchange turns in a smooth way, most of the time without overlaps nor too long
pauses [4]. To explain that, they proposed that listeners predict the end of a
turn constructional unit to identify Transition Relevant Places (TRP). They do
it by integrating a set of non verbal and verbal cues to identify when a TRP
will occur [1]. Nevertheless the active role that listeners play in the emergence of
turn transition [6] and the importance of signal variations for a transition to take
place [1], make us claim that the occurrence of transitions is a self-organized, co-
creative process, emerging from the interaction between participants. Based on
some authors’ works (see [1] for a review), we hypothesized that a conversational
agent can rely mainly on non verbal signals to manage smooth turns.
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2.2 Behavioral Architecture

Fig. 1 summarizes the principles of our behavioral architecture. First, the agent
has an intrinsic motivation to be the speaker or the listener, depending on the
conversational context. This communicative intention is under the control of
the dialogue manager that generates some communicative intentions, captured
here by the variable I (not controlled by our model). This intention depends
on the conversational context (what the agent has to say), its personality or
its mental state. Moreover, the agent will act to become the next speaker (or
the next listener), or to keep its current role, depending on the non verbal cues
it can get from the other participant’s behavior. Acting means here producing
verbal and non verbal signals. The loose coupling between the production of
signals, the agent’s own intention, and its perception of the other’s behavior
creates a complex relationship between the tendency to act on its own, and to
be influenced by the other participant’s behavior. As a result, turn management
is emergent: no particular agent controls the occurrence of turn transitions, nor
the duration of the transitions.

In our model, the agents continuously produce signals, following the principles
of the behavioral dynamics elaborated by Warren [5]. In his view, behavior is self-
organized, emerging from the interaction between the agent and its environment.
The agent does not control entirely its behavior, but explores the global dynamics
of the interaction, and adjusts its action to reach its goal. Besides, agents may
have to make a decision (eg. to yield the turn or not) based on uncertain, if
not contradicting, information about the intention of the opposite agent. The
process of integrating evidence about the other agent’s intention is controlled by
the Drift Diffusion Model (DDM) [3]. The variable γ is the resulting confidence
the agent holds about the intention of the other agent.

Fig. 1. Illustration of the role of the DDM and of the behavioral dynamic

Decision-Making. The DDM accounts for human decision-making when an agent
has to choose between two alternatives [3]. It assumes that agents continuously
integrate over time the difference in the noisy information favoring each alterna-
tive they get and choose the most favorable alternative when this accumulated
value reaches a given threshold. We implemented the DDM as follows:
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dγ = αdt+ σdε ; α(t) =

ns∑
j=1

αj

(
sj(t), ṡj(t)

)
(1)

The model computes γ by integrating a set of signals {sj} produced by the
other agent. It defines two thresholds t+γ = 1, and t−γ = −1. When γ raises up
t+γ , the agent considers that the other is willing to change its role, when γ falls
down below t−γ , the agent considers that the other is not willing to change role.
When γ is between the two thresholds, the agent is more or less confident about
one or the other alternative. The drift coefficient α sums the accumulation of
evidence corresponding to each signal j.

Sensory-motor coupling. For each non verbal signal sj , the agent varies its pro-
duction according to Warren’s general equation:

s̈j = −bṡj − fŝj (sj , γ, I) (2)

The specific shapes of non verbal actions are defined by Eq. 3:

fŝj (sj , γ, I) = t+γ k1(sj − c1)︸ ︷︷ ︸
a1

+ t−γ k2(sj − c2)︸ ︷︷ ︸
a2

+(1− t+γ )(1− t−γ )f
′
ŝj (sj , γ, I)︸ ︷︷ ︸

a3

(3)

where: t+γ = 1, if γ ≥ t+γ (0 otherwise) and t−γ = 1 if γ ≤ t−γ (0 otherwise).
Depending on the result of the accumulation process, one particular action,

i.e. one of the terms a1, a2 or a3 is executed. a1 is executed when the agent has
accumulated enough evidence about option 1 (γ = 1), and a2 is executed when
evidence are against this option (γ = −1). a3 is applied when γ ∈ [

t−γ , t
+
γ

]
.

3 Results

The implementation of the model produced emerging turn transitions that sat-
isfied the qualitative properties of human behavior.

I ∈ [0, 1] denotes the agent’s communicative intention: I < .5, the agent is not
willing to change role, I > .5 the agent is willing to change role. Signals produced
by the agent are: the intensity of the voice (V ), the relative orientation of the
agent to its interlocutor (B), and the arm gestures (G). Each signal reduces to
one state variable, resp. sv, sb, sg: the variation of each signal j along the time
matches the one of a continuous variable sj ∈ [0, 1]. The equations of the signals
were devised to account for the following behaviors. VS : the speaker lowers its
voice to yield the turn, and speaks louder when it does not want to yield the
floor whilst the other wants to take it. VL: The agent starts speaking when it is
confident about the willingness of the current speaker to yield the turn, G: the
listener makes gestures to indicate it wants to take the turn, B: the higher the
agent’s intention to change role, the faster it faces its interlocutor.

Different scenarios, corresponding to different communicative intentions, have
been simulated. Fig. 2 shows two examples of agent-agent interactions. It shows
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IS: speaker’s intention to give the turn; IL: listener’s intention to take it.

Fig. 2. Time series of the voice intensity of the Speaker VS (crosses) and the Listener
VL (plain) in two scenarios.

that the model reproduces different patterns depending on the scenario: Fig. 2a,
shows two agents that are strongly willing to change turns and Fig 2b, a speaker
that strongly wants to keep the floor and a listener that strongly wants to take
the turn. In the first case, the turn actually occurs, not in the second one.

4 Conclusion

Simulations of agent-agent interactions show that our model reproduces the rich-
ness of turn management behavior. This is the first step towards a realistic agent.
Our next goal is now to define the equations that could produce realistic behav-
iors, and to evaluate the realism of our agent by confronting it to users.
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Abstract. Virtual Reality is used successfully to treat people for regular phobi-
as. A new challenge is to develop Virtual Reality Exposure Training for social 
skills. Virtual actors in such systems have to show appropriate social behavior 
including emotions, gaze, and keeping distance. The behavior must be realistic 
and real-time. Current approaches are usually based on heavy information 
processing in terms of behavior planning, scripting of behavior and use of  
predefined animations. We believe this limits the directness of human bodily 
reflexes and causes unrealistic responses and delay. We propose to investigate 
virtual reflexes as concurrent sensory-motor processes to control individual 
parts of the virtual actor’s skeleton with a body integrity model that keeps the 
effects coherent. We explain how emotion and cognitive modulation could be 
embedded, and give an example description of the interplay between emotion 
and a reflex.  

1 Introduction 

The idea of using virtual reality to treat regular phobia—such as fear of heights, or fly-
ing—relies on the success with which we can immerse the patient in a virtual situation. 
Patients should have an experience corresponding to a real life situation. For training 
social skills, the VR setting has to be such that the emotions and intentions that trainees 
would attribute to a real person are now attributed to a Virtual Character (VC).  

To produce appropriate social virtual character behavior, typically heavy 
processing is involved in deciding based on sensory input generated by the trainee 
what responses need to be generated at the skeleton level of the VC. In particular, 
pattern recognition, reasoning and behavior planning, and virtual character animations 
need to be addressed. In contrast to this processing intensive approach, in this paper 
we propose a low-level approach based on the idea of virtual reflexes, in which ob-
servations directly cause VC muscle actuations with limited intermediate processing. 
Based on various primitive inputs, the muscle actuations are immediate and create 
bodily reactions. This generates fluent and fast responses in the VC. Perceived emo-
tions emerge out of the interaction between sensory and motor information. Although 
no cognitive intermediate processing takes place, cognition and affect do modulate 
the sensory motor loops. As happens in the human body, various virtual reflexes can 
occur simultaneously and operate as concurrent subsystems. 
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The idea that social signals emerge from virtual reflexes is motivated intuitively, 
practically and theoretically. First, when engaging in day-to-day activities, people do 
whatever it is they are doing, in unthinking response to the “moment-to-moment local 
forces acting upon them” [41, p. 263]. This is closer to a reflex-based approach than 
to a reasoning-based one. Second, virtual reflexes provide the speed necessary for 
realistic social interaction [26]. Third, reflex-based control corresponds to theories on 
embodied cognition and affect [42, 43]. The contributions of this paper are as follows: 

• We introduce an architecture for virtual reflexes. 
• We link the architecture to neuropsychological theories on emotion & cognition. 
• We formalize part of the reflexes in a virtual aggression training case study. 

2 Related Work 

Virtual reality techniques have been shown to have significant therapeutic value, and in 
particular, VR stress inoculation training works well in various settings [36]. Virtual 
reality exposure therapy [11, 23, 33] has been shown to be as effective as in vivo (real-
world) exposure therapy [33]. Popovic et al [32] present a Stress Inoculation system 
using an interactive VR system. Virtual reality systems have yielded positive training 
results [7, 16, 30, 38, 3, 22], and can also be used for personality assessment [39]. 

The real-time aspect of emotion modeling has been addressed in, e.g., the work on 
autonomous real-time sensitive artificial listeners [10, 35, 40], the work on backchan-
nel communication [5, 17, 37], to create “rapport” between virtual agents and humans 
[15, 18, 13], and in computational models of coping [27] and synthetic emotion gen-
eration for games [31]. The challenge of generating real-time behavior has motivated 
[4] to develop the subsumption architecture. Our architecture is inspired by Brooks’ 
work in the sense that it consists of multiple subsystems running concurrently. Key 
novelty in our approach compared to other Virtual Character control architectures is 
that particular sensory inputs have immediate influences on particular parts of the VC 
skeleton. The overall research question is thus to what extend it is possible to generate 
plausible social behaviors without explicit coordination of sensory – motor loops, 
except coordination enforced by the VC’s body integrity. 

3 Virtual Reflex Architecture 

The basis of our architecture is the uncoupling of various sensor-actuator channels. 
Behavior is generated by reflex nodes that dynamically couple sensory input and mo-
tor output. To cope with high-level influences on behavior, such as training scenarios, 
activity of these nodes is modulated by cognitive and emotional factors (see figure 1). 
Each reflex node can be seen as a small control node that influences body parts. Its 
output is based on whether its sensory input deviates from a preset baseline, much like 
drives would need to be met in a homeostatic approach [6]. Upon deviation, three 
things happen concurrently. First, the deviation triggers activation of the body parts 
coupled to the reflex node. Second, the deviation has an effect on the emotional  
state. We envision a Pleasure–Arousal–Dominance (PAD) representation [28] of the 
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emotional state (Emotion, in figure 1). Third, the deviation is available for cognition 
to reason upon. The emotional state is simply a correlate of the aggregated deviations 
from the drives, and as such “setting” the emotional state will also bias the drives to-
wards a different baseline. This provides a natural and behaviorally grounded me-
chanism to model the influence of emotion on behavior, and also the emergence of 
emotion out of behavior and reflexes [6]. The cognitive model operates on sensory-
motor primitives, as the information it gets is not the raw sensory information but the 
deviation and drive-based control effect following from the sensory information. In 
our architecture, cognition is grounded in sensory-motor representations, which is in 
line with embodied cognition approaches [42]. Cognition influences behavior by 
modulating the virtual reflex decision node activities and parameters, just like emo-
tion does. Emotion and cognition thus follow from and operate on reflexes in similar 
ways. In our approach the emotional state is simply a different representation of the 
emergent pattern of reflex activities, while cognition can hold any processing me-
chanism, as long as it takes as input reflex-node activity and it outputs reflex-node 
biases. The link from the body of the virtual character to the proprioceptive part of the 
perception system is in line with the body loop of Damasio [8]. It allows the virtual 
character to perceive, and respond to, its own actions.  

The virtual character’s immediate responses are controlled by the virtual reflex-
loop, while the agent’s high-level decisions are modeled as cognitive biases to the 
virtual reflex decision nodes. In this way the architecture also allows emotional cop-
ing [14] by means of influencing the reflexive behaviors, which, in turn, influence the  
 

 

Fig. 1. Virtual Reflex architecture showing examples of reflex nodes for different sensor-
subsystem. Nodes process the signals and yield appropriate responses in parallel. Note that 
Virtual Reflexes are modulated by cognition and emotion.  
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emotional state. This is a natural way of modeling coping, as this grounds the coping 
process in the actual “physiology” of the virtual character instead of simply influen-
cing the representation of the emotional state. 

We assume that the VC has a body integrity model allowing it to, e.g., propagate a 
head nod to the torso. Candidate solutions are physics based models [12] and inverse 
kinematics modeling how effects of body parts propagate through the complete body.  

4 Neuropsychological Basis 

In our approach behavior generation is the cognitive (and affective) modulation of 
automatic reflex processes [2]. Our approach is compatible with embodied cognition 
theory [42, 43], where the basic premise is that thought is tightly coupled to behavior 
and the representations used for behavior. 

Note that the idea of multiple levels of increasingly complex processing involved 
in affective responses is not new. For example, LeDoux [24, 25] describes a high and 
a low route to emotion processing. The low route is “quick and dirty” and evaluates 
stimuli in a fast but inaccurate way, while the high route is cortical and evaluates sti-
muli in a slow but detailed way. Scherer [34] also considers appraisal as a process of 
multi-level sequential checking with lower levels triggering activity at higher levels. 
Each level typically involves more complex information processing, and is only  
activated to the full extent when that is needed based on simpler appraisals. For ex-
ample, appraising stimulus relevance is done first based on suddenness, a simple sti-
mulus-based appraisal, and when relevance is high this triggers implication-related 
appraisals such as goal-conduciveness, a more cognitive-based appraisal. This model 
of appraisal can be computationally integrated with other models that assume apprais-
al is layered from simple to complex processing [3]. 

The ideas of thinking fast and slow [19] contain the same basic idea, i.e., that there 
are multiple concurrent processes for different aspects of behavior and reasoning. The 
fastest behaviors we have are reflex behaviors, developed early in our evolution, and 
essential for survival. Body language is an important part of social interaction [1, 21], 
and is recognized as expressions of emotions. Mimicry is an essential part of the  
human social repertoire that is inexorably bound up to basic social processes of empa-
thy, bonding, and in-group formation [20]. In contrast, higher order cognitive apprais-
al processes take more time, e.g., [29], and explain how we appraise our progress with 
respect to our social and personal goals.  

Our approach is also inspired by Damasio’s somatic marker hypothesis [8]. Somat-
ic markers are the affective counterparts of situational representations in terms of sen-
sory-motor activity. Such markers get triggered by activities and thoughts, and can 
bias behavior and thought at the same time (for example, during decision making). 
Our emotional state emerges from the activity of the reflex nodes; it is grounded in 
sensory-motor activity. The state itself influences these nodes, as the relation between 
emotion and reflex is bidirectional. If the agent is in a high arousal state, this biases 
the reflexes towards high energy. This, in turn, biases cognition to trigger those  
associations that are related to high energetic reflex behavior, closing the loop from 
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emotion to cognition through sensory-motor representations. In our approach, “feel-
ings are mental experiences of body states” [9]. 

5 Case: Aggression De-escalation 

As an example case we explain how the Virtual Reflex architecture can form the basis 
for a Virtual Reality training system for coping with verbal aggressive situations. The 
system confronts a trainee in virtual reality with a verbal aggressor. During the train-
ing a virtual character confronts the human trainee with verbal aggressive behavior 
and subsequently reacts in real-time to the actions and behaviors of the human trainee. 
In this paper we focus on the VC behavior generation component by means of a vir-
tual reflex architecture, not on the scenario or verbal behavior. 

5.1 Behavior Generation and Virtual Reflex-Loops Example 

We now explain how the architecture presented in Section 2 is used for behavior gen-
eration in virtual aggression training. The complete system will contain parallel chan-
nels for bodily reflexes including nodes that control torso-, and head-posture, muscle 
tone, blush, breathing, gaze, and eyes openness. These nodes react to sensors focused 
on the trainee, but also on virtual sensors of the VC such as muscle tone, breathing in 
balance. The virtual balance sensor will impact the architecture when the VC is get-
ting out of balance, in which case the appropriate nodes and then actuators are  
triggered to restore balance (e.g, by taking a step). In the case study, we focus on tor-
so-movement only and assume postures are described using pitch, roll and yaw. We 
focus on the decision node for torso-pitch. Torso-pitch is influenced by the bodily 
movements of the trainee, but also by the VC’s emotion. Furthermore, we show that 
in an indirect way, the Virtual Reflex-loops influence emotion. One of the modeling 
concept for torso-pitch is social distance as modulated by emotion (feeling of Domin-
ance of the VC, to be precise). In this example we describe how the torso-pitch 
changes throughout a scenario. We propose the following rough formalization of the 
dynamics of torso-pitch (tp) behavior as follows: 

 
tpt+1 =Csd*(tppt-tppt-1) + β * tpt  
mt = Csd*(sdtarget-dt) 
sdtarget=(1-D)*sddefault+CD 
Csd=(A+1)/2 
 
Here, Csd ∈ [0,1] is the social distance inertia factor, tppt is the torso-pitch of the 

player at time t, dt is the physical distance at time t. The factor β ∈ [0,1] ensures that 
over time, if the player does not change his torso pitch, the torso pitch of the VC will 
return to normal (0). The intended move at time t is denoted by mt. Note that physics 
(such as the counter in the case study) might (partially) prohibit the execution of m. D 
is Dominance [-1,1] and relates to social stance, perceived control, and self-efficacy. 
Dominance moderates the default target distance. High dominant Virtual Characters 
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will have a closer preferred social distance, and vice versa. A is Arousal   [-1,1] and 
relates to energy. Energy thus defines the speed with which the torso angle changes. 
CD is defined as cultural distance. The closer two individuals are with respect to their 
cultural background, the smaller CD is. CD should be calibrated based on existing 
social science findings. Sddefault is defined as the Virtual Character’s personal pre-
ferred social distance. This factor is needed to model individual differences in pre-
ferred social distance as this varies from person to person. The parameter is set in the 
cognition model. Similarly, the PAD emotion values are set by the emotion model, 
thus modeling the effect of emotion on the Virtual Reflex-loop. 

Conversely, each of the Virtual Reflex-loops potentially influences emotion and 
cognition (dotted lines from decision nodes to the emotion component, figure 1). In 
the case study, the values computed in the torso-pitch decision node are passed to the 
emotion component. For example, forward torso pitch can induce anxiety or aggres-
sion (depending on the VC’s personality and the current affective state). Similarly, the 
cognitive component receives input from the sensors, the decision nodes and the emo-
tion component. For now we focus on the input from the decision nodes that send 
information on the body state of the VC. The VC’s cognition component plans on 
overall and longer term changes in behavior, e.g., changes in posture, dialogue, etc. 
We assume (and this is part of the open questions) that the VC’s body integrity model 
ensures that movements caused by different Virtual Reflex-loops result in physically 
coherent behavior. 

5.2 Virtual Reflex-Based Scenario Formalization  

In this section we describe how torso pitch changes throughout an example scenario 
in a social welfare office (see picture below). The scenario time labels refers to mo-
ments of change. In this way every reaction triggers a new number.  

 
Event  Informal description Formalisation 

0 Behind the social welfare office counter is 

Barney (not depicted). Barney is new in 

his job and feels uncertain. The man in the 

T-shirt (the VC) is frustrated and angry as 

his allowance has been canceled. He came 

to demand his money. 

tp0: 0     /* torso-pitch of  VC neutral */ 

tpp0: 0   /* torso-pitch Barney neutral */ 

PADdefault=(0, 0, -0.5) /* VC’s personality */ 

PAD = (-1, 1, 1),  

β = 0.95 /* not changed during the scenario */ 

1 VC is at the counter and scowls. tp1: 0     /* torso-pitch of  VC neutral */ 

tpp1: 0   /* torso-pitch Barney neutral */ 

face1: scowl

2 Barney stretches his arms against the coun-

ter, thus pushing his torso backward. 

tp2: 0     /* torso-pitch of  VC neutral */ 

tpp2: -0.1   /* torso-pitch Barney backwards */ 

3 The torso pitch of the VC reflexively 

comes forward in response to Barney’s 

movement. 

Csd=(A+1)/2=1 

tp3 =Csd*(tpp1-tpp2) + β*tp2 = 1*(0- -

0.1)+0=0.1 

tpp3 = -0.1
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4 VC slams his hand on the counter and 

shouts “I demand my money!”. 

tp4: Csd*(tpp2-tpp3) + β*tp3 = 1*0+0.95*0.1= 

0.095      

tpp4: -0.1    

5 Barney, jerks back for a moment. tp5: Csd*(tpp3-tpp4) + β*tp4 = 1*0+0.95*0.095= 

0.09 

tpp5: -0.2

6 VC leans in. tp6: Csd*(tpp4-tpp5) + β*tp5 =  

1*(-0.1- - 0.2)+0.95*0.09= 0.185 

0.09 

tpp6: -0.2

7 However, Barney relaxes his muscles, thus 

neutralizes his torso-pitch, and stays polite. 

tp7: Csd*(tpp5-tpp6) + β*tp6 =  

1*(-0.2- - 0.2)+0.95*0.185= 0 + 0.176 

tpp7: 0

8 VC stops leaning on the counter by a 

backward torso movement. 

tp8: Csd*(tpp6-tpp7) + β*tp7 =  

1*(-0.2- - 0)+0.95*0.176= -0.2 + 0.167 

-0.03 

tpp8: 0

As Barney keeps a neutral torso-pitch, after a while, also the torso-pitch of VC returns 
to neutral.  
 

 

Fig. 2. Case study: VC demands his money from a social welfare officer. The trainee (officer) 
is not in the picture. The VC described in the example wears the T-shirt. 

This short example shows how behavior can be generated by reflex nodes, and how 
this behavior can be modulated with emotion. It does not show how emotion emerges 
from the reflex nodes. However, the system of equations should be interpreted as a 
dynamic system. The VC’s Dominance results from interaction with the virtual cha-
racter as well, simply by the fact that the system settles only at a particular close so-
cial distance if dominance is high. (Note the bidirectional nature of the reflex nodes 
and the emotional state.). So, if the trainee (Barney) is able to calm down the VC 
(e.g., by keeping distance and staying calm so that the PAD state will decay to PADde-

fault, i.e., the personality of the VC), dominance and arousal drop due to calm sensory 
input that modulates Csd and increases sdtarget (not taken into account in the example). 
Both changes would further stabilize the situation. 
 

9 VC’s arousal drops due to calm sensory 

input 

PAD9 = PADdefault = (0, 0, -0.5) 
Csd=(A+1)/2=0.5 

tp9: Csd*(tpp6-tpp7) + β*tp7 =  

0.5*(0 - 0)+0.95*-0.03= -0.028 

tpp9: 0
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6 Conclusions 

The purpose of our work is to achieve immersive and realistic virtual environments 
for social skill training. To realize this, we propose a computational model for virtual 
character behavior based on parallel virtual reflexes that involve limited processing 
and operate directly on parts of the VC skeleton based on sensory input. Emotions 
emerge out of this interaction between sensory and motor information. Cognition is 
envisioned to modulate the sensory-motor loop. Virtual reflexes can occur simulta-
neously. Current limitations (we consider to be open questions) to our approach are 
(a) the ability of the body integrity model to enforce coherence, (b) the ability to gen-
erate scenario-relevant modulations of behavior solely based on cognitive modulation 
of parallel sensory motor loops, and (c) uncertainty about the emotion dynamics in-
duced by a bidirectional relation between emotion and sensory-motor activation. 
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1 Introduction 

This paper explores how users ascribe gender to a visually androgynous teachable 
agent, and if and how the ascribed gender can influence the perceived personality 
characteristics of the agent. Previous studies have shown positive effects of using 
agents with more neutral or androgynous appearances, for instance, a more gender 
neutral agent evoked more positive attitudes on females than did a more stereotypical 
female agent [1] and androgynous agents were less abused than female agents [2]. 
Another study showed that even though an agent was visually androgynous, the user 
typically ascribed a gender to it [3]. 

We wanted to further explore the use of visually androgynous agents when the user 
can choose to ascribe them a gender and how the ascribed gender affects how the 
agents are perceived. A pilot study was conducted in a Swedish primary school with 
11-year olds, 21 girls and 16 boys. The agent used in this study was a teachable agent 
(TA), acting as a tutee in an educational software for learning history. The TA, por-
trayed as a time elf (see Fig 1.), needs help to learn about history in order to succeed 
as the new “Guardian of Time”. The students can teach the TA using different teach-
ing activities as well as asking the TA to take tests in order to receive feedback on 
how well they have taught their TA. 

2 Study 

The study consisted of two 30 minutes sessions. During these sessions, the partici-
pants were instructed to teach their TA to help it pass some tests in the learning envi-
ronment. After completing the second session, the students were given a questionnaire 
regarding their experience with the digital learning environment and how they per-
ceived the time elf (their TA). One questionnaire item addressed the perceived gender 
of the TA with the following five answer options: absolutely like a girl, a little like a 
girl, neither girl nor boy, a little like a boy, absolutely like a boy. The questionnaire 
also contained a list of personality related words (adjectives) where the students were 
asked to mark the words they found applicable to the time elf (TA). The list of words 



 Ascribed Gender and Cha

 

was created by including w
(or Five-Factor Model) dim
politeness, and naturalness.
pendable, self-disciplined, 
intelligent, clever, natural);
forgetful, disorganized, qu
kind, selfish, unnatural). 

Fig. 1. The visually androgyno
the left and eager to learn to th

Our intention was to ex
based on the ascribed gend
showed, for example, that 
words than the male version
ical attributes. Would a visu
on the genders ascribed by t

The number of participan
located into two main grou
like a girl” or “a little like 
ceived as “absolutely like a

An overall observation w
characteristics ascribed to t

aracteristics of a Visually Androgynous Teachable Agent 

words from the TIPI test, a 10-item measure of the Big F
mensions [4] together with words related to intelligen
. Half of the adjectives were positive words (friendly, 
curious, caring, funny, sympathetic, warm, self-confid
; the other half of the adjectives were negative ones (s
arrelsome, critical, timid, stupid, easy-to-fool, mean, 

   

ous teachable agent in two different emotional states, unhapp
he right 

plore whether or not we would find a characteristics b
der. The previous mentioned study by Gulz and Haake
a female agent typically was described with less posit
n. However, this study used agents with visually stereot
ually androgynous agent generate the same response ba
the students themselves? 
nts in this pilot study were quite few and were therefore

ups: one group where the TA was perceived as “absolut
a girl” (N = 9) and another group where the TA was p
 boy” or “a little like a boy” (N = 21). 
was that in the entire group, 69% (153 out of 220) of 
the TA (disregarding ascribed gender) were positive. W

233 

Five 
nce, 
de-
ent, 
shy, 
un-

 

py to 

bias 
e [1] 
tive 
typ-
ased 

e al-
tely 
per-

the 
What 



234 C. Kirkegaard et al. 

 

is more interesting, howeve
seem to describe it with mo
and a mean of 2.0 for nega
(with a mean of 4.0 for po
Fig. 2. A Chi-square test o
tween the characteristics giv
when it was perceived as a 

Fig. 2. Agents perceived as m
than agents perceived as femal

Fig. 3. The difference in perso
versus female differ for femal
was perceived as male 

er, is that when the TA was perceived as a boy the stude
ore positive words (with a mean of 5.6 for positive wo
ative words) compared to when it was perceived as a 
ositive words and a mean of 2.8 for negative words), 
on the chosen words indicated a significant difference 
ven to the TA when it was perceived as a boy compared
girl (Χ2(1, N = 220) = 4.42, p < .05). 

 

male are described with more positive and fewer negative wo
le 

 

onality words used to describe the agent (TA) perceived as m
le students compared to male students, especially when the ag

ents 
ords 
girl 
see 
be-

d to 

ords 

male 
gent 



 Ascribed Gender and Characteristics of a Visually Androgynous Teachable Agent 235 

 

Looking more closely at the differences of the distributions of the personality 
words, a Chi-square test suggested a significant difference between the distribution of 
positive and negative words with regard to ascribed gender of the TA in relation to the 
gender of the students (Χ2(1, N = 220) = 11.4, p < .01). Furthermore, the TA per-
ceived as a boy received a mean of 6.1 for positive words together with a mean of 1.3 
for negative words from the girls, while it received a mean of 4.9 for positive words 
and a mean of 3.0 for negative words from the boys. For the agent perceived as a girl 
the corresponding numbers were a mean of 3.7 for positive words together with a 
mean of 2.3 for negative words from the girls and a mean of 5.0 for positive words 
together with a mean of 4.5 for negative words from the boys, see Fig. 3. 

3 Conclusion and Discussion 

Previous studies have shown that an agent’s appearance can influence how it is per-
ceived and that female agents typically are subjected to more negative descriptions as 
well as abuse [2, 5]. In this pilot study we found the same pattern, namely that the TA 
perceived as a girl received fewer positive words and more negative words than the 
very same TA perceived as a boy. We are aware that the number of students in this 
study is small and we intend to follow up with a large scale study looking deeper into 
this question and also relating it to how well the agent actually performs in the learn-
ing environment. We will also revise the appearance of the agent to make it more 
androgynous since there was a tendency to more often ascribe a male gender to the 
agent. 
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Human Centered Multimedia, Augsburg University,
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Abstract. This paper presents a full body interaction approach devel-
oped for Traveller, an intercultural training game for young adults based
on an interactive storytelling scenario. Traveller involves virtual char-
acters interacting with the users on a large display screen. The users
interact with a Kinect, performing full body gestures and controlling a
freehand swipe menu to trigger navigation and dialogue actions in the
game. A first evaluation proved the recognition capabilities of our system
and the comparison with a mouse interface in terms of usability and user
experience showed higher positive affect with the Kinect, but a tendency
for higher usability and flow with the mouse.

Keywords: full body interaction, intercultural training, freehand,Kinect.

1 Introduction

To support experiential learning in simulation environments, technologies are
required that allow for intuitive and natural forms of interaction. Frequently,
such simulation environments are inhabited by virtual characters. To provide
basic interaction with the characters, users need to be able to move towards the
characters (navigation) and communicate with them (dialogue). Traditionally,
navigation and dialogue have been controlled with keyboard, mouse or joystick
input often accompanied by a graphical interface [9]. However, this does not al-
low for human-like interaction styles and may affect the user experience. Better
options are speech [3,5] or gesture input [6,1] that emulate human-human con-
versation in a more direct manner. While there is empirical evidence that bodily
interaction contributes to a greater sense of presence, some studies also revealed
usability issues that negatively affected user experience. For example, Dow and
colleagues [3] revealed that interaction in Augmented Reality contributed to an
enhanced sense of presence, but the increased immersion also interfered with the
players engagement. Aylett and colleagues [1] found that users enjoyed interac-
tion using the dance pad and the WiiMote. However, they also realized that the
interaction hampered the users activities and demanded considerable effort and
concentration. To provide immersive interaction, we employ full body gestures
and a swipe menu in our interactive storytelling scenario. We further apply a
user-centerd design process to create an intuitive gesture set. The details of our
approach are described in the following section.
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2 Full Body Interaction in Traveller

Traveller aims to provide intercultural training for 18-25 year olds. The users
learn by participating actively in the narrative and interacting with virtual
characters simulated by FAtiMA [2] and representing different synthetic cul-
tures defined in Hofstedes dimensions [4]. The users start a journey through
three different countries and in each country, they have to interact with locals
in so-called critical incidents (CIs) to progress. The appropriate interaction is
dependent on the agents synthetic culture.

By default, actions in Traveller are taken by performing a related full body
gesture. Figure 1 on the left-hand side depicts a user performing an informal
greeting represented by a waving gesture. An iterative user-centred design ap-
proach for user-defined gestures was used with Traveller to create intuitive ges-
tures. More details on this can be found in [7]. For integrating the gestures in
our application we use the full body interaction framework (FUBI) of which an
earlier version was presented in [8]. To assist the users in performing the gestures
we label the possible actions and display symbols that visualise how the gestures
for these actions should be performed. In Figure 1, two such symbols can be seen
in the left-hand image in cyan color.

Fig. 1. Left image: User performing a greeting gesture. Right image: The swipe menu.

At certain points, we further integrate a graphical menu that includes ad-
ditional dialogue options as shown in Figure 1 on the right-hand side. Within
the menu, interaction options are arranged around a middle circle. For selecting
an option, users first have to stretch out their hand to the front, wait until the
menu gets activated, and then perform a swiping gesture in the direction of the
option they would like to select. This enables us to have as many and as complex
actions as we want without worrying about how all of them could be represented
by unambiguous gestures. However, the two interaction types are similar enough
to provide a fluent user experience.

In a single walk through the complete story, an average user selects about 50
different actions (40 by gestures and 10 by swipes) and further has to perform
36 swipes for selecting “continue”.
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3 Preliminary Evaluation

In a first evaluation study, we had two groups of participants: one interacting
with the actual full body interaction interface, and the other one interacting
with a traditional mouse interface. In the latter case, participants selected the
in-game actions by clicking on them with a mouse, however, we only displayed
the action labels, but omitted the gesture symbols.

The full body interaction group consisted of twelve participants (two females,
average age 24.3), all with German cultural background and right-handed. Re-
garding recognition, we counted true positives (= TP ), false positives (= FP ),
false negatives (= FN), and gestures obviously wrongly performed by the par-
ticipants (user errors = UE). We further calculated precision, accuracy, recall
and user error-rate. The results are shown in Table 1. A Pearson’s chi-square
test further indicated significantly less recognition errors (FP + FN) for the
gestures in comparison to the swipes, χ2(1) = 28.48, p < 0.001.

Table 1. Accuracy measures for the recognition of our full body gestures and swipes

TP FP FN UE Precision Accuracy Recall User Error-Rate

Gestures 267 0 14 5 100,00% 95,02% 95,02% 1,75%

Swipes 241 24 35 5 90,94% 80,33% 87,32% 1,64%

Overall 508 24 49 10 95,49% 87,44% 91,20% 1,69%

In the mouse interaction group, we had ten participants (two females, average
age 24.6), all with German cultural background, one left-handed. We measured
the time it took the participants to go through the evaluated part of the story and
the number of actions they selected. With mouse interaction, they needed 5:50–
7:42 minutes (AVG 6:30 minutes, SD 0:37 minutes) and selected 25–39 actions
(AVG 31.4, SD 3.69), while they spent significantly more time with the gesture-
based interaction (t(11.31) = 2.27, p < 0.05, r = 0.56) with 5:06–22:28 minutes
(AVG 10:16 minutes, SD 5:43 minutes) and they selected 26–40 actions (AVG
32.4, SD 4.58). Questionnaires revealed a tendency for higher usability (t(20) =
2.00, p = 0.059, r = 0.41) and higher flow (t(16.40) = 1.98, p = 0.065, r = 0.44)
with the mouse in comparison to the Kinect, similar to Dow and colleagues [3].
However, in our case, this effect was less pronounced. Furthermore, we measured
a significantly higher positive affect (t(20) = 2.12, p < 0.05, r = 0.43) with the
Kinect in comparison to the mouse. Apparently, participants enjoyed playing
with the Kinect more than with the mouse although the interaction might have
been slightly more difficult and sometimes distracted them from the application.

4 Conclusion and Future Work

We presented a gameplay approach incorporating full body user interaction with
virtual characters, which was developed for the intercultural training scenario
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Traveller. We implemented two interaction types: symbolic full body gestures
and a circular menu with freehand swiping gestures. Both types received high
recognition rates, however, only the gesture interaction reached our goal of 90%
recognition accuracy, while the swipe interaction stayed slightly below it. In
comparison with the mouse interface, participants spend significantly more time
in the game when using full body interaction. However, the novel interaction did
not necessarily slow down the participants, as the fastest participants actually
were using this interaction modality. Furthermore, our results indicate higher
usability and flow with the mouse, but higher positive affect with the Kinect.
While full body interaction might be more complicated to use, it still has the
potential to increase the enjoyment in interaction.

Although we did not receive significant differences regarding immersion or
spatial presence, the full body interaction might get higher scores when using
it in a virtual reality setup. In addition, we plan to include further methods to
help the user during the interaction such as automatic feedback why a gesture
has not been recognised, and step-wise instructions for more complex gestures.

Acknowledgments. This work was partially funded by the European Com-
mission within FP7 under grant agreement eCute (FP7-ICT-257666).
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Abstract. Self-adaptors are bodily behaviors that often involve self-touch. In 
our previous research, perceived friendliness of an agent that displays self-
adaptors did not decrease over multiple interactions. This research evaluated 
interactions with agents that exhibit either relaxed self-adaptors or stressful  
self-adaptors in a desert survival task. The result suggests the need to tailor non-
verbal behavior of virtual agents according to conversational contents between 
an agent and a human. 

Keywords: Intelligent virtual agents, self-adapter, gesture, evaluation. 

1 Introduction 

Intelligent virtual agents (IVAs) that interact face-to-face with humans are beginning 
to spread to general users, and IVA research is being actively pursued. IVAs require 
both verbal and nonverbal communication abilities. Among those non-verbal 
communications, Ekman classifies gestures into five categories: emblems, illustrators, 
affect displays, adapters, and regulators [1]. Self-adaptors are non-signaling gestures 
that are not intended to convey a particular meaning [2]. They are exhibited as hand 
movements where one part of the body is applied to another part of the body, such as 
scratching one’s head and face, or tapping the foot. Many self-adaptors are considered 
taboo in public, and individuals with low emotional stability perform more self-
adaptors, and the number of self-adaptors increases with psychological discomfort or 
anxiety [2, 3, 4]. According to Caso et al. self-adaptor gestures were used more often 
when telling the truth than when lying [5].  

Because of its non-relevance to conversational content, there has not been much 
IVA research done on self-adaptors, compared with nonverbal communication with 
high message content, such as facial expressions and gazes. Among few research that 
has dealt with an IVA with self-adaptors, Neff et al. reported that an agent performing 
self-adaptors (repetitive quick motion with a combination of scratching its face and 
head, touching its body, and rubbing its head, etc.) were perceived as having low 
emotional stability [6]. Although showing emotional unstableness might not be 
appropriate in some social interactions, their finding suggests the importance of self-
adaptors in conveying a personality of an agent.  
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However, self-adaptors are not always the sign of emotional unstableness or 
stress. Blacking states self-adaptors also occur in casual conversations, where 
conversant are very relaxed [7]. If those relaxed self-adaptors occur with a conversant 
that one feels friendliness, one can be induced to feel friendliness toward a conversant 
that displays self-adaptors. We apply this to the case of agent conversant, and hy-
pothesized that users can be induced to feel friendliness toward the agent that  
performs self-adaptors.  

We focused on the self-adaptors performed in a casual conversation in our pre-
vious study [8]. Based on the results of video analysis of the conversations between 
friends in a Japanese university, we found the following three types of self-adaptors 
occurred most frequently in most pairs: “touching hair,” “touching chin,” and “touch-
ing nose.” Each stroke occurred once as a slow movement. The timing was either at 
the beginning or at the end of an utterance. The self-adaptors implemented for the 
agents in [6] were repetitive quick hand scratches, rubbing, tapping, etc., as we see 
when the human conversant is nervous (We call them as “stressful self-adaptors” in 
this paper). We did not find those stressful self-adaptors during the casual conversa-
tions in the video recordings.  

We evaluated continual interactions with an agent that exhibited self-adaptors 
which are seen to be friendly actions, such as “hair-touching”, “chin-touching”, and 
“nose-touching” (we call them as “relaxed self-adaptors” in this paper). The results 
showed agents that exhibited relaxed self-adaptors were more likely to prevent any 
deterioration in the perceived friendliness with the agents than agents that have no 
self-adaptors [8]. In addition, people with higher social skills harbor a higher 
perceived friendliness with agents that exhibited relaxed self-adaptors than people 
with lower social skills. Thus, we expect that it would be possible to improve 
humanness and friendliness of agents by implementing self-adaptors in them. We take 
the view that impressions of self-adaptors in human-agent interactions are formed 
through multiple interactions. Thus, we do not evaluate impressions after one trial, but 
instead conduct multiple trials and evaluations. 

We set a hypothesis from the research of IVAs with self-adaptors, one with 
stressful adaptors [6]  and relaxed self-adaptors [8] as follows: “agents that exhibited 
relaxed self-adaptors are evaluated to give a better impression than agents that 
exhibited stressful self-adaptors, which improves the perceived friendliness of the 
agents in continual interactions”. In the previous research, the interactions with agents 
were either one-sided utterances from the agents [6] or selective interactions done in 
casual conversation such as favorite food, hobbies, etc [8]. In this research, we verify 
the effects of self-adaptors on task-oriented interactions using a desert survival task 
[9], by users cooperating with agents to solve problems in continual interactions.  

2 Development of the Agent  

2.1 Agent Design  

We used a female 3D model using Poser 7 (http://poser.smithmicro.com/poser.html) 
for the agent’s appearance and created animations with three sets of conditions: 
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Possible answers were displayed on the screen with the agent. 3) The participant se-
lects one answer from the selection from a keyboard. 4) The agent makes remarks and 
asks the next question based on the user’s answer. The scenarios are similar regard-
less of the answers from the participant. 5) The agent performs three different self-
adaptors at the beginning of three utterances in any session. The average session time 
was about 5 minutes. 

3 Evaluation Experiments  

3.1 Experimental Design and Conversational Scenarios 

We divided the experiment participants between three conditions: “agents that exhibit 
relaxed self-adaptors”, “agents that exhibit no self-adaptors”, and “agents that exhibit 
stressful self-adaptors”, and conducted experiments as between subjects design. Each 
participant interacted with the agent five times. They were asked to answer a 
questionnaire about the impression of agents and interactions after each session. 
There was one interaction with an agent per day, and the type of agent in the 
interactions was the same for all the five experiment sessions. For example, the 
participants who are assigned the “relaxed- self-adaptor” condition keep interacting 
with the agent with relaxed self-adaptor throughout the five sessions. 

The conversational scenarios differ for each session of the experiment. The first 
and second sessions are used as a social relationship building phase involving 
everyday conversation such as favorite food and hobbies. The third to fifth sessions 
are used as a brainstorming phase that try to solve a desert survival task by 
exchanging different opinions between a participant and the agent. The sequence of 
interactive scenarios in the experiment sessions is the same, irrespective of the agent 
condition A desert survival task is a challenge in which the participants select and 
prioritize objects necessary for survival from multiple items, in a situation in which an 
aircraft has crash-landed in the desert [9]. In this experiments, we use a simplified 
desert survival task, in which asked the participants to select three items out of eight 
that they thought would be necessary after a desert crash. At the start of the 
interaction, the agent queries an item selected by the participant and recommends a 
different item from the participant’s selection. There were three item-selection 
reasons: “for sustaining life”, “for calling for help”, and “for getting oneself moving”. 
If, for example, a participant selects “water” in the “for sustaining life” category, the 
agent recommends a “mirror” in the “for calling for help” category. We made the 
conversational scenarios to repeat that interaction for all three items.  

We conduct experiments between subjects in the three conditions, for the type of 
agent (with relaxed self-adaptors, no self-adaptors, or stressful self-adaptors) and the 
experiment session number (1-5 session). The only differences in the agents were the 
presence/absence of self-adaptors and their types. The physical appearance, voice, and 
timing of performing self-adaptors and other gestures are the same in all conditions as 
well as the number of sessions and the conversation scenarios.  

The participants were 38 university students between the ages of 20 and 23 (27 
males and 11 females). The numbers of participants for each condition was 13 for the 
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relaxed self-adaptor condition, 13 for the no self-adaptor condition, and 12 for the 
stressful self-adaptor condition. 

3.2 Experimental Procedure and Questionnaires 

The participants were asked to answer a questionnaire after each session. The 
questionnaire consisted of questions regarding perceived friendliness, empathy, 
intentionality, and shyness of the agent and interaction likeability and interaction 
stress with respect to the interaction with the agent. For a total of 21 questions were 
rated using a 7-point Likert scale (7: high– 1: low). A post-experiment questionnaire 
was conducted after the end of the fifth session  in order to evaluate factors such as 
recognition of the agents’ actions and impressions of the perceived intelligence level 
of the agents during the desert survival task, on a 7-point Likert scale. 

The experimental procedure for the social relationship building phase and the 
cooperative task phase are as follows: 

• First and second experiment sessions: social relationship building phase  

(1) Interact with agent (everyday conversation) 
(2) Answer to the impression evaluation questionnaire 

• Third to fifth experiment sessions: cooperative task phase  

(3) Engage in desert survival task 
(4) Interact with agent (opinion switching) 
(5) At the end of the interaction, engage in the desert survival task again (rethink 

opinions given in (3)  
(6) Answer to the impression evaluation questionnaire 

• After the end of all experiments: Answer to the post-experiment questionnaire 

4 Results  

4.1 Analysis of Impression Evaluation Questionnaire  

We performed two-way ANOVA with repeated measurements on the results of the 
impression evaluation questionnaire in two factors, with self-adaptor (relaxed, none, 
stressful) and experiment session number (1-5 sessions). We verify whether there are 
differences in the impressions of the agents and impressions of the interactions 
according to the types and presence/absence of self-adaptor as well as experiment 
session number and phase of interaction. 

Firstly, for the results of the impressions of the agents, the results of two-way 
ANOVA for “friendliness towards agent”, “empathy with the agent”, “intentionality 
of agent”, and “shyness of agent” indicated the following: concerning friendliness, 
empathy, purpose, and humanness, main effects of the self-adaptor factor 
(friendliness: F = 7.435, p = 0.001; empathy: F = 3.517, p = 0.035; purpose: F = 
3.779, p = 0.027), main effects of the experiment session number factor (friendliness: 
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F = 5.345, p = 0.001; empathy: F = 9.433, p < 0.001; purpose: F = 4.887, p = 0.001), 
and mutual-interaction (friendliness: F = 3.378, p = 0.001; empathy: F = 3.125, p = 
0.002; purpose: F = 2.135, p = 0.040) were seen. We also conducted multiple 
comparisons on shyness, since there are main effects of the experiment session 
number factor (F = 9.954, p < 0.001) and mutual-interaction (F = 2.260, p = 0.033). 
The results of the multiple comparisons of impressions of the agent for the self-
adaptor factor are shown in Fig. 3, those for the experiment session number factor are 
shown in Fig. 4, and the comparison of perceived friendliness for the adaptor and 
session number factors are shown in Fig. 5.  

From Fig. 3, there is no significant difference between relaxed self-adaptors and 
stressful self-adaptors in the multiple comparison results of the self-adaptor factor 
with respect to impressions of the agents. However, from the results of friendliness 
towards the agents, agents without self-adaptors were evaluated significantly higher  
than those of agents with relaxed self-adaptors or stressful self-adaptors (p ≦ 0.01). In 
addition, from the results for empathy and intentionality, agents with no self-adaptors 
were evaluated significantly higher than those with relaxed self-adaptors (p ≦ 0.05), 
and the same tendency was observed for those with stressful self-adaptors. From Fig. 
4, which shows multiple comparison results of experiment session number factor with 
respect to impressions of the agents, the agents in the cooperative task phase (from the 
third to fifth sessions) were evaluated significantly lower for agent’s perceived 
empathy and shyness (p ≦ 0.01), and significantly higher for agent’s intentionality 
than those in the social relationship building phase (the first and second session) (p ≦ 
0.01). In terms of perceived friendliness of the agents, agents in the second session 
were rated more friendly than that of the first session (p ≦ 0.01), and agents in the 
fourth session were rated more friendly than that of the third session  (p ≦ 0.05). 
From Fig.5, there are interactions between the self-adaptor and experiment session 
number factors in the perceived friendliness of the agent. Despite there being no 
difference in the perceived friendliness of agents between self-adaptor factors in the 
social relationship building phase, in the cooperative task phase, agents with no self-
adaptors had significant differences (p ≦ 0.01) indicating higher evaluations of 
friendliness than both types of agent having self-adaptors.  

Secondly, for the impression of the interactions, we performed two-way ANOVA 
on “interaction smoothness”, “interaction likeability”, and “interaction stress” in the 
questionnaire. The results of evaluations of the interactions showed there were no 
main effects of the self-adaptor factor (smoothness: F = 2.383, p = 0.099, likeability 
rating: F = 2.792, p = 0.066, stress: F = 2.092, p = 0.128) or main effects of 
experiment session number factor (smoothness: F = 0.991, p = 0.412, likeability 
rating: F = 1.623, p = 0.176, stress: F = 0.437, p = 0.769), but there was mutual-
interaction with interaction likeability rating and interaction stress (smoothness: F = 
1.201, p = 0.298, likeability rating: F = 2.136, p = 0.040, stress: F = 3.016, p = 0.003). 
Further multiple comparison results of the interaction likeability and interaction stress 
rating with the experiment session number as factor showed the following: there was 
no significant difference between the numbers of sessions for relaxed self-adaptors  
and stressful self-adaptors, but there was a significant difference (p ≦ 0.05). 
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indicating that the interaction likeability rating was higher (1: low – 7: high, 1st = 
5.1,2nd = 4.9, 3rd = 5.5, 4th = 5.5, 5th = 5.4) and the stress was lower (1: low – 7: 
high, 1st = 2.2, 2nd = 2.6, 3rd = 2.2, 4th = 2.1, 5th = 1.8) in the third to fifth sessions 
of the cooperative task phase than in the second session of the social relationship 
building phase, for agents with no self-adaptors. 

4.2 Analysis of Post-experiment Questionnaire 

In the post-experiment questionnaire, we asked the participants about the perceived 
intelligence of the agent in the desert survival task, and naturalness and bothered-ness 
of the agents behaviors. There was a significant difference indicating a higher 
evaluation for agents with no self-adaptors than those with relaxed self-adaptors (1: 
low – 7: high, relaxed = 3.8, without = 5.5,  p ≦ 0.01) in terms of agent’s perceived 
knowledge about the desert survival task. There was a significant difference 
indicating that users rated the agents with stressful self-adaptors as less natural 
(relaxed = 3.9, without = 3.1, stressful = 5.0, p ≦ 0.05) and more bothering (relaxed = 
3.7, without = 2.6, stressful = 4.1, p ≦ 0.05) than those with no self-adaptors. The 
rating for the agents with relaxed self-adaptors had similar tendency to those of the 
stressful self-adaptors but the differences in rating were not significant.  

5 Discussion  

5.1 Discussion of Impression Evaluation of the Agents and Interactions  

In the impression evaluations of the agents for each type of self-adaptor factor, shown 
in Fig. 3, agents that did not exhibit self-adaptors had significant differences 
indicating they were evaluated more highly for friendliness, empathy, and 
intentionality than both types of agent that exhibited self-adaptors, or there was a 
tendency towards that. In other words, the exhibiting of self-adaptors is thought to 
affect a deterioration in the user’s impressions of the agents. These results are the 
same as reported in [2, 3, 4] for humans and [6] for agents.  

In the impression evaluations of agents for each experiment session number 
factor, shown in Fig. 4, there were significant differences indicating that perceived 
empathy and shyness were evaluated lower and intentionality was evaluated higher 
during the cooperative task phase, in comparison with the social relationship building 
phase. In the cooperative task phase, the agents offered opinions that were different 
from the replies given by the users in the desert survival task. That is thought to be 
why perceived empathy and shyness of the agents deteriorates and perceived 
intentionality is improved in the cooperative task phase. Perceived friendliness 
increased significantly during each of the two phase (friendliness in the second 
session was significantly higher than those of the first, fourth was significantly higher 
than the third) but dropped between the social relationship building phase and the 
cooperative task phase.  
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There are interactions in the cooperative task phase indicating that agents that did 
not exhibit self-adaptors were evaluated more highly for friendliness than agents that 
exhibited any kind of self-adaptors. In interactions that require exchanging serious 
opinions and logical reasoning, such as in this desert survival task, we could say that 
the exhibiting self-adaptors causes a deterioration in the impressions of the agents as 
reported in  [2, 3, 4, 6]. However, interesting results are that there are not significant 
differences in the friendliness ratings in the social relationship building phase where 
everyday conversation was conducted. This result during the social relationship 
building phase confirm the results in [8], in which showed that the exhibiting of 
relaxed self-adaptors in informal everyday conversation prevented any deterioration 
in friendliness.  

The above leads to the result that the hypothesis is not supported, with no 
difference in impression evaluation being seen between relaxed self-adaptors and 
stressful self-adaptors. However, we found the dichotomy of the user’s impression on 
the agents with self-adaptor and without with contrast to conversational contents. In 
other words, users unconsciously expect agents to behave in a manner that is 
appropriate to the topic of conversation as we do with humans. That suggests the non-
verbal behavior of agents must adapt to the conversational topics. 

The impression evaluations of the interactions with the agents indicate that agents 
that did not exhibit self-adaptors had a higher interaction likeability rating and lower 
interaction stress in the cooperative task phase than in the social relationship building 
phase. In other words, we could say that impressions of the interactions themselves 
are improved by having agents that do not exhibit self-adaptors during the execution 
of the cooperative tasks. In the experiment overall, there were no main effects of the 
self-adaptor factor and experiment session number factor in impression evaluations of 
the agents. The results suggest that impressions of the interactions are not formed by 
the self-adaptors of the agents or the conversational content, but rather  mutual-
interactions between the self-adaptors and the conversational content affect the 
impressions of the interactions with the agents.  

5.2 Discussion of Post-experiment Questionnaire Analysis Results  

The post questionnaire results showed agents without self-adaptors have higher 
evaluations concerning their perceived intelligence level than agents that exhibited 
self-adaptors. In conversations that call for agreement of opinions or situations 
intended to persuade changes in opinions, the agents impressions deteriorate in the 
presence of self-adaptors, making it difficult to achieve agreement or persuasion. In 
addition, the answers to the questions to the agents perceived intelligence, annoyance 
and naturalness level of the agents actions, showed there was an overall tendency for 
stressful self-adaptors to be better than relaxed self-adaptors. Since the conversational 
contents were a serious topic, the agent’s exhibiting relaxed self-adaptors gave 
impressions that seriousness was lacking. This suggests not only we regard agents 
displaying self-adaptors as less friendly and empathetic, but also we expect agents to 
“behave” appropriately according the conversational content. 
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6 Conclusions 

From the results of impression of the agents, we found that the exhibiting of self-
adaptors in interactions that exchange serious opinions, such as a desert survival task, 
caused deterioration in the agents perceived friendliness and empathy, although such 
deterioration does not occur during a casual conversation with the agent displays self-
adaptors. This leads to the result that the hypothesis in this research is not supported, 
with no difference in impression evaluation being seen between relaxed self-adaptors 
and stressful self-adaptors. Users unconsciously expect agents to behave in a manner 
that is appropriate to the topic of conversation as we do with humans. That suggests 
that the non-verbal behavior of agents must adapt to the conversational topics. Taken 
together with the results of previous research, the results shows that it will be 
necessary to make the non-verbal behavior of an agent, at least, self-adaptors, adapt to 
the social skills of the other person in an interaction, and to the conversational 
content. We believe these results would lead to the development of IVAs that adapt to 
users and conversational context in continual interactions. 
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Abstract. A crucial goal within human-computer interaction is to establish co-
operation. There is evidence that among the tools being available, humor might 
be a promising and not uncommon choice. The appeal of humor is supported by 
its fundamentality for human-human interaction and the variety of functions 
humor serves, for it can achieve much more than making the user smile. In the 
present experiment, we sought to further investigate the potential effects of hu-
mor for virtual agents. Subjects played the iterated prisoner’s dilemma with a 
virtual agent that was intended to be funny or not. Additionally, we manipulated 
cooperativeness of the agent. First, although humor did not increase cooperation 
among subjects, our results indicate that humor modulates how cooperation is 
perceived in an agent. Second, humor facilitated the interaction with respect to 
enjoyment and rapport. Third, although increased enjoyment and overall affec-
tive reactions were both measured subjectively, the results were not in line with 
each other.  

Keywords: Virtual agent, Humor, Cooperation, Prisoner’s dilemma. 

1 Introduction 

Humor is the source of pleasure and entertainment, of distress relief, and the expe-
rience of teaching and discovering [1]. It stands for delight and positive emotions. We 
may attribute these desirable aspects to a communicator we find humorous. Humor 
makes it easier to connect with others. Experiencing humor at a given occasion leads 
to the desire to repeat the experience. In interpersonal communication, a speaker is 
evaluated more favorably when she displays humor. If a person is believed to have a 
sense of humor, this assumption automatically creates a halo effect with regard to 
other desirable personality traits such as friendliness, pleasantness, and creativeness 
[2]. However, from the viewpoint of human-computer interaction (HCI), humor has 
received only little attention. In scenarios where humans and lifelike artificial charac-
ters need to cooperate or negotiate a task, the use of humor may serve a variety of 
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goals. It could make the interaction more natural and meaningful and even affect the 
outcome. Humor is a form of cognitive play, leading to a considerable amount of 
pleasure and motivation.  

We review the role of humor for social interactions and how it has been applied to 
HCI. In interpersonal communication, humor is one of the most important facilitators 
and an important social skill. Humor can be used to promote social influence and 
cooperation, in a completely playful manner. It is, however, not easy to channel this 
potential. Our aim was to create a funny agent in order to analyze experimentally how 
its humorousness and cooperativeness influence human partners in a social dilemma. 

2 Theoretical Background 

Humor in Social Interactions. Humor is an important tool to shape social interac-
tions and influence others [5]. It plays a role for rapport, cooperation, and person per-
ception. Understanding humor and laughter as social skills that people need to learn, 
control, and regularly practice [6] indicates how difficult it is to implement it into 
technology. The richest source of humor lies within natural and spontaneous everyday 
interactions [3]. Accordingly, within everyday conversation, humor serves as social 
facilitator that can be deployed in a variety of different contexts such as negotiating 
requests and building group solidarity [4]. Humor is an antecedent of rapport; it fos-
ters a positive and friendly environment [7] and connects people with each other [8]. 
But humor may also interfere with involvement and thus with rapport, because joking 
requires recipients to ignore the obvious meaning and find interpretations that are 
funny [9]. If listeners fail to understand a humorous remark or feel that it is rather 
inappropriate, specific facilitative functions of humor are disrupted. On the other 
hand, if listeners participate in the joking and appreciate it, experiences and attitudes 
are shared, rapport is promoted, and politeness is conveyed [10]. Humor influences 
person perception. Evidence from social psychology provides support for effects on 
liking [11] and credibility [12]. In line with this, sense of humor is very often used as 
social category [13]. According to [2], having sense of humor is associated with being 
more friendly, pleasant, interesting, cooperative, imaginative, creative, clever, and 
less cold and passive. Finally, experimental studies successfully manipulated the ex-
perience of humor in the context of interpersonal interaction and showed the effect on 
outcome variables. [14] showed that in a fictional bargaining situation, conversational 
humor (“Well, my final offer is $7,000 and I’ll throw in my pet frog”) leads to social 
influence to the extent that subjects agreed to pay a significantly higher price for a 
painting. Subjects laughed more, reported more amusement, and were more likely to 
agree that their partner was a fun person. 
 
Humor in Human-Computer Interaction. It is argued that social cues relying on 
human cognitive and affective processes lead to more meaningful interactions with 
artificial entities and more user appreciation [15, 16]. It was proposed to implement 
humorous behavior into human-agent interactions in order to tease out the potential of 
humor for establishing social relationships [16]. An experimental study by [18] re-
vealed that a virtual exercise advisor displaying a set of relational behaviors including 
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social dialogue, empathy, and humor led to increased liking, trust, and higher self-
reported desire to continue working with it. Until today, experimental approaches 
placing detailed scrutiny on humor have remained scarce. 

[17] found evidence for why humor could fit into task settings. In two different ex-
periments, the authors had subjects chat and solve the Desert Survival Problem with a 
humorous or non-humorous computer. In both experiments the computer made pre-
programmed comments, but in study 1 subjects were led to believe they were interact-
ing with another person. In the humor conditions subjects received a number of funny 
comments, for instance: “The mirror is probably too small to be used as a signaling 
device to alert rescue teams to your location. Rank it lower. (On the other hand, it 
offers endless opportunity for self-reflection)”. In the no-humor conditions, the com-
puter/partner would leave out the funny remark. Subjects who knew they communi-
cated with a computer (study 2) responded less sociable and showed less mirth.  
Nevertheless, when isolating study 2, some important effects remained. Subjects in 
the humor condition liked the computer more, showed more mirth responses, made 
more sociable comments, and joked back more. The study showed that it is possible 
to create humorous computers, even with preprogrammed text-based jokes. A similar 
experiment focused on the effect of virtual agent humor on social influence [19]. So-
cial influence was conceptualized as rating similarity in the Lunar Survival Scenario. 
Again, participants were asked to engage in text-based communication with a virtual 
entity and again, the computer’s reasoning about the items’ relative relevance was 
subject to the humor manipulation (e.g. “We can use the FM receiver to communicate 
with another ship, or we can pass time with some fun music on the radio”). This time 
participants were presented a chat interface that showed a picture of their partner, a 
male virtual agent named Bradley. The interaction was no longer pre-scripted as the 
agent had the ability to answer questions. Differences between initial and post-chat 
item rankings reflected the extent to which the agent was able to influence its partner 
toward the ideal item rankings. When Bradley was perceived as funny, he was more 
effective at influencing the participants. Moreover, for participants in the humor con-
dition, a positive correlation between perceived humorousness and influence on their 
rankings emerged. Strikingly, the manipulation check for perceived humorousness of 
the agent was not successful. Instead, there was a considerable fraction of no-humor 
participants who judged the agent as funny.  

Taken together, humor may play a crucial role for establishing relationships with 
virtual agents [20] but there are not enough studies on the potentials and pitfalls. For 
instance, more experimental investigations are needed to explore potential research 
directions for task-related settings. We present such an investigation. 
 
Hypotheses. We expect an agent that makes conversational and situation-specific jokes 
to be judged as funnier compared to an agent that does not joke (H1; manipulation 
check). This manipulation check is important because there were “misperceptions” of an 
agent’s funniness in the past [19]. Cooperation determines a large fraction of the appeal 
of interacting with computers. The question to what extent users cooperate with com-
puters in social dilemmas has gained some attention in the past [21, 22]. Humorous 
(non-animated) virtual agents can foster cooperation [19], but none of the previous  
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studies varied the degree of cooperation. We therefore combined manipulations of hu-
mor and cooperation. We hypothesize that in a social dilemma, the cooperative agent is 
judged as more cooperative than the competitive agent (H2; manipulation check). Ac-
cording to the norm of reciprocity [23], we expect that the agent’s observable behavior 
will evoke similar reactions by the subjects. Thus there will be more cooperation when 
playing with the cooperative agent (H3). Given the meaning of humor for social interac-
tions and social influence, we expect the funny agent to elicit more cooperation than the 
unfunny version (H4). Furthermore, a funny agent will evoke more positive affective 
reactions (H5) and lead to increased rapport (H6). 

3 Method 

Experimental Design and Subjects. We conducted an experiment in which subjects 
played the iterated Prisoner’s Dilemma Game (PDG) with a virtual agent. The study 
was based on a 2 (Agent humor: humor vs. no humor) x 2 (Agent behavior: coopera-
tive vs. selfish) between-subjects design. Eighty (80) subjects participated in the expe-
riment (44 females, 36 males). Their age ranged between 19 and 34 years (M = 24.91, 
SD = 3.06). Subjects were randomly assigned to one of the four conditions. 

Table 1. Payoff matrix in the iterated prisoner’s dilemma (investment game version) 

 Project green Project blue 

Project green 
Subject: 5€ 

Agent: 5€ 
Subject: 3€ 

Agent: 7€ 

Project blue 
Subject: 7€ 

Agent: 3€ 
Subject: 4€ 

Agent: 4€ 
 

Materials. In the social sciences, the PDG is a widely used and well-elaborated me-
thod to explore determinants of cooperation and altruism. The fictional scenario puts 
subjects in the role of an arrested convict. Since their partner was also arrested, the 
convicts can either remain silent (cooperate) or testify against the partner (defect). 
The combination of both decisions determines the punishment for both convicts. Re-
cently the PDG was also used to investigate cooperation with virtual agents capable of 
facial emotional displays [21].  

In the present study, subjects did not know how many rounds were left but were 
given a hint when half of the turns were over. There was no display on played rounds, 
rounds left, or elapsed time. Since in the iterated version it does not make sense in-
structing subjects to either remain silent or testify multiple times in a row, the iterated 
PDG was cast into an investment game [e.g. 22]. In this version, subjects are asked to 
choose between two projects, Project Green and Project Blue. The payoff matrix does 
not change, Project Green is the cooperative option and Project Blue is the selfish 
choice (see Table 1). The utility-maximizing choice for both players is to play self-
ishly in each round. However, both players’ payoff is higher for mutual cooperation 
than for mutual selfishness, thus the resulting dilemma. Two windows were  
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Fig. 1. Agent and PDG window with arranged overlap 

presented, one for the agent and one for the PDG (see Fig. 1). The game window 
showed the payoff matrix and the game statistics, consisting of both players’ last 
choices, the last and the total payoff. 

The agent was created with the CharAT avatar editor, a proprietary toolkit (Copy-
right by Charamel GmbH, 2008-2010). It chose between the two options and gave 
occasional task-related feedback on the previous turns (see Table 2). Decisions were  
random-based with a bias for one of the two choices, depending on the behavior con-
dition. While the agent was able to speak, it was not allowed to directly negotiate with 
the player.  
 
Procedure. Upon arrival, subjects were told that they are about to play an investment 
game with a virtual counterpart and were asked to rate the interaction subsequently. 
They were told that their goal would be to maximize their own outcome. The more 
points they earned the higher their chance to win a 25€ voucher. Each round would be 
initiated by the agent. After each round both players’ decisions and their individual 
payoff were revealed. The detailed overview of the game was explained by the virtual 
partner. After the investigator’s introduction the agent explained the rationale behind the 
game and introduced the possible outcomes, depending on both players’ investment 
choices. The instructions were adopted from [22]. After the game was finished, subjects 
rated their interaction with the agent using the post-questionnaire. They were debriefed 
and thanked for their participation. Each session lasted approximately 40 minutes. 
 
Manipulations. We manipulated the agent’s decision policy and its humorousness. In 
the humor condition the agent teases, baffles, and engages the player in a playful way. 
Since the PDG itself only features minimal interactive cues, it was assumed that  
even trivial jokes would facilitate the interaction. A simple time-based rule was  
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implemented to add enough variety into the decision about when the agent should 
make a joke or say something trivial and unfunny instead. First we tracked how long 
the subject took for her turns. On this time series we performed exponential smoothing 
to compute naïve predictions about future turn times of this subject. We used the pre-
dicted values for future turns as threshold and checked if the subsequent turn time was 
above or below this threshold. If it was below, indicating that the subject was quicker 
than expected, the agent performed a joke. If it was above, indicating that the subject 
took longer than expected, the agent made a normal comment. As a result, the agent 
quasi-regularly switched between funny and unfunny comments and adapted to the 
subject. The content was held identical in terms of (ostensibly) personal information 
the agent disclosed. Table 2 provides examples of jokes and control comments by the 
agent. The sets of jokes and control comments each contained 22 utterances for the 
agent to choose from. While the agent did say something after each round, it did not 
always make a joke (control comment). Instead, when the requirement for a joke was 
not given, the agent either said “Now it’s my turn again” or “OK, now it’s my turn”. 
The agent cooperated (played selfishly) 66% of the time. The exact decision order was 
random-based with the exception of the first five rounds. Here the agent played the 
following sequence: (project) green, green, blue, blue, green. The fixed sequence was 
implemented to avoid too many identical choices in a row at session beginning, mak-
ing it harder for the subjects to guess the agent’s gaming behavior [21]. Based on pre-
evaluations and the joke collection size, the round limit was set to 38 rounds. 

Table 2. Examples of conversational jokes and control comments by the agent 

Humor No humor 
Please press start if you wish to begin. 
Age before beauty, so it’s my turn first. 

Please press start if you wish to begin. 

You are better than the last player. With 
him I could not even play Uno. 

You are better than the last player, he was 
indeed very unlucky. 

Maybe I should have another look at 
the rules, with my reading glasses. 

Maybe I should have another look at the 
rules. 

I hope you haven’t found any software 
errors yet. Do you have any idea how 
difficult it is to find good staff nowa-
days? 

I hope you haven’t found any software 
errors yet. It surely shouldn’t be too hard 
to write error-free software. 

Don’t let yourself get distracted by me. 
Attention, behind you! 

Don’t let yourself get distracted by me. 

You can read the Matrix like no other. You understand the game like no other. 
Here’s something I’d like to know. 
When you see me like this, do you 
think I’m wearing pants?  

Here’s something I’d like to know. When 
you see me like this, do you ask yourself 
why I’m dressed like this? 

 
Dependent Measures. Humorousness of the agent was assessed with five items [17] 
(‘funny’, ‘witty’, ‘entertaining’, ‘creative’, ‘playful’; Cronbach’s α = .84). Subjects 
were asked to indicate how much they had to smile and laugh. Two statements were 
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used: “My partner made me laugh” and “I sometimes had to smile” (correlation: r = 
.65, p < .001). Perceived cooperation of the agent was measured with two statements: 
“My partner predominantly chose Project Green” and “My Partner predominantly 
chose Project Blue” (reverse coded). Both statements correlated highly with each 
other (r = .70, p < .001). Affective reactions were assessed using the Positive and 
Negative Affect Schedule [24]. The scale consists of 20 items divided into the 10-
items subscales positive (e.g. active, strong, proud; α = .88) and negative affect (e.g. 
‘afraid’, ‘nervous’, ‘angry’; α = .77). Perceptions of rapport were assessed using the 
items [25] derived from [26, 27]. For this subjects were asked to rate themselves in 
the interaction (11 items, e.g. ‘comfortable’, ‘involved’) and to rate the interaction 
itself (18 items, e.g. ‘harmonious’, ‘awkward’). For the first set, varimax rotated prin-
cipal component analyses revealed the factor ‘Positivity’ (29.11% explained variance, 
α = .83), indicating whether subjects perceived themselves as positive during the in-
teraction. For the second set, the factors ‘Intense’ (17.10%, α = .78), ‘Well-
coordinated’ (16.45%, α = .80), ‘Awkward’ (14.68%, α = .75), and ‘Boring’ (12.97%, 
α = .75) emerged. Cooperation was measured counting each time subjects chose 
project green (maximum: 38 times). All items and statements were rated on 5-point 
Likert scales. 

4 Results 

The humor manipulation was successful (H1), a two-way MANOVA revealed a main 
effect of humor on humorousness of the agent: the funny agent (M = 3.29, SD = .13) 
was perceived as funnier than the non-funny agent (M = 2.64, SD = .13), F(1, 76) = 
13.18, p < .01, ηp² = .15. In line with this, there was a significant main effect of humor 
on smiling and laughter: when interacting with the funny agent (M = 3.58, SD = .18), 
subjects indicated to express more smiling and laughter than when interacting with 
the non-funny agent (M = 2.68, SD = .18), F(1, 76) = 12.37, p < .01, ηp² = .14. There 
also was a significant correlation between self-reported smiling and laughter and  
humorousness of the agent (r = .52, p < .001). The behavior manipulation was also 
successful (H2). There was a significant main effect of behavior on perceived coop-
eration of the agent: the cooperative agent (M = 3.52, SD = .11) was perceived as 
more cooperative than the selfish agent (M = 2.47, SD = .11), F(1, 76) = 46.67, p < 
.001, ηp² = .38. Unexpectedly, there was a significant main effect of humor on per-
ceived cooperation of the agent. The funny agent (M = 2.84, SD = .11) was perceived 
as less cooperative than the non-funny agent (M = 3.15, SD = .11), F(1, 76) = 4.05, p 
< .05, ηp² = .05. H3 was supported as there was a significant main effect of agent be-
havior on cooperation. Subjects cooperated more with the cooperative agent (M = 
12.19, SD = 1.08) than with the selfish agent (M = 9.18, SD = 1.06), F(1, 76) = 3.95, 
p = .05, ηp² = .05. However, two-way ANOVA results on subjects’ cooperation show 
that the main effect of humor on cooperation was not significant (F(1, 76) < .001, p = 
.99). H4 was not supported. Two-way MANOVA results showed that interacting with 
the funny agent did not significantly enhance affective reactions. Neither positive 
(F(1, 76) = 1.65, p = .20) nor negative affective reactions (F(1, 76) = 1.53, p = .22) 
were influenced by agent humor (H5 not supported). Further analysis revealed that 
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positive affective reactions correlate significantly with perceived humorousness of the 
agent (r = .42, p < .001) but not with self-reported smiling and laughter (r = .16, p > 
.05). Two significant effects were observed for rapport. First, there was a significant 
main effect of humor: interacting with the funny agent (M = -.33, SD = .15) led to less 
experiences of awkwardness compared with the non-funny agent (M = .34, SD = .15), 
F(1, 76) = 9.56, p < .01, ηp² = .12 (H6 supported). Second, there was also a signifi-
cant main effect of behavior on rapport such that interacting with the cooperative 
agent (M = .25, SD = .16) led to more positivity than the selfish agent (M = -.24, SD 
= .15), F(1, 76) = 4.88, p < .05, ηp² = .06. 

5 Discussion 

Using a social dilemma, we evaluated under which circumstances people cooperate 
with a virtual counterpart. Leading to social influence in past HCI research, humor 
was implemented as a tool to support cooperation. Although we succeeded in design-
ing a funny agent for a task-related environment that made subjects smile and laugh, 
subject cooperation was not affected by humor. This result should be discussed con-
sidering the funny agent was perceived as less cooperative. The attributions subjects 
drew as a result of this impression may explain to a certain degree why they did not 
cooperate more with the funny agent. Agent humor may have contributed to the im-
pression that it did not take the task seriously enough. While it is unclear if this af-
fected perceived task difficulty, subjects probably demanded a partner who takes the 
game and themselves more seriously. Since it did not, they may have associated its 
behavior with a tendency toward the selfish choice. 

Cooperation of the agent determined whether subjects also cooperated. In task situa-
tions, designing cooperative agent behavior is thus useful to facilitate cooperation 
among humans. Although the selfish choice promised a better outcome, subjects 
chose to cooperate occasionally. The display of the agent’s choices within the game 
was minimal and did not include any social cues whatsoever. While the effect of such 
minimal cues on subject cooperation is encouraging, it might be further improved by 
trust-relevant nonverbal cues [28] and the display of moral emotions [21]. Further-
more, subjects correctly identified the agent in the cooperative condition as a coopera-
tive actor. Thus it may be speculated whether they followed specific intentions, such 
as returning the favor and, conversely, punishing the agent for selfishness in the other 
condition, reflecting the inherent concern for fairness within social decision making 
[29]. However, the punishment explanation must take into account that in the selfish 
condition, the rational option to avoid losing the game is to play selfishly as well. 

Our results show that in conflicting and ambiguous situations, virtual agent humor 
can enhance the flow of interaction. Agent cooperation had a similar effect as subjects 
indicated more positivity toward the agent. On the other hand, the role of affective 
reactions in this study is surprising in that they correlated with perceived humorous-
ness of the agent, yet they were not enhanced by virtual agent humor. It is also  
unclear why positive affective reactions did not correlate with self-reported smiling 
and laughter. Since subjects reported increased smiling and laughter in the humor 
condition and thus showed clear signs of enjoyment, it can be ruled out that negative 
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contextual aspects such as goal obstruction became more salient. It can also be ruled 
out that subjects merely recognized the agent’s attempts at humor and simply played 
along by smiling and laughing. This explanation, although it fits well with the appli-
cation of social norms, is incoherent to the increased humorousness ratings. Since the 
subjective measuring of affective reactions may have been confounded by contextual 
elements, it can be speculated that the higher humor ratings of the funny agent did in 
fact reflect enhanced positive affect: “Funniness ratings presumably reflect the degree 
to which each stimulus elicited mirth in the participants” [13, p. 182]. In future ex-
periments, psychophysiological measures could resolve this issue.  

Although we could not support the positive relation between humor and cooperation 
in HCI, we were able to show how humor may influence the perception of virtual 
agents on supposedly non-related levels, for instance cooperativeness. As a social 
tool, humor can facilitate the interaction with a virtual agent, yet we need to know 
which forms of humor are most appreciated in a given situation (sarcasm, irony, 
wordplay, classic jokes). Researchers should be motivated to approach humor in HCI 
by asking how humor affects the user understanding of the situation, given that it is 
surprising and may require cognitive effort. Users do not share the same appreciation 
for humor, nor do they react to and use humor in the same way, a funny virtual agent 
thus needs to adapt to user preferences. 
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Abstract. Female gamer numbers are on the rise, but females have been dis-
proportionately underrepresented and inaccurately portrayed in video games. 
Recent findings also reveal many negative effects misrepresentation can have 
on women’s self esteem and body image. Based on a review of the literature on 
media effects, and using available anthropometric data, we propose a more rea-
listic and responsive character creation tool for the designers of virtual agents 
and as a basis for researchers to assess the impact of female character models 
on the enjoyment and self-concept of the players. We first report on studies  
regarding media effects on women as well as the current situation regarding 
female player avatars as well as NPCs in games, followed by our approach to-
wards more realistic avatar creation. 

Keywords: Virtual actor design, social impact, character modeling. 

1 Introduction 

The portrayal of female body proportions in various media has been a heavily debated 
topic for years. While there have been many studies done on the sexualization and 
mistreatment of women in games [1] [2] [3] [4], studies that examine the body pro-
portions of female game models regarding realism are still rare [5]. Sexualization of a 
character may sometimes be a subjective argument. However, offering realistic pro-
portions of a female body to gamers should be a choice that is more widely available 
in all genres of games. Currently, there is a distinct disparity between video game 
character body proportions and real life measurements and, if left unaddressed, this 
disparity is likely to lead to serious negative effects in gamers’ perceptions of gaming 
and self-concept [1] [6] [7] [8]. 

Research suggests the image of the body often becomes paramount to women’s 
sense of personal identity and self worth [9]. Furthermore, research shows that media 
plays a significant role and becomes a source of comparison through which women 
and men form gender expectations and norms of females. The constant conflict that 
women have between the media’s portrayal of the female body and their own body is 
an issue that may last until old age. The idealized body images found in media can 
lead to body image dissatisfaction in women [10] [11] [12]. Young girls briefly ex-
posed to idealized female body images developed lower self-esteem about their own 
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bodies [13]. Exposure to idealized media images predicted bulimia, anorexia, and 
body dissatisfaction in middle and high school female students [14]. 

There are many varieties of 3D character creation tools in video games. Different 
genres of video games such as action, shooter, or adventure all have distinct features 
regarding character creation. Not only do gamers create their avatars using these cha-
racter creation tools, game developers often use the same toolset to create NPCs that 
populate the game as intelligent virtual agents. 

In the popular MMORPG World of Warcraft, the character creation process in-
volves choosing between gender, race, and cosmetic options such as hair color. How-
ever, changes to the individual body parts and proportions are not available. In the 
online world Second Life, the character creation process also allows choosing between 
genders and even allows players to choose options such as becoming animals, robots, 
or even vehicles. While the Second Life tools offer premade templates for players to 
choose from, full customization of the body parts is only available if players choose to 
upload their own models or purchase them from other players. While EVE Online is a 
persistent-world MMORPG and the game’s focus is on spaceships and galactic econ-
omy, EVE Online also boasts one of the most robust and intricate avatar creation 
systems. Even though players spend the majority of the game without their avatars on 
screen, the level of detail customizable with the creation tool is similar to that of a 3D 
modeling/sculpting tool. In the latest iteration of the second best selling shooter fran-
chise Battlefield, Battlefield 4, the character creation process is also limited to cos-
metic changes such as weapon/gear textures, skin tone, and hairstyles. There are also 
options to choose between male and female, but the models are largely covered up by 
uniforms and have no options to change body proportions. In Call of Duty: Ghosts, 
the most recent release of the best selling shooter franchise, female character models 
are introduced for the first time. However, female character models utilize the same 
model sizes as the male models, to ensure fairness of the characters’ “hitbox” in 
game. The character creation options are again limited to cosmetic changes to the 
skin, hair, and gear. No changes to the body proportions are available. 

2 Realistic Avatar Creation 

The use of a more realistic and responsive character creation tool, both in-game and 
for game designers, is a step towards assessing the impact of female characters’ mod-
els on the enjoyment and self-concept of players. As a first step towards such a tool, 
we created appropriate models and a character creation tools based on the above lite-
rature review. It is intended as a proof-of-concept for such a tool and preliminary 
qualitative evaluation has shown interest in such a tool among game designers. 

We created the “Realistic Avatar Creation” (RAC) tool for the game engine Unity 
based on the toolset of Unity Multipurpose Avatar (UMA). In its final incarnation, the 
RAC tool will have six realistic model templates based on anthropometric data sets 
from the U.S. Army Anthropometric surveys, the Center for Disease Control and 
cross-referenced with data from ANSUR and ASTM, see Fig.1. RAC also includes 
extensive options for body part customization, including the width and girth of chest, 
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stomach, waists, buttocks, arms, and legs. As part of the responsive feedback for users 
of the tool, the tool indicates where the current choices fall on the standard deviation 
based on the database chosen. 

 

Fig. 1. 3D models based on anthropometric data 

 

Fig. 2. Variation for displaying standard deviations in the RAC tool 

The tool includes realistic model templates with body proportions based on the da-
ta sources. The goal is to recreate models that are completely proportionately accurate 
representations according to NSRDEC anthropometric surveys from 2007 - 2010. 
Based on the database from CDC and NSRDEC, the user is able to see the standard 
deviation displayed behind the input elements that control different body parts. This 
standard deviation is tied with the specific demographics requested by the user, for 
example, the 20 year-old female civilian CDC data. RAC also incorporates a display 
option that allows users to view their avatars from the side, top, front, and perspective 
view simultaneously. This allows users to assess their avatar’s body proportions from 
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multiple angles. To achieve usable options in the interface, models utilizes at least 20 
measurements from the data sets to reproduce models of the first, fiftieth, and ninety-
ninth percentile of the NSRDEC or CDC data sets respectively. 

Throughout the development of the RAC tool, feedback is collected from game 
developers, the UMA community, and gender studies researchers to evaluate how 
RAC can help studying video game’s effects on body image and self-efficacy. In 
future work, we plan to extend RAC to help game designers and gender studies re-
searchers understand player choice regarding 3D character body proportions. Methods 
from game telemetry can be used as an element to document choices that users make 
when designing virtual agents, providing feedback for game designers on choices for 
the various body parts as well as the amount of time spent on each option. 
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Abstract. Gestures are related to the mental states and unfolding pro-
cesses of thought, reasoning and verbal language production. This is
especially apparent in the case of metaphors and metaphoric gestures.
For example, talking about the importance of an idea by calling it a big
idea and gesturing to indicate that large size is a manifestation of the
use of metaphors in language and gesture. We propose a computational
model of the influence of conceptual metaphors on gestures that maps
from mental state representations of ideas to their expression in concrete,
physical metaphoric gestures. This model relies on conceptual primary
metaphors to map the abstract elements of the mental space to concrete
physical elements that can be conveyed with gestures.

Keywords: Nonverbal behavior, gesture, metaphor, embodied cogni-
tion, embodied conversational agent.

1 Introduction

Gestures play a powerful and diverse role in face-to-face interaction. They are
meaningfully related to the structure of mental states and unfolding processes
of thought.

Our work focuses on a generative model of gesturing that allows virtual hu-
mans to communicate by using multimodal behaviors including speech, gesture
and other nonverbal behaviors such as gaze, posture shifts or facial expressions.

When studying the relation between mental state and gestures, a key challenge
arises: gestures’ form and meaning are largely improvised and understood in
context. Emblems have highly conventionalized meaning (such as the “thumb-
up” gesture that means “okay” [9]). Iconic gestures detail the mental image
conveyed by the speaker by depicting properties or actions taken on objects,
such as their size or mimicking their movement. Deictics consist in pointing at
world locations and are particularly useful to disambiguate references to objects
and locations. Gestures can also be physical manifestations of abstract concepts,
showing the size of ideas to represent their importance or locating events on a
time line as if they were objects in space. Once materialized, physical actions
can be taken on these objects such as rejecting an idea by a sideways flip of
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the hand [2]. These gestures are called metaphoric since they consider abstract
objects “as-if” they were concrete objects.

Gestures’ meaning is manifold and context dependent. In their realization,
however, gestures are physical actions in the speaker’s immediate physical envi-
ronment, inherently described in physical terms such as size, location or path.

Our long-term research aims to generate verbal and nonverbal behavior that
realize specific communicative intentions from a speaker’s mental space. In this
paper, we focus on the generation of metaphorical gestures1. How can physically
constrained gestures express such a wide range of mental states?

Indeed, speech and gesture don’t reflect the entirety of ongoing thoughts.
A speaker’s discourse follows a flow of ideas, combining speech and nonverbal
behaviors to convey certain intentions and facilitate a listener’s understanding.
What is actually expressed is a specific part of the mental state, a mental space,
a “partial and temporary structure which speakers construct when thinking or
talking about a perceived, imagined, past, present or future situation.”[8, p.3]2.
How this mental space is built and what it contains depends on the context and
on the communicative intentions of the speaker.

Our model draws inspiration from embodied cognition that suggests that we
use the same set of sensory and motor representation to make sense of our
world. Cognitive linguists proposed the Conceptual Metaphor Theory according
to which we understand abstract concepts by mapping them to concrete ele-
ments by using conceptual metaphors (sometimes called image schemas) [12].
For example, we make sense of a “big idea” by mapping the importance of an
idea (an abstract property of an abstract object) to the size of a concrete object.

We propose that, to be expressed with gestures, the mental space has first
to be conceptually grounded, i.e. mapped to concrete elements from which they
inherit physical properties. These properties are then combined into gestures
that convey the desired communicative intentions. Such a model supports a
generative model of gesturing that:

1. allows for a large space of mental representations to be mapped to a com-
paratively small space of metaphoric gestures,

2. can convey complex communicative intentions via composition over this
small set of gestures,

3. guides how properties in abstract propositions (such as “important idea”)
can be conveyed by manipulations of the gestures (big gesture).

After describing the components of our model, we detail its current implementa-
tion and illustrate it with examples. Finally, we comment on the implementation
and discuss future work.

1 See the discussion for an account of the generation of multimodal behavior.
2 A mental space is similar to McNeill’s Growth Point, “a minimal unit of dialectic in
which imagery and linguistic content are combined.”[18, p.18]
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2 Related Work

Researchers have explored several techniques to automate the generation of vir-
tual humans’ nonverbal behaviors that realize communicative intentions.

Most approaches take speech as input to generate appropriate nonverbal be-
havior, but they differ on how the models were developed, the degree of au-
tomation in the generation process itself and the particular classes of nonverbal
behaviors that are handled. Specifically, some systems use annotated text that
specifies what information has to be conveyed nonverbally (e.g. [11]). Such ap-
proach is cumbersome since it requires manual annotations of the utterance’s
text. Data-driven techniques can automate the generation of specific classes of
nonverbal behaviors from specific input. For example, prosody has been used to
generate gestures [16] and text has been mapped to head movements [14] and
gesturing style [10,19]. Another approach consists in analyzing the speech to
infer the underlying communicative intentions. BEAT infers rheme and theme
from the text to generate intonation and emphasis [3]. NVBG detects commu-
nicative functions in the text (e.g. affirmation, emphasis, disfluencies) based on
a keywords mapping [15]. Cerebella integrates acoustic, syntactic and seman-
tic analyses to infer communicative intentions and elements of the mental state
(emotional state, energy, emphasis,. . . ) [17]. The common critique is that while
deeper and more elaborate analyses allow inferring and conveying the commu-
nicative intentions present in the speech, the nonverbal behavior generated is
limited in the range of what can be inferred from the speech utterance only.

This can be overcome by integrating deeper cognitive processes that co-
generate speech and gesture. [1] study the co-production and coordination of
speech and gesture production under linguistic and cognitive constraints. In
particular they show how the conceptualization of path, motion and manner
constrain speech and iconic gesture production. [13] formalize the relation of
gesture and speech with a logical form of multimodal discourse, in particular
between a discourse’s spatial elements and deictic gestures.

Our goal is the co-generation of speech and gesture based on a common repre-
sentation of the communicative intentions. Therefore, our work investigates the
content of this underlying common representation (the mental space) and the
processes that map it to speech, gestures and nonverbal behaviors. In particular,
we propose to explicitly represent the mental space and its grounded counter-
parts, that allows to combine its expression through multiple channels as well as
representing sequences of actions taken on existing elements. In this paper, we
investigate the generation of metaphorical gestures.

3 Model

The Figure 1 presents the elements involved in our model. To generate a ges-
ture plan according to a mental space, we propose to ground this mental space
in concrete domains by using primary metaphors. Primary metaphors are con-
ventional mappings that associate elements from abstract domains to elements
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Fig. 1. Elements and processes of the model.

in the concrete domain [12,8]. “There are hundreds of such primary conceptual
metaphors, most of them learned unconsciously and automatically in childhood
simply by functioning in the everyday world with a human body and brain.
There are primary metaphors for time, causation, events, morality, emotions,
and other domains that are central to human thought” [12, p.257].

Mental Space. What the processes of thought and reasoning look like, what the
content of the mental space is, are open questions that we do not claim to answer
in their entirety. We define a mental space as a structure that reflects commu-
nicative intentions: it contains the information to express, as well as information
regarding how to express it or modify something previously said.

Grounded Conceptualizer. The Grounded Conceptualizer maps the abstract ele-
ments of a mental space to concrete physical elements. This mapping consists in
a systematic projection of the objects, properties and relations from one domain
to another and is based on primary metaphors. Once grounded, the abstract
elements of the mental space have concrete counterparts that can be expressed
with gestures and the communicative intention is mapped into actions on these
concrete objects.

Gesture Mapper. Gestures are physical actions on the speaker’s immediate phys-
ical environment. Therefore, gestures are inherently described in physical terms
such as size, location, path. . . The Gesture Mapper generates a gesture plan by
combining the concrete elements of the grounded mental space according to the
communicative intention.

4 Implementation

In this paper, we formalize the relation between an abstract idea and a concrete
object, and a set and a container, respectively following the metaphors Ab-
stract Object is Concrete Object and Set is a Container). These two
metaphors seem to be the root elements involved in many primary metaphors
[12,8]. Indeed, the concrete domains used in metaphorical mappings can be more
elaborated but in this paper we explore the range of metaphors and metaphorical
gestures that we can reach with these two.
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Fig. 2. Depict the cardinality of a set Fig. 3. Remove an element from a set

In this section, we detail the current implementation of our model. We use
an example that comes from a role-play conversation between a clinician (the
speaker) and an actress pretending to suffer from PTSD (Figures 2-6).

4.1 Mental Space

The two main concepts used in this paper are elements and sets. Elements repre-
sent abstract concepts. they have a type, some properties and can be associated
to other elements via predicates. Sets are structures that group elements sharing
a similar property. Mental spaces are described using OpenCyc3.

In this paper, we demonstrate the implementation of three communicative
intentions:

– Depict a property of an element: depict property(e p)
– Manipulate an existing set4 to add or remove elements: add(e s)

remove(e s).
– Contrast the difference of value between a property of two elements5: con-

trast(p e1 e2)

As stated above, the content of the mental space is driven by what information is
required to convey a specific intention with metaphoric gestures. The information
required for these communicative intentions is given below.

Depict a property

(operation depict_property(s p))

(isa s set)

(p s value)

Remove an element

(operation remove(s e))

(isa e element)

(isa s set)

(contains s e)

Contrast two elements

(operation contrast(p e1 e2))

(isa p property)

(isa e1 element)

(isa e2 element)

(f e1 value1)

(f e2 value2)

3 OpenCyc is a large ontology-like knowledge base. Collections are hierarchically or-
ganized and properties can be inherited. http://www.cyc.com

4 The grounded elements of the mental space are persistent over time.
5 For clarity we only show a contrast between two elements, but the notation could
be extended to consider more of them.

http://www.cyc.com
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Example. The clinician asks: “(1) Is there anything, (2) besides what he wants,
anything you want to work on?”On the first part of the sentence (1), she offers to
discuss any thing and depicts the cardinality of a large set that contains all the
possible discussion topics (see Figure 2). On the second part of the sentence (2),
she realizes that there is a topic included in this set that she does not want to
discuss (“what your husband wants”) so she removes it from the set, generating
a similar action on the container created earlier (see Figure 3). These mental
spaces are described below.

Depict cardinality

(operation depict_property(s cardinality))

(isa s set)

(cardinality s count(s contains t))

(forall t

(and (isa t element)

(type t discussionTopics)

(contains s t)))

Remove an element

(operation remove(s e))

(isa e element)

(isa s set)

(contains s e)

(type e discussionTopics)

(wants husband e)

4.2 Grounded Conceptualizer

The Grounded Conceptualizer maps the abstract elements of the mental space
to physical properties that convey the same meaning. As mentioned above, we
particularly study the domains of Object and Container. An Object has physical
properties such as a size, a weight, a location . . . A Container is an object that
contains other objects.

A set of rules, based on primary metaphors, maps the content of the men-
tal space to physical objects and properties. The following rules state that an
element is mapped to an object and a set to a container.

(type e element) --> (type e’ object)

(type e set) --> (type e’ container)

OpenCyc uses a large hierarchy of collections to represent concrete elements
such as Location, Path, Shape. . . that we use to represent the physical properties
of objects and containers. Once the mapping space is grounded, the physical
knowledge is leveraged by rules that represent the logics of the physical world.
These objects are created in a specific micro-theory inside OpenCyc to control
the inferences that are made. For example, the rule below associates a container’s
location to the objects it contains.

(type c container) (location c loc) (contains c obj) --> (location obj loc)

Example. To illustrate this grounding process, we show how the first part of
the sentence cited earlier is grounded and what information is elaborated. The
set of possible topics is mapped to a container that contains all topics objects.
The operation consisting in depicting the cardinality of the set is mapped to
an operation depicting the size of the bound container. A physical inference is
made: the size of a container depends on what it contains; here, the whole set
of topic objects, and is therefore big.
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(type s’ container)

(contains s’ (all (type t’ object)))

(operation depict_property(s’ size))

(size s’ big)

4.3 Gesture Mapper

Generic gesture rules combine the physical properties of the grounded mental
space according to the desired communicative function. They are explained below
and illustrated on the previous examples.

Depict a Property. Because they are grounded, all abstract properties (such as
the importance or the cardinality of a set) are mapped to physical elements (for
example, size, location, shape, weight,. . . ). The physical properties of objects are
retrieved to generate a gesture. In particular, the salient property to express (p)
and its value val are added to the gesture specification. Other physical properties
are also added to further refine the gesture, but they are optional. For example,
the first part of the clinician sentence (i.e. “Is there anything you want to talk
about ?”) is transformed into the following structure:

<goal=depict id=Container01 type=container size=big/>

Add or Remove an Element from a Set. This communicative intention
implies that the set (and the bound container) already exist in the mental space
(as well as in the physical gesture space, i.e. they have a location). The gesture
rule to remove an element from a container is:

(operation remove(s o)), (isa s container), (location s loc)

--> <goal=remove source_location=loc target=not(location)/>

4.4 Other examples

To show the range of metaphorical gestures that our model can generate, let’s
study how the general representation and processes we just defined can be used
to express an enumeration and a contrast.

Enumerating a Set. An enumeration is a rhetorical structure that consists
in denoting each element of a set. The elements are grounded as objects inside
a container and the enumeration operation consists in depicting the “contains”
property of the container. This creates a unit with one discourse root whose
goal is to enumerate each elements. Each element inside the container is then
sequentially depicted at the container’s location.

(operation (depict_property(c contains)))

--> <goals goal=enumerate type=container id=GenId() location=(location c)/>

for each element (contains c e):

<goal=depict location=(location c) type=object/>

</goals>



Metaphoric Gestures: Towards Grounded Mental Spaces 271

Fig. 4. Enumeration Fig. 5. Contrast now Fig. 6. Contrast past

Example. At the beginning of the conversation, the clinician counts on her left-
hand fingers the specific facts mentioned by the patient’s husband. (see Figure 4).

Contrast. A contrast shows the difference of value between a property of two
elements. For example, we compare the size of two persons or the duration of
two movies.

When applied to the concept, the property returns a scalar value that is
grounded as a location on an axis (horizontal, vertical or frontal axis). Most of the
properties returning a scalar value use the vertical axis (following the metaphor
More is Up). Properties associated to time points use the horizontal axis when
the speaker is not actively involved (Progression is a Writing Line), and
the frontal line when she is (Progression is Moving Forward) [2].

Example. When the clinician says: “You and him feel a little bit distant com-
pared to how it used to be in the past.”, she contrasts the situation now and
how it was. Her mental space is described on the first column above.

To ground this mental space, the Grounded Conceptualizer first retrieves the
axis associated to the time property (horizontal axis). Then, the abstract values
(now and past) returned by the ptime roperty are mapped to locations on the
axis; the primary metaphors Past is Left and Present is Center are used.
Finally, the communicative intention is mapped to depicting the two locations,
leading to a sequence of gestures that locates each object (see Figures 5 and 6).

Mental Space

(type s1 Situation)

(actors s1 (patient husband))

(time s1 now)

(type s2 Situation)

(actors s2 (patient husband))

(time s2 past)

(operation contrast(time s1 s2))

Grounded Mental Space

(operation depict_property(location s1 s2))

(type isa Object)

(location s1 horizontal:center)

(type s2 Object)

(location s2 horizontal:left)

5 Discussion

In this paper, we showed that our model can transform various different men-
tal spaces into gestures specifications by grounding their elements in a physical
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context. We particularly detailed the conceptual mapping from abstract object
and set to concrete object and container. We showed how properties in abstract
propositions can be conveyed by physical properties of gestures and presented
how a relatively small set of operations can combine the physical components of
the grounded mental spaces to convey a speaker’s more elaborated communica-
tive intention such as an enumeration or a contrast over time.

Even though the model presented in this paper focuses on the generation of
metaphorical gestures, we believe that it is generic enough to take into account
other kinds of gestures, namely iconics and deictics. Since Iconics consist in de-
picting one physical property of an object, the mental space is already grounded
and the gesture can be directed specified. Deictics require information about the
objects location in the physical space so pointing gestures can be appropriately
generated. Therefore, integrating these other gestures in this framework seem, a
priori, feasible.

Another question regards the generation of multimodal performances that
would go beyond gestures. Two options can be considered. First, this model
could be coupled to a behavior planner that generates nonverbal behaviors us-
ing either a natural language generator capable of also generating communicative
intentions along with the utterance, or an inference process that would derive the
underlying mental space from the utterance text and audio (in a process similar
to inference-based behavior planners like Cerebella [17]). Generating nonverbal
behaviors based on what is expressed in the speech confines the gesture perfor-
mance as an illustration of the speech. The other -preferred- option consists in
integrating this model in an architecture that generates speech and gesture. One
lead is the model of [5] because it supports an arbitrary granularity of semantics
that would allow us to align the natural language generation to the granularity
of our mental space representation.

A key issue with the current implementation concerns selecting between al-
ternative metaphors. For example, to convey that one idea is important, the
grounding conceptualizer detects that “idea” and “importance” are abstract
concepts and try to map them to concrete objects and properties. Therefore,
it has to select which property is appropriate to represent the abstract notion
of importance. By using primary metaphors, either the size or the weight could
convey the desired intent6. Currently, we randomly pick one candidate map-
ping. Other options would be to internally evaluate the performances resulting
from all candidate mappings. Because conflicts may arise downstream, such as
incompatible grounded spaces or the absence of an appropriate gesture in the
virtual human repertoire, the generated performance might not actually convey
the speaker’s intentions. Preferences could be propagated backwards to decide
which mapping to use in this specific context.

A preferable option would be to have a deeper model of what influences
this choice. Several researchers have focused on this question. For example, the

6 Much more information about which salient property to express is required to guide
the grounding process and address the subtle distinction that a “heavy” decision has
negative outcomes if one is wrong.
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Structure Mapping Theory computes similarity by detecting a similar structure
in source and target elements [7]. Since primary metaphors are not based on any
objective similarity, they cannot be detected or generated by similarity-based
model.

More fundamentally, this problem arises because we currently separate the
reasoning and thought process from the conceptual grounding process. In a more
radical view of embodied cognition, they could be treated as a combined process
and the mental spaces would be inherently grounded. The grounding concep-
tualizer would not be a process in itself, but an underlying process on top of
which our whole thinking and reasoning system is based. Creating such a model
would require to understand -and computationally model- the whole range and
dynamics of thought and reasoning, which still seems quite unrealistic.

Instead, we propose to keep on incrementally leveraging the mental space
representation and its relation to gesture, speech and nonverbal behaviors. We
will study what information is salient in speech, other kinds of gestures and
nonverbal behaviors, and how these modalities relate to each other. Each one
can embellish, substitute for and even contradict the information conveyed by
the others [6]. For example, the same communicative intention can be expressed
by co-occurrent yet different metaphors in speech and gesture [4]. This raises a
number of issues concerning whether each modality can have its own grounded
space, what determines what part is conveyed by each modality and how these
modalities are synchronized.

Beyond providing virtual humans with better communication skills, address-
ing such questions will inform both the representation of the mental space and
the dynamic processes resulting from thought and reasoning, from a perspective
that merges cognitive linguistics and gesture studies.
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Abstract. The ability to craft, tell, and understand stories is impor-
tant for virtual agents that wish to communicate with human users and
simulate human capabilities. We provide an overview of an end-to-end
storytelling system named Scheherazade, which learns domain-specific
narrative knowledge from crowdsourced stories, generates stories and dis-
courses, and presents stories in natural language with diverse personal
styles and sentiments. Extending previous work, this paper addresses dis-
course planning and text generation. Discourse planning selectively omits
events using typicality of events derived from graph structures. Text gen-
eration considers language features computed directly from large-scale
data sets such as the Google N-Gram Corpus and Project Gutenberg
books. Learning from these data sets instills virtual agents with linguis-
tic and social behavioral knowledge.

1 Introduction

Storytelling is considered a hallmark of human intelligence and an effective
method to build interpersonal bonding. As a result, storytelling can be used
by virtual characters to communicate effectively with human users. Bickmore,
Schulman, and Yin [2] describe a study where virtual healthcare agents were
equipped with the ability to gossip about the lives they supposedly have lived
when not interacting with a human. The agents are shown to engage human
users, leading to prolonged periods of interaction. For storytelling agents that
intend to interact with human users over the long term, such as in chronic
patient care, the traditional technique of manual scripting all stories becomes
impractical. Automated story generation techniques, on the other hand, requires
substantial amount of knowledge in order to produce coherent and interesting
stories. Most current story generation systems are manually set up to operate in
only a few micro-worlds at a time.

Open Story Generation systems (e.g. [5,7,11]) can learn the needed knowledge
for story generation and storytelling without a priori knowledge engineering
about a particular domain. This paper extends prior work [4, 5] to address the
problem of telling the story with different personal styles and sentiments from
virtual characters.

Our system is an end-to-end storytelling system whereas other Open Story
Generation systems tend to focus on selected aspects of storytelling. The SayAny-
thing system [11] generates stories from snippets of natural language mined from
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blogs. However, it requires human intervention to maintain story coherence.
McIntyre and Lapata [7] learn plot graphs containing temporal precedences in
the domain of fairy tales and use a genetic algorithm to maximize the coherence
of generated stories. They do not explicitly model discourse or generate stories
with different linguistic styles and sentiments.

Several systems generate speech for virtual characters in storytelling applica-
tions. Rowe et al. [10] rely on manual-authored knowledge but use probabilistic
unification grammar to improve robustness. The Personage system [6] maps
the introversion / extraversion psychological dimension to a large number of lin-
guistic parameters and has been used to generate text for stories [9]. Instead of
generating from a symbolic representation, we select from existing sentences and
consider an additional parameter, fictionality.

2 The Scheherazade System

The Scheherazade system [4, 5] learns the structure of events in a given situ-
ation from crowdsourced exemplar stories describing that situation. The system
architecture is shown in Figure 1. Scheherazade is a just-in-time learner; if
the system does not know the structure of a situation when it is called for, it
attempts to learn what it needs to know from a crowd of people on the Web.
This results in a script-like knowledge structure, called a plot graph. The graph
contains events that can be expected to occur, temporal precedences between
events, and mutual exclusions between events that create branching alternatives.

After acquiring a number of crowdsourced exemplar stories for a particular so-
cial or procedural situation from Amazon Mechanical Turk (AMT), the learning
of the plot graph proceeds in four steps. First, we cluster sentences with similar
semantic meaning from exemplar stories, each cluster becoming one event in
the plot graph. In order to reduce the difficulty in natural language processing,
we have asked crowd workers from AMT to use simple language, i.e., using one
sentence with a single verb to describe one event, avoiding pronouns, etc. In the
second step, we identify temporal precedences between the events by formulating
a constrained integer optimization problem. We compute the confidence for each
possible temporal precedence by performing a hypothesis testing based on the
binomial distribution. Precedence relations with confidence lower than 50% are
excluded. The optimization preserves as many precedence relations as possible
while avoiding cycles in the plot graph. The third step learns mutual exclusion
relations using mutual information. Two events involved in the same mutual ex-
clusion relation cannot both happen in the same story. The final step identifies
certain events as optional, so that it is possible for each event to appear in at
least one generated story.

Story generation in Scheherazade is the process of generating a linear se-
quence of events while respecting the constraints posed by the temporal prece-
dences, mutual exclusion relations, and event optionality. This linear sequence
contains all events that are presumed to have happened in the virtual world,
which may be told as a story. A user study shows the stories generated to be of
good coherence [5].
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Fig. 1. The system pipeline

This paper addresses two later stages in Figure 1: discourse planning and
text generation. Discourse planning is the process of selecting a subset of events
from all events presumed to have happened. Though a story can contain every
event that happened, there are probably trivial and uninteresting events that we
want to avoid in an interesting story. We propose that an interesting story should
contain some events very typical to a situation to establish and communicate this
situation, as well as events that are relatively rare to make the story interesting.
An event’s typicality is computed from the connectivity in the plot graph, using
an algorithm based on Personalized Page Rank [3], incorporating bias for events
frequently appearing in the corpus and penalties for mutual exclusivity.

Text generation depicts a given event sequence in a verbal format. Schehera-
zade selects sentences from the exemplar stories to describe each event and
creates the desired style of the virtual character in terms of the level of detail,
fictional language, and sentiments. We model the amount of details as the prob-
ability of a sentence in English, as Information Theory suggests a less likely
sentence should contain more information. The probability of a sentence is com-
puted using the bag-of-word model, where the probability of each English word is
its frequency in the Google N-Gram corpus [8]. We further model the fictionality
of a sentence, or how much its language resembles fictional novels. The language
used in fictions has distinctive word choice as fictions tend to accurately de-
scribe actions (e.g. “snatch” instead of “take”), emotions, and make less use of
formal words (e.g. facility, presentation). The fictionality of a word is the ratio
between its frequencies in Google N-Gram’s “English Fiction 2012” corpus and
the “English 2012” corpus. The fictionality of a sentence is a weighted average
of the words it contains. In modeling the sentiments of sentences, we improve
SentiWordNet (SWN) [1], a sentiment dictionary, to reduce erroneous values and
expand its coverage. Sentiment values from SWN are used as seeds. New senti-
ments for words are computed by smoothing seed values over a corpus containing
9108 English fiction books from Project Gutenberg (www.gutenberg.org), based
on the intuition that neighboring words should have similar sentiments.
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A virtual character can be created as a combination of different criteria. For
instance, we may want to produce a positive and talkative character, which
selects sentences for positive sentiment and detail. Sentences in an event cluster
are first ranked according to each criteria, and the ranks are combined using the
harmonic mean. We use a Viterbi-style algorithm that prefers sentences referring
to the same nouns and using different verbs to optimize for coherence between
adjacent sentences.

Acknowledgments. We gratefully acknowledge DARPA for supporting this
research under Grant D11AP00270. We thank Jacob Eisenstein, Stephen Lee-
Urban and Rania Hodhod for valuable inputs.
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Abstract. FittleBot is virtual coach provided as part of a mobile ap-
plication named Fittle that aims to provide users with social support
and motivation for achieving the user’s health and wellness goals. Fit-
tle’s wellness challenges are based around teams, where each team has its
own FittleBot to provide personalized recommendations, support team
building and provide information or tips. Here we present a quantitative
analysis from a 2-week field study where we test new FittleBot strategies
to increase FittleBot’s effectiveness in building team community. Partic-
ipants using the enhanced FittleBot improved compliance over the two
weeks by 8.8% and increased their sense of community by 4%.

Keywords: Virtual Agents, Health, Wellness, Conversation, Social.

1 Introduction

Personalization is a critical feature of natural interaction and there is growing
evidence that virtual agents that deliver personalized interaction are more ef-
fective. For example, virtual agents that match the user’s personality have been
shown to help the user spend more time doing their exercises [1], or are judged
as more competent at the task [2,3]. Our work aims to build social capital [4,5]
in teams of users through the use of an in-situ virtual agent called FittleBot in
the conversation feed of the Fittle mobile, social wellness-related application [6].
FittleBot participates in the team by developing and exerting its own social in-
fluence [7] within the team. Our belief is that an artificial agent can increase the
overall level of engagement in the system through interventions in the activity
space of an application.

The Fittle platform is highly team oriented. We want the participants to feel
connected to their team mates whom they may not know, but share a desire
to take care of their health, as in other related work [8,9]. There exists a temp-
tation to defect in these social systems [10]. Group performance in Fittle is
important, and if one individual doesn’t perform well, the overall performance
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goes down. Building social accountability and leveraging social influence have
been shown to help counteract defections, but more work is needed in this area
especially with regard to using team-based social agents to maintain and improve
engagement. This paper aims to better understand how virtual agents can par-
ticipate effectively in a social teams oriented to achieving particular health and
wellness goals.

2 Design and Empirical Evaluation

Fig. 1. Fittle mobile application
team-based social activity feed

We present a 2-week field study compar-
ing the enhanced Fittlebot2 with Fittlebot-
Basic [6]. FittleBot2 has new interaction
strategies intended to foster a sense of com-
munity, increase social accountability and
decrease defection. Fittlebot2 attempts to
engage users unobtrusively and naturally by
prompting team members with self reflective
comments and conversation starters. We hy-
pothesize that an increase in trust needs to
happen early on in the challenge before the
team can begin to support each others’ goals.
We believe that this also applies to groups
who do know each other in person, but may
not be as close or are not sure how to inter-
act with each other through Fittle. FittleBot2
support strategies include asking questions in
a generic way and allowing users to answer
concisely (Fig. 1). FittleBot2 also encourages
users to reflect about self progress and pro-
vides information and shares knowledge with
the team to develop a sense of comradery and
shared goals.

The study uses the Presidential Activity
Lifestyle Award Challenge (PALA+). PALA+
is a loosely detailed routine with room for adaptability and preference selection.
Every day, participants perform a physical activity for 30 minutes and work to-
wards incorporating a new healthy eating habit each week. All the instructions
are adapted directly from the PALA+ website or prepared by certified trainers
from a third party.

We collected information about the participants’ personality, and demographic
information of age, gender, and ethnicity. Pre-test and post-test surveys assess
participants general attitudes towards nutrition and physical activities. After the
experiment, a post survey asked questions about participants general attitudes
towards the FittleBot and their team. We measure “attitudes towards FittleBot”
with a 3-item, 7-point scale, “perceived social support” with an adapted 9-item,
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7-point scale from [11], and “sense of community” with an adapted 8-item, 7-
point scale from [12] detailed in the next section.

3 Experimental Results

Participants in this study were volunteers from a research center on the west
coast of the U.S. The participants were required to read English and be age 18
or older and were not compensated in any manner. Fourteen people signed up for
the study. The average age of the participants is 44 years old (SD=8), ranging
from 31 to 60 years of age. Seven of the participants are White; 6 Asian; and 1
Hispanic. We split the participants into 2 teams of 7 people each. Teams were
distributed across gender and previous Fittle experience, so that 3 experienced
Fittle users were present on both teams.

Both teams participated in the two-week PALA+ challenge. One team was
given FittleBot-Basic, and the other team was assigned to FittleBot2. None
of the team members knew each other prior to the study. This created an ideal
environment for testing pre and post study sense of community. Two experienced
Fittle individuals on each team were asked to be team leaders.

Table 1. Groups in the study and average compliance rate; Mean (Standard Deviation)

FittleBot2 Team FittleBot-Basic Team

Participants (M/F) 7 (2/5) 7 (3/4)
Week 1 Compliance (%) 69.4 (31.3) 79.6 (30.4)
Week 2 Compliance (%) 73.5 (19.2) 45.6 (33.5)

Average 2-week Compliance (%) 71.4 (24.7) 62.6 (26.7)

Table 1 shows the distribution of the participants’ compliance in the challenge,
and shows that the FittleBot2 team has a higher overall compliance. Further-
more, the compliance rate actually improves for the FittleBot2 team while it
drops drastically for the FittleBot-Basic team (t(12) = 0.62, p = 0.54 for week
1; t(10) = 0.01, p = 0.08 for week 2; t(12) = 0.64, p = 0.53 for average 2-weeks).
The FittleBot-Basic team started off strong, but exhibits the typical Law of At-
trition drop off rates from the first to second weeks. Interestingly, the FittleBot2
team starts off less strong, and increases compliance in the second week. Next,
we explore the impact of specific elements of FittleBot2 and analyze the results
of the post surveys

Conversation starters. Conversation starters were posted by FittleBot2 once
a day if there seemed to be little activity within the team, to try to encourage
members to log on and share. Five of the 7 team members of the FittleBot2
team responded to “What’s everyone’s favorite vegetable?” with a variety of
responses: “yellow beets!!”, “Tough choice...Asparagus and broccoli are a close
first...Spinach cooked or salad...”, “Raw: peppers; cooked, with oil and garlic
and ginger: eggplant. But heritage tomatoes are pretty darn good too. And
broccoli with cheese”, “Large pea leaf sprouts”, “Brussels sprouts—sauteed so
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they carmelize”. FittleBot2 also provided self reflection questions like “What
are you hoping to gain from this challenge?” Some team responses included “I’ll
be going on a canoe trip next summer and I want to get into a routine that
improves my upper body strength so I will enjoy the trip more,” and “Posi-
tive and healthier lifestyle changes.” Two other team members supported their
teammates’ answers with a High Five (the Fittle app equivalent of a Like).

Attitudes towards FittleBot. We looked at how each team felt about their
own team and the way that FittleBot paid attention to them as an individual and
a team. Across teams, the FittleBot2 team felt stronger about FittleBot (t(21) =
2.57, p < 0.01, Cohen’s d = 0.95; means 4.6 and 3.5 respectively). Across teams,
there was no different between the FittleBot2 team and FittleBot-Basic team’s
attitudes towards their team (t(22) = 0.98, p = 0.37, Cohen’s d = 0.37; means 5.6
and 5.2 respectively). Within each team, the FittleBot-Basic team feels stronger
about their own team (t(22) = 3.8, p < 0.005, Cohen’s d = 1.39; means 5.2 and
3.5 respectively) and the FittleBot2 team surprising show no difference in their
attitudes towards the team and FittleBot (t(20) = 2.6, p = 0.013, Cohen’s d
= 0.9; means 4.5 and 5.6 respectively). This suggests that the FittleBot2 team
perceives their own team and FittleBot similarly in terms attention paid to them.

Sense of community. The Sense of Community scale represents the dimen-
sions of needs fulfillment, group membership, influence, and shared emotional
connection, which were found to be “correlated as expected with community
participation, psychological empowerment, mental health, and depression.” Ta-
ble 2 shows the measured means for each subscale for each team. For each of the
four subscales, the FittleBot2 team reported higher scores (“fulfillment” t(10)
= 0.65, p = 0.53; “membership” t(9) = 2.2, p < 0.05; “influence” t(7) = 0.98,
p = 0.35; “emotional connection” t(10) = 0.1.3, p = 0.2). Note that there is
a wider spread of “influence” and “emotional connectedness” on the FittleBot2
team than the Fittlebot-Basic team. This suggests that people on the FittleBot2
team had a diverse level of sense of community with FittleBot2.

Table 2. Sense of Community among teams; Mean (Standard Deviation)

FittleBot2 Team FittleBot-Basic Team

Fulfillment 8.2 (1.5) 7.8 (1.1)
Membership 10 (1.5) 8.4 (1.5)
Influence 8.9 (1.7) 8.2 (0.44)

Emotional Connectedness 9.4 (2.0) 8.2 (1.1)
Total 36.5 32.6

Perceived social support. Perceived social support refers to one’s personal
appraisal of his or her available support [11], which is is more important than
actually receiving that support [13]. The Perceived Social Support Scale measures
one’s perceived level of support towards friends, family (which we interpreted
as team) and a significant other. We excluded measuring significant others in
our study. Examples of questions include, “My team really tries to help me” for
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Table 3. Perceived Social Support among teams; Mean (Standard Deviation)

FittleBot2 Team FittleBot-Basic Team

Team/Family 16.6 (2.1) 15.2 (1.3)
Friends 3.4 (1.1) 3.8 (0.45)
Total 20 19

the family subscale, “I can count on my friends when things go wrong” for the
friends subscale. Higher scores indicate higher social support (“team” t(10) =
1.37, p = 0.2; “friends” t(8) = 0.78, p = 0.45).

Table 3 shows the measured means for each subscale for each team. While the
FittleBot2 team found a greater perceived support from their team, they found
a lower perceived support from the individuals on that team. Again, note the
wider spread of scores on the FittleBot2 team. This suggests that people on the
FittleBot2 team had a diverse level of perceived support possibly speaking to
individual preferences for FittleBot2’s new strategies.

4 Conclusions and Future Work

This paper presents a field study of Fittlebot2, a virtual agent in the Fittle app,
that aims to foster a sense of community with conversation starters. We see a
trend towards an increase in compliance for the FittleBot2 team, and observe
that conversation starters seem to engage teammates of the Fittlebot2 team. We
measure a greater sense of community amongst the FittleBot2 team members
than the FittleBot-Basic team members. The FittleBot2 team also saw its own
team on the same level as FittleBot2, whereas there was a significant difference
in how the FittleBot-Basic team saw its team and FittleBot-Basic.
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Abstract. The modelling of empathic reactions in virtual agents has
been recognised as a key aspect to improve agent-user relationship. Em-
pathy is particularly important in a virtual agent used in computer-based
psychotherapy applications. From a clinical perspective, it is more useful
to produce therapeutic-empathy responses in the agent and not only nat-
ural empathic reactions as response to patient’s inputs. Based on Gross’s
theory of emotion regulation, this paper presents a model of cognitive
change used to reappraise with a more positive perspective those nega-
tive situations reported by the user and provide an adequate emotional
reaction during the interaction. An initial evaluation of the model is also
presented and the further work is described.

Keywords: affective process modelling, emotion regulation, reappraisal.

1 Introduction

The development of applications for computer-based psychotherapy has been in-
creased in last years due to the multiple advantages they offer, including reduc-
tion of costs, logistics of scheduling, stigma, or availability of therapists among
others [6]. The use and benefits of virtual agents as enhanced interfaces for this
type of applications have been explored to support people with different mental
health related conditions (see e.g. [17], [18]). The key idea behind the use of
virtual agents in psychotherapy is to create improved relationships between the
users and the agent. If patients builds a rapport with their agents, they are more
likely to use the system, more motivated to complete longer sessions, which in
turn facilitate a better adherence to support the treatment process [1].

A key characteristic that believable virtual agents should have for their use in
clinical psychiatry is the generation of adequate emotional responses that con-
vey empathy during the interaction with the user [2]. This is something not new
in psychotherapy where empathy is considered a fundamental aspect in pro-
moting therapeutic change when providing counseling and psychotherapeutic
interventions [19]. The modelling of empathic responses in synthetic characters
as virtual assistants to support the treatment of mental health disorders faces
some challenges that need to be carefully addressed. For example, in the treat-
ment of major depression, an interactive virtual agent must not display a pure
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emotional empathic behaviours by adopting the same typically negative mood
of the patient. The disadvantage is that these behaviours can be interpreted as
sympathetic expressions of condolence that may imply a sense of unintended
agreement with the patients (negative) views [7]. What is most beneficial from a
clinical perspective is not to produce only natural empathic reactions as response
to the patient’s input, but to convey therapeutic-empathy responses.

Thus, it is important to distinguish natural empathy (experienced by people in
everyday situations) from therapeutic empathy in order to provide the patients
with useful feedback for their particular condition [20]. One of the key differ-
ences between natural and therapeutic empathy is the “addition of the cognitive
perspective-taking component to the emotional one; the cognitive component helps
the therapist to conceptualize the client’s distress in cognitive terms” ([20], pp.
594). In other words, a therapist should “assume both the role of an emotional
involvement in an interview with a patient and an emotional detachment that
allows for a more objective appraisal” ([7], pp. 102) in order to avoid a wrong em-
pathic attitude generated when the therapist does not to some degree maintain
an emotional distance from the patient.

In this paper, we describe a model of this perspective-taking component aimed
to produce in a virtual agent the required emotional detachment or emotional
distance at specific stages of the interaction with particular users e.g. those under
treatment of major depression. The theoretical basis of the proposed model lies
in J. J. Gross’ process model of emotion regulation [9]. We particulary describe
the modelling of cognitive change, one of the strategies of emotion regulation
proposed by Gross. The implementation of the model have been developed as
an extension of the FAtiMA (appraisal-based) computational architecture of
emotions [8]. The main aim of this extension is to create a mechanism that
down-regulates those negative emotions that would be elicited in the virtual
agent as a consequence of a negative event produced in the agent’s world.

2 Related Work

There are currently just few works that have implemented a computational
model of emotion regulation. One of these works is the developed in the group
of Bosse and colleagues which have also used Gross’s emotion regulation model
as the theoretical basis. In this work, the four antecedent-focused emotion reg-
ulation strategies defined in Gross’s work [10] have been formally modelled and
incorporated in synthetic characters as participants in a virtual storytelling [4].

In a subsequent work, Bosse and colleagues constructed virtual agents not only
with the capacity of regulate their emotions, but also with the ability of reasoning
about the emotion regulation processes of other agents [3]. This model has been
called CoMERG (the Cognitive Model for Emotion Regulation based on Gross)
and it formalizes Gross model through a set of difference equations and rules to
simulate the dynamics of Gross’ emotion-regulation strategies [5]. The modelling
and simulation of the different emotion regulation strategies is the main aim
of CoMERG, but the underlying appraisal and affect derivation mechanisms
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required to generate specific emotions according to the observed world-state are
not explicitly addressed. In a more recent work [12] the integration of CoMERG
with other two computational models of emotions EMA [14] and I-PEFICADM

[11] is proposed to cover the complete process of emotion generation, regulation
and action responses in virtual agents.

The FAtiMA architecture [8] also applies its own strategy (which is based on
[13]) for changing world interpretation and lowering strong negative emotions.
This mechanism is part of the FAtiMA deliberative layer which implements two
types of coping to deal with changes in the environment. The problem-focused
coping acts on the agent’s world to deal with the situation and consists of a set of
actions to be executed to achieve the desired state of the world. The emotional
focused coping is used to change the agent’s interpretation of circumstances.
When a specific plan or action fails in the intention to achieve or maintain a
desired goal, a mental disengagement is applied. Mental disengagement works
by reducing the importance of the goal, which in turn reduces the intensity of
the negative emotions triggered when a goal fails [8].

In a virtual agent used to support the treatment and recovery of people with
major depression, what is still needed is a mechanism to re-interpret (i.e. reap-
praise) a situation that is detected as adverse to the patient’s condition and
that could lead to the triggering of a negative emotion in the agent. While
the current emotion-focused coping of FAtiMA is concentrated in the achieve-
ment/maintenance, or not, of the agent’s internal goals and the reduction of
the intensity in the negative OCC prospect based emotions [16], we need an
emotional regulation module that down-regulates the intensity of the negative
affective state produced by a situation derived from those negative events in the
patient’s status. Thus, the verbal and nonverbal feedback provided to the pa-
tient based on the VA’s affective state would contribute to a better therapeutic
empathy communication during the course of the interactive session.

3 A Model of Cognitive Change

3.1 Theoretical Roots

An important research work that proposes a theory about the generative process
of emotion regulation is the model proposed by J. J. Gross [9], [10] which refers
to the heterogeneous set of processes by which emotions are themselves regulated.
His proposed model covers the conscious and unconscious strategies used to
increase, maintain, or decrease one or more components of an emotional response.
Gross identifies and defines five families of emotion regulation processes: situation
selection, situation modification, attentional deployment, cognitive change and
response modulation.

Situation selection is described as when an individual takes the necessary ac-
tions to be in a situation the individual expects will raise a certain desirable
emotion. Situation modification refers to the efforts employed by the individual
to directly modify the actual situation to alter its emotional impact. The third
family, attentional deployment, refers to how individuals direct their attention
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within the current situation in order to influence their emotions. The Cognitive
change family is described as when the individual changes how the actual situa-
tion is appraised to alter its emotional significance, either by changing how the
individual thinks about the situation or the capacity to manage it. Finally, the
response modulation family refers when the individual influences the physiolog-
ical, experiential, or behavioural responses to the situation.

Each family of emotion regulation processes occurs at different points in the
emotion generation process and there are substantial differences between them
(see details in [10]). An important aspect to consider is that the first four emotion
regulation families occur before any appraisal produces the full emotional re-
sponse (antecedent-focused), while the last family (response modulation) occurs
after response tendencies have been initiated (response-focused). One particular
strategy studied in [9] as a type of cognitive change (antecedent-focused) is reap-
praisal. According to Gross, reappraisal occurs early in the emotion generation
process and it involves cognitively neutralizing a potentially emotion-eliciting
situation. The model described in the following section uses the reappraisal strat-
egy as the core mechanism to generate a cognitive change in the agent once a
particular situation is detected.

3.2 The Modelling of Reappraisal as Cognitive Change

Based on Gross theory, we have designed a mechanism to reappraise those events
susceptible to triggering negative emotions in the agent. Using the concepts
of Gross theory, we represent a situation composed by the event or events
produced in the agent’s environment (see Fig. 1). In our scenario, the events
occur during the interaction with the user and most of them are related with the
actual detected or reported condition of the user. The actual situation meaning
can be changed using a pre-defined set of situation meanings which in turn
are formed by the different events that are used during the reappraisal process.
The reappraisal is triggered only when the target (negative) emotion exceeds
a predefined threshold which represents the maximum intensity allowed in the
target emotion. Reappraisal can produce a different -positive- emotion or the
same negative emotion with a decreased -down-regulated- intensity. The diagram
in Fig. 1 represents the concepts and the flow of the reappraisal process.

According to Gross’s theory, the cognitive change is an antecedent-focused
strategy of emotion regulation, which means that it occurs before appraisals
give rise to full-blown emotional response tendencies [10]. Thus, our reappraisal
mechanism is activated when a new event is received from the agent’s environ-
ment. A prospective appraisal is executed to assess if the event derives from
a desirable or undesirable (in terms of the agent’s goals) situation related to
the patient’s condition. The result of this prospective appraisal is the projec-
tion of the potential emotional state produced by this event. In other words,
our model “simulates” the appraisal and affect derivation processes to analyse
the emotional consequences of the current situation, but without producing the
full-blown emotional responses.
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Fig. 1. Cognitive change model diagram

If the projected emotional state involves the activation of a positive emo-
tion -no emotion regulation is required- then the same event is used to execute
the real appraisal and generates the corresponding responses in the agent. On
the other hand, if the projected emotional state includes the activation of a neg-
ative emotion with an intensity greater than the pre-defined maximum thresh-
old, the corresponding pre-defined alternative event(s) is selected for reappraisal
which would construct a more positive meaning of the original situation. If the
emotional state produced by the reappraisal is better (i.e. produces a positive
emotion or the same negative emotion but with a reduced intensity) than the sim-
ulated situation, the reactive and deliberative responses -i.e. the coping process-
are executed continuing with the next interaction cycle.

To exemplify this process consider an interactive session where the agent
administers a standardised questionnaire to daily collect information about the
patient’s wellbeing. One specific question is to get information about the mood of
the user. If the patient is reporting a low mood, the agent can appraise this event
as highly undesirable for the patient’s condition, generating a strong negative
emotion. Using the cognitive change strategy of emotion regulation, the agent can
change the meaning of this situation using an alternative view. In the example,
the agent can consult the responses obtained to this question during previous
sessions which is stored in a model of the patient. Using a linear regression
approach, those previous responses are analysed to check whether those values
shows a positive tendency in the patient’s mood. If this positive tendency is
found, the original event would be reappraised as “not much undesirable” to the
patient (thought the current level of mood reported is not the optimal).

The reappraisal process can change the emotional state or the emotion’s in-
tensity in the VA which is reflected in the feedback provided to the patient,
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something like “Ok, it seems that your mood today is not very good, but in gen-
eral terms you are making good progresses in the last days”. This is different
from the feedback that the VA would provide if the response is based only on
the negative meaning of the current situation (e.g. “Ok, it seems that you have a
difficult day, but please continue with the treatment”). In both cases, the verbal
feedback will be accompanied by a facial expression according to the activated
emotion and its intensity.

This reappraisal mechanism has been implemented as an additional module
of the FAtiMA modular architecture. A key advantage of FAtiMA is its modular
implementation which is composed of a core functionality plus a set of com-
ponents that add or remove particular functionalities (in terms of appraisal or
behaviour) making it more flexible and easier to extend. The set of the targeted
emotions that needs to be regulated, the maximum intensity threshold of each
emotion and the different situation meanings containing the events used during
the reappraisal can be authored in an XML file in a similar fashion as the agent’s
goals, action tendencies and emotional thresholds that need to be authored in
FAtiMA to produce the different agent’s behaviours. This file, as other FAtiMA
setting files is loaded when the agents and their scenario are started. An example
of the file used in the cognitive change model is as follows:

<EmotionRegulation>
<!--Targeted emotions for regulation-->
<EmotionalDesiredIntensities>

<EmotionalDesiredIntensity emotion="Distress" desiredIntensity="3">
<EmotionalDesiredIntensity emotion="Pity" desiredIntensity="3">
...

</EmotionalDesiredIntensities>

<!--Situation meanings used for reappraisal-->
<SituationMeanings>

<Situation name="High Depression Score">
<ElicitingEmotion type="Distress" minIntensity="6">

<CauseEvent subject="User" action="High Score PHQ-9">
</ElicitingEmotion>
</EventForReappraisal subject="[SELF]" action="getPreviousDepressionScore"

target="User" parameters="2">
<Situation>

<Situation name="Low Mood">
<ElicitingEmotion type="Distress" minIntensity="6">

<CauseEvent subject="User" action="Low Score DailyMoodCheck">
</ElicitingEmotion>
</EventForReappraisal subject="[SELF]" action="getPreviousMood" target="User"

parameters="5">
<Situation>

</SituationMeanings>
</EmotionRegulation>

The content of the file is divided into two main parts: the first part under the
<EmotionalDesiredIntensities> tag defines the targeted emotions that need to be
regulated (in our scenario, at the moment we are concentrating only on negative
emotions). The file sets the desiredIntensity of each emotion representing the
maximum intensity allowed for that emotion. When a new event is appraised
and the prospective emotion is elicited with a higher intensity than the value
defined in this parameter, the reappraisal process is triggered. The second part
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of the content under the <SituationMeanings> tag defines the set of situations
that are candidates to be reappraised with a more positive perspective. Each
situation contains the event (<CauseEvent>) that would elicit the negative emo-
tion (<ElicitingEmotion>) and the definition of the event used for the reappraisal
(<EventForReappraisal>) process. The event used during the reappraisal is com-
posed by four parameters following the same definition of an event used in FA-
tiMA [8]: the subject who performs the action; the action to perform; the target
of the action; and a list of parameters with additional information.

The mechanism to select the specific situation in the emotion regulation com-
ponent is also based on the activation of action tendencies of FAtiMA. When
executing the prospective appraisal using the event defined in the <CauseEvent>

tag, if the projected emotional state activates the emotion type with an inten-
sity equal or greater than the minIntensity value, then the event defined in
<EventForReappraisal> is selected to execute the reappraisal process. This event
contains the action that will be executed to get an alternative meaning of the
current situation (e.g. in the Low Mood situation of the XML example, the vir-
tual agent gets the scores of the mood reported by the patient in the past 5
days to detect if the mean of the previous values is high or if there is a positive
tendency in the mood of the patient).

It is important to consider that the result of the reappraisal does not necessar-
ily change a negative situation. Continuing with our example, the result of the
previous values in the patient’s mood state could indicate a negative tendency in
the evolution of his/her wellbeing. In these cases, the resultant emotional state
could even increase the intensity of the negative emotion. As a requirement of
our scenario is not to convey strong negative emotional responses during the
interaction, the response modulation strategy is applied as an alternative to the
cognitive change strategy (not described here for lack of space but details are
presented in [15]).

4 Initial Evaluation

The presented model is part of the mechanism that generates the behaviour of
a virtual agent developed in the context of the EC-FP7 Help4Mood research
initiative (www.help4mood.info). The main aim of Help4Mood is to support
the treatment of people who are recovering from major depressive disorder in
the community. The complete Help4Mood system is composed of three main
components: the virtual agent which acts as the main interface with the user; a
Decision Support System (DSS) which manages, analyses and summarises the
users daily sessions; and the Personal Monitoring System (PMS) in the form of
sensor devices used to collect patterns of physical activity and sleep.

The virtual agent has been designed to facilitate the collection of relevant
data including subjective measures (by applying standardised questionnaires and
guided interviews), and neuropsychomotor measures (by offering tasks for speech
input) which are designed to complement the objective measures obtained from
the PMS. The collection of the patient data is carried out through daily sessions
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Fig. 2. The Help4Mood GUI

where the content of each session varies, with some tasks being carried out every
day and some others executed weekly (see Fig. 2).

A first evaluation of the proposed model has been performed configuring two
different scenarios. In scenario I, the cognitive change model is not included in
the virtual agent. For this case, when something bad is detected in the wellbeing
condition of the patient (inferred in the DSS from the PMS data or from patients
self-reports), a neutral attitude (i.e. no emotion) is adopted by the agent which
is reflected in the feedback dialogue and in its facial expressions. In scenario
II, the cognitive change model has been included allowing the elicitation of
negative (but regulated) emotions in the agent during the interaction with the
user. Enrolled participants were individuals with major depressive disorder as
a primary diagnosis with a mild to moderate range; aged between 18 and 64
inclusive; and living at home.

A total of 8 participants were enrolled in the pilot, 5 of them (two male and
three females) were assigned to scenario I and 3 (all of them females) to scenario
II. The participants used the Help4Mood system for 2 weeks followed by an
exit interview containing questions to assess the acceptability of the system’s
components. The method to assess the emotional behaviour of the agent included
two Likert-based scale questions Q1: “The virtual agent behaves cold and aloof ”
and Q2:“I am comfortable with the emotional responses of the VA”. While in the
first scenario only 1 of the 5 participants noted the emotional reactions in the
VA, the participants in the second scenario noted better the emotional behaviour
of the agent. In concrete, two of the three participants in scenario II rated Q1
as disagree stating that they did not consider the VA behaves cold and aloof.
Similar results were obtained for Q2: 2 participants were agree and 1 disagree
regarding the emotional responses provided by the agent.

Although this initial feedback is interesting, the small number of participants
in the first pilot is not relevant to get definite conclusions. These initial results
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will be complemented with the final pilot of the project involving a minimum of
15 participants using the system during 4 weeks and which is already started.
Nevertheless, what is interesting from the initial evaluation is that with the
inclusion of the emotion regulation model, the participants in scenario II noted
better the emotional reactions from the VA than the participants in scenario I.
This suggests that the inclusion of negative (but regulated) emotional reactions
in the VA to the reported adverse events in patient’s wellbeing contributes to
better convey adequate empathic reactions.

5 Conclusions and Further Work

The modelling of a reappraisal process as an strategy of emotion regulation has
been presented as the mechanism to produce more varied and adequate emo-
tional responses in a virtual agent used to interact with individuals recovering
from major depression. In particular, the emotional reactions of the VA in front
of adverse situations, related with the detected wellbeing of the user, have been
improved and facilitates the provision of a more empathic feedback according
to the detected events. Initial tests have been performed to analyse the differ-
ent reactions and feedback produced during the reappraisal of some negative
events. These new emotional reactions has facilitated the inclusion of more spe-
cific dialogues during the session which in turn would facilitate a better level of
acceptability in the users. Nevertheless, the significant evaluation of the model
is expected during at the end of the final pilot where the feedback from a greater
number of participants will be collected.

An additional interesting further work is to investigate whether the regulation
of negative emotions is enough to produce useful therapeutic empathy responses.
At the moment, and following clinicians recommendations, we have concentrated
on the regulation of negative emotions. Depending on the results collected from
the final pilot, we would assess if there would be situations where even when
the user is reporting a good input to a specific question, the agent should also
regulate its positive emotional responses reflecting on a more general assessments
of current patient’s condition.
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Abstract. Within the clinical education community, there is a desire to
improve learners’ pain observation skills. Virtual patients can be used as
a training tool for this purpose. In this paper, we present a pioneering
approach for synthesizing naturalistic pain on virtual patients. Using
the UNBC-McMaster pain archive and a CLM-based face tracker, we
performed naturalistic pain synthesis. We conducted an experiment to
validate our synthesis approach and compared it to manual methods
that use FACS-trained animators. Our results suggest that our approach
was effective, and yielded higher pain labeling accuracies compared to
manually animated painful faces. This research offers a new tool to both
the virtual patient and clinical education communities.

Keywords: Virtual patients, pain synthesis, facial expression synthesis,
healthcare simulation, patient simulation.

1 Introduction

Many researchers in the fields of affective computing and clinical education are
interested in patient simulation (c.f., [1–4]). Simulated patients provide safe expe-
riences for clinical trainees, where they can practice communication, assessment,
and intervention skills, without fear of harming a real patient. (See Fig. 1). Al-
though this technology is in widespread use today, commercial patient simulators
lack sufficient realism. They have static faces with no capability to convey facial
expressions, despite the vital importance of these non-verbal expressivity cues
in how clinicians assess and treat patients [5, 6].

This is a critical omission, because almost all areas of health care involve
face-to-face interaction [7]. Furthermore, there is overwhelming evidence that
providers who are skilled at decoding communication cues are better healthcare
providers: they have improved patient outcomes, higher patient compliance and
satisfaction, greater patient safety, and experience fewer malpractice lawsuits
[6, 8, 9]. In fact, communication errors are the leading cause of avoidable patient
harm: they are the root cause of 70% of sentinel events, 75% of which lead to a
patient’s death [10].

In studying how individuals, teams, and operators interact with inexpressive
simulators, our work suggests that commercially available systems are inade-
quate for the task of training students due to their complete inability to pro-
vide human communication cues [11–14]. In particular, these simulators cannot

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 295–309, 2014.
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Fig. 1. Left: A team of clinicians treat a simulated patient, who is conscious during
the simulation, but has no capability for facial expression. Right: A commonly used
inexpressive mannequin head.

convey visual signals of pain to medical trainees even though perceiving a pa-
tient’s nonverbal pain cues is an exceptionally important factor in how clinicians
make decisions. Existing systems may be preventing students from picking up
on patients’ pain signals, possibly inculcating poor safety habits due to a lack of
realism in the simulation [15, 16].

Our work focuses on making patient simulators more realistic by enabling
them to convey realistic, patient-driven facial expressions to clinical trainees.
We are designing a new type of physical patient simulator with a wider range
of expressivity, including the ability to express pain and other pathologies in its
face [4]. This paper presents one aspect of this project, which includes research
questions surrounding synthesizing naturalistic1 painful faces on a virtual avatar
and evaluating how they are perceived.

This research fills a gap in the virtual patient problem domain, because al-
though there is a growing body of literature on automatic pain recognition [18–
20], there is little published work on automatic pain synthesis, particularly using
naturalistic data. This work also will enable medical educators improve their
face-to-face communication skills and pain recognition skills, which, according
to the literature, are both in need of attention [5, 6, 21].

1.1 Our Work and Contribution

In this paper, we describe a technique for naturalistic pain synthesis on virtual
patients, and report on several perceptual studies to validate the quality of the
synthesis. For synthesis, we used a constrained local model (CLM)-based facial
feature tracker applied to examples from the UNBC-McMaster Pain Archive [22].

We modeled our perceptual experiment on work by Riva et al. [23], where par-
ticipants classified videos of three types of synthesized facial expressions: pain,
anger, and disgust, across three genders - male, female, and androgynous. Riva
et al. considered anger and disgust as reasonable expressions for comparison

1 Here, naturalistic refers to non-acted, real-world data obtained “in the wild”. c.f. [17].
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because of their “negative valence and threat-relevant nature”. They explored
avatar gender variations, because previous work in the field suggested a relation-
ship between actor gender and pain detection accuracy [24]. In their work, the
facial expressions were manually created by an animator using FaceGen 3.1, and
reviewed by experts trained in the Facial Action Coding System (FACS).

Riva et al. [23] had two findings of note. First, they found participants were
less accurate in decoding expressions of pain compared to anger and disgust
(similar to other work, c.f. [25–27]). Second, regardless of gender, participants
had better pain detection accuracy for male avatars. Given a naturalistic ap-
proach to synthesis, we wondered if the findings by Riva et al. [23] would hold,
and, thus, replicated their experiment.

We have two main research questions. First, are participants able to distin-
guish expressions of pain from anger and disgust, and how do their accuracies
differ? Based on findings by Riva et al. [23], we predict that overall, partici-
pants will be more accurate at detecting disgust compared with pain, and more
accurate at detecting anger compared with disgust.

Second, how does an avatar’s gender affect pain detection accuracy? In addi-
tion to being curious if we can replicate findings by Riva et al. [23], we also would
like evidence-based insights into how to design our physical robotic patient. We
eventually will need to make decisions about the apparent gender of the robot,
and this will require careful weighing of our findings. Based on findings by Riva
et al. [23], we predicted that pain detection accuracy will be lower overall when
expressed on a female avatar compared to a male avatar2.

Our methodology, described in Section 2, addresses these research questions
through a 3x3 online study in which subjects labeled videos of male, female, and
androgynous avatars displaying pain, anger, and disgust.

Our results, discussed in Section 3, showed that participants were able to dis-
tinguish facial expressions of pain from anger and disgust by performing natural-
istic synthesis, and were less accurate in decoding disgust compared to pain and
anger. Furthermore, we did not find support for the avatar gender finding by Riva
et al.; in our data avatar gender did not have significant effect on pain detection
accuracy. Finally, our results suggest that naturalistic pain synthesis on virtual
avatars is comparable to manual pain synthesis, and arithmetically, may be bet-
ter. We discuss the implications of our findings for the community in Section 4.

2 Methodology

2.1 Background

Similar to other expressions of emotion, facial expressions of pain are an impor-
tant non-verbal communication signal, particularly in healthcare [30, 31]. Until

2 In this work we did not explore the effect of participant gender. The reason is that
despite findings about how it affects accuracy in detecting some aspects of expres-
sivity (e.g., arousal and valence) [28, 29], there is no evidence to suggest it affects
overall categorization.
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recently, self-reporting and clinical observations were the primary ways used to
detect pain. However, these methods have several issues. For example, self-report
cannot be used for children or patients with communication challenges (e.g. cog-
nitive impairments, unstable states of consciousness or lucidity, etc.). Moreover,
there are differences between how clinician and how patients conceptualize pain,
which can lead to problems [18, 19, 31, 32].

Psychologists propose that pain is expressed by certain facial movements.
While there is some research suggesting pain can be idiosyncratic [33, 34], we
approach our research with respect to the Facial Action Coding System (FACS)
which states pain can be interpreted universally from face. FACS uses 46 action
units (AUs) as its building blocks to code facial expressions. This system was
developed initially by Ekman [35] to code basic emotions based on facial muscle
activities, and later was applied to pain, notably by Prkachin [19] and Craig [36].

To date, several research groups have worked on techniques for automatic pain
detection, a process that involves automatic facial feature extraction and train-
ing of classifiers to detect pain. For example, Ashraf et al. [18] classified videos
from the UNBC-McMaster Shoulder Pain Expression Archive Database [22] into
pain/no pain categories using machine learning approaches. Their feature extrac-
tion was based on Active Appearance Models (AAM), which we describe in more
detail in Section 2.4. The researchers decoupled shape and appearance parame-
ters from facial images and used Support Vector Machines (SVM) for classifica-
tion. Others have also explored automatic pain recognition, c.f. Prkachin et al.,
Monwar and Rezaei, and Hammal et al. [20, 37, 38]

Despite the aforementioned work on automatic pain detection, there is little
work on automatic pain synthesis. In our work we studied features that were
used in the literature for pain facial expression detection and instead employed
them to synthesize facial expression of pain.

2.2 Overview of Our Work

We employed performance-driven synthesis of pain, anger, and disgust on three
virtual avatar faces (female, male, and androgynous) to answer the aforemen-
tioned research questions. Performance-driven synthesis is a commonly used an-
imation technique that tracks motions from either a live or recorded actor and
maps them to an embodied agent, such as a virtual avatar or physical robot
[39, 40]. This technique has been used in the literature to synthesize a wide
range of naturalistic facial expressions [41, 42], but not pain.

In our work, the source videos we used for pain synthesis came from the
UNBC-McMaster Pain Archive [22] and the source videos for anger and disgust
from the MMI database [43]. We used ten source videos for each expression
type. Our stimuli creation process included four steps. First, we used a Con-
strained Local Model (CLM) based tracker to extract 68 feature points frame-
by-frame from each source video. Next, we mapped the extracted feature points
to the virtual character control points for animation in Steam Source SDK. Then,
we animated three different virtual characters (female, male, androgynous) per
each expression type, resulting in 90 stimuli videos. Finally, we ran several pilot
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studies to label both gender and expression, and to establish which videos to
include in our main study. This resulted in 27 stimuli videos.

2.3 Source Video Acquisition

For the source videos depicting painful expressions, we used the UNBC-McMaster
Shoulder Pain Expression Archive Database [22]. This is a fully labeled, natural-
istic data set of 200 video sequences from 25 participants suffering from shoulder
pain (52% female). Participants performed range-of-motion tests on both their
affected and unaffected limbs under the instruction of a physiotherapist. At the
frame level, each frame was coded using the facial action coding scheme (FACS),
and contained 66-point AAM landmarks. Each frame also received a pain score
ranging from 0 to 12. At the sequence level, each video has both self-report and
observer ratings of pain, the latter ranging from zero to five.

In our study we only included videos in which pain was present. Similar to
Ashraf et al., [22] we considered pain to be present in a sequence if its observer
rating was three or greater, and pain to be absent if its observer rating was zero.

For the source videos depicting anger and disgust, we used the MMI database
[43]. This is a database of posed expressions from 19 participants (44% female)
who were instructed by a FACS expert to express six basic emotions (surprise,
fear, happiness, sadness, anger and disgust). Each video begins with a neutral
expression and then transitions into the target expression.

We included source videos from these two databases that were determined by
two human judges to be accurately tracked by our face tracker. Judges watched
the source videos with the CLM mesh drawn on the face and rated all videos
on a scale from one to four, depending on how well the mesh aligned with the
face throughout the video. We only included videos in which both judges gave
the video a tracking score of one. This resulted in 10 source videos from each
expression category (pain, anger, disgust). Figure 3 (top) shows some sample
frames from these databases.

2.4 Feature Extraction

For tracking facial features, we used Constrained Local Models (CLMs), which
are a shape-based tracking technique similar to Active Appearance models
(AAM). AAMs are statistical methods for matching the model of a user’s face to
an unseen face. A CLM-based approach is similar to an AAM-based approach,
except it is person-independent, and does not require any manual labeling of an
actor’s face [44–46].

To our knowledge, CLM-based models have been mostly used in the literature
for face tracking, or expression detection, not for synthesis [44, 45]. In our work
we use this technique to synthesize facial expressions of pain, anger, and disgust.

In a CLM-based method, the shape of the face is estimated by labeling some
feature points on several facial images in the training set [47]. There are also
several extensions of CLM-based tracking approaches [46]. For example, Bal-
trusitus et al. [44] introduced a 3D Constrained Local Model (CLM-Z) method
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Fig. 2. The spectrum of avatar genders we created, with the final three highlighted.
From right to left: male, androgynous, female.

for detecting facial features and tracking them using a depth camera, such as a
Kinect. This method is robust to light variations and head-pose rotations, and
is thus an improvement over the traditional CLM method.

For our work, we were able to create our stimuli based on a wide range of
source videos using the CLM-Z tracker [44]. However, because our source videos
were pre-recorded and did not contain depth information, we were not able to
take full advantage of the CLM-Z tracker. In the future when we transition to
performing real-time facial synthesis on an android robot, we will employ depth
information to increase synthesis validity.

2.5 Avatar Model Creation

We used three avatar models in this work: female, male, and androgynous. When
creating the avatar models, we aimed to remove any effects of age and ethnicity.
In order to generate our avatars, we extracted avatars from the video game Half-
life 2 from the Steam Source SDK. We used the program GCFscape to extract
our textures from the video game files, and used a program called VTFEdit to
convert the textures to modifiable TARGA files (a raster graphics file format).

For the purposes of this experiment, we used the character (“Alyx”) [48] as the
base for our virtual avatars to ensure consistency of ethinicity and age. Within
Adobe Photoshop, certain areas were darkened or lightened to exhibit qualities
normally attributed to male or female characteristics. For example, we enlarged
the jaw-line, cheekbones, and chin during the creation of male-looking avatars.
Similarly, androgynous textures also employed similar changes, but to a smaller
degree. We also changed other areas of the face to create variation among these
textures.

We created a total of twenty different texture variations employing these
changes for our pilot to determine our androgynous, female, and male avatars.
Similar to the stimuli created by Riva et al. [23], we cropped the face to remove
any neck, clothing, or hair visibility to avoid any unintentional conveyance of
gender cues.

We ran a pilot study to establish ground truth gender labels for each avatars’
gender, following the methodology of Riva et al. [23]. The goal of this pilot was
to select three avatar models as distinctly female, male, and androgynous out of
the 20 models we made. We had 16 American participants, 11 female, mean age
44.5 years old. Participants were recruited using Amazon MTurk.
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Participants viewed 20 still images of the avatars in a random order and
labeled their gender using an 11-point Discrete Visual Analogue Scale (DVAS). A
zero on the scale corresponded to “completely masculine” and ten to “completely
feminine”. We used these results to select our female, male, and androgynous
avatar models. We chose the female model with score of 9.13, the male model
with a score of 1.81, and the androgynous model with a score of 4.88. See Figure
2 for the final three avatar models.

The average score for each of the three chosen avatars ensured us that we
could use these three avatar models as female, male, and androgynous in our
main experiment. The next step was to animate each of these three avatars
using the 30 source videos.

2.6 Stimuli Creation and Labeling

We initially created 90 stimuli videos. We had three avatar models (female,
male, androgynous), three expression types (pain, anger, and disgust), and ten
samples of each expression. We tracked 68 facial feature points frame-by-frame
from each of our 30 source videos. We removed rotation, translation, and scaling
based on eye corner positions. We measured movement of each point in relation
to a normalized frame that was calculated during runtime.

We then measured the movement of each point. In order to map our facial
points to our avatars, we generated source files that the Source SDK is capable
of understanding. To do this, we ran the CLM tracker twice on each video.
In the first run, we calculated the maximum movement of each point on the
face. This was done to have a maximum scale factor for Source SDK to have
as a reference point. In the second run we computed the movement of each
feature point in relation to this maximum scale factor. To do this, we divided
the movement measured in the second run by the maximum movement for the
same point measured in calculation step. This gave us a ratio value between zero
and one (zero being neutral, and one being the maximum amount a given point
can move) for use with the featuring mapping in Source SDK.

We recorded each of the three avatar types enacting the expressions. The
playback duration for each expression was manually adjusted to be 0.3 times
slower to compensate for slight variations in how some of the source videos were
tracked. After generating the recordings using CamStudio [49], we cropped the
stimuli videos to be three to five seconds long to ensure consistency. Figure 3
shows example frames of the created stimuli videos.

We ran a second pilot study to decide which stimuli videos would be included
in our main study, and to establish their ground expression truth labels. Each
video was modified before being used in the pilot. A black screen with a white
crosshair was added to the beginning of each video and appeared for exactly 2.5
seconds to prepare participants for the stimulus video. Then, a facial expression
on a virtual character was presented for 2-4 seconds, followed by a black screen.
We hosted the videos on Vimeo, and used an HTML 5 video player to remove
all logos or player options. The pilot was conducted on SurveyMonkey.
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Fig. 3. Sample frames from the stimuli videos and their corresponding source videos,
with CLM meshes. The pain source videos are from the UNBC-McMaster pain archive
[22]; the others are from the MMI database [43].

The source and stimuli videos had slightly different lengths due to the fact
that source videos of pain came from a different database than the videos of
disgust and anger. We cut these videos to be nearly equal in length without
removing informative frames from each video.

20 participants were recruited using Amazon MTurk, 11 female and 9 Male.
All participants were American, and their ages ranged from 22-58 years old with
mean age of 38.05 years old. Participants who participated in our previous pilot
were excluded from this pilot. Participants were only allowed to view each video
once and were allowed two 30 second breaks where a nature video was shown.
Participants watched the 90 stimuli videos in a random order and labeled the
avatar’s gender and expression.

For gender labeling, we used the same scale as in Pilot 1 (an 11-point DVAS).
We aimed to ensure that gender classification was the same as the first pilot when
expressions were actually animated on the avatars. We found this was the case:
Cronbach’s α = 0.961, indicating high inter-rater reliability on gender labeling.

Expression labels were fixed choice - anger, disgust, pain, and none of the
above. This labeling approach was based on work by Tottenham et al. [50], who
found a semi-forced choice method was less strict than a forced choice method
(to which Russell [51] objects), while being more easy to interpret findings from
than a free-choice method.

We calculated the accuracy of each of our videos across our participants,
and chose the three best videos of each expression that had the highest average
accuracy across our three genders. We had average accuracies of 80%, 75%, and
63.33% for pain, 80%, 71.67%, and 63.33% for anger, and 33.33%, 31.67%, and
28.33% for disgust3.

3 We were not surprised by the low detection accuracies for disgust, since it is known
to be a poorly distinguishable facial expression in the literature [26, 27].
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Table 1. Frequencies and percentages of hits and errors in the main study

Overall Female Male Androgynous

Pain
Total number of responses 450 150 150 150

Correct answers 303(67.33%) 100(66.67%) 98(65.33%) 105 (70%)
Judged as anger 2 (0.44%) 0 (0%) 1 (0.67%) 1(0.67%)
Judged as disgust 31(6.89%) 10 (6.67%) 7 (4.67%) 14 (9.33%)

Judged as none of the above 114 (25.33%) 40 (26.67%) 44 (29.33%) 30 (20%)

Anger
Total number of responses 450 150 150 150

Correct answers 292(64.89%) 101(67.33%) 95(63.33%) 96(64%)
Judged as disgust 84(18.67%) 30(20%) 25(16.67%) 29(19.33%)
Judged as pain 44(9.78%) 10(6.67%) 20(13.33%) 14(9.33%)

Judged as none of the above 30(6.67%) 9(6%) 10(6.67%) 11(7.33%)

Disgust
Total number of responses 450 150 150 150

Correct answers 133(29.56%) 47(31.33%) 43(28.67%) 43(28.67%)
Judged as anger 120(26.67%) 40 (26.67%) 42(28%) 38(25.33%)
Judged as pain 91(20.22%) 26(17.33%) 34(22.67%) 31(20.67%)

Judged as none of the above 106(23.56%) 37(24.67%) 31(20.67%) 38(25.33%)

Main experiment: Following the pilot, we selected three videos of each ex-
pression with the highest accuracy across our three avatar genders to use in our
main experiment, resulting in 27 videos. Videos were prepared and presented in
the same format as our previous pilot and randomized accordingly.

We recruited 50 participants using Amazon MTurk. Again, participants were
eligible only if they did not participate in our previous studies. Participant ages
ranged from 20-57 (mean age = 38.6 years). Participants were of mixed heritage,
and had each lived in the United States at least 17 years.

Participants were asked to label the avatar’s expression in each of the 27
videos. The results from the main experiment are described in the subsequent
sections. We measured accuracy (correct or incorrect) across our two independent
variables (gender and expression type). We describe the statistical details of our
analysis below, but first present a brief summary.

3 Results

3.1 Summary of Key Findings

Our first research question was to explore if participants are able to distinguish
pain from expressions of anger and disgust. Table 3 shows that expression is a
significant predictor for accuracy. Therefore, we found participants were able to
distinguish these three expressions. The results further showed that participants
were more accurate in detecting pain than two other expressions. Thus, we did
not find the same accuracy ordering as Riva et al. [23]; i.e., disgust > pain >
anger.
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Table 2. Omnibus Tests of Model Coefficients. χ2(4) = 165.646, p <.001.

Chi-square df Sig.

Step 165.646 4 0.000
Step 1 Block 165.646 4 0.000

Model 165.646 4 0.000

Our second research question concerned the effect of the avatar’s gender on
pain detection accuracy. As seen in Table 3, gender is not a significant predictor
for accuracy as the p-values for all the three genders are greater than .05. This
suggests that there is no significant relation between an avatar’s gender and
pain detection accuracy. Thus, we were not able to replicate findings by Riva et
al. [23] suggesting that people are more accurate at detecting pain when it is
expressed on a male face.

3.2 Regression Method

We had one dependent variable and two independent variables. The dependent
variable derived from the expression classification task was accuracy (i.e. clas-
sification of the expressions as pain, anger, or disgust). Accuracy is based on
the ground truth that we gained from our pilot studies. We had two categorical
independent variables. The independent variables were expression with three lev-
els (pain, anger, and disgust) and gender with three levels (androgynous, male,
and female).

The dependent variable was analyzed using an appropriate within-subjects
binary logistic regression since the only dependent variable is binary (1: accurate,
0: inaccurate). In the following analyses, significant effects are those with p-values
<.05.

Table 1 shows the details regarding the exact number of errors each partici-
pant made in the classification of 27 videos. In this classification, we considered
an answer correct if participant’s label matched with the source video label. The
percentage of correct classifications was computed across each of the three ex-
pressions types within each of the three genders. 3 (Expression: pain, anger, or
disgust) × 3 (Gender: androgynous, male, and female).

Table 1 indicates the details of errors for each expression and each gender.
Participants’ answers were classified as either accurate or inaccurate. Overall,
participants labeled 622 videos incorrectly, representing 46.07% of our responses.

The independent variables (gender and expression) were significant predictors
for the dependent variable (see Table 2). We compared the full model with
two predictors (gender and expression) with the restricted model with just a
constant factor. The results of the analysis of the full model with two predictors
(independent variables) suggest a significant effect of the set of predictors on the
correct identification rate as the dependent variable.

The Wald test in Table 3 shows the degree to which each expression affected
accuracy. While the chi-square value in Table 2 shows that predictors together
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Table 3. Variables in the regression equation

B S.E Wald df Sig. Exp(B) 95% C.I.for EXP(B)

Lower Upper

Pain 151.609 2 0.000
Disgust -0.109 0.141 0.600 1 0.438 0.897 0.680 1.182
Anger -1.593 0.144 122.017 1 0.000 0.203 0.153 0.270

Step 1 Androgynous 0.759 2 0.684
Male 0.041 0.143 0.082 1 0.775 1.042 0.787 1.378
Female -0.081 0.142 0.324 1 0.569 0.922 0.697 1.219
Constant 0.737 0.130 32.118 1 0.000 2.090

have significant effect on the model, the Wald test is the significant test for
each individual predictor separated. Table 3 shows the effect of each individual
independent variable on the classification rate. The standardized Beta value
represents the weight that each predictor has in the final model. Negative weight
shows a negative relation. Since the regression was run with pain as the reference
value, it does not have a Beta value4.

The results of the Wald test suggest that disgust and three genders can be
dropped from the model for accuracy prediction. The Wald test suggests that
pain by itself is a significant predictor for accuracy, W = 151.609, p <.001.
Disgust by itself is not a significant predictor for the accuracy, W = .600, p
>.05. Anger by itself is a significant predictor for accuracy, W = 122.017, p
<.001. None of the three genders are significant predictors for accuracy. Pain
has the largest effect on accuracy prediction followed by anger.

4 Discussion

Participants were able to distinguish pain from anger and disgust in virtual
patients created using automatic naturalistic synthesis. Thus, we found support
for our first research question (RQ1). Our results support Riva et al.’s findings
that participants are able to detect pain from anger and disgust when being
expressed by a virtual avatar face.

Our results do not support the claim by Riva et al. [23] that participants are
less accurate in decoding the facial expression of pain compared to anger and
disgust. Our results instead reflect the opposite - participants are more accurate
in decoding facial expressions of pain compared with anger and disgust. Also,
participants are more accurate at detecting anger compared to disgust.

We have also found support that naturally driven pain synthesis is compa-
rable to FACS-animated pain synthesis. To the best of our knowledge, this is
the first work on naturally performance-driven pain synthesis. Riva et al. [23]
manually synthesized facial expressions on a virtual avatar, and found 60.4%
as the overall pain labeling accuracy rate. Our pain labeling accuracy rate was

4 SPSS considers pain as the base expression and androgynous as the base gender.
Thus, these columns are empty for these two predictors.
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67.33%. While we cannot statistically compare these results due to variability in
the two experiments, arithmetically they are encouraging.

These findings suggest that our method may be used for automatic pain
expression synthesis without requiring a FACS-trained animator to manually
synthesize painful expressions. For practitioners and researchers in the clinical
education community without such resources, this may prove beneficial.

Our results do not support the previous findings by Riva et al. [23] that pain
expression recognition is a function of the gender of the avatar displaying it.
We did not find any significant relation between the avatar’s gender and the
participants’ accuracy in detecting pain, anger, or disgust. This further lends
support to the idea that automatic pain expression synthesis from naturalistic
sources may, in some cases, be preferable to FACS/animator-generated synthesis.

One limitation of our work was that the avatar model from the Source SDK
had neither wrinkles nor control points around the nose area. Therefore, we
could not map AU9, which is important in expressing disgust and pain [37].
Adding this action unit could help improve the detection accuracy for both
disgust and pain. Another limitation was that the source videos for pain came
from a naturalistic dataset, whereas the anger and disgust videos were acted
and exaggerated. At the time this paper was published, we were not aware of
any naturalistic databases for these expressions, but in the future this would be
good to explore.

Similar to Riva et al. [23], we ran our experiments with lay participants. The
literature suggests that the expressions of pain can be clearly recognized and
discriminated by lay participants [36]. However, in the future, we are also in-
terested to see how different populations perceive painful facial expressions, for
example, if clinicians at different stages of training perceive an avatar’s pain dif-
ferently. Prkachin et al. [31] showed that clinical experience with patients results
in underestimating patients’ pain. It would be exciting to test this hypothesis
more thoroughly with our avatars and explore if interventions can be designed.
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Abstract. Building computational models of cultural decision making
for virtual agents based on behavioral data is a challenge because finding
a reasonable mapping between the statistical data and the computational
model is a difficult task. This paper shows how the weights on a multi
attribute utility based decision making model can be set according to
the values held by people elicited through a survey. If survey data from
different cultures is available then this can be done to simulate cultural
decision making behavior. We used the survey data of two sets of players
from US and India playing the Dictator Game and the Ultimatum Game
on-line. Analyzing their reported values in the survey enabled us to set
up our model’s parameters based on their culture and simulate their
behavior in the Ultimatum Game.

Keywords: Cultural Decision Making Models, Dictator Game, Predic-
tion Models.

1 Introduction

In this paper we address one of the major challenges in building behavioral
models of culture through data driven approaches which is the task of finding an
appropriate mapping from statistical behavior data onto computational models.
This paper shows how the reported values of people can be used for building
generative models for cultural decision making. The model is a multi attribute
decision making model that takes into account several valuation functions such as
the utility for self, the utility for the others in the interaction, the competitiveness
and etc. This model can be used by virtual humans to make a wide variety
of decisions in different contexts, including interacting with both other virtual
agents or humans [1].

2 Background

2.1 The Multi Attribute Relational Value Decision Making Model

We briefly introduce the MARV framework ( Multi Attribute Relational Value).
(for more details you can refer to [2]). In [1] cultural decision models based on

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 310–315, 2014.
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this framework were built by setting the weights on the attributes based on the
Hofstede’s dimensional scores [3] but our goal here is to find these weights on the
attributes based on the survey reports. The framework considers a number of
different metrics for evaluating a given situation. The metrics considered include:

{Self Interest (the agent’s own utility), Other Interest (the utility of another),
Total Utility (sum of individual utilities of all participants), Average Utility (may
not be derivable from Total Utility when the number of participants is variable),
Relative Utilities (viewed in several ways, such as self/total, self/other, self-
other, self/average), Minimum Utility, Uncertainty (variation among possible
outcomes)}

Each of these metrics can be given one or more valuations, choosing an op-
timum point and scale. Each individual agent has a vector of weights, one per
valuation, indicating the relative importance of that valuation. The total value
for each choice is the sum of the product of values and weights for each valuation,
as shown below in Formula 1:

Utility(choicei) = Σ(Wj ∗ Vj) (1)

For every decision, the agent calculates the utility of all of its possible choices
and selects the one that has the highest overall valuation (according to the
agent’s knowledge and ability to calculate or estimate these values).

2.2 Self Reported Values in Games with MARV Survey

Based on the set of attributes in MARV model, [4] made a survey of 8 questions
for eliciting the values of people after they make their decisions.[4] used the
survey to collect the values of people playing the Ultimatum and the Dictator
game over a 100 points. The effect of culture on offers and values was investigated
by recruiting people from US and India. 101 and 107 people from each country
were recruited using Amazon Mechanical Turk to play the Ultimatum Game and
the Dictator game respectively. In the Dictator game the players is asked to split
a 100 points between themselves and the other player. The Ultimatum game is
played similarly but the other player gets to decide whether he accepts the offer
or not. If he accepts they split the points accordingly, if he rejects, they both
end up with zero points.

Participants were asked to report how much they cared about each of the
values (shown in Table 1.), on a scale from -5 to 5.

3 Mapping the Reported Survey Values to Utility
Valuation Functions

Step 1: Calculate Basic Valuation Functions for the Choices. We first
defined a set of simple mathematical functions (F ) capturing the meaning of
each survey question. These functions are called ”valuation functions”. Table 1
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Table 1. MARV Value Survey

Survey
Value

Description Valuation Function

Vself Getting a lot of points fself = 100 − offer
Vother The other player getting a lot of points fother = offer
Vcompete Getting more points than the other player fcompete = |fself − fother | = |(100 −

offer) − offer|)
Vequal Having the same number of points as the

other player
fequal=50/(50 − |fself − fother | =
50/(50 − |(100 − offer)− offer)|)

Vjoint Making sure that added together we got as
many points as possible

fjoint = 100

Vrawls The player with fewest points gets as many
as possible [5]

frawls = min{fself , fother} =
min{offer, 100 − offer}

Vlowerbound Making sure to get some points (even if not
as many as possible)

flower−bound = min{fself , fother} =
min{offer, 100 − offer}

Vchance The chance to get a lot of points (even if
there’s also a chance not to get any points)

fchance = 100 − offer

shows the definition of the functions. The definition of fself and fother functions
are based on the structure of the game.1

The utility of each choice is calculated based on a linear combination of the
valuation functions (fj) and appropriate weights (Wj) on them. The reported
importance for each value (Rj) is used as contributing factors to the weights
on these valuation functions. The weight (Wj) on each valuation functions is
defined as Wj = Sj ∗Rj so the formula is:

Utility(ci ∈ C) =
∑
fj∈F

(Wj ∗ fj) =
∑
fj∈F

(Sj ∗Rj ∗ fj) (2)

In Formula 2, fj refers to the valuation functions. Rj is the corresponding
weight reported by the player and Scalej is a parameter in the model that is set
according to the dataset.

Example: When the proposed offer is 20 then split is (80 self ,20 other).
The valuation functions for this offer (choice) are calculated according to the
formulas in the table 1.2 Utility equation of choice ’offer 20’ for the proposer in
the Dictator Game:
Utility(choiceoffer20) = (80∗Wself )+(20∗Wother)+(80/20∗Wcompete)+(50/50−
abs(80− 20) ∗Wfairness) + (100 ∗Wjoint) + (20 ∗Wrawls) + (20 ∗Wlowerbound) +
(80 ∗Wchance)

Step 2: Find Appropriate Scales for the Model based on the Culture.
For the scales Sj in Formula 2 on the valuation functions. This is done by search-

1 Note that these valuation functions can be generalized to other games based on the
definition of the fself and fother functions. (for example in the case of the Dictator
Game being played over 100 points fself+fother=100). Their interpretation depends
on the definition of the game but the other functions can be computed based on
these two basic functions.

2 Note that if the offer is rejected in the Ultimatum Game the fself = 0 and fother = 0
according to the rules of the game but the remaining valuation functions can be
calculated like the previous cases.
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ing the space of different possible values for each of the scale variables (All pos-
sible combinations of the scales drawn from the range of s ∈ S = {−103to103}
were tried for finding the culture specific scales on each attribute in our sim-
ulations.), calculating the utilities and comparing the square distance of the
generated behavior for the set of training observations to that of the actual cul-
tural data. The combination of the scales that result in the minimum distance
from the cultural data are selected as the scales on the valuation function for
the members of that culture.

Step 3: Calculate Prior Probability of Choices based on the Culture.
With appropriate scales found for each culture the model can be used for de-
terministic calculation of the utility of each choice based on each player’s value
profile. However, our agent uses the notion of Expected Utility (Equation 3) in
order to asses the desirability of the choice. At time t in the game, the Expected
Utility of each choice (ct) is calculated by:

E(Utility(ct)) = Utility(ct)
α ∗ P (ct)

β (3)

Variations in the decisions of the individuals within a culture by calculating
the probability of the offers based on his value profile and the Bayesian likelihood
of choosing each offer amount based on the offers made by people holding similar
values with the culture of the player.For each value (vj ∈ V ) the distribution of
offers for each possible answers determined.

∀ci ∈ C, ∀vj ∈ V : P (ci | vj) = P (vj | ci)P (ci)

P (vj)
=

P (ci ∩ vj)

P (vj)
(4)

The general formula for calculating the probability of offer ct when the player
has reported a profile vself , vother , ... of importance on the survey questions is
calculated as:

P (ct |
⋂

vj∈V

vj) =
∏
vj∈V

P (ct ∩ vj)

P (vj)
(5)

These probabilities are based on the reports and offers made among players from
the cultural group that the the player belongs to.

Step 4: Select the Choice. This is the final step in the algorithm, the
Decisiont is made from the set of possible choices (C) by selecting the choice
associated with highest expected utility (previously shown in formula 3).3

4 Evaluation

We use the algorithm to generate behavior for agents representing US and India.
We use the ten-fold cross validation paradigm for splitting our dataset into the
training and test segments. We use two methods for evaluating our model:

3 It is possible to define other selection functions at this step. For example one can
use a selection function enabling the agent to make decisions as soon as a minimum
threshold is met on a specific value. We discuss this in future work section.
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Table 2. KL Divergence Distance of the Simulated Behavior to Human Behavior

Game Model US India

Dictator Game Selfish Model 1.64 1.40
Majority Model 0.76 1.11
Our Model 0.26 0.39

Ultimatum Game Selfish Model 2.42 2.88
Majority Model 0.87 0.50
Our Model 0.81 0.30

Table 3. Accuracy of the Prediction of the Offers

Game Model US India

Dictator Game Selfish Model 12% 20%
Majority Model 52% 20%
Our Model 56% 28%

Ultimatum Game Selfish Model 0% 4%
Majority Model 52% 56%
Our Model 48% 64%

Comparing the Model’s Output with the Actual Data. The distribution
of the offers made by the model were compared against the actual offers and two
based lines:

– Selfish baseline: This model chooses the decisions that maximize self-utility.
– Majority baseline: This model chooses the most common decision made by

the members of the culture. For both US and Indian in the Dictator Game
and the Ultimatum Game this was an offer of 50 (the equal split).

In Table 2 the distribution of offers made by our model and the baseline
models are compared to the actual data by using the KL divergence distance
metric.4 Our model is performing significantly better for US and Indian players
playing both games.

Predicting Future Offers of Players based on their Values. In Table 3
we compare the performance of our model versus the ”Selfish model” and the
”Majority model” in predicting the future offers of the players when provided
with their values.

Our model outperforms the other models in the prediction task in all condi-
tions except for the US players playing the Ultimatum Game.

5 Conclusions and Future Work

In this paper we provided an algorithm for effectively mapping people’s reported
values to the utility calculation component of the agent. The cultural variations

4 To measure the difference between the distributions of offers we use Kullback-Leibler
divergence measure between two probability distributions.
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in behavior are captured by adjusting the weights of the attributes in the model
according to the data and calculating the Bayesian probabilities of occurrences
of the decisions in the culture group. We compared the performance of our model
to human behavioral data by using two well-known games of the Dictator Game
and the Ultimatum Game which are widely used by researchers for studying
decision making among different groups of people.One of the advantage of using
this approach is that its based on a short 8-question survey and doesn’t rely
on other culture models. We acknowledge that there are other possible mapping
functions for this purpose. We address these mappings in future work.
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Abstract. We present an architecture for the generation of believable
virtual characters from their personality traits. Using a crowd-based ap-
proach, we infer how people’s beliefs relate personality profile to physical
appearance. The method we propose uses interactive genetic algorithms.
Combined with natural language processing and sentiment analysis, it
has the potential to drive the generation of new virtual characters from
written description. In video games and online virtual worlds, it might
replace traditional slider-based character personalization approaches by
more creative, story-driven ones.

Keywords: Character generation, genetic algorithms, avatar, virtual
character, personality traits, OCEAN model.

1 Introduction

Character design is a complex process that involves a number of different pro-
fessionals: starting from a textual description, sketches and concept drawings,
the character is later modelled, textured, rigged, integrated into the scenes, ani-
mated, and rendered. The artists involved in the pipeline account for the believ-
ability of the resulting character. However, such production pipeline is normally
employed in big productions (movies or AAA-class videogames), but cannot be
afforded in application domains like avatars for independent video games, shared
virtual environments, conversational agents for education and customer care.

A consistent character gathers an outer appearance, a life story and an inner
personality. For such a character, believability does not only depend on behavior
and motion style [1,2], it also depends on appearance [3]. Our research question is
thus “how to build a mapping between two symbolic representations: personality
profile and character appearance (morphological and aesthetic features).” In our
view, the best way to create a mapping satisfying people expectations is to
involve users themselves using crowdsourcing [4].
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Fig. 1. The workflow of the proposed approach. Voting (left): contributing users assess
the individuals of a new forming generation. Evolution (bottom): from time to time,
the new generation will replace the current one. Retrieval (right): the user input a
personality profile and the system proposes a set of best matching individuals.

To achieve this, we propose an evolutionary approach using Interactive Ge-
netic Algorithms. We start from a set of randomly generated virtual characters
that people will assess, or score, along the OCEAN [5] personality traits. After
collecting enough votes, the set of individuals will evolve to a new generation
that should better represent people expectations. Participants act as calculators
of the fitness function of the genetic algorithm. Once the repository of individu-
als reaches a sufficient evolutionary level, it can be used to retrieve a believable
character corresponding to a personality profile. Figure 1 depicts the approach
introduced above.

2 Mapping Personality to Appearance

Solving a problem with genetic algorithms requires the definition of a genetic
representation and a fitness function. The former is used to univocally represent
the characteristics of an individual, the latter, applied to an individual, gives
an evaluation of “how good” it is with respect to a desired target solution. A
set of individuals in a given moment is called generation. The first generation
is generally randomly generated. Further generations are calculated, mimicking
real-world phenomena like election, mutation and cross-over.

Ideally, the more generations are calculated, the better are the individuals in
it, whose average fitness function value has increased. The computation of new
generations ends when a satisfying fitness function value has been reached for an
individual, or when a maximum allowed computation time has elapsed. However,
for some problems a fitness function cannot be identified, or might be related to
tasks that only humans can accomplish (like evaluating the quality of a picture).
This led to the introduction of Interactive Genetic Algorithms (IGAs): in this
approach genetic algorithms are run by asking humans to perform an evaluation
for each individual of a generation. The evaluation is directly used as fitness value
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or is somehow used to calculate it. In the following, we describe the proposed
architecture for the generation of a virtual character from its personality traits.

The genetic representation of an individual is a sequence of 32 attributes:

– Nb = 8 attributes to shape the body: muscular tone, weight, height, torso
width, torso height, torso thickness, stomach size (belly),

– Nh = 8 attributes for the head: size, width, height, roundness, A shape, V
shape, neck size, neck length,

– Nf = 16 attributes for the face: nose width, length, height, vertical po-
sition, curvature, tip width, and tip height; mouth width, extrusion, and
vertical position, lips size, jaw width and extrusion, chin sharpness, cheeks
size, cheekbones sharpness.

In the voting phase, users contribute in calculating the fitness function value
of individuals by describing them according to the OCEAN model. This model
describes the personality of a character through 5 dimensions whose values lie in a
continuous range [−1, 1]. The five dimensions are: Openness, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism.

Users will vote through an on-line form that shows a full body picture and
a face close up of the individual. Below the pictures there are 5 lines of check
boxes, one for each of the Big Five traits. Each trait presents 7 check boxes. Each
checkbox corresponds to a discrete qualification of the trait. For example, for
the Extraversion/Introversion trait, users can check one or more of the follow-
ing: Very Extravert, Somewhat Extravert, Slightly Extravert, Neutral (Neither
Extravert nor Introvert), Slightly Introvert, Somewhat Introvert, Very Introvert.
This yields to a total of 35 checkable slots.

Each slot corresponds to a counter. Each counter is incremented when a vot-
ing user checks the slot. Before calculating the fitness function, the counters
will be normalised in the range [0, 1], separately for each dimension. For ex-
ample, an individual collecting, in the Extraversion trait, Neutral=2, Slightly
Extravert=2, and Somewhat Extravert=6, will be normalised to the vector
[0.0, 0.0, 0.0, 0.2, 0.2, 0.4, 0.0]. The same is done in each trait.

Given an individual x, let’s denote with Ci
t(x) the function retrieving the nor-

malised score (in the range [0, 1]) for a segment i (from 1 to 7) in the personality
trait t (one among the Big Five: O,C,E,A,N). The fitness function is defined as
the maximum among all normalised counters:

max{Ci
t(x)}, 1 ≤ i ≤ 7, t ∈ {o, c, e, a, n}

In the retrieval phase, the system takes as input a personality vector P̄ =
(Po, Pc, Pe, Pa, Pn), where the range of values is normalised so that: Pt ∈ [−1, 1]
for each trait t ∈ {o, c, e, a, n}. Then, the value of each personality trait is discre-
tised to an integer value in the range [1, 7], like in the creation of the voting form.
Hence, a new vector is defined: P̄ ′ = (P ′

o, P
′
c, P

′
e, P

′
a, P

′
n), where 1 ≤ P ′

t ≤ 7 for
each trait t ∈ {o, c, e, a, n}. In other words the vector P̄ ′ identifies a combination
of one segment for each of the 5 personalities (75 possible values). The retrieval
of an individual can then be formulated as a maximisation problem. Given a
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set of individuals in a generation X , and a discretised personality vector P̄ ′, we
want to retrieve the individual whose normalised counter of each dimension have
the highest value in the identified segments:

argmax
x∈X

{Ci
t(x)/i = P ′

t (x)}, t ∈ {o, c, e, a, n}

The system will present to the user a set of alternatives, not only the best
candidate. Possibly, candidates might be scattered across the solution space, as
they represents different views that people have of the same personality.

The system has been tested by 5 subjects for 5 days. Then a survey form has
been filled. Since there are not enough contributions for meaningful retrieving,
only the voting task has been evaluated. The comments are overall positive, with
4 out of 5 users able to understand and fulfill the task without the need of any
additional help.

3 Conclusions and Future Work

If successful, we believe that our approach might provide a valuable tool for
game designers and virtual story-tellers. A tool that would help them creating
believable characters with regard to the story being told. The platform is imple-
mented and in beta test stage. Once it will be publicly available, our aim will
be to gather enough data to guarantee convergence towards a stable mapping
between appearance features and personality traits.

According to the results of our preliminary study, the users were more in-
clined to use the platform for a longer time per day (6 votes instead of 3) but
less frequently (once a week instead of once per day). This is in our opinion
suggesting that the task is rather interesting, appealing, and people prefer to
dig into the task rather than occasionally contributing. To make the voting task
lighter we plan to develop a voting system based on a side-to-side comparison
of two individuals. There the voters will be asked to simply select which of the
two characters look, for example, more Extrovert, or Closed. This approach will
be more faster-paced for the users, favouring casual, sporadic, contributions.
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Abstract. Rapport has been identified as an important factor in human
task performance. Motivated by the proliferation of virtual agents that
assist humans on various tasks, we propose a computational architecture
for virtual agents, building on our own work on a dyadic model of rapport
between humans and virtual agents. We show how such a system can be
trained in order to build, maintain and destroy rapport.

1 Introduction and Related Work

While rapport, or feeling “in sync” with a partner, has sound theoretical founda-
tions and demonstrated benefits in a variety of contexts, little success has been
achieved in long-term rapport between a human and virtual agent / embodied
conversational agent (ECA). To fill this gap, we analyzed existing social science
literature, as well as our own data, and proposed a theoretical framework and
computational model of rapport for human to virtual agent interaction (pub-
lished in this same volume) [11]. Building on that work, we here propose a
computational architecture that treats rapport as a dyadic phenomenon, and
allows the virtual agent to manage it in real-time with human users. We ar-
gue that the proposed architecture enables the system to build, maintain and
even destroy rapport, over multiple interactions with the same user. Our con-
tribution, therefore, in this work is a computational architecture for real-time
rapport management in human agent interaction, built on the dyadic model
proposed in [11].

Some relational agents are designed for building long term social companion-
ship, for example [1, 5, 6]. [3, 9] inter alia, propose agents that interact through
verbal and non-verbal signals. [4] propose an architecture for generating social
behavior in human to robot interactions, [12] takes achievement of synchrony
into account, but the only other demonstration of rapport management comes
from the VH Toolkit [2], which focuses only on non-verbal behavior, and only
for “instant rapport.” Our work improves on prior approaches by relying on
strong theoretical foundations in the social sciences, as well as an analysis of
peer tutoring data, which together allow us to construct a dyadic framework
based on actual conversational strategies which are carried by specific behaviors
and which achieve specific rapport goals.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 320–324, 2014.
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2 Towards a Computational Architecture of Rapport

The dyadic nature of our architecture means that updates and grounding are
achieved by taking into account both user and system state. More specifically,
we follow [11] who define rapport-management strategies whose effect cannot
be grounded until we observe the user’s reaction. To achieve this it is necessary
to represent a dyadic state that models what has been grounded; a model of
the user representing the system’s beliefs about the user; and a putative ECA
state inside that user model, representing the system’s beliefs of how the user
perceives it. The proposed architecture is presented in Figure 1, where we extend
a generic ECA architecture. Clear components denote generic modules, while
shaded components denote our contribution to the overall architecture, where
Intention Understanding interprets and then maps the intentions behind the
user’s actions to our model of rapport, the Friendship Classifier implements [10],
Rapport carries out updates to the rapport state, and the Conversation Manager
plans verbal and non-verbal output.

Fig. 1. The proposed VA architecture, incorporating our model of rapport

The most important data structures in our architecture, derived from our
model, include the dyadic state representing the current state of rapport and a
user model containing information acquired during the interaction. More specif-
ically, the dyadic state comprises the following: 1) The System’s goals, rep-
resented as a tree and split into task-oriented and social; 2) Rapport State,
containing information about coordination, mutual attentiveness [8] and face [7];
3) a behavioral model representing sociocultural and interpersonal norms (i.e.
the ECA’s behavioral expectations); 4) Friendship status, as a binary variable;
and 5) History, containing information user act intentions, an estimate of the
whether rapport is increasing or not, etc. The user model, contains informa-
tion about the user’s goals, shared knowledge, which may either be short-term
(i.e. relevant to the current interaction only) or long-term, and a task model
representing the user’s progress regarding the task. In the user model we also
represent a putative ECA state – an estimate of how the user perceives the sys-
tem and comprising a rapport state, friendship status, shared knowledge and
action intentions of the ECA.

In order to manipulate rapport a set of strategies have been defined, follow-
ing [11], that allow the ECA to build, maintain and destroy rapport. For each
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strategy, a set of available system actions (or dialogue moves) As ⊂ A can be
defined, where A is the set of all (non-)verbal system actions; it is up to the
Dialogue Manager (DM) to select the most appropriate ones. Rapport strategy
selection is facilitated by taking into account the dyadic state and the user model.
The selected strategy is then forwarded to the DM, responsible for selecting a
set of appropriate actions, by taking into account the dialogue state which con-
tains task- and interaction-related information. To assess rapport and update
the rapport state, we estimate the user’s intentions and, mapping these to the
model, we update the rapport state accordingly1. Reinforcement Learning (RL)
is a good candidate for learning which strategy and action to follow, paired with
good feature selection methods. The behavioral model and dialogue policies,
initialized to reflect general sociocultural norms for behavior in the particular
context, are updated after each user action, according to how well the system’s
goals were met. As system and user interact, the strategy and dialogue policies
gradually shift to reflect the increasingly interpersonal norms they follow. The
policies, therefore, can be thought of as the facilitators of the rapport model, as
they select strategies and actions based on the rapport state and current inter-
personal norms. To have a way of measuring strategy success and update the
behavioral model accordingly, we make a prediction of how the user should react
to the chosen strategy, based on the rapport model, including the output from
the friendship classifier and the putative ECA state (e.g. a FTA may have a
different effect on strangers vs. friends). In order to make a prediction, we uti-
lize the dyadic nature of our theoretical model (i.e. the putative ECA state and
the dyadic state that applies to both ECA and human) and take advantage
of the current (learnt) strategy selection policy, substituting the user model
with the putative ECA state.

There are two phases where the Rapport module is used: rapport generation
and rapport assessment. In the generation phase, we decide which rapport strat-
egy to follow, based on the current dyadic state and the user model, while in the
assessment phase, we assess the impact of the chosen strategy on the dyadic state,
according to our model. During the rapport assessment phase, we observe the
user’s action and infer the intentions behind it, again according to our model, and
use these inferred intentions to update the rapport state. It should be noted here
that the dimensions of the rapport state pertaining to the Tickle-Degnen&Rosen-
thal [8] model, reflect an overall assessment of the system’s and user’s respective
attentiveness and coordination. The system’s face as well as the user’s face are
updated separately, immediately after performing a system or user action.

3 Concluding Remarks

Aiming to reduce complexity and improve tractability, it may be a reasonable
first approximation to assume that task goals are independent of social goals
and social features (dyadic state and user model separated from task model).
Simplifying further, we assume that the overall strategy can be decomposed into

1 http://tinyurl.com/dyadic-rapport

http://tinyurl.com/dyadic-rapport
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task-related and social-interaction-related moves. Thus, instead of learning an
overall dialogue policy that achieves all the goals, we can now learn a task-related
dialogue policy and a social-interaction-related policy. The selected strategy is
forwarded to the DM, where action selection occurs by taking both dialogue
policies into account. This, however, raises many interesting challenges such as
dealing with competing strategies or incompatible actions (w.r.t task and social
interaction), or including a module to aggregate the two strategies into one single
strategy where possible. A complete treatment of this issue is kept for future
work. We plan to train the system using our peer tutoring data and data from
a Wizard of Oz study we plan to conduct, to train a simulated user that will
interact with the system. To achieve this, we will apply inverse RL to estimate a
good reward function and then direct sparse RL methods to train the simulator,
and allow it to replicate and generalize from the data. Initially, competing goals
will be addressed by the DM or the behavior planner.

As we increasingly refine the computational model presented in [11], we will
incrementally implement our computational architecture, starting with a virtual
peer reciprocal tutoring application for algebra. Foreseeable challenges include
recognition of the human users’ rapport strategies (which may span several di-
alogue turns or interleave with other strategies) in order to correctly update
our model as well as react in the appropriate fashion, and training our learning
modules before deployment for evaluation to ensure that our rapport strategies
achieve the rapport management they are designed to convey.

Acknowledgments. The authors would like to thank Zhou Yu for her con-
tribution to this work, as well as the other students and staff of the Articu-
Lab. This work was partially supported by the R.K. Mellon Foundation, and
NSF IIS.
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Abstract. Artificial companions are made to establish and maintain
long-term relationships with users. In order to model the companion’s
social relations and to capture its dynamics, we propose a neural network
model based on a formal representation of social relations. Based on psy-
chological theories, we characterize social relations over two dimensions,
namely liking and dominance. These two dimensions are formally de-
scribed as a combination of beliefs and goals of the agent’s mental state.
Such a model allows us to automatically compute the social relation of a
virtual agent towards its interlocutor depending on its beliefs and goals.

Keywords: Virtual agents, artificial companions, social relations, social
dynamics.

1 Introduction

According to [1], a companion can be defined as ”a robot or a virtual conversa-
tional agent that possesses a certain level of intelligence and autonomy as well
as social skills that allow it to establish and maintain long-term relationships
with users”. Our research work aims at developing virtual companions endowed
with a cognitive model of social relations that allows them to (1) compute their
social relations towards the user, (2) determine how this social relation evolves
depending on the interaction and (3) influence their decision making. Indeed, a
companion playing the role of a teacher should have a different behaviour than
another one embodied as a play friend. In this paper, as a first step, we focus
on the first problematic, that is how to compute the social relation of a virtual
companion towards the user given the context of the interaction. More precisely,
we propose a cognitive model in which the social relation of the companion is
represented and initialized based on its goals and beliefs. The cognitive model is
coupled with a neural network to represent the dynamics of the relation. From
this model combining a formal representation and a neural network representa-
tion, several strategies emerge that enables a companion to determine how to
modify its own relation towards the user.

2 Related Work

In the domain of virtual agents, social relations are often represented by a di-
mensional representation. Among these agents, some try to model the social

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 325–328, 2014.
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relations and more precisely their dynamics during interactions. Laura [2], for
example, encourages users to exercise on a daily basis. Laura’s behaviour evolves
over everyday interactions, through pre-scripted dialogues. The relationship is
based on a stage model, which could be related to the dimension of intimacy.

One approach to model the dynamics of social relations is based on logical
concepts. In [3], the authors try to team up humans with a group of synthetic
characters, using a formal representation of liking and dominance. The evolution
of these two dimensions rely on the content of the interactions between the
agents. Finally, in [4], the author formalizes the five bases of power described
by Raven [5] with four different categories. The author also models the agent’s
decisions, knowing the power relations in which it is involved.

Although most of the models above focused on the dynamics of social rela-
tions, few of them initialize these relations in a formal way. Indeed, the initial
values of the social relations are generally fixed intuitively depending on the con-
text of the interaction. In this paper, we propose a model to formally compute
the social relation of a virtual agent considering the two dimensions of dominance
and liking.

3 A Cognitive Model of Social Relations

In our research, we consider cognitive agents with an explicit representation of
beliefs and goals that allow them to reason about their environments. As in [6],
our cognitive agents have beliefs about the other agents, constituting a theory
of mind (ToM ). Therefore, the relation between an agent A and an agent B will
change whenever A updates its beliefs about B. To capture the dynamics of the
relation, the cognitive model is combined with a neural network representation.
Each goal and belief of the agent is represented by a neuron. The importance
accorded to these beliefs and goals by the agent is represented by the weights of
the links of the neural network: the more important they are for the agent, the
higher the influence on dominance and liking will be.

3.1 Liking

In our work, the formal representation of the liking dimension is based on Hei-
der’s Balance Theory [7]. This theory can be represented as a triangular schema
between an agent A as the focus of the analysis, another agent B and an imper-
sonal entity C, which could be a physical object, an idea or an event. Since the
Balance Theory assumes that people tend to seek balanced states, two scenarios
can be defined: (1) if A believes that both A and B share the same appreciation
about a concept C, then A’s liking towards B will increase. (2) On the other
hand, if A believes that A and B have contradictory appreciations about the
same concept C, then A’s liking towards B will decrease.

To model the liking between an agent A and an agent B, we first need to
represent each concept of agent A’s world and its appreciation degree towards
these concepts. In our model, each concept is represented by a neuron. The acti-
vation of this neuron represents the degree of appreciation of the concept. Then,
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considering a theory of mind, we introduce A’s beliefs about B’s appreciations
concerning these concepts, and we compute the values of agreement or disagree-
ment. These values will eventually influence the final liking value, depending on
the importance accorded by A to each concept. The more important A considers
a concept, the more agreeing or disagreeing with B will influence its liking.

Since A’s liking value towards B is based on beliefs and a theory of mind of
the agent B, the agent A might like B, but B might dislike A. This is consistent
with the work presented in [3] claiming that liking is not necessary mutual.

3.2 Dominance

The theoretical background for our formal model of dominance is based on the
work of Emerson [8], and more particularly on his definition of dependence. For
Emerson, the dependence of an agent A upon another agent B is ”(1) directly
proportional to A’s motivational investment in goals mediated by B and (2)
inversely proportional to the availability of those goals to A outside of the A-B
relation”. The motivational investment corresponds to the importance accorded
by an agent A to a goal G for which another agent B has an influence (positive or
negative). The availability of the goal, in the definition of Emerson, corresponds
to the number of agents D different from B that also have a positive influence
on the same goal G.

Our work differs from Castelfranchi’s dependence theory [9] in the sense that
our dependence is subjective: if the agent A does not believe that B can influence
one of its goal, it will not be dependent. Another difference with this theory is
that the agent B can, not only be helpful, but also threatening to one of A’s
goals. An agent B is said helpful if it can do an action that helps A to achieve
its goal. On the contrary, an agent B is said threatening if it can do an action
that prevents A to achieve its goal.

To model the dominance of an agent A towards an agent B, we first need
to represent A’s dependence upon B. For each goal of the agent A, we define
two cases, represented by two neurons: B can be helpful or threatening. Then,
considering a theory of mind, we represent A’s beliefs about B’s actions and
their influence (which could be positive or negative) on A’s goals. The more A
considers its goals as important, the more A will be dependent upon B. We also
introduce the number of potential helpers, inhibiting the dependence value. The
second step is to model A’s belief about B dependence. This can be done by
modelling A’s belief about B’s goals and A’s actions.

In his work, Emerson [8] defines the power of an agent A over an agent B as
a potential influence depending on A’s dependence upon B and B’s dependence
upon A. In our model, an agent A is dominant towards an agent B if A believes
that B is more dependent towards A than A is towards B. Thus, the value of
dominance is set as the difference between A’s dependence towards B and A’s
belief about B dependence.
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4 Conclusion

In this work, we introduced a cognitive model for artificial companions. The
social relation between two agents is represented by two different dimensions:
dominance and liking. Dominance can be defined by the degree of influence
on the intentions of the agent’s interlocutor. It also depends on the degree of
dependence upon this same agent. The value of liking indicates the degree of
like-mindedness between the two agents; an agent will like another agent if it
believes that they share the same feelings (positive or negative) about particular
concepts. We also introduced a neural network to model the dynamics of these
dimensions. Agents may use different strategies to change their own mental state
or try to influence other agent’s relations.
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Abstract. We report an eye tracking experiment conducted on a vir-
tual pediatric patient system to determine the effect of different visual
interface layouts on the amount of visual interaction of student nurses
with a virtual mother-child dyad. The results of this experiment provide
insight into the tradeoffs between using animated or non-animated vir-
tual patients and relative advantages/disadvantages of interacting with
the system though a tablet interface.

Keywords: Virtual Characters, Virtual Environment, Virtual Patients,
Simulation Training, Eye Tracking.

1 Introduction

Nursing students have limited opportunities for interaction with real patients,
especially with pediatric patients, and often do not receive immediate and impar-
tial feedback on their performance during their patient interaction. We created
a virtual pediatric patient system for nursing students in order to provide an
alternative educational method to practice their interviewing skills, with guid-
ance, feedback and consistent experiences for all students. Experiential learning
through simulation may help students develop the skills necessary for clinical
practice and help develop the self-efficacy and critical thinking skills they need
to provide the safest care possible. Since children are a vulnerable population,
nurses must develop appropriate pediatric skills necessary to provide safe care
to infants, children, and teens.

During the development and previous usability evaluations of our system,
we realized the importance of determining what type of interface layout would
give nursing students the most realistic experience. In our previous publiciation,
we found that our current interface layout afforded the achievement of positive
learning outcomes [1], but we were also interested in the importance of eye
contact between nurses and their patients. In order to investigate this we first
needed to determine how often users looked at our virtual patients and the
surrounding visual interface. In this paper, we discuss an eye tracking evaluation

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 329–338, 2014.
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conducted on our virtual pediatric patient training system in which we compared
three different system layouts.

2 Related Work

2.1 Simulation Learning and Training

The Institute of Medicine has recommended the use of simulation training as a
method to improve health care delivery [2]. Simulation training is an effective
strategy to help promote safe clinical practices [3] and impacts the development
of self-efficacy and judgment skills for nurses that are essential to provide the
safest and most effective care possible [4]. Simulation learning that mimics real
world scenarios is beneficial to nursing students and will provide standardized ex-
periences in which students can practice problem solving techniques and clinical
decision making abilities [4].

One of the current simulation exercises in the Clemson University School of
Nursing involves students acting out written scenarios, where one student acts
as the patient while the other acts as the nurse. Our virtual pediatric patient
system can replace the student patient with a virtual patient. Researchers have
used virtual patients to teach communications skills to medical students, and
students have rated the virtual patient experience as being as effective as a stan-
dardized patient (actor) [4]. Medical students have also used virtual patients to
help practice patient interviewing skills with a high level of immersion. Results
indicate that using life-size virtual characters with speech recognition is useful
in their education [5]. Adult virtual patients are fairly common, but virtual pe-
diatric patients are rare. The use of virtual pediatric patients was first addressed
in [6], but the technology for creating virtual childrens behaviors was lacking,
therefore the realism needed for this project was not available.

2.2 Communication and Interaction

The dynamics related to the nurse-family-child relationship are extensive due
to the many factors that enter into this relationship, including ethnicity, age,
culture, and illness. During an assessment, the nurse must obtain information
(verbal and nonverbal) from the parent(s) and child, and observe any interactions
between them [4]. Studies by pediatric experts have shown that the nurse-family-
child relationship is heavily dependent upon effective communication, which is
a skill that is developed through interaction with different kinds of pediatric
patients and families [7]. Student nurses must be aware of the interactions that
may negatively or positively affect their communication skills, therefore affecting
the relationship [7].

Effective communication is widely accepted by the nursing community as a
key factor in patient satisfaction, recovery and compliance [8]. A study done
by Johnson et al. showed that virtual patient systems using natural interaction
methods will facilitate effective teaching and training of communication skills
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with medical students [9]. Stevens et al. reports on the development and initial
testing of a virtual patient system that incorporates an interactive virtual clinic
scenario and virtual instructor to teach history-taking skills [2]. In this study,
students were able to interact with the virtual patient and virtual instructor via
speech recognition software, which gave the student a more natural method of
interacting with the virtual patient.

Studies have shown that using virtual environments for simulation training
can be effective [10] and that using life-like animated virtual characters can
increase the level of realism of the training simulation [11]. The study done by
Johnson et al. also showed that virtual patient systems with highly detailed
human models create a more realistic experience [9]. Gulz et al. finds that the
most established effect of animated agents in educational systems is the potential
they provide to make the experience more engaging for the student [12].

2.3 Eye Tracking

Eye tracking is a technique where a person’s eye movements are measured so
that a researcher knows where a person is looking for a given amount of time
and the sequence of how their eyes shift [13]. A wide variety of disciplines use eye
tracking techniques, such as human factors, virtual reality, vehicle simulation,
and medical research. Eye tracking has become prevalent in usability research
and human computer interaction. Researchers use eye tracking evaluations to
make informed interface design descisions [14]. For instance, eye trackers have
been used to evaluate the design of cockpit controls in an airplane [15], improve
doctor’s performance in a virtual laparoscopic surgery training environment [16],
and improving a radiologist performance in detecting breast cancer during a
mammogram [17].

3 System Description

The SIDNIE (Scaffolded Interviews Developed by Nurses in Education) system
is designed to teach nursing students pediatric patient interview techniques by
providing interview practice with guidance and feedback from a virtual agent
named Sidnie. Sidnie is a male nurse that serves as our virtual nurse educa-
tor, who guides the user through several scaffolded practice opportunities and
provides feedback on user choices. The user conducts an interview with a five
year old virtual patient and her mother by selecting questions from a preset list
of questions developed by our nursing collaborators. Then the virtual patient-
parent dyad responds appropriately by performing speech and animations based
on the question selected.

One of SIDNIEs novel aspects is that it provides criteria-based scoring on
questions that students ask. Currently, SIDNIE scores student questions on two
aspects: age appropriateness, which means that if the question is addressed to the
child, it uses words that the child will understand, or if the question requires more
difficult phrases, it is directed towards the parent, and unbiasedness, which means
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that the question does not imply a certain answer or assume something to be
true that the patient has not confirmed. During a requirements analysis meeting
with our nursing collaborators, they identified these attributes as important
characteristics for questions in a successful pediatric patient interview. Each
question choice presented to the student is scored within our database on the
basis of these two criteria, allowing SIDNIE to give automated feedback and
scoring on each question the student selects. Figure 1 shows what the user sees
when interacting with the system.

The application either runs on a standard desktop computer or tablet and a
large screen TV, and the user interacts with the system using either a mouse or
touch. We used an off-the-shelf high performance eye tracker by Gazepoint, called
the GP3 Eye Tracker [18] . For a more detailed description of SIDNIE includ-
ing scenario development, system design, scaffolded level descriptions, database
contents (questions, answers and animations) and system implementation please
refer to [19].

4 Experiments

4.1 Experimental Description

Here we report on an eye tracking experiment conducted on SIDNIE in which
we compared three different visual interface layouts. Each layout presented the
same scenario: a mother with her five year old daughter, who has an earache.

(a) TV Layout (b) Tablet Layout

Fig. 1. (a) shows the interface layout for Condition 0 and Condition 1, as shown on a
large screen tv. (b) shows the interface layout for the tablet used in Condition 2 where
Section 1 is displayed on a large screen tv.

The visual interface layouts are divided into four sections. Section 1 houses
the virtual pediatric office with the virtual patient-mother dyad present, Section
2 is a response bubble that provides appropriate feedback to the participant,
Section 3 is Sidnie, the nursing assistant, and Section 4 contains the available
bank of questions related to the scenario (Figure 1(a)).
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In Condition 0, the visual layout is presented to the user on a large screen
TV with Section 1 containing non-animated virtual characters (Figure 1(a)).
In Condition 1, the visual layout is displayed to the user on a large screen TV
with Section 1 containing animated virtual characters with lip syncing (Figure
1(a)). In Condition 2, the visual layout is displayed on a tablet (Figure 1(b)),
except for Section 1, which is displayed on a large screen TV and contained
animated virtual characters with lip syncing.

Our primary goal of the research study was to determine if virtual characters
containing life-like animations would affect how often users looked at the virtual
patient-mother dyad (Section 1). We hypothesized that the amount of time
spent looking at Section 1 would be higher in Condition 1 than in Condition 0.
Another goal was to determine whether or not displaying Sections 2, 3 and 4 on
a tablet while Section 1 was displayed on a large screen tv would have an effect
on how often the users looked at the virtual patient and her mother (Section 1).
Our hypothesis was that the amount of time spent looking at Section 1 would
be higher in Condition 2 than in Condition 1 or Condition 0. In relation to
Condition 0 and Condition 1, we were also interested in determing the amount
of time participants spent in each of the four sections, regardless of condition.
We hypothesized that participants would spend most of their time looking at the
virtual patients section, followed by the bank of questions, then the response
bubble, and lastly they would spend the least amount of time looking at Sidnie.

4.2 Experimental Procedures

In all three conditions, the participants read and signed an informed consent and
completed a qualification questionnaire modified from the screener questionnaire
outlined by the Nielsen Norman Group [20] . If the participant passed the qualifi-
cation questionnaire, we then asked the participant to complete a demographics
questionnaire, including questions about previous computer usage, experience in
health care, and exposure to virtual environments or eye tracking.

Next we seated the participant at a desktop computer and started the 5 point
calibration process for the eye tracker, which was provided with the Gazepoint
GP3 software. Next, we started recording the eye tracking data, which consisted
of a gaze replay video (gaze plot and heat map) and a csv file of fixation re-
lated data (such as coordinates, timestamps, validity, left and right eye). We
recorded eye tracking data from the beginning of the tutorial until the end of
the interaction with the system.

Next, we began the SIDNIE system by taking the participant through tutorial
screens on how to use the system. Then, we asked the participant to conduct
an interview with the patients to the best of their ability. The SIDNIE system
required that the nursing student ask a correct (both age appropriate and un-
biased) question from each of the 15 categories. Sidnie gave feedback on each
question selected. At the end of the scenario, participants received feedback on
their overall performance in chart form, with a line for each question the partic-
ipant asked during the interview that contained its scoring information for the
criteria.
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After the participant completed the interview, we asked them to fill out the
interview post-questionnaire. Then the participant completed the System Usabil-
ity Scale (SUS) [21] and was given the opportunity to provide written feedback.
The participant was also given a questionnaire on co-presence adapted from the
Slater co-presence questionnaire found in [22]. Finally, the participant completed
a debriefing interview with the experimenter, where we asked questions about
his or her opinion of the system.

4.3 Participants

Fifty-two students participated in the eye tracking evaluation of SIDNIE, with
17 participants in Condition 0, 16 participants in Condition 1, and 19 partici-
pants in Condition 2. All 52 participants were freshman undergraduate nursing
students (19-20 years old). Two participants were male, while 50 participants
were female. For all pre-questionniare questions the scale went from 1=none
to 5=a great deal. Participants reported a high amount of daily computer use
(mean=4.46, sd=0.64), a medium level of experience working with children
(mean=3.76, sd=1.05), a low level of exposure to virtual humans (mean=1.19,
sd=0.44), and a low level of exposure to eye tracking (mean=1.03, sd=0.19).
There were no significant demographic differences between conditions.

5 Results

5.1 Eye Tracking

To analyze the eye tracking data we gathered from the Gazepoint GP3 Eye
Tracker software, we used an Area-of-Interest (AOI) Identification algorithm as
described by Salvucci and Goldberg [23]. For each participant we were interested
in the data collected between the first question the participant asked the virtual
patients and the last question the participants asked the virtual patients, so we
excluded all eye tracking points outside of this range.

The AOI algorithm starts by associating all data points to specific target
areas. We identified five target areas, where Area 0 represents all points recorded
off the screen, and the other four areas (Areas 1-4) relate to the sections described
in Figure 1(a) and Figure 1(b). Next, we collapsed all consecutive fixation points
for the same target area into fixation groups. For each fixation group, we mapped
that group to a single fixation point located at the centroid of its points. We
then analyzed that filtered set of fixations.

Several participants were excluded due to system failure, eye tracker fail-
ure, or failure to pass the screening qualification questionnaire (due to reasons
such as glaucoma, screen reader assistance, glasses or contacts). This yielded 12
participants in the no animation, large screen tv condition (Condition 0 ), 13
participants in the animation, large screen tv condition (Condition 1 ), and 12
participants in the animation, tablet condition (Condition 2 ).

We conducted One-way ANOVAs using the condition as the independent vari-
ables to determine if there were any significant differences in the amount of time
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Table 1. Eye tracking results for each of the five areas and total time. We do not
have eye tracking data for Areas 2,3, and 4 in Condition 2, because those areas were
displayed on a tablet not being tracked.

Area Condition
Mean
(%)

Standard
Deviation

Condition Effects
F-Test P-Value

Area 0: Off the screen
0 2.55 1.70

F(2,36) =
77.4973

<0.001*1 6.18 5.07
2 70.85 26.15

Area 1: Virtual Patients
in Section 1

0 37.42 40.66
F(2,36)=
0.4373

0.64931 26.09 24.48
2 29.14 26.15

Area 2: Response Bubble
in Section 2

0 3.99 9.10 F(1,24)=
0.0052

0.9429
1 4.21 5.52

Area 3: Sidnie
in Section 3

0 0.18 0.29 F(1,24)=
0.9152

0.3487
1 1.04 3.10

Area 4: Question Bank
in Section 4

0 55.84 41.19 F(1,24)=
0.2308

0.6355
1 62.45 26.70

Area Condition Mean
Standard
Deviation

Condition Effects
F-Test P-Value

Total Time: Entire Interaction
0 3105.02 1676.29

F(2,36)=
10.0379

0.0004*1 3421.28 2007.84
2 752.00 894.33

spent in each of the five areas as shown in Table 1. For Area 0, we found a
significant difference in the amount of fixations that were identified as being off
the screen, between all three conditions. Doing a comparison for all pairs using
Tukey’s, we found a significant difference between Condition 0 and Condition 2
(p-value <0.0001) and a significant difference between Condition 1 and Condi-
tion 2 (p-value <0.0001). Over 70% of the valid fixations recorded in Condition 2
were classified to Area 0. This result is indicitive of the head movements required
to look down at the tablet and then back to the large screen tv in Condition 2.
This may also indicate that our virtual environment lacks the amount of stimuli
needed to entice the user to spend longer amounts of time looking at the virtual
patient and her mother.

Furthermore, we wanted to compare the amount of time spent looking at
Section 2, Section 3, and Section 4, between Condition 0 and Condition 1.
In Table 1, you will see that we did not find any significant differences in those
three areas. In comparing Condition 0 to Condition 1, it is important to notice
that in Condition 0, over 55% of the user’s eye tracking fixations were focused on
Section 4 and in Condition 1, over 62% of the user’s time was spent looking at
the bank of questions (Section 4). This may be indicative of the fact that our
participants were freshman nursing students with little experience interviewing
patients. Students in Condition 0 and Condition 1 spent the least amount of
time looking at Sidnie, which may indicate that a visual representation of Sidnie
is not needed and we can allot more space to the virtual environment section.
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We also conducted a One-way ANOVA to determine if there was an effect
on the total amount of time participants spent interacting with the system. We
found a significant difference in the total amount of time participants spent
using the system. Doing a comparison for all pairs using Tukey’s, we found a
significant difference between Condition 0 and Condition 2 (p-value = 0.0006)
and a significant difference between Condition 1 and Condition 2 (p-value =
0.0006). From Table 1, you can see that participants in Condition 2 spent less
time using the system than the participants in Condition 0 and Condition 1.
This may be due to the fact that participants in Condition 2 spent most of their
time interacting with the tablet and that by the time they looked up to the large
screen tv, the virtual characters were already finished with their animations.

For Condition 0 and Condition 1, we were interested in determing if there was
a significant difference between the four areas displayed on the large screen tv,
regardless of condition. We conducted a t-test to compare means across all areas
and found significant differences for each area. Participants spent significantly
more time looking at Section 1 (the virtual characters) than Section 2 (p-value
= 0.0003) and Section 3(p-value = 0.0001). Participants spent significantly
more time looking at Section 4 (bank of questions) than they did Section 1
(p-value = 0.0236), Section 2 (p-value = <0.0001), or Section 3 (p-value =
<0.0001). Also participants spent significantly less time looking at Section 3
(Sidnie) then they did Section 2 (p-value = 0.0191).

5.2 Qualitative Feedback

Although we had to exclude some participants’ data in the eye tracking results,
we included all 52 participants in the analysis of the qualitative feedback. Overall,
our system scored high on the System Usability Scale, with individual overall
scores ranging from 55% to 97.5%, with an average score of 80% (sd=8.24)
for Condition 0, an average score of 83.75% (sd=7.85) for Condtion 1, and an
average score of 81.05% (sd=9.32) for Condition 2. In our post-questionnaire we
found significance when we asked about the presence of an eye tracker. For the
prompt “How frequent did you look at the eye tracker?”, we found a significant
difference between Condition 1 and Condtion 2 (p-value = 0.04). Participants
in Condtion 2 reported looking at the eye tracker more frequently than the other
conditions, which may be indicative of how often participants looked between
the tablet and the large screen tv.

6 Discussion

The first goal of this experiment was to determine if using virtual characters with
life-like animations would have an effect on how often users looked at the virtual
characters (Section 1). Even though there wasn’t a significant difference in this,
participants preferred working with virtual characters containing animations. We
hypothesized that the amount of time spent looking at the virtual patients would
be higher in the tablet condition and even though we did not observe a significant
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result, we did observe that the tablet condition gives us the ability to distinguish
when participants are looking at either the virtual mother or the virtual child,
which isn’t as clear in the other two conditions where the virtual environment
is smaller. Also, we hypothesized that participants would spend most of their
time looking at the virtual patients, which wasn’t the case. Participants spent
most of their time looking at the bank of questions, which may be because the
participants were freshman nursing students with no experience interviewing
patients. Participants spent the least amount of time looking at Sidnie (the
nursing assistant), which may be because of how much time the nursing students
spent focused on the task and not the interaction. Overall, our system resulted
in high scores on the System Usability Scale in all conditions. In the debriefing
interview, the participants were very positive towards the system and reported
that they would love to use it again.

7 Future Work

The results of this experiment yielded valuable suggestions on improvements.
The gaze plot data provided us with examples of how users interact with our
visual interface. We plan to use the results to modify and improve the layout of
our interface to give us finer detail on how users look at the individual characters.
We would also like to obtain eye tracking data for mobile tablet use.
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Abstract. In this paper, we illustrate PAGE – for Parametric AGEnts,
a constructive way to design personalized or personified virtual agents
starting from a plain rational agent. We chose a scenario about the per-
sonification of a virtual agent in a serious game for training communi-
cation skills. We start from an agent program that does not take into
account any kind of agent profile. We show how our PAGE approach
allows us to derive different agent programs tailored to different agent
profiles while retaining complete control on the resulting agent behavior.

1 Scenario

We address a scenario inspired from [1] and [7]. In a serious game for training
communication skills, a player plays the role of a real estate agent to convince a
non-player character, played by a virtual agent, to visit a property. During the
discussion, the player can ask questions to discover the wishes of the IVA and can
communicate information, interpretations and opinions in order to convince the
IVA that the property meets its expectations, by highlighting the qualities of the
property that echoes the wishes of the buyer. The IVA may also ask questions
to get the information he wants, give opinions, and make the decision to visit
the property or terminate the conversation.

The PAGE framework is an enhanced and refined version of the work pre-
sented in [4]. Two traits of the IVA personality are modeled: the extraversion
and the agreeableness of the Five Factor model [6]. These features are modeled
at a coarse grain, without considering for example the facets and schemes of the
NEO PI-R model [3].

In [7], the IVA is driven by a BDI agent whose beliefs are the knowledge the
IVA has on the property, whose goals are to obtain information and to make a
decision, and whose plans are conversation strategies to achieve the goals. The
pseudocode in listing 1 illustrates how the personality of the IVA is implemented:
the behaviors are given in the form of conditional expressions depending on the
psychological profile of the agent. This approach suffers from the multicriterion
bloat: the complexity grows exponentially with the number of traits.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 339–344, 2014.
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Listing 1. Pseudocode for selecting the type of information
i f ( agreeab l e ) then /∗ Boolean ∗/

i f ( ex t rove r t ) then /∗ Boolean ∗/
i f ( p r ob ab i l i t y > . 5 ) then /∗ With equa l chance : ∗/

return : t e l l ( wish ) /∗ Te l l a wish ∗/
else

return : t e l l ( op in i on ) /∗ Te l l an opinion ∗/
else /∗ Act i n t r o v e r t : ∗/

return : t e l l ( f a c t ) /∗ Te l l f a c t about the house ∗/
else /∗ Act non−ag r e eab l e : ∗/

return : t e l l ( f a c t ) /∗ Te l l f a c t about i t s e l f ∗/

The evaluations published in [1] and [7] about this scenario show the useful-
ness of the personification of the agent. An agent expressed with BDI can be
translated into an agent expressed in Golog while keeping the same architecture
as shown in [8], but the multicriterion bloat complexity will be inherited. Our
PAGE approach solves this problem by giving an appropriate transformation of
the program for a given profile.

2 PAGE Process

The PAGE process has been enhanced on several points since [4]. This process
is based on a set of transformations that are recursively applied to the original
Golog program. The transformation process is driven by the profile we consider.
The application designer provides a connection table which relies the traits in
the profile to actions that are related to these traits. The first goal of these
transformations is to allow to prefer actions which are more geared towards the
profile. The notion of families of actions and families of procedure have been
refined to open up the set of available ways to achieve a given result. In addition
to preferences (denoted by pref+ and pref- later on), we also have introduced
the ability to block or force the use of certain ways to achieve results: some
behaviors may be required (req) or banned (ban). Last, actively sensing user
actions is essential for an agent interacting with humans and requires online
planning ability. Our transformation process can transform programs as a whole,
hence is not subject to the sensing barrier contrarily to other approaches like
DT-Golog [2] [9] [5].

This gives us a rich set of operations that enables us to transform a profile
independent Golog program into one which is either personalized or personified.
We detail an example of the latter below.

proc shareInformation (1)
shareWish
| shareOpinion
| shareFactAboutHouse
| shareFactAboutItself

endProc

proc evaluate(message) (2)
πf ;message = tell(f)?;
if f = Fact(_)
then assert(f); ackApprove(f)
else ¬incompatible(f)?; assert(f); ackApprove(f)

| ackReject(f)
endIf

endProc



Personalization and Personification: A Constructive Approach 341

3 Agent Modification

The buyer agent can be personified in many ways. We show two of them, and
show that they interact seamlessly. Transformations will be applied on proce-
dures 1 and 2.

Selecting the type of information to share. The agent can choose to
share information with the player (eq:shareInformation). The standard agent
will choose randomly between shareWish, shareOpinion, shareFactAboutHouse
and shareFactAboutItself. An extrovert character will tend to express his wishes
and opinions, while an introvert will express facts and ask questions. An agree-
able character will tend to ask about the house or the environment, while a
disagreeable character will tend to talk about himself. In the implementation of
[1], this personalization is done by enumeration of the possibilities (listing 1).

We express introvert as the negation of extrovert (neg(extrovert)). That way,
the introvert agent will avoid actions associated with extrovert, and vice versa.
Given the description of the traits agreeable and extrovert , we define the function
attributes :

attributes(shareWish) = attributes(shareOpinion) = {agreeable , extrovert}
attributes(shareFactAboutHouse ) = {agreeable ,neg(extrovert )}
attributes(shareFactAboutItself ) = {neg(agreeable),neg(extrovert )}

The definition of attributes enables the automatic transformation by the
PAGE process of the shareInformation procedure according to a profile. The
results for various profiles are given in table 1 where the names have been short-
ened (the prefix share has been removed). This approach gives us variations in
programs, and thus let us define complex behaviors without having to state the
result of each trait combination.

Table 1. Transformation of the shareInformation procedure under different profiles

agreeable extrovert Transformed procedure

pref- pref- shareFactAboutItself 〉 shareFactAboutHouse 〉 (shareWish | shareOpinion)
pref- neutral shareFactAboutItself 〉 (shareWish | shareOpinion | shareFactAboutHouse )
pref- pref+ (shareWish | shareOpinion | shareFactAboutItself ) 〉 shareFactAboutHouse

neutral pref- (shareFactAboutHouse | shareFactAboutItself ) 〉 (shareWish | shareOpinion)
neutral neutral shareWish | shareOpinion | shareFactAboutHouse | shareFactAboutItself
neutral pref+ (shareWish | shareOpinion) 〉 (shareFactAboutHouse | shareFactAboutItself )
pref+ pref- shareFactAboutHouse 〉 (shareWish | shareOpinion | shareFactAboutItself )
pref+ neutral (shareWish | shareOpinion | shareFactAboutHouse ) 〉 shareFactAboutItself
pref+ pref+ (shareWish | shareOpinion) 〉 shareFactAboutHouse 〉 shareFactAboutItself

Accepting interpretations. When the player gives the agent information, the
agent can accept or reject it. Facts are always accepted, because the agent consider
the player doesn’t lie. Opinions and interpretations may be rejected if they contra-
dict the knowledge base. This behaviour is defined in the procedure evaluate (2).

To personify the agent, we extend the basic behavior of ackApprove() and
ackReject() (acknowledge approval or rejection in a neutral manner) by defining
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two families of procedures. First, the procedure ackApproveWithOpinion (3) lets
the agent acknowledge approval while giving his opinion. It is only available if the
agent has an opinion on the subject. It is associated with an extrovert behaviour.
The second procedure ackApproveSilently (8), lets the agent say nothing after
accepting an information. A third procedure ackRejectSilently (9) lets the agent
reject an information without saying anything. Both procedures are different
because they are part of different families: the first one can be used when ac-
cepting a piece of information, the other one when rejecting. Both are associated
with a disagreeable behaviour. Two families (10 and11) state what procedures
can be used instead of others. Finaly, we state (7) that adding a message to the
knowledge base is associated to the trait agreeable. The PAGE process uses these
families to replace ackApprov and ackReject by other procedures that are more
suitable for the profile.

For an extrovert agent ({extrovert : pref+, agreeable : neutral}), the result
of the transformation is procedure 12. The differences with (2) are underlined.
For each family of procedures, (ackApprove and ackReject), each member of
the family is ranked with regard to the profile. Thus ackApproveWithOpinion
is of class pref+, since its unique attribute is extrovert with value pref+ in
the profile. Similarly, ackRejectSilently and ackApproveSilently are of class pref-
and ackApprove and ackReject have no class. Procedures of negative classes
are dismissed, and the others are replaced by a choice between the remain-
ing procedures in families with a preference for procedures of the highest rank:
ackApprove(f) is replaced by (ackApproveWithOpinion (f)〉ackApprove(f). This
is the only change that has an effect in this example. For a disagreeable
agent({extrovert : neutral , agreeable : pref-}), the result is procedure 13.

Combining transformations. Both transformations apply to different parts
of the program, hence it is possible to apply them simultaneously to get an agent
having both alterations of his behavior. Problems only arise in cases where alter-
ations deal with the same parts of the program, in which case the transformation
process may give several results. For this reason, we believe that the process has
to stay semi-automatic: the designer of the application may want to validate the
result of the transformation.

proc ackApproveWithOpinion(f)
(3)

πpredicate , opinion
f = _(predicate ,_)

∧ KB(Opinion(predicate , opinion))?
if opinion > 0.5 then

acknowledge(accept_happy)
else
acknowledge(accept_unhappy)

endIf
endProc

attributes(ackApproveWithOpinion)
(4)

= {extrovert}
attributes(ackApproveSilently) (5)

= {neg(agreeable)}
attributes(ackRejectSilently) (6)

= {neg(agreeable)}
attributes(assert(f)) = {agreeable}

(7)
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proc ackApproveSilently(f) (8)
nil

endProc
proc ackRejectSilently(f) (9)

nil
endProc

family({ackApprove , (10)
ackApproveWithOpinion ,
ackApproveSilently})

family({ackReject , (11)
ackRejectSilently})

proc evaluate(message) (12)
πf ;message = tell(f)?;
if f = Fact(_) then

assert(f);
(ackApproveWithOpinion(f)
〉ackApprove(f))

else
¬incompatible(f)?; assert(f);

(ackApproveWithOpinion(f)
〉ackApprove(f))

| ackReject(f)
endIf

endProc

proc evaluate(message) (13)
πf ;message = tell(f)?;
if f = Fact(_) then

assert(f);
(ackApproveSilently(f)
〉ackApprove(f))

else
ackRejectSilently(f)〉ackReject(f)

〉¬incompatible(f)?; assert(f);
(ackApproveSilently(f)〉ackApprove(f))

endIf
endProc

4 Conclusion

We have illustrated how to use our PAGE approach on a real-case scenario
which has been previously assessed. We have shown that our approach allows
for a simpler and clearer expression of the behavioral change than a classical
approach. Our next step is to provide an interactive tool so that the agent
designer can chose what transformations to apply at each point in the program.
Families of actions have also to be investigated from an ontological point of
view. Last, we have considered personalization and personification as exclusive
transformations, but we will find extremely interesting to address the problem
of giving both behaviors to an agent program.
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Abstract. Embodied Conversational Agents have been widely used to
simulate dyadic interactions with users. We want to explore the context
of expression of interpersonal attitudes in simulated group conversations.
We are presenting a model that allows agents to exhibit a variety of non-
verbal behaviors (e.g gestures, facial expressions, proxemics) depending
on the interpersonal attitudes that they want to express within a group
while talking. The model combines corpus-based and theoretical-based
approaches and we present a preliminary implementation of this model.

1 Introduction

While embodied conversational agents (ECAs) have been mainly studied in
dyadic interaction settings, there is also a growing interest for small group sit-
uations. A dyadic interaction is a 2-interactant configuration, whereas a small
group situation implies generally three to twenty interactants [1]. We propose
an agent’s model that allows them to adapt and exhibit different nonverbal be-
haviors when talking, depending on the interpersonal attitudes that they want
to express. Interpersonal attitude is an “affective style that can be naturally or
strategically employed in an interaction with a person or a group of persons”[2].
We are using the representation from Argyle to manipulate agent’s interpersonal
attitudes [3]. In order to model the influence of such interpersonal attitudes on
an ECA’s nonverbal behavior, our approach is based on a combination of be-
havior models coupling a data-based model of conversational gestures and a
rule-based model of group formation that simultaneously influence the ECAs’
nonverbal behavior from the literature of Human and Social Sciences. Previous
work with similar setting was either missing the influence of interpersonal atti-
tudes on agent’s exhibited behavior [4–6] or was not considering group formation
behavior (i.e. simulated group conversation) [16, 7, 8].

2 Our Augmented Behavior Planner

Our model works as a Behavior Planner but instead of considering only a set of
possible nonverbal behaviors for an intention, we propose an augmented model
that takes into account the interpersonal attitudes the agent wants to express
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in order to select the most appropriate behavior. Interpersonal attitudes can be
expressed with nonverbal behavior in both dyadic [9, 10] and small group inter-
actions [11]. A more dominant person tends to do more gestures [9] and mutual
gaze is a sign of dominance or friendliness [10]. In [11], Mehrabian describes eye
gaze, posture and distance as important behaviors that impact the evaluation of
attitude in small group interactions.

2.1 Two-Stage Influence

Central to our model is the Behavior Planner component. On one hand we are
influencing the nonverbal behavior related to conversational and performative
intents (e.g. facial expression, gestures, head orientation). On the other hand, we
are influencing the behavior related to group formations and cohesion (e.g. gaze
behavior, interpersonal distance and body orientation). We limited the generated
conversational nonverbal behavior only for the ECA that is speaking but we
plan to consider other conversation roles in the future. As we are integrating
two models that both influence the nonverbal behavior of an agent, we define
the following mechanism to combine them: on each modality, the two stages
are given a weight (which sum equals to 1) to indicate the degree of influence
each model has on the modality. We are now presenting the first stage. The
nonverbal conversational behavior that we are considering in our model is the
following: presence of gestures and head movements, type of facial expressions,
head orientation, presence of gaze avoidance, spatial extent and power of the
gestures. Depending on the speech act and the desired expressed attitude, the
nonverbal behavior generated should vary. In order to do this we integrated
the model developed in [12] with the current model. We are manipulating the
probabilities to select particular values for our parameters following this network.
A possible outcome for a dominant attitude would be for instance wide and
powerful gestures and an upward head, no gaze avoidance and a neutral facial
expression. For a friendly attitude, the agent might perform the speech act using
a smiling face, tilting his head on the side with wide and smooth gestures. The
second stage of our Behavior Planner is the influence of the attitude on the
ECA behavior that manages the group formation and cohesion, in particular
the interpersonal distance, the gaze behavior and the body orientation. Based
on Hall’s proxemics [13] and Kendon F-Formation [14] theories, our model adds
on top of these a set of rules to configure this spatial organization depending on
the social attitude. When performing a speech act, the model chooses for the
speaking agent which other member (human or agent) is its preferred target for
a glance, the importance of maintaining an body orientation related to the group
or to the adressee and how close it wants to stand to each other member within
its social space. For instance, the agent should have a higher probability to glance
at the group member towards which it expresses submissiveness or friendliness,
stand closer with group members towards which it expresses friendliness or a
neutral status level and it should orient its body more directly towards group
members with which it expresses submissiveness [11].
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2.2 Combining the Models

This Behavior Planner takes as input the interpersonal attitudes of the agent
towards all the other agents. The first stage computes the upper body nonver-
bal behavior (facial expression, presence of gestures and head movement, head
orientation, spatial extent and power of gestures) for this speech act and the in-
terpersonal attitude towards the adressee. The other stage, computes the body
orientation, the interpersonal distance and the group member which is looked at
within an F-Formation. On top of this, the combined model computes the pre-
ferred target, the weights for the body orientation modality (more weight from
the group formation model resulting in an orientation more consistent with the
group and less towards the adressee) and the desired interpersonal distances
between all characters in their social spaces.

3 Implementation

This paper describes a preliminary implementation of our model extended to
small group of ECAs in a simulated conversation. The implementation relies on
two separate technologies, the VIB platform and the Impulsion AI engine. VIB
is a SAIBA compliant platform for the generation and realization of multimodal
behavior for ECAs. In [12], we extended the Behavior Planner of this platform
with our bayesian network to generate the agents’ nonverbal behavior to express
different social attitudes in dyadic interactions. The Impulsion AI engine is a
software platform developed to improve ECAs nonverbal behavior in social sim-
ulations with particular emphasis on F-formation systems (i.e. group conversa-
tions) and gatherings (e.g. multiple groups sharing the same environment). The
engine is grounded on Scheflen’s human territories and Kendon’s F-Formation
[14] theories and it provides ECAs with autonomous generation and realization
of gaze, proxemics and body orientation behavior supporting a simulated group
conversation. Both VIB and Impulsion have been deployed within the Unity3D
game engine. In this preliminary implementation of our model we geared up a
set of ECAs with an integrated version of VIB and Impulsion. On a software
engineering perspective, we have coordinated this integration by allowing VIB
to control the upper body part of our characters (gestures and facial expres-
sions, the head orientation is not handled by VIB in this implementation), while
Impulsion is controlling the character’s interpersonal distance, body orientation
and gaze behavior. This integration is still work in progress and presents two
challenging issues that we need to address. First the whole orchestration of non-
verbal behavior needs to be consistent with the intended social attitudes that
we aim to express. Secondly, at a lower level, we are working on blending the
resulting animations corresponding to the behaviors exhibited.

4 Conclusion

In this paper, we have presented a model for conversational groups of humans
and agents and a preliminary implementation of the Behavior Planner of this



348 B. Ravenet et al.

model. We have used an approach combining two models of social interaction,
one dedicated to conversational nonverbal behavior and the other for small group
formation and territorial cohesion. This is a novel approach, however it intro-
duces some challenging issues that we need to address: on a theoretical level,
we need to assess if two separate models of social behavior are compatible when
combined together to generate believable and consistent behavior. We are aware
that the model for attitudes in dyadic interactions cannot simply be migrated
to small group interactions. This new social context has different requirements
due to the different spatial arrangements of the ECAs involved and the need
to clearly define the addressee for each separate nonverbal modality (e.g. body
oriented towards a participant while gazing at another).
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Abstract. The results of a study investigating which health issues women are 
willing to discuss with a virtual agent are presented, focusing on 108 risks re-
lated to maternal and child health. We find that women’s perceived importance 
of a health issue, along with general self-efficacy and comfort discussing the 
topic are significant predictors of whether they will address it. 

Keywords: Relational agent, embodied conversational agent, preconception 
care, medical informatics, health informatics, social desirability. 

1 Introduction 

There are an increasing number of virtual agents used in the role of health counselors, 
for a wide range of applications, including interventions for exercise, diet, and hospit-
al discharge. Virtual agents have also been used to screen and/or counsel individuals 
on potentially sensitive and stigmatizing health-related behaviors, such as drug and 
alcohol abuse [1] and mental illness [2]. However, it is unclear what range of health-
related topics users would choose to discuss with a virtual agent, given the choice. It 
is also unclear what factors might drive these decisions, ranging from perceived im-
portance of a health risk, comfort discussing a particular topic, or demographic or 
personality traits of the user. Such knowledge is important in designing new agent-
based health interventions for particular user groups, since it would help determine 
whether a virtual agent should be used at all for a particular health risk and user de-
mographic and, if a virtual agent is used, which health topics and decision factors 
need to be the foci of effort in intervention design.  

The context of this research is an automated system we are developing to provide 
“preconception care” (PCC) to young African American women. These women are 
twice as likely to deliver a low birth weight baby and have twice the infant mortality 
rate compared to White women in the US. In a recent survey, 108 risks in 12 domains 
were identified as possible factors in determining infant health in this demographic 
[3] (Table 1). The domains range from substance abuse to nutrition and exercise, and 
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individual risks span flu vaccinations to alcoholism. The majority of these risks must 
be addressed well before pregnancy and traditional prenatal care, thus this area of 
preventive medicine is referred to as “preconception care” [4]. As just one example, 
folic acid should be taken at least four weeks before pregnancy to prevent neural tube 
defects. 

Table 1. Domains of Health Risks Addressed in the Preconception Care System 

Domain Example Risk 
Health care and programs having health insurance 
Relationships  physical or sexual abuse 
Reproductive health not using birth control 
Health conditions and medicines asthma 
Genetic health history ethnicity-based health risk 
Emotional and mental health depression 
Immunizations and vaccines need HPV vaccine 
Infectious diseases at risk for sexually-transmitted infection 
Substance use tobacco use 
Nutrition and activity overweight 
Environmental issues toxoplasmosis 
Men and health care partner does not have a physician 

 

 
Users are enrolled into the PCC system by first completing a survey questionnaire 

that attempts to determine which of the 108 risk factors they may need to address. In 
our pilot work, we have discovered that the average woman in our target demographic 
has 23 (range 13-37) preconception risks [5]. Thus, preconception care represents an 
application domain in which many health behaviors need to be changed, with the set 
of behaviors potentially different for each user, and many of which require longitu-
dinal counseling support. In order to help women address their preconception risks, 
we have developed a virtual agent (Figure 1) that counsels women over the course of 
a year on how to incrementally address their risks. During each session with the 
agent, the agent recommends that the user discuss the risk that has the highest clinical 
importance for preconception care, as rated by a team of family physicians. However, 
users are free to select any of the topics on their list of risks to discuss with the agent, 
and are also free to state that they feel any particular risk factor is not relevant  
to them.  

We have recently completed a randomized clinical trial of the preconception care 
system, and present the results of an analysis of the topics women chose to discuss 
with the virtual agent. Our primary research questions are: 

RQ1. What health risks do women choose to discuss with a virtual agent? 
RQ2. What factors predict the risks women choose to discuss? 
RQ3. What factors predict uptake on the agent’s suggested risk to discuss?  
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2 Related Work  

Many of the PCC health risk topics are very personal and may be uncomfortable for 
some women to talk about with others, even health professionals. Such stigma is re-
lated to social desirability bias, which is the tendency for someone to put themselves 
in a favorable light with respect to social norms. Kang et al. [6, 7]investigated users’ 
socially desirable responses given different amount of self-disclosure and behavioral 
realism of virtual agent interviewers, finding that users disclose more with agents who 
have high behavioral realism and high self-disclosure. Vardoulakis explored social 
desirability effects in a virtual agent that queried college students about their alcohol 
consumption, finding that participants self-reported more frequently to a text-based 
interface than a virtual agent, but with interaction time accounting for the difference 
(the agent interface took longer to use)[8].  

Discussion of personal topics, such as birth control and domestic violence, also 
constitutes a form of intimate self-disclosure, which generally requires some level of 
trust between interlocutors, according to social penetration theory [9]. Bickmore and 
Cassell [2] found that relational conversational strategies, such as small chat, can be 
used by a virtual agent, to build such a trusting relationship.   

 

 

Fig. 1. Virtual Agent Interface used in Preconception Care System 

3 Context of the Study: The Preconception Care Virtual Agent  

The Preconception Care (PCC) System is a web-based intervention that begins when 
a user completes a survey questionnaire to identify her PCC risks. Following this, she 
can conduct sessions as often as she likes to help her address her risks. The interven-
tion is designed for a recommended weekly session over a one year period of time. 
Users are guided through each session by a virtual agent (Figure 1). Following the 
survey, the agent introduces the “My Health To-Do List” (Figure 2, Right) and lets 
users select the identified risks they want to discuss. The agent then describes each 
risk and why it is important, and offers users the opportunity to take action on it.   
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Fig. 2. Sample Survey Results (Left) and “My Health To Do List” (Right) 

The agent is rendered in a web-based (Adobe) Flash plugin, using the LiteBody 
framework [10], with speech output produced on the server with a commercial speech 
synthesizer. Dialogues are scripted using a custom hierarchical transition network-
based scripting language. Agent nonverbal conversational behavior is generated using 
BEAT [11], and includes beat (baton) hand gestures and eyebrow raises for emphasis, 
gaze away behavior for signaling turn-taking, and posture shifts to mark topic boun-
daries, synchronized with speech. User input is obtained via multiple choice selection 
of utterances.     

After a user completes her risk questionnaire her lists of risks is displayed in order 
of clinical importance (Figure 2, left). At this point she can either pick a risk off the 
list herself, or ask the agent to choose (“You can decide.”), in which case the risk with 
the highest clinical importance is selected for discussion.   

A sample introductory dialogue about a specific risk is shown in Figure 3. 
 

Agent: You mentioned that you have been a victim of physical  

       or sexual abuse. 

User:  What is it? 

Agent: Abuse is any physical or sexual harm done to you. It  

       can come from any person, including family, someone you 

       are dating, someone you live with, or even strangers. 

User:  Why does it matter for pregnancy? 

Agent: Since you are not pregnant now and are not planning on  

       being pregnant soon, this is a great chance for you to 

       focus on yourself and being as healthy as you can, both 

       physically and emotionally. If you were abused in the  

       past or are being abused now, it could make it harder to 

       have a healthy baby later on. … …  

User:  OK, I understand. 

Agent: What best describes your attitude about getting out of a  

       physically or sexually abusive situation. 

User:  I plan to do this in next 6 months. 

Fig. 3. Sample Initial Dialogue for Domestic Violence Risk 
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4 Analysis of Health Risks Women Choose to Discuss  

We recently completed a randomized controlled trial in which 100 women were re-
cruited and randomized to either the PCC system or a non-intervention control group 
for six months.  

4.1 Clinical Trial Methods 

Participants. All 100 participants were female, self-identified as African American 
or Black, aged 18-34, had regular access to telephone and internet, spoke English, and 
were self-reported not pregnant at the time of enrollment. Participants were recruited 
from across the US.  

Measures. Participant demographics (age, race, education), generalized self-efficacy 
(the confidence to overcome obstacles [12]), and health literacy (the ability to read 
and act on written medical information [13]), were assessed at intake. All participant 
actions in the PCC system were logged to a database for subsequent analysis. At the 
conclusion of the six-month intervention, all participants were contacted by phone 
and asked about each of risks identified by the Risk Assessment to determine their 
current status with each risk. 

Protocol. Following consent, baseline assessment, and randomization, intervention 
participants were emailed a link to the web-based PCC survey, a Tips Sheet with in-
structions for using the PCC system and the study contact information. Intervention 
participants were emailed periodically to remind them to use the system.  

4.2 Auxiliary Data 

In order to determine the factors underlying decisions about whether women would 
discuss a particular health risk or not, we conducted an additional survey of women 
who were not in the clinical trial. In this survey, we asked women to assess the sensi-
tivity and perceived importance of each of the 108 PCC health risks. We reasoned that 
many women may be uncomfortable discussing certain health risks, even with a vir-
tual agent, given social desirability biases (the tendency for someone to put them-
selves in a favorable light with respect to social norms). 

Sensitivity was assessed by asking “How comfortable would you be discussing this 
topic with a health professional you don’t know?” on a 7-point scale (from 
1=“Extremely Uncomfortable” to 7=“Extremely Comfortable”).  

Perceived Importance was assessed by asking “How important do you think this risk 
is for your personal health?” on a 7-point scale (from 1=“Extremely unimportant” to 
7=“Extremely important”).  
The survey was distributed to 17 women (aged 22 to 29), and 15 complete data sets 
were obtained.   

Each PCC risk was also rank-ordered in importance by a team of family physi-
cians, based on the CDC’s Select Panel on Preconception Care’s publication on the 
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clinical content of preconception care[3]. The Panel considered not only clinical im-
portance, but also the strength of existing evidence and efficacy of available interven-
tions. The development of the Gabby screening questionnaire has been previously 
published[5]. The perceived importance of risks was significantly correlated with the 
clinical importance ranking, Spearman’s rho=0.259, p<0.05. However, there were 
many surprising differences between clinicians’ importance ranking and perceived 
importance by lay women. For example, use of the “withdrawal method” of birth 
control was ranked #5 in importance by clinicians, while lay women ranked it #93 
(Table 2). 

Table 2. Comparison of Clinician Importance and Perceived Importance by Lay Women of 
Preconception Care Risk Factors (those with most significant differences) 

Risk Topic Clinician 
Importance 

Perceived 
Importance 

Withdrawal Method 5 93 

Multivitamin with folic acid 6 86 

'Over the Counter' medicines 24 99 

Household chemicals 27 101 

Physical or Sexual Abuse 79 9 

4.3 Results 

Here we focus exclusively on the 42 women (aged 26.02+/-3.4) randomized to the 
PCC intervention who completed the screening questionnaire, and for whom the 
screening questionnaire found at least one health risk. These women completed an 
average of 4.19 (range 1 to 13) interactions with the virtual agent over the six months 
of the study. The screening questionnaire identified 23.19 (sd 6.12) risks per user and, 
of these, women chose to discuss an average of 6.33 (sd 7.16) risks with the virtual 
agent over the duration of the intervention. 
 
RQ1. What health risks do women choose to discuss with the virtual agent? 
Table 4 shows those risks women were most and least likely to discuss with the agent, 
once they had screened positive for the risk and agreed that it was a potential problem 
for them. Most women who needed HPV vaccine, were sexually active without birth 
control, or at risk for Hepatitis B discussed these risks with the agent, whereas none of 
the women who needed more Vitamin D, did not have a primary care physician, or 
needed more Omega-3 Fatty Acids in their diet chose to discuss these risks with the 
agent. 

RQ2. What factors predict the risks women choose to discuss? 
As we hypothesized, there are significant correlations between the perceived importance 
of a risk and women’s likelihood of discussing it (Kendall’s tau = -0.168, p<0.05).  
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Table 3. Risks Most and Least Frequently Discussed For risks that at least 10% of women had 
and for likelihood of being discussed over 50% or under 5%. Columns as in Table 5 

Most Discussed 
Risks 

% 
total 

% dis 
/acpt 

Least Discussed 
Risks 

% 
total 

% dis 
/acpt 

Need HPV vaccine 22% 65% Need more Vitamin D 20% 0% 

No Birth Control 19% 64% Don't have a PCP 14% 0% 
At risk for Hepatitis 
B 10% 56% 

Need more Omega-3 
Fatty Acids 10% 0% 

'Over the Counter' 
medicines 13% 56% 

Workplace chemicals 
and dangers 10% 0% 

Multivitamin with 
folic acid 26% 52% Stress 8% 0% 
Born low birth-
weight or preterm 16% 50% 

Personal History of 
Health Condition 6% 0% 

Alcohol 22% 50% Don't feel safe 6% 0% 

Toxoplasmosis 19% 50% Depression 4% 0% 

Table 4. Logistic Regression to Predict Decision to Discuss Risk  

Predictor Coefficient p 
(Intercept) -1.941 0.087 
Si   -0.165 0.088 
PIi   0.307 0.039 
Totalj   -0.032 0.015 
Agej   -0.044 0.046 
GSEj   0.056 0.001 
REALMj  -0.004 0.311 

 
 

However, we did not find a significant correlation between the rated sensitivity  
(comfort discussing a risk) and women’s likelihood of discussing it (Kendall’s tau = -
0.0148, n.s.).  

In order to determine the range of factors and their relative contributions to the de-
cision process, we performed a logistic regression on the decision to discuss each risk 
a woman screened positive for and agreed was potentially relevant to her. Predictors 
included(also see Table 5): 

Si - Sensitivity of risk i  
PIi - Perceived Importance score of risk i  
Totalj - Total number of risks woman j  has 

Agej - Age of woman j 
GSEj - General Self-Efficacy of woman j 
REALMj – Health Literacy of woman j  has 
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Table 5. Attributes of the Most Common Risks Reported in the Clinical Trial # total is number 
of women who have the risk; # reject is number of women who said that the screening result 
was incorrect; # discussed is number of women who chose to discuss the risk with the agent; % 
discussed = # discussed/ # total; %dis/acpt = #discussed/(#total-#reject); CI is the clinician 
importance rank (1=most important); PI is the perceived importance rank (from survey); S is 
the risk sensitivity (1-7, from survey). 

 
Risk Topic # 

total 
# 

reject 
%  

reject 
# dis-
cussed 

% dis-
cussed 

% 
dis/acpt 

CI PI S 

Ethnicity-
Based Health 
Risk 

41 5 12.2% 12 29.3% 33.3% 51 75 3.56 

Caffeine 41 10 24.4% 6 14.6% 19.4% 105 102 2.19 

Listeriosis 39 15 38.5% 9 23.1% 37.5% 83 42 2.31 

At risk for an 
STI 

38 8 21.1% 7 18.4% 23.3% 75 69 4 

Bad diet or 
food choices 

35 0 0.00% 7 20.0% 20.0% 104 49 2.69 

Plastic Water 
Bottles 

33 6 18.2% 10 30.3% 37.0% 57 109 1.94 

Partner 
needs Re-
productive 
Life Plan 

30 8 26.7% 7 23.3% 31.8% 65 105 3.06 

Need more 
Iron 

29 1 3.5% 9 31.0% 32.1% 26 85 1.59 

Not been 
tested for an 
STI 

27 2 7.4% 4 14.8% 16.0% 77 57 3.75 

Multivitamin 
with folic 
acid 

23 0 0.00% 12 52.2% 52.2% 6 86 1.59 

Exercise 23 0 0.00% 2 8.7% 8.7% 68 34 2.13 

At risk for 
Hepatitis C 

23 6 26.1% 5 21.7% 29.4% 76 61 3.38 

Need more 
Calcium 

22 3 13.6% 7 31.8% 36.8% 25 81 1.59 

At risk for 
Malaria 

21 8 38.1% 6 28.6% 46.2% 71 62 2.5 

Exposure to 
Lead 

21 9 42.9% 4 19.0% 33.3% 78 83 2.13 

...          
 

 
Results (using the “glm” function in the R statistical analysis program) are shown in 

Table 4. Women’s decision to discuss a risk is driven primarily by their perceived impor-
tance of the risk, but also by their general self-efficacy. The likelihood of discussing any 
given risk decreases with the total number of risks a woman has, indicating there may be 
a fixed amount of time women are willing to spend working on their health risks. The 
probability of discussing risks also decreases with a woman’s age. The sensitivity of a 
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risk approached significance as a predictive factor (p=.088), but its influence was in the 
predicted direction: more sensitive risks were less likely to be discussed. 
 

RQ3. What factors predict uptake on the agent’s suggested risk to discuss?  
Finally, we investigated what factors predicted when users would choose what risk 
they wanted to discuss vs. simply letting the agent select the risk with the highest 
clinical importance. The number of risks already discussed was the primary predictor 
of this decision. There is a general trend for women to let the agent decide more fre-
quently the more risks they have already discussed (Figure 4). The reason for this 
could be that once they have already discussed the few risks that are most important 
to them (by choosing to discuss them), they are satisfied to let the agent choose the 
order of the remaining ones. 
 

 

Fig. 4. Percentage of Risk Decisions Abdicated to Agent, by Decision  

5 Discussion, Conclusions, and Future Work 

We found that women were comfortable and willing to discuss a wide range of health 
risks with a virtual agent, including many topics that may have significant stigma 
associated with them, such as domestic violence. The women in our study only dis-
cussed 6.3 of the 23.2 health risks they screened positive for with a virtual health 
counseling agent. However, there was a large variation in their likelihood of discuss-
ing different risks with the agent, ranging from 65% (needing HPV vaccine) to 0% 
(needing more Vitamin D). We found that some of the factors that contribute to this 
difference include the perceived importance of the risk, a woman’s generalized self-
efficacy, and her comfort discussing the risk.  

There are several limitations to our study and analysis. The participants in the clin-
ical trial did not complete the surveys of importance and sensitivity themselves, thus 
the data obtained may not match their own assessments of these factors. We also did 
not compare our results to decisions to discuss these risk factors with a human health 
counselor, which would have told us much more about women’s attitudes towards 
virtual agents as health counselors.  

We have just started another clinical trial of the PCC system in which 530 women 
will be randomized to the system or a non-intervention control group for a year-long 
period of time. Future work includes expanding the system’s functionality in various 
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ways, such as the ability for the agent to counsel women on developing a reproductive 
life plan. Our intent is that this effort will ultimately address the significant disparities 
in infant health in the US.  
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Abstract. We propose a model of cognitive process allowing virtual agents to 
exhibit anticipatory abilities. With user experiments, we show that this mechan-
ism brings about an improvement in the efficiency of the behavior generated, 
and check that external observers are able to perceive it. We also confirm that 
this improvement in efficiency leads, up to a point, to an improvement in belie-
vability as judged by human observers. Beyond this level of efficiency, believa-
bility reaches a plateau. 

Keywords: virtual agents, hybrid architectures, anticipation, believability, user 
evaluation, agent-based simulation. 

1 Introduction 

The field of virtual agents is particularly rich, and finds applications in various do-
mains. In this paper we address primarily applications to urban simulation, though our 
results are relevant to other domains. In urban simulation, one has to be able to deal 
with a large number of agents, in real-time, and in a rich environment. These con-
straints often lead toward using reactive agents which are known to have limitations 
in terms of believability [1] and are not adequate when the behaviors to simulate be-
come complex. For that reason, the idea of combining reactive and cognitive abilities 
in hybrid agent architectures is useful [4]. In this paper we tackle the issue of enrich-
ing the decision process of virtual agents with anticipatory abilities, one of the most 
important skills recognized as cognitive. Our claim is that these abilities increase the 
behaviors efficiency of the virtual agents, and consequently the believability (as per-
ceived by human observers) of these behaviors. We study this claim by integrating  
the corresponding module in a agent architecture [2] and by evaluating it with a  
user experiment focusing on the perceived efficiency and believability of the agent’s 
behaviors. 

We consider classically that believability is the capacity of an agent to “suspend 
the disbelief” of observers [3]. Over the last years, the role of anticipation has ap-
peared as an important feature in agent’s decision processes and in virtual agent’s 
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believability, to such an extent that [1] claimed: "only cognitive systems with antici-
pation mechanisms can be credible, adaptive, and successful in interaction with both 
the environment and other autonomous systems and humans". 

2 Anticipatory Module 

The anticipatory module proposed here takes some inspiration from [5]. Its goal is to 
provide agents with an ability to make predictions about themselves and their envi-
ronment, using predictive models. This module is based on an evaluation of future 
individual satisfaction levels rather than future states as often done in state anticipa-
tion. This leads to a better generality, because it is possible to provide the agents with 
their own model of satisfaction, largely independent from the environment used. 

Our anticipatory module uses predictive models. These include a model able to 
calculate a level of satisfaction based on the internal states of the agent. It also in-
cludes predictive models about the environment, the actions, and the internal states, 
which are traditionally used in anticipatory mechanisms. Additionally, a decision 
model is required to produce predictions on the future decisions of the agent. These 
models can come from several sources: they can be handcrafted by the agent designer, 
but they can also be learned. A third possibility is to assume that the anticipatory 
module is fully introspective: it can directly use the various models at work in the 
agent architecture to run them for predicting their future outputs. We made this sim-
plifying assumption in the experiments reported further below. 

We give below a synthetic algorithm of the anticipatory process proposed: 
StoppingCondition(A,t): is the stopping 
condition of the algorithm. 
PredictNextAction(A,t): predicts the action 
of A at time t. 
PredictEndOfAction(A,t): uses the action 
model to estimate the time remaining until 
the completion of the predicted action.  
PredictFutureState(A,t): uses the environ-
ment model to predict the changes occur-
ring in the environment.  
EvaluateFutureSatisfaction(A,t): uses the 
satisfaction model and the predicted situa-

tion to predict the satisfaction (S) at time t . 
SearchAnticipatoryPlan: attempts to find a plan that leads to a satisfaction (SP) high-
er than S. Each plan found by this method is called an anticipatory plan: a plan using 
prediction abilities to attempt to be more efficient. These plans have a grade attached 
Q, depending on both G the predicted gain in satisfaction, and C a confidence level. 
In this paper, we consider that the goal of the anticipatory module is only to propose 
these plans. 

Data: 
A is an agent; 
tc is the current time; 
Initialization: 
t = tc; 
while (StoppingCondition is 
false), repeat: 
PredictNextAction(A,t); 
PredictEndOfAction(A,t); 
PredictFutureState(A,t); 
EvaluateFutureSatisfaction(A,t); 
SearchAnticipatoryPlan(); 
end 
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Abstract. We address the situation of developing interactive scenarios
featuring embodied characters that interact with users through various
types of media easily presents as a challenge. Some of the problems that
developers face are on collaborating while developing remotely, integrat-
ing all the independently developed components, and incrementally de-
veloping a system in such way that the developed components can be
used since their incorporation, throughout the intermediate phases of
development, and on to the final system. We describe how the Thalamus
framework addresses these issues, and how it is being used on a large
project that targets developing this type of scenarios. A case study is
presented, illustrating actual development of such scenario which was
then used for a Wizard-of-Oz study.

Keywords: Embodied characters, component integration framework,
social robotics, BML.

1 Introduction

As scientists, we envision the creation of autonomous artificial characters that
are able to interact with humans in a natural way. It seems that interactive
technologies are evolving enough to provide this; however we still strive to figure
out how to integrate artificial characters, virtual environments, and our physical
world in a seamless interaction. Current applications that feature interactive em-
bodied agents tend to integrate several technologies together, into larger holistic
systems.

One particularly interesting field of application that features these kind of
holistic systems are the ones involving socially interactive robots [3]. Our work
is part of the EU FP7 EMOTE Project1. The project aims at developing em-
pathic robotic tutors that can interact with school children through multimedia
applications in order to improve learning.

1 http://www.emote-project.eu/
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In this field of human-robot interaction, users interact with an agent, em-
bodied as a robot. This robot is normally regarded by the user as the actual
artificially intelligent being. However, it frequently turns out that technically,
the robot acts solely as an embodiment and does not actually contain what is
regarded as the artificial intelligence. This intelligence will most likely be running
on separate computers which communicate with and control the robot [4]. It is
also becoming common to have external third-party components extending the
interaction environment, such as capture devices (e.g. Microsoft c© Kinect c©2) or
touch-tables. Current mobile devices can also be used to extend the interaction,
providing the physical robot with a ubiquitous virtual form, in a process called
migration [9].

The requirements for this type of tutor and interaction environment thus aims
us at exploring component-based embodied agents in which components can be
reused in different scenarios.

This paper describes Thalamus, our component integration framework, devel-
oped in order to support the development of interactive agents that can seam-
lessly integrate the agent’s logic with components for both various embodiments
(virtual or robotic) and mixed environments (virtual and physical). We describe
how it is being used in EMOTE for collaboratively developing the overall system
that includes a robotic character (tutor), a touch-based video-game, perceptual
components, and high-level behaviour control. We present a case study in which
the tutor is controlled in a Wizard-of-Oz setting, and how the same components
can still be used when we replace the wizard with an autonomous agent.

2 Related Work

Several authors have faced the kind of problems we refer to, and as such, have
proposed other architectures before. Schröeder developed the SEMAINE API,
which was used in the EU FP7 Semaine Project3. This is a component integra-
tion framework, based on the principles of asynchronous messaging middleware.
Its architecture, however, has a pipeline message flow, meaning that it follows
in the traditional sense-think-act loop of interactive agents. The author points
out two key requirements for a framework of this kind: Infrastructure, meaning
that components must be able to run on different programming languages and
operating systems; and Communication, meaning that components must follow
suitable representation formats, which should be standards where possible[8].

CMION was developed in the context of the EU FP7 LIREC4. It is a mind-
body framework for integrating sensors and actuators through various degrees of
abstraction. It was designed especially for allowing agent migration (transferring
the agent’s identify to a different embodiment). As such, it abstractly encapsu-
lates functionalities of an embodiment into what they call competencies. These
competencies share information through a blackboard component. By defining

2 http://www.microsoft.com/en-us/kinectforwindows/
3 http://www.semaine-project.eu/
4 http://lirec.eu/

http://www.microsoft.com/en-us/kinectforwindows/
http://www.semaine-project.eu/
http://lirec.eu/
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an embodiment as a set of competencies, agents can then migrate to other em-
bodiments, as long as those implement the same type of competencies[2].

Thalamus was first also developed for the same LIREC project[6]. I was ini-
tially developed as an embodiment-independent BML scheduler which was used
to run BML on robots. It also provided interaction between high-level percep-
tion structures (PML) and the BML plans, so that an agent’s behaviour could
be planned to interact with asynchronous events from the environment.

More recently, the same authors have presented the Censys Model[7]. Cen-
sys serves as a theoretical-to-technical foundation on how developers can design
and structure agents following some concepts taken from philosophy and neuro-
science, in order to break the sense-think-act loop of traditional agents. What
Censys proposes is that there is no need to explicitly define a Mind or a Body
in an agent. The Mind process can be built out of several interacting processes,
which exchange information. The Body processes would be all the processes that
are capable of turning the higher-level behaviour instructions onto low-level body
actions, and the low level perceptual data into higher-level representations that
can be understood by other components. The behaviour realization components
do not event have to be the same as the perception components. This allows to
more easily reuse components in different applications, by replacing only spe-
cific parts of the system. In a Censys architecture, the flow of communication is
asynchronous and does not follow a predefined path (pipeline). This allows sev-
eral modules to perform lower-level autonomous behaviour, while other modules
simultaneously process and provide higher-level information.

ROS - Robot Operating System is a popular middleware for robotics that
provides a common communication layer to enable different types of sensors,
motors and other components to exchange data[5]. ROS is module-based, mean-
ing that a ROS-based robot actually runs several different modules, being each
one of them responsible for controlling one or more components of the robot.
They communicate based on a message oriented middleware (MOM). This is ac-
complished through a publish-subscribe pattern, in which each module specifies
the type of messages it wants to receive (subscription), so that each time another
module produces that message (publication), the subscribed modules receive it.

3 Thalamus as a Modular Framework for Interactive
Embodied Agents

Thalamus was initially developed as a cross-media body interface for artificial
embodied characters[6]. It was based on the SAIBA framework [1], and devel-
oped mostly as a BML scheduler, with the additional capability of supporting
abstract perceptions which could interact with BML actions, in order to allow
for continuous interaction with a character. By providing only the scheduling
and not the realization functionality of BML, it can be used with different em-
bodiments, both virtual and robotic.
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3.1 Motivation

We have now adapted Thalamus to follow on the Censys model[7], thus turn-
ing it into a more general component-integration framework. Traditionally, the
body of an embodied agent framework contains all the physical interfaces of the
character, both in terms of actuation and perception. However, we consider that
the interface with the environment can be composed of several components.

An example of this would be an interactive scenario featuring an expressive
robot and a Kinect c© camera for perceiving the user. An interactive system
should be modular enough to allow replacing the robot by another one for the
expressive function, while keeping the Kinect c© for the perceptual function.

By building on Censys, we do not designate any specific component as being
either the body or the mind. This also makes it easier to have a character that
interacts both with the physical environment and with a virtual one.

Taking as example an interactive setting with the robot, the Kinect c©, and a
touch surface/screen, these three components all provide an interface with the
user and the physical environment. However, the touch screen will most likely
be running another application which provides a virtual environment. On such a
setting, we do not consider it appropriate to strictly define the body as a specific
component of our system.

The main new feature we have introduced into Thalamus is the MOM mecha-
nism, which is designed to integrate with the scheduler. This integration between
scheduler and MOM allows to have the asynchronous and abstract sides of com-
munication given by the MOM, while still supporting synchronously distributed
behaviours that run in a BML-like manner. However, the Thalamus scheduler
is more abstract than BML, which allows it to synchronize actions and events
that do not only originate from BML-based behaviour.

3.2 Architecture

Figure 1 shows an overview of how Thalamus is currently structured. The Tha-
lamus Master (Master) is the main node which centralizes all communication
that runs between different Thalamus Modules. Both the Master and each of
the Modules can run either in the same or in different computers, as the com-
munication is established over some type of network protocol. As described on
the Censys model, each Module can subscribe and publish both Actions and
Perceptions.

In Thalamus, both of these are treated as Events. We distinguished them
mostly for easier design, development and comprehension of the agents. The
figure also shows the MOM-based manager as the central part of the framework,
and how it is tightly linked with the scheduler.

The Master maintains a proxy to each of the Modules that are connected, in
order to manage the communication between these two parts. Each Module actu-
ally communicates with it’s specific Module Proxy, both to subscribe, announce,
publish and receive events. Every time the configuration of the connected mod-
ules changes (i.e, some module connects or disconnects from the system), all the
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Fig. 1. The current Thalamus Framework architecture

available Event definitions are broadcast to all Modules. This allows Modules to
know what is currently available in the system, and if necessary, adapt the way
they behave.

Models that exchange the same type of Events must all follow a pre-defined
Event structure in order to consider the same parameters for the transmitted
Event. These are specified outside of any Module, in shared libraries. Each library
can contain several groups of Events, which we called Interfaces. These Interfaces
are defined externally by the agent developers, and should include all the Events
that are necessary for implementing a specific kind of functionality.

Figure 2 shows an example in which several Modules subscribe and publish
to Events which are defined by Interfaces in separate libraries. By subscribing
to a specific Interface, the Module subscribes to all Events defined in it. Each
Module can subscribe or publish to as many Interfaces as the agent developers
consider the Module to be responsible for.

Fig. 2. Example scheme of how different modules publish and subscribe to events
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3.3 Implementation and Development Workflow

Thalamus is currently implemented in C#/dotnet. It can run either as a library,
or as a standalone application, with its own GUI. The Master node generally runs
in the standalone form. All the other Modules run as separate applications by
implementing the ThalamusClient class. In order to publish events, each Module
also contains an instance of a ThalamusPublisher class. We are currently using
the XML-RPC.Net5 library for remote message invocation between the Modules
and the Master.

The framework is open-source, and is currently available through a Mercurial
repository in Sourceforge6. There is a README.txt file which includes the basic
workflow with Thalamus, and a Documentation folder with instructions on how
to start writing modules.

Thalamus also includes a simple GUI which provides features like:

– Creating a Character, which will automatically receive connections from any
Modules;

– Viewing the Modules that are connected to such Character;
– Manually triggering Actions and Perceptions, for debugging and testing pur-

poses;
– Event viewer with filters.

4 Case Study: The Modular Wizard-of-Oz

Thalamus is currently being use as the backbone integration platform in the
European FP7 EMOTE project. Several partners are using it collaboratively to
develop different Modules that communicate with each other in order to achieve
the project’s goals. The project aims at developing empathic robotic tutors that
can interact with school children through multimedia applications in order to
improve learning.

4.1 Collaborative Platform for Large-Scale Agent Development

Several things in Thalamus were developed with collaborative development in
mind. We highlight the method of defining Event Interfaces as separate libraries
that can be shared by different Modules. The Thalamus Master has no knowledge
of these Interfaces and Events. They are all abstracted when sent to the Master,
so that the Master relies only on the type of Event that is being transmitted,
and the rules that it has for who to broadcast it to. This has allowed developers
to work independently on different Modules that communicate with each other
by simply sharing a library which contains the necessary Events.

By having anticipated that a large scale interactive scenario would include
several logical, virtual and physical components, we have made the integration

5 http://xml-rpc.net/
6 http://sourceforge.net/projects/thalamus/

http://xml-rpc.net/
http://sourceforge.net/projects/thalamus/
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process as easy and flexible as possible. Besides the shared Interfaces, all Mod-
ules and the Master have a network communication layer that allows them to
find each other and connect automatically across a local network, and main-
tain such connection even when one Module, or even the Master fails for some
reason (normally during development and debugging of new features). It would
be extremely tedious to require setting up connections manually, and having to
restart all the modules every time something failed.

4.2 Interactive Scenarios

In EMOTE, the tutor is being developed for two different interactive scenar-
ios, both using a robotic embodiment, and a large touch-table. The touch-table
runs a multimedia interactive application (like a video-game). The user interacts
with the system by using the game application. The system also interacts back
through the robotic embodiment, which provides a character with expressive
behaviour.

In a large-scale project, it is common to run tests with initial versions of the
system in order to collect data about how users interact with all the components
that are being developed. In our case, before implementing the final autonomous
robotic tutor, we are going through several mock-up and wizard-of-oz (WoZ)
experiments. This section briefly describes how Thalamus was used to integrate
the components used in a recent WoZ experiment.

Fig. 3. Structure of the Wizard-of-Oz setting. The physical and virtual components
are distinguished.

Figure 3 shows how the current system is structured for the WoZ experiment.
Our physical components are a NAO robot7, a multi-touch table (MTT), and a
Microsoft c© Kinect c©.

The MTT provides both a virtual environment (Game Application) that is
shared by the agent and the user, and is also used for input from the user. The
Kinect captures the user. Currently it is used only for head-tracking.

7 http://www.aldebaran.com/en

http://www.aldebaran.com/en
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The NAO Robot provides an embodiment that exhibits expressive behaviour
towards the user. Such expressive behavior is generated and managed by a be-
havior planner module which we call Scenica. This module is constantly updated
with information from the Perception module (which interfaces with the Kinect).
It also receives coordinate information from the Game Application, in order to
be able to instruct the robot to gaze, point or wave towards specific points on
the screen. Scenica also provides some semi-autonomous behaviour. It manages
gazing behaviour so that the Wizard does not have to deal with all that.

The Wizard uses the WoZ panel to control the flow of the game, to parametrize
some of Scenica’s semi-autonomous behaviour, and to manually select high-level
FML utterances. These utterances are dialogue acts which were previously writ-
ten and tagged both with non-verbal and game instructions. The FML is broken
down in Scenica into BML actions and game-actions. The actions are then sent
through Thalamus to be scheduled and/or routed to other modules (NAO Robot
Module and Game Application).

As stated earlier, all the modules communicate over a network. That allows
for easy deployment of different Modules across different machines. The NAO
Robot Module runs on the actual robot, using Mono8. The Game Application
runs on the MTT, while the remaining modules (Scenica, Perception and WoZ)
run on another computer. As we are implementing more intensive algorithms for
the Perception module, in the future we may decide to deploy this to a dedicated
machine with specific hardware.

4.3 Feedback from the Developers

EMOTE’s technical team has been collaboratively developing the described sys-
tem. All of them have experience and degrees related with Computer Science, and
are either pursuing a PhD degree, or working as post-doc in the project. They
were questioned regarding the strengths and weaknesses of Thalamus. Their
qualitative feedback is reported in the following paragraphs.

A. Strengths
Development
– Modules can easily be added, removed and reused;
– Easy to debug with the event viewer;
– Simple concept of events and actions;
– Underlying mechanics are abstracted. The modules’ internal logic are

separated from the communication level;
– Easy to specify what information a Module publishes and easy to discover

what you can subscribe to;
– Made it easy to work with NAO robot by using BML;
– Distributed computing allows distributing resources;
– Concentration on developing primary code without actually knowing

which other modules the interface would need to communicate with;
– Run on different OS and easy to interop with different languages.

8 http://www.mono-project.com/Main_Page

http://www.mono-project.com/Main_Page
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– Each Module synchronizes its internal clock with the Master, in order to
provide logging with near-matching time-stamps;

Collaboration
– Collaboration with other developers enhanced thanks to the indepen-

dence of each Module;
– Each developer is abstracted away from the concerns of others;
– Development is easily separated, implementation within modules can be

changed simply and easily without affecting other modules;
– Each developer needed only to agree on the specification of their require-

ments for the Events’ format (name and parameters);
– Development was not drastically affected by partners changing require-

ments on a near daily basis;
– After specifying the interfaces, each developer works on its own module,

and once ready, things fit easily.
Networking
– A module can crash and then reconnect to Thalamus without causing

any issues to other modules;
– No need for set-ups e.g. ip-addresses or names;

B. Weaknesses
Development
– Some limitations on the type of data that can be sent or received from

the clients;
– Complex classes or enumerators are not well managed (even though they

can be used);
– Sometimes Thalamus Standalone crashes;
– All modules should be running the same version of Thalamus (from

sourceforge) otherwise they can’t communicate;
Networking
– The discovery of the Thalamus Master can be improved.
– Impossible to select which network adapter to use;
– On some versions of Windows c©, requires removing UAC9 and firewall

protection to work;
– Network failure sometimes caused some repeated messages;

5 Conclusions and Future Work

We have described how the Thalamus framework is being used in a large project
in which different developers working remotely are able to collaborate on building
an interactive scenario featuring a robotic character. The developers have pointed
out some of the main benefits and handicaps collected during their experience of
working together. We believe that on projects integrating so many technologies,
there should be focus on how the backbone tools and frameworks are adequate
for the needs of the developers. International projects often require development
across different countries, habits, and time zones. We also address the re-usability

9 User Access Control.
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of components in different scenarios as a benefit of planning ahead with an eas-
ily extensible and modular framework. The kind of abstraction and high-level
integration we provide with Thalamus is also directed towards more recent ap-
plications, which often integrate virtual and physical environments, with virtual
and physical characters.

There are, of course, points we still consider to be missing. One of them is
a mechanism for managing conflicts, in the case of several Modules publishing
or subscribing to the same type of Messages. This will highly depend on what
is the purpose of the agent, which Modules are being used, and how each of
them works. As such, we intend to provide Thalamus only with mechanisms for
establishing rules, while the actual rules should be established by the developers.

There are still some network issues to be solved. In the future we may want
to replace the XML-RPC-based communications layer with a more stable and
efficient implementation.
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Abstract. The visual design of virtual agents presents developers with a
very large number of choices. We conducted a series of studies using Ama-
zon’s Mechanical Turk that demonstrate that there are no design univer-
sals for characters, optimal design of character proportion and rendering
style depends on the task domain and user characteristics. Specifically,
we found these adjustments to an agent’s appearance directly effected
how users rated it based on whether it was discussing social or medical
content. The results of this research aim to help create visual guidelines
for the development of domain specific virtual agents.

Keywords: Virtual Agents, Rendering Styles, Character Proportions.

1 Introduction

There are many design decisions that must be made when creating a virtual
agent for a new application and user demographic. These decisions range from
the species of the agent (humanoid, animal, robot, etc.), genre of the character
(anime, cartoon proportioned, realistic), the apparent role of the character, de-
mographic parameters (gender, race, age), selection of clothing and accessories,
hairstyle, and rendering style. Although several studies have attempted to sys-
tematically explore parts of this design space [17,4] they have all constrained
their investigations to single application domains, such as entertainment. How-
ever, the most appropriate character design for one domain is not necessarily the
most appropriate for another. For example, a toon-shaded anime style character
may be ideal in a social networking application but possibly inappropriate as
the interface to a retirement planning system.

In this paper, we further investigate the visual design space for intelligent
virtual agents, but include in our research the systematic manipulation of task
type. This work is motivated by our experience building health counseling agents
[21] in which it is usually not obvious whether more playful, cartoony agents
would be preferred, because they may increase engagement, or more realistic
agents are better, because of the seriousness of the health topics being discussed
(e.g., chemotherapy protocols for cancer patients). We have made many design
decisions based on small sample user studies or anecdotal feedback, and wanted

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 374–384, 2014.
c© Springer International Publishing Switzerland 2014
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a more systematic answer to the question of which character design is the most
appropriate in any given situation.

Given our application domains of interest, we have limited our exploration to
humanoid characters (no monkeys or parrots), hold behavioral realism (anima-
tion) and character environment constant, and systematically explore rendering
style and character proportions in correlation with genre of the character’s de-
sign across task domains. Based on our experience and previous studies (Section
2) our primary hypotheses relate character realism and the levity/seriousness of
a task domain as follows.

H1: Realism will be judged more appropriate for task domains high in
seriousness.

H2: Frivolity (non-realism) will be judged more appropriate for domains low
in seriousness.

In the remainder of this paper we briefly review related studies on character
design and describe our experimental methodology, before presenting two design
studies and conclusions.

2 Related Work

Several researchers have investigated the effects of visual design choices on user
perceptions of a virtual agent. In this section we review the concept of the how
realism, rendering style and character proportion have been shown to change
people’s attitudes towards virtual agents, and why these may be influenced by
the task domain.

2.1 Effects of Rendering Styles

Using the concept of the Uncanny Valley [18], McDonnell et al. investigated how
different rendering styles affect how users perceive a 3D character [17]. Using
ten points along the realism spectrum, ten shaders were created and applied to
a 3D model of a human. Using these variants, two studies were conducted to
investigate how users evaluated the different rendered models on social aspects
such as friendliness, trustworthiness and appeal of the character. The results of
this study showed that toon shaded and highly realistic models were best received
by participants across the various social aspects, with the toon shaded version
slightly outperforming the high quality version in the majority of comparisons.

2.2 Effects of Character Proportions

The proportions of animated characters have also been explored as ways to un-
derstand and work around the uncanny valley. Kenn McDonald, a Sony Pictures
Imageworks animator said that ”A good way to avoid the uncanny valley is to
move a character’s proportions and structure outside the range of human.’” and
attributed the success of Gollum from the Lord of The Rings and Grendel in
Beowulf to their disproportion. His reasoning is that when viewers see the char-
acters, they will think that they are not human and will not judge them by the
same rule as if they were [11].
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2.3 Effects of Realism

Several researchers have studied the effects of realism on user perceptions. There
are two kinds of realism studied: appearance realism and behavior realism. For
appearance realism, Kang et al. [15] found that social co-presence is higher when
dynamic high iconic avatars are used in mobile video telephones. For behavioral
realism, Garau et al. [10] and Bailenson et al. [3] found that a large mismatch
between behavioral realism and appearance realism of avatars lowered social
realism. Bailenson and Yee [4] also found that the more realistic the behavior of
the agent, the more persuasive the agent is. Finally, Guadagno et al. [12] and
Bailenson [2] found that social influence within immersive virtual environments
is higher with virtual humans with high behavioral realism. Furthermore, in
their study, the researchers found that this effect was moderated by the gender
similarity between human and the avatar. In 2007, Yee et al. conducted a meta-
analysis of 25 experimental studies of anthropomorphism, embodied agents, or
agent realism and found that human-like representations with higher realism
generated more positive subjective user ratings than representations with lower
realism [24].

Researchers have also compared the effects of watching cartoons vs. videos
of humans. Han et al. [14] showed using fMRI studies that different parts of
the human brain are used when presented with cartoons compared to videos of
real people. Chen, et al. demonstrated that exposure to cartoon video clip shifts
preferences of human faces towards larger eyes [9].

2.4 Effects of Agent Appearance on Tasks

Many studies have also investigated task-specific effects of different character
designs. Several researchers have shown that the gender [5,6,12,16] and race
[5,13,19] of pedagogical agents have significant effects on a student’s self efficacy
and motivation. However these generalizations have been shown to be context
dependent. For example, female agents are more effective in trying to convince
students of the merits of engineering as a career regardless of user gender [1].

An agent’s attractiveness, coolness and age have also been shown to be influen-
tial in pedagogical agents. While undergraduate female students are more likely
to identify themselves with young, attractive, and cool female agents, they tend
to choose to learn more about engineering from male agents that were attractive
but uncool [7,20,1].

3 The Renderlab System

In order to conduct systematic investigations into the effects of agent appear-
ance on user perceptions, we developed an online system integrated into Ama-
zon’s Mechanical Turk with real-time support to dynamically alter a 3D agent’s
graphical appearance. The platform uses a Unity-based 3D environment to ren-
der animated virtual agents over the web. The agents interact with users in
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brief dialogue sessions using a hierarchical state-machine-based dialogue engine,
template-based text generation, conversational nonverbal behavior generation
using BEAT [8], and synthesized speech. User contributions to the dialogue are
made via a multiple-choice menu. Since task domain is a focus of our studies, we
felt it was important that users engage in interactive dialogue rather than just
passively listen to the agents. The Unity-based animation engine run in users’
web browsers included support for the dynamic loading of Cg/HLSL shaders for
the agent (3D rigged models) at runtime. A single set of animation files were
also incorporated into the agent via Unity’s Mecanim system to ensure that
there were no variations between the animations the agents performed between
study conditions. All virtual agents used the same range of nonverbal behavior
including: visemes and eyebrow raises synchronized to speech, head nods, facial
displays of emotion, posture shifts, gazing at and away from the user, and idle
behavior (blinking, etc.).

In each of the following studies, we created and used dialogue scripts for social
interaction and medical counseling. Each dialogue was 6 to 10 turns long. The
social interaction scripts discussed the user’s favorite books and movies, while
the medical scripts discussed two about cancer related topics (Table 1).

Table 1. Sample Dialogue Excerpts

Medical Dialogue

Agent: Hi, today I would like to talk to you about the importance of having regular
colorectal screening for cancer.

User: Go on.
Agent: Screening is the process of looking for cancer in people who have no symptoms

of the disease.
User: Sure.
Agent: Colorectal cancer is the third most common cancer diagnosed and is the third

leading cause of cancer-related deaths in the United States... It also allows
more colorectal cancers to be found earlier, when the disease is easier to cure.

Social Dialogue

Agent: Hi, do you like watching movies?
User: Yes.
Agent: Great! Me too!
User: Sure.
Agent: So, what kind of movie do you like?

Common Measures: In both of the following studies, we assessed user at-
titudes towards the agent using ten 7-point Likert-scale self-report questions
following each interaction with an agent. The items assessed were: realism, ap-
peal, familiarity, eeriness, friendliness, trustworthiness, easiness to interact with,
desire to continue working with, likability, caring, appropriateness, and the qual-
ity of motion. Two open-ended questions were also given, one asking the user
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how they would describe the character appearance and one for general comments
about the agent.

4 Experiment 1: Shading Styles

In our first experiment, we sought to replicate part of McDonnell’s Render Me
Real? study by investigating the impact of rendering style on user perceptions,
but in two different task domains.

4.1 Methods

We selected commercial shaders to match two of the conditions used in the
Render Me Real? study (Human High Quality 1 we refer to as Realistic, and
(Toon Shaded) as closely as possible for a human-proportioned character (Figure
1). To create the Toon Shaded version of the model, the MatCaps shader library
from the Unity assest store was integrated into the client for real time render
support.

Fig. 1. Screenshot of Realistic (left) and Toon Shaded (right) agent

4.2 Participants

Participants were recruited on Amazon’s Mechanical Turk for a counterbalanced,
within-subjects experiment in which they interacted with four variants of the
agent, Shaded-Social, Realistic-Social, Shaded-Medical and Realistic-Medical.

4.3 Results

Sixty-seven participants (36 Males, 31 Females) successfully completed the study,
resulting in a total of 268 agent interactions (4 interactions per user). A 2x2
(rendering style vs. task) repeated measures ANOVA was performed using the
ex package in R. Table 2 and 3 show the main results and interaction effects of
the study.
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Table 2. Main Effects in Study 1

Medical Social p-value
Shaded Realistic Shaded Realistic Rendering Dialogue

Realistic 4.24(1.59) 4.76(1.44) 4.03(1.68) 4.39(1.47) <0.01 <0.01
Friendly 4.96(1.34) 4.88(1.31) 5.48(1.19) 5.07(1.48) 0.04 0.02
Familiar 4.6(1.82) 4.99(1.68) 4.2(1.92) 4.31(1.84) 0.18 <0.01
Trustworthy 5(1.4) 4.93(1.51) 4.58(1.35) 4.46(1.47) 0.43 <0.01
Appropriate 5.37(1.48) 5.49(1.39) 4.87(1.57) 5.15(1.53) 0.15 <0.01
Desire to Cont. 4.45(1.73) 4.36(1.77) 4.48(1.8) 4.24(1.87) 0.24 0.76
Likeable 4.42(1.6) 4.49(1.73) 4.72(1.6) 4.25(1.78) 0.19 0.82
Caring 4.13(1.83) 4.25(1.84) 4(1.83) 3.76(1.73) 0.66 0.06

4.4 Manipulation Check

The realism question was used as a manipulation check. This test was found
to be significant in the expected direction, with users rating the Realistic agent
significantly higher on the realism question compared to the Shaded version of
the agent F(1,66) = 11.10, p <.01.

Table 3. Interaction effect beween dialogue condition vs rendering style in Study 1

Interaction p-value

Friendly 0.16
Familiar 0.44

Appropriate 0.56
Desire to Continue 0.46

Likeable 0.03
Caring 0.08

4.5 Outcome Analysis

We found main effects of task on appropriateness, F(1,66) = 7.83, trustworthi-
ness, F(1,66) = 13.77, and familiarity, F(1,66) = 14.97, p <.01, with these factors
being rated higher for medical task compared to the social task. Two main effects
were also found on friendliness, with the agent being rated as more friendly in
the social task F(1,66) = 6.97, p <.05, and the shaded version, F(1,66) = 4.33,
p <.05.

A significant interaction of task and rendering style was found on likeability,
F(1,66) = 5.22, p <.05, with the shaded agent being rated as more likeable than
the the realistic agent, but only for the social task. The interaction of task and
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rendering style on caring was found to be trending towards significance, F(1,66)
= 3.18, p = 0.08, with the realistic agent being rated as more caring for the
medical task, and the shaded agent being rated as more caring for the social
task.

4.6 Discussion

This experiment demonstrated that there are significant effects of agent render-
ing on a user’s impressions of it, particularly in social tasks. We found that for
social dialogue the Toon Shaded agent was rated as being more likeable and
caring. This finding replicates the results of McDonnell’s study, in which the
more cartoon like character was rated higher than the realistic ones on these
measures. However, in the medical task we only found this result for friendliness.
One possible explanation for this is that the medical scripts were more task ori-
ented than the social dialogue, in which there was a clear primary purpose to
the dialogue (education in this case).

5 Experiment 2: Character Proportions

In our second study we explored the effects of character proportions (cartoony
vs. realistic, Figure 2) on user attitudes across tasks.

5.1 Methods

We used a modified version of the Toon-Shaded agent from Experiment 1, and
compared it to a cartoon-proportioned character that was otherwise equivalent
in dress, hairstyle and skin tone (Figure 2).

Fig. 2. Screenshot of Human (left) and Cartoon (right) proportioned agents
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5.2 Results

Forty-seven participants (31 Males, 16 Females) participated in this study, result-
ing in a total of 188 agent interactions. A 2x2 (rendering style vs. task) repeated
measures ANOVA was performed using the ex package in R. Table 4 shows the
main results of the study.

Table 4. Main Effects for Study 2

Medical Social p-value
Shaded Realistic Shaded Realistic Rendering Dialogue

Realistic 4.82(1.48) 4.23(1.73) 4.71(1.69) 4.15(1.98) <0.01 0.49
Friendly 4.58(1.23) 5.06(1.2) 4.86(1.77) 5.36(1.31) 0.02 0.06
Familiar 4.71(1.56) 4.85(1.62) 4.54(1.73) 4.4(1.73) 0.91 0.05
Trustoworthy 5.04(1.28) 5.21(1.17) 4.67(1.53) 4.91(1.27) 0.22 0.02
Appropriate 5.36(1.37) 5.08(1.57) 4.67(1.64) 5.21(1.57) 0.59 0.08
Desire to Cont. 4.42(1.73) 4.96(1.65) 4.54(1.75) 4.70(1.59) 0.29 0.55
Likeable 4.47(1.63) 4.77(1.61) 4.54(1.75) 4.70(1.59) 0.40 0.94
Caring 4.40(1.71) 4.67(1.74) 4.06(1.74) 4.23(1.80) 0.31 <0.01

5.3 Manipulation Check

Significance was found for how realistic the agent was in the predicted direction,
with the human proportioned character being rated as more realistic than the
cartoon proportion character F(1,47) = 7.23, p <.01.

5.4 Outcome Analysis

Similar main effect results were found for familiarity, trustworthiness, appropri-
ateness and caring for the social and medical tasks as compared to Experiment 1.
The minor discrepancy in significance between the two experiments may be due
to having fewer subjects in Experiment 2 compared to Experiment 1. For friend-
liness however, an additional main effects of cartoon proportioned was found,
F(1,46) = 6.94, p <.05, in which the cartoon proportioned character were rated
as being significantly friendlier than the human proportioned character.

A significant interaction of task and character proportion was also found on
approriateness F(1,46) = 7.12, p <.05, with participants rating the realistic
agent as being significantly more appropriate for the medical task, while rating
the cartoon proportioned character as being significantly more appropriate for
the social task (Figure 3).

5.5 Discussion

This experiment suggests that the design rules for the visual appearance of an
agent may not be universal, but depend on the application domain. Although
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Fig. 3. Interaction effect of agent proportion and appropriateness

participants found the cartoon-proportioned character to be friendlier regardless
of dialogue content, they found it more appropriate for the human proportioned
character to talk to them about medical content. The effect of character pro-
portions on friendliness is supported by character design heuristics that specify
that larger-eyed characters can more easily express emotion [22]. The interaction
of proportion and task on appropriateness, however, may be caused by partici-
pants’ mental model of what they think of as a medical professional, which is
most likely not a cartoon character.

6 Conclusion

In this paper we explored the effects of an agent’s appearance and application
domain on user perceptions of the agent. We found partial support for our hy-
potheses relating agent realism and task seriousness on user perceptions of the
agent. Specifically, we found that changes in an agent’s appearance effected how
users rated its friendliness, likability, caring, and appeal depending on the con-
tent of its dialogue.

For our first experiment we investigated the effects of manipulating an agent’s
rendering styles, comparing toon shaded and realistic looking agents. This ex-
periment found that toon shaded characters were rated as being more likable,
and caring when compared to realistic characters in social task contexts.

In our second experiment we looked at changing an agent’s proportions, com-
paring a human and cartoon proportioned character. Through this investigation
we found that cartoon proportioned characters were rated as being more friendly
regardless of task domain, but found that more realistic characters were rated
as being more appropriate for medical tasks.
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The findings from these studies suggest designing an agent may not be as
simple as make the most realistic or cartoony agent possible. Our results suggest
that a purely medical system a highly realistic agent may be a better design,
whereas for a social system a cartoon like agent may work better.

Our studies have many limitations, including the relatively small convenience
samples recruited on Mechanical Turk that may not generalize to any particular
user demographic for a target application. We have also only explored a tiny
corner of the very large space of design parameters for virtual agents. In future
studies we aim to further explore this space by looking at various other graphic
manipulations such as lightning and color, and also investigate how these effects
change over time in longitudinal tasks.
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Abstract. The use of virtual characters in a variety of research areas
is widespread. One such area is healthcare. The study presented in this
paper leveraged virtual patients to examine whether virtual patients are
more likely to be correctly diagnosed due to gender and skin tone. Med-
ical students at the University of Florida College of Medicine interacted
with six virtual patients across two sessions. The six virtual patients
comprised various combinations of gender and skin tone. Each virtual
patient presented with a different cranial nerve injury. The results in-
dicate a significant difference in correct diagnosis according to patient
gender for one of the cases. In that case, female patients were correctly
diagnosed more frequently than their male counterpart. The description
of that case required that the virtual patient present with a visible bruise
on the forehead. We hypothesize the results obtained could be due to a
transfer of a real world gender bias.

Keywords: virtual patients, healthcare, virtual humans, intelligent
agents, autonomous agents, gender bias, user studies, cranial nerve palsies.

1 Introduction

Virtual characters have been used in a number of different research areas. For
instance, virtual characters have been implemented to examine cultural differ-
ences [1], social phobias such as fear of public speaking [2] and social anxiety [3],
emotion expression and perception [4], etc. Virtual characters have also become
widely used in medical situations, such as training medical students’ interper-
sonal and interviewing skills. Because of this widespread use of virtual characters,
it is important to understand how the presentation of the character may affect
decisions made by the humans in the interactions [5]. Indeed, Zanbaka et al [6]
found that a virtual human’s ability to persuade users is affected by its gender
and visual realism.

Psychological research suggests that unconscious bias and stereotyping are nor-
mal aspects of human cognition [7]. Recent data suggest that provider bias, de-
fined as negative attitudes, beliefs and behaviors towards one group by another,
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may contribute to healthcare disparities [8]. Implicit bias, or the unintentional use
of stereotypes, appears to be more common in interpersonal interactions [9]. So-
cial psychologists have shown that when complex decision making is required, the
use of stereotypes is more likely [10]. Medical research suggests that physicians
demonstrate implicit biases that affect their beliefs, interpersonal interactionswith
patients and their clinical decision-making [11]. For instance, it has been shown
that some diseases are diagnosed more often in men than in women (e.g., COPD
(chronic obstructive pulmonary disease)) partially due to social factors [12].

The study presented in this paper leveraged virtual patients to examine
whether virtual patient gender and skin tone has an effect on the primary di-
agnosis determined by third year medical students. The initial results indicate
that there may indeed be a transfer of a real world bias, with the gender of
the virtual patient affecting the likelihood that the medical students correctly
diagnose the virtual patient. Female virtual patients were correctly diagnosed
significantly more often than their male counterpart. Both the male and female
virtual patients were modeled with a bruise on the forehead. We hypothesize that
the visual representation of a bruise on the female virtual patient’s head may
have led the medical students to treat her pain as more serious than the male
virtual patient’s pain. While there is work on realism with virtual characters,
the authors are unaware of existing research showing that physical manifesta-
tion of an injury on a female virtual patient may lead to higher rates of correct
diagnosis.

2 Related Work

The ability of virtual humans to elicit realistic reactions from humans during
interpersonal simulation tasks and training is well documented. For instance,
several studies have shown that people with a fear of public speaking react with
anxiety to an audience of virtual humans (e.g., [2]). Studies also indicate that the
same virtual audiences can be used to treat a fear of public speaking; reducing
avoidance of public speaking [13] and anxiety levels [2]. Similarly, a study by
Pan et al [3] found that stress levels of men with social anxiety in relationships
decreased over prolonged interaction with a female virtual human.

Virtual humans have also been used in cultural training to teach social conver-
sational verbal and nonverbal protocols in the setting of south Indian culture [14].
Participants who learned and practiced social behaviors with a virtual human
performed significantly better in a testing session than those who learned from
an illustrated instructions booklet. Virtual humans and environments have also
been employed by the US military to aid personnel in familiarization with cross-
cultural interactions using VECTOR (Virtual Environment Cultural Training
for Operational Readiness) [1].

In the last 10 to 15 years, there has been a considerable amount of research
on the use virtual humans in medical training. For instance, virtual patients have
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been used to train medical students in interpersonal communication skills [15].
Research by Johnsen et al [16] examined doctors’ performance in interview skills
of a real person compared to a virtual human. Results indicated that there is a
significant correlation between the performance of medical students interviewing
a real person (standardized patient actor) and a virtual patient.

Other investigators have successfully used virtual patients to study skin tone
bias among healthcare providers and students. Kenny et al [17] employed virtual
patients of different ethnicities to demonstrate bias among novice mental health
clinicians. Haider and colleagues [18] reported that medical students demon-
strated an unconscious preference for white people and those in the upper social
class. Results from a study by Rossen et al [19] found that medical students
demonstrated racial bias to a level comparable with real world bias when inter-
acting with virtual patients.

Gender bias between patient and provider is another area in which research
has been conducted using virtual patients. However, the focus has been on inves-
tigating differences in pain assessment and management [20], [21], [22] [23]. In
these studies, facial expressions of virtual patients were manipulated to show
expressions of pain. In general, overall results demonstrated that healthcare
provider participants exhibited biases in pain assessment due to patient gen-
der differences. The participants were more likely to recommend female virtual
patients to get medical help more often than male virtual patients, to treat fe-
male virtual patients’ pain with opioid medications vs. non-opioid medications,
and to rate female virtual patients as having higher pain intensity and pain
unpleasantness.

3 System Description

The Neurological Examination Rehearsal Virtual Environment (NERVE) is a
virtual human simulation environment in which medical students can interview
virtual patients presenting cranial nerve palsies (see Figure 1). Cranial nerve
palsies present asymmetric eye movement or facial responses and often are an
indication of underlying potentially life threatening conditions.

NERVE allows medical students to perform an interview and physical exam-
ination of the virtual patient.

The interview is performed using text input. The text input is matched to a
database of possible questions and the virtual patient responds with an appro-
priate response. The virtual human responds using pre-recorded speeches and
animations.

The physical examination is performed using a set of virtual tools available
to the student. These virtual tools allow students to perform simplified versions
of the physical examinations performed on real patients suffering from cranial
nerve palsies. Three virtual tools are available: a virtual hand, a virtual ophthal-
moscope, and a virtual eye chart.
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Fig. 1. Sample interaction with a virtual patient in NERVE

• Using the virtual hand tool, students can ask the virtual patients to: a) follow
a finger with their eyes to check extraocular movements, b) count the number
of fingers the patient saw to test for diplopia, and c) ask if they could see the
finger shaking to perform a visual field examination.

• Using the virtual ophthalmoscope, students can: a) check the patients’ pupil-
lary response to light, and b) perform a funduscopic exam.

• Using the virtual eye chart students can ask the virtual patient to read different
lines to check for visual acuity.
For the complete study, six different cases were used, as summarized in Ta-

ble 1. Although the CN3 cases are mentioned for completeness of the study, they
are not included in the analysis as they were included to investigate another re-
search question which is outside the scope of this paper. For cases CN4, MG,
CN6 and CN7 four versions were created. The differences between these four
versions were only skin-tone and gender of the virtual patient and correspond
to: 1) African-American female, 2) Caucasian female, 3) African-American male
and 4) Caucasian male. Figure 2 displays all four visual appearances. Notice
that for the CN4 case it was necessary to add a bruise on the forehead of the pa-
tient. This bruise is relevant only to the CN4 case and was caused by the patient
falling from a bicycle. For CN7, which commonly presents with facial paraly-
sis, the right side of the patient’s face did not move when the virtual human
was speaking or being examined. Finally, for CN6 the patient was overweight as
weight is a significant factor to the patient’s condition.
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Table 1. Case details and descriptions. “Questions” refers to the number of questions
that the particular virtual human is able to answer. “Responses” refers to the number
of answers the particular virtual human is able to give.

Case Questions Description
& Responses

Cranial nerve 4
(CN4) 1290 & 224

The patient presents with a lesion of the left cranial
nerve 4. The patient suffered a bicycle accident 3
days previous to the encounter and lost
consciousness after the accident. The accident
produced a bruise on the head, headaches and
double vision.

Myasthenia
gravis (MG) 1253 & 223

The patient presents with blurry vision during the
evening and when tired. The blurry vision worsens
when trying to focus in activities like reading and
watching TV. The patient does not present with
headaches or head trauma.

Cranial nerve 6
(CN6) 1077 & 215

The patient presents with a lesion of the left cranial
nerve 6. The patient has been suffering from double
vision for 2 weeks. The patient suffers from diabetes
and is overweight by 80lbs.

Cranial nerve 7
(CN7) 1081 & 215

The patient presents with a lesion of the right
cranial nerve 7. The patient has lost movement on
the right side of the face and reports the right eye
feels dry. The problem started the morning of the
patient encounter.

Cranial nerve 3
- Reassuring

(CN3R)
1242 & 224

The patient presents with a left ischemic cranial
nerve 3 palsy. The patient has double vision and
pupils are reactive. The patient is a 55 year old
diabetic and should make a full recovery with rest.

Cranial nerve 3
- Worrisome

(CN3W)
1142 & 222

The patient presents with a left compressive cranial
nerve 3 palsy. The patient has double vision starting
with a bad headache and the left pupil is not
reactive. The patient is not a diabetic and likely
requires surgery.
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Fig. 2. Comparison between the virtual humans for all four cases considered. For CN4,
the virtual humans display both a bump on the head and a deviation of the left eye
inward and upward. For MG and CN7, the same visual appearance was used with the
difference that the CN7 characters showed facial paralysis on the right side of their
face. For CN6, the virtual humans are overweight and display a deviation of the left
eye inward.

4 User Study

The primary goal of the user study was to evaluate the effects of gender and
skin-tone in correct diagnosis of cranial nerve related illnesses.

Figure 3 summarizes the study procedure. The procedure consisted of two
sessions. Each session lasted approximately one hour. During the first session,
students 1) completed a demographics survey, 2) went through a tutorial of the
system and 2) interviewed three virtual patients. The cases for the virtual pa-
tients in the first week were CN4, either CN3R or CN3W, and finally MG. During
the second session, students interviewed another three virtual patients. The cases
for the virtual patients in the second week were CN6, the other CN3 case(e.g.,
if the student interacted with CN3W on the first week, they would interact with
CN3R), and finally CN7. Cases CN4, MG, CN6 and CN7 (highlighted in green
in Figure 3) were randomized so that each participant saw all four combina-
tions of skin-tone (Caucasian or African-American) and gender (male or female).
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Fig. 3. Procedure of the user study. Yellow squares correspond to introductory steps,
green squares correspond to the cases used for the presented study, light blue squares
correspond to unrelated study.

The order of the cases was not randomized because the focus of the user study
was on gender and skin-tone.

For each virtual patient, the students filled out a Clinical Skills Evaluation
Patient Note that included their findings and their diagnosis of the patient. In
this patient note, students gave up to 3 possible diagnoses for each patient.
Students were asked to list the diagnoses in order of likelihood. The diagnoses
given were coded by the authors as either correct or incorrect based on expert
knowledge. A student was considered to have reached a correct diagnosis of a
patient if they listed the right cranial nerve palsy or related disease as any of
the three possible diagnoses for the patient.

The user study took place over a full academic year. The population for the
study consisted of third-year medical students from the University of Florida
during their neurology rotation. Each rotation had between 5 and 10 students
and lasted three weeks. The first session of the user study took place during the
first week of the rotation and the second session during the second week. Each
session was held in a conference room and supervised by one of the researchers.
Students worked individually in all sessions and used headphones to avoid in-
terfering with each other. In some cases, students were not able to make the
sessions due to scheduling problems. In those cases, the students were encour-
aged to finish the exercise at home on their own computers.

Hypothesis 1: Gender of the virtual patient will affect correctness of diagnosis
of the virtual patient’s condition.

Hypothesis 2: Skin-tone of the virtual patient will affect correctness of diag-
nosis of the virtual patient’s condition.
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5 Results

A total of 119 third-year medical students at the University of Florida partici-
pated in the study. Only 41 students (19 female) completed all four cases. Only
data from these 41 students was considered in the analysis. The students had an
mean age of 25.2 years with a standard deviation of 1.6 years. While medical stu-
dents participated in the user study at different points during the academic year
(while on their neurology rotation), no statistically significant differences were
observed on correctness of diagnosis based on when the students participated on
the study.

Table 2. Correct diagnosis by virtual human gender and case

Case Female Male Total χ2 p
CN4 14(60.9%) 5(27.8%) 19(46.3%) 4.447 0.035
MG 12(63.2%) 15(68.2%) 27(65.9%) 0.114 0.735
CN6 16(72.7%) 15(78.9%) 31(75.6%) 0.214 0.644
CN7 18(85.7%) 19(95.0%) 37(90.2%) 1.003 0.317
Total 60(73.2%) 54(65.9%) 114(69.5%) 1.03 0.308

Table 2 contains the breakdown of correct diagnosis by virtual patient gender
for each of the four cases analyzed in this study. Chi-square tests of indepen-
dence were conducted to examine the relation between correctness of the diag-
nosis reported by the students and the gender of the virtual patient. As shown
in Table 2, the relationship was statistically significant for the CN4 case only,
χ2(1, N = 41) = 4.447, p = 0.035. Male virtual patients suffering from a CN4
lesion were less likely to be diagnosed correctly than female virtual patients with
the same condition. This result was only observed for this particular case. We
used log-linear analysis to test that this difference in correctness of diagnosis
was not correlated to the virtual human’s skin tone, the participant’s ethnicity
or the participant’s gender.

Analysis also showed that 1) the participant’s ethnicity, 2) participant’s gen-
der, and 3) virtual human skin-tone did not significantly correlate with correct-
ness of diagnosis for any of the cases (p > 0.05).

The average interaction with the virtual humans lasted 7 minutes 34 seconds
with a standard deviation of 57 seconds. On average students asked 26.17 ques-
tions to each virtual human with a standard deviation of 10.34 questions. Table 3
includes the average number of questions asked by case. Paired samples t-tests
were conducted between all case combinations and no significant differences in
terms of amount of questions asked were found.
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Table 3. Number of questions asked per case

Case Mean Standard Deviation
CN4 24.48 8.37
MG 27.71 13.17
CN6 26.17 9.29
CN7 26.34 10.13
Total 26.17 10.34

6 Discussion

The fact that gender was a significant factor for the students correctly diagnosing
only the virtual patient with the CN4 was an unexpected finding. When com-
paring the CN4 case to the other three cases considered (MG,CN6, and CN7),
the main difference between them is the visual representation of the bruise on
the patient’s forehead. Based on an assessment by the students’ instructor, all
four cases are similar in difficulty. MG is considered to be the easier case and
CN6 the hardest case to diagnose. Moreover, the instructor also confirmed that
gender does not play a role in a CN4 injury. We postulate that possible gender
biases due to prosocial factors may have contributed to the students’ ability to
correctly diagnose the female virtual patient. Because of the visible bruise, the
female virtual patient may have been perceived as being in more pain than the
male counterpart, thus students may have unconsciously made a stronger effort
to diagnose the female. As discussed in Section 2, results from Hirsh et al [21]
found that participants recommended female virtual patients to get medical help
more often than male virtual patients. They also found that participants rated
female virtual patients as having higher pain intensity and pain unpleasantness
than male virtual patients.

There is a considerable amount of research regarding gender biases in patient
diagnosis and treatment as reported in [24] [20]. Research has shown that female
patients have longer doctor visits than male patients, and that more explanations
are provided for female patients than for male patients [25]. We examined this
possibility in the CN4 case by analyzing possible differences due to gender ac-
cording to length of interaction and number of questions asked. Our thought was
perhaps the participants were able to accurately diagnose the female virtual pa-
tient due to significantly longer interaction duration and therefore significantly
more questions asked of the female virtual patient. However, an independent
samples t-test revealed no significant differences in number of questions par-
ticipants asked female virtual patients (M=22.54, SD=7.99) and male virtual
patients (M=19.07, SD=6.91), t(39) = 1.4, p = .085. This finding is in line with
the lack of significant differences in overall length of interaction as described in
Section 5.
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7 Limitations

The primary limitation of the study is that the order of cases according to cranial
nerve injury was not randomized; CN4 was always the first case to be examined
by the students. This could confound the results based on lack of familiarity
with the system. However, it is important to notice that students completed an
interactive tutorial of the system before interacting with the first patient. The
tutorial included a short test interaction with the tutorial character and all the
relevant information on how to interact with the virtual patient and how to
perform a cranial nerve examination using the NERVE system.

8 Conclusions

In the presented user study, a group of third-year medical students at the Univer-
sity of Florida College of Medicine interviewed six virtual patients that included
various combinations of gender and skin-tone. The results of the user study
show that the students were more likely to reach a correct diagnosis of one of
the cases with a female virtual patient than with a male virtual patient. The
particular case included a visual representation of a bruise on the forehead of
the virtual patient resulting from a bicycle accident that produced the condition.
This bruise is the main difference between the case with statistically significant
differences for gender and the other cases that did not show such differences. We
have postulated that the observed differences might be related to possible gender
biases due to prosocial factors may have contributed to the students ability to
correctly diagnose the female virtual patient. Such biases could have produced
the students to perceive of the female virtual human to be in more pain than
the male virtual human. While we speculate that the findings may be due to the
transfer of real world biases onto virtual patients, additional studies are needed
to support this claim more definitively.

Acknowledgments. Research reported in this paper was supported by the
National Institutes of Health (NIH) under award number 1R01LM010813-01.
The content is solely the responsibility of the authors and does not necessarily
represent the official views of the National Institutes of Health.

References

1. Deaton, J.E., Barba, C., Santarelli, T., Rosenzweig, L., Souders, V., McCollum,
C., Seip, J., Knerr, B.W., Singer, M.J.: Virtual environment cultural training for
operational readiness (vector). Virtual Reality 8(3), 156–167 (2005)

2. Slater, M., Pertaub, D.P., Barker, C., Clark, D.M.: An experimental study on fear
of public speaking using a virtual environment. CyberPsychology & Behavior 9(5),
627–633 (2006)

3. Pan, X., Gillies, M., Barker, C., Clark, D.M., Slater, M.: Socially anxious and
confident men interact with a forward virtual woman: an experimental study. PloS
One 7(4), e32931 (2012)



Exploring Gender Biases with Virtual Patients 395

4. McRorie, M., Sneddon, I., de Sevin, E., Bevacqua, E., Pelachaud, C.: A model
of personality and emotional traits. In: Ruttkay, Z., Kipp, M., Nijholt, A., Vil-
hjálmsson, H.H. (eds.) IVA 2009. LNCS, vol. 5773, pp. 27–33. Springer, Heidelberg
(2009)

5. MacDorman, K.F., Coram, J.A., Ho, C.C., Patel, H.: Gender Differences in the
Impact of Presentational Factors in Human Character Animation on Decisions in
Ethical Dilemmas. Presence 19(3), 213–229 (2010)

6. Zanbaka, C., Goolkasian, P., Hodges, L.: Can a virtual cat persuade you?: the role
of gender and realism in speaker persuasiveness. In: Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (2006)

7. Fiske, S.T.: Stereotyping, prejudice, and discrimination at the seam between the
centuries: Evolution, culture, mind, and brain. European Journal of Social Psy-
chology 30(3), 299–322 (2000)

8. Van Ryn, M.: Research on the provider contribution to race/ethnicity disparities
in medical care. Medical Care 40(1), I-140 (2002)

9. Cooper, L.A., Roter, D.L., Carson, K.A., Beach, M.C., Sabin, J.A., Greenwald,
A.G., Inui, T.S.: The associations of clinicians’ implicit attitudes about race with
medical visit communication and patient ratings of interpersonal care. American
Journal of Public Health 102(5), 979–987 (2012)

10. Bodenhausen, G.V., Lichtenstein, M.: Social stereotypes and information-
processing strategies: The impact of task complexity. Journal of Personality and
Social Psychology 52(5), 871 (1987)

11. Sabin, J.A., Rivara, F.P., Greenwald, A.G.: Physician implicit attitudes and stereo-
types about race and quality of medical care. Medical Care 46(7), 678–685 (2008)

12. Chapman, K.R., Tashkin, D.P., Pye, D.J.: Gender bias in the diagnosis of copd.
CHEST Journal 119(6), 1691–1695 (2001)

13. Harris, S.R., Kemmerling, R.L., North, M.M.: Brief virtual reality therapy for
public speaking anxiety. Cyberpsychology & Behavior 5(6), 543–550 (2002)

14. Babu, S., Suma, E., Barnes, T., Hodges, L.F.: Can Immersive Virtual Humans
Teach Social Conversational Protocols? In: IEEE Virtual Reality Conference, pp.
215–218 (2007)

15. Deladisma, A.M., Gupta, M., Kotranza, A., Bittner IV, J.G., Imam, T., Swinson,
D., Gucwa, A., Nesbit, R., Lok, B., Pugh, C., et al.: A pilot study to integrate an
immersive virtual patient with a breast complaint and breast examination simu-
lator into a surgery clerkship. The American Journal of Surgery 197(1), 102–106
(2009)

16. Johnsen, K., Raij, A., Stevens, A., Lind, D., Lok, B.: The validity of a virtual
human experience for interpersonal skills education. In: Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, pp. 1049–1058. ACM (2007)

17. Kenny, P., Parsons, T.D., Gratch, J., Leuski, A., Rizzo, A.A.: Virtual patients
for clinical therapist skills training. In: Pelachaud, C., Martin, J.-C., André, E.,
Chollet, G., Karpouzis, K., Pelé, D. (eds.) IVA 2007. LNCS (LNAI), vol. 4722, pp.
197–210. Springer, Heidelberg (2007)

18. Haider, A.H., Sexton, J., Sriram, N., Cooper, L.A., Efron, D.T., Swoboda, S.,
Villegas, C.V., Haut, E.R., Bonds, M., Pronovost, P.J., et al.: Association of un-
conscious race and social class bias with vignette-based clinical assessments by
medical students. JAMA 306(9), 942–951 (2011)

19. Rossen, B., Johnsen, K., Deladisma, A., Lind, S., Lok, B.: Virtual humans elicit
skin-tone bias consistent with real-world skin-tone biases. In: Prendinger, H.,
Lester, J.C., Ishizuka, M. (eds.) IVA 2008. LNCS (LNAI), vol. 5208, pp. 237–244.
Springer, Heidelberg (2008)



396 D. Rivera-Gutierrez et al.

20. Hirsh, A.T., Hollingshead, N.A., Matthias, M.S., Bair, M.J., Kroenke, K.: The
influence of patient sex, provider sex, and sexist attitudes on pain treatment deci-
sions. The Journal of Pain (2014)

21. Hirsh, A.T., Alqudah, A.F., Stutts, L.A., Robinson, M.E.: Virtual human technol-
ogy: Capturing sex, race, and age influences in individual pain decision policies.
Pain 140(1), 231–238 (2008)

22. Wandner, L.D., Stutts, L.A., Alqudah, A.F., Craggs, J.G., Scipio, C.D., Hirsh,
A.T., Robinson, M.E.: Virtual human technology: patient demographics and
healthcare training factors in pain observation and treatment recommendations.
Journal of Pain Research 3, 241–247 (2009)

23. Hirsh, A.T., George, S.Z., Robinson, M.E.: Pain assessment and treatment dispar-
ities: a virtual human technology investigation. Pain 143(1), 106–113 (2009)

24. Elderkin-Thompson, V., Waitzkin, H.: Differences in clinical communication by
gender. Journal of General Internal Medicine 14(2), 112–121 (1999)

25. Waitzkin, H.: Information giving in medical care. Journal of Health and Social
Behavior, 81–101 (1985)



A Qualitative Evaluation of Behavior during

Conflict with an Authoritative Virtual Human

Andrew Robb1, Casey White2, Andrew Cordar1, Adam Wendling1,
Samsun Lampotang1, and Benjamin Lok1

1 University of Florida, Gainesville, FL 32611, USA
2 University of Virginia, Charlottesville, VA, USA

Abstract. This research explores the extent to which humans behave
realistically during conflict with a virtual human occupying a position
of authority. To this end, we created a virtual team to train nurses how
to manage conflict in the operating room; the team’s virtual surgeon en-
gages in reckless behavior that could endanger the safety of the team’s
patient, requiring nurses to intervene and correct the virtual surgeon’s
behavior. Results from post-hoc behavioral analysis and semi-structured
interviews indicate that participants behaved realistically during conflict,
as compared against existing behavioral frameworks. However, some par-
ticipants reported perceiving their virtual teammates as strangers, which
they felt may have caused them to behave differently than they would
with their normal teammates.

Keywords: virtual humans, human behavior, user study, medicine,
conflict.

1 Introduction

There is a growing interest in using virtual humans for interpersonal skills train-
ing. Training systems have been developed that use virtual humans to teach
people to conduct medical interviews [11], perform physical exams [16], practice
negotiation skills [5], and cope with bullying [9]. Studies using these systems
have shown that interacting with virtual humans can help people build impor-
tant interpersonal skills.

Authority hierarchies often play an important role in interpersonal interac-
tions. Up till now, most virtual human research has focused on scenarios where
humans possess more authority than the virtual humans they work with (e.g.
medical students interviewing a virtual patient [11]). Other research has explored
scenarios where there are no clear authority figures (e.g. an American soldier ne-
gotiating with a virtual Afghani physician [5]). Comparatively little research has
investigated scenarios where humans are subordinate to a virtual human.

The study described here examines how humans behave while working with
a virtual human occupying a position of authority; specifically, we studied how
nurses attempted to resolve conflict with a virtual surgeon. Our goals for this
research were to explore how nurses behave during conflict with the virtual

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 397–409, 2014.
c© Springer International Publishing Switzerland 2014
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surgeon and to compare their behavior against existing research describing how
conflict is managed among human beings.

While behavior can be examined quantitatively, a deeper understanding of
behavior requires exploring people’s motivations and thought processes, which
are best assessed qualitatively [8]. Qualitative methods can help identify motiva-
tional differences that quantitative methods might miss. For instance, if a nurse
fails to speak up when a surgeon makes a dangerous decision, it is important to
understand whether the nurse agreed with the surgeon’s decision or whether she
did not agree with it, but was unwilling to confront the surgeon. We employed
qualitative methods to explore how participants behaved during conflict with the
virtual surgeon, and also to assess what motivated them to use these methods.
We describe our qualitative methods further in Section 3.

In this paper, we describe our implementation of a virtual operating room
team, led by a virtual surgeon whose behavior clearly disregards official safety
protocols and could potentially endanger a patient’s safety. We classify partici-
pants’ behavior according to two existing behavioral frameworks, and report on
one factor that participants believed may have influenced their behavior during
conflict with the virtual surgeon. Finally, we report on participants’ perspectives
on the use of virtual humans to prepare people for conflict with authority figures.

2 Related Work

In this section, we review research that explored how people behave with virtual
humans, compared to real-world standards. We also review several important
qualitative studies exploring interactions with virtual humans, and discuss two
theories describing how people behave during conflict, in terms of influence tac-
tics used during conflict and outcomes reached after conflict.

Realistic Behavior with Virtual Humans. Numerous studies have sug-
gested that people’s interactions with virtual humans are governed by the same
rules that govern interactions among human beings. Bailenson et al. found that
participants maintained typical interpersonal distances when interacting with a
virtual human, and that participants disliked virtual humans who violated their
personal space [1]. Rossen et al. found that users with real-world racial biases ex-
hibited these biases during interactions with a dark-skinned virtual patient [17].
Pertaub et al. observed that negative virtual audiences evoked anxiety in partic-
ipants practicing public speaking [15]. Kotranza et al. found that students ex-
pressed empathy towards a mixed-reality human (MRH) when practicing breast
exams [13]. Kotranza also compared students’ interactions with the MRH to
their interactions with a human standardized patient (an actor who trains med-
ical students), and found that students used comforting and reassuring touches
with similar frequencies for both the MRH and the standardized patient.

Qualitative Research and Virtual Humans. While qualitative methods are
not frequently used in virtual human research, there have been several studies
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that used them to explore how users behaved with virtual humans. Bickmore
conducted a qualitative evaluation of two agents: REA (a real estate agent) and
Laura (an exercise coach) [2]. His qualitative evaluations helped develop a nu-
anced understanding of how users perceived REA’s small talk capabilities and
the importance of Laura’s relational capabilities, as they related to improving
exercise performance. Vardoulakis et al. explored how older adults talked with a
companion agent over multiple sessions [20]. Their qualitative evaluation helped
reveal what topics older adults wanted to talk about with companion agents,
including personal storytelling, family, and attitudes toward aging. Hall et al.
conducted a qualitative evaluation of the virtual characters in FearNot, a vir-
tual learning environment designed to help children develop coping strategies
for bullying [9]. Their qualitative evaluation revealed that while children were
accepting of lower quality, cartoonish graphics, they were more critical of lower
quality animations and facial gestures. These studies highlight how qualitative
methods can improve our understanding of how humans interact with virtual
humans.

Behavior During Conflict in the Real World. Kipnis et al. describe eight
different influence tactics people employ in the workforce when trying to gain
compliance: Rationality, Assertiveness, Upward Appeal, Coalitions, Ingratiation,
Sanctions, Blocking, and Exchanges [12]. People use different influence tactics
based on the relative status of the person they seek to influence. Rationality
is used most frequently when seeking to influence a superior. Ingratiation, ex-
change, and upward appeal are used most frequently with co-workers and subor-
dinates. Assertiveness and sanctions are used most frequently with subordinates.
Blocking is used without regard to status.

Van Dyne et al. proposed a conceptual framework that describes outcomes
to conflict in the work place using two factors: behavior (remain silent or speak
out) and motive (acquiescence, self-protection, and other-orientation) [6]. Motive
modifies behavior – for example, people can engage in either self-protective si-
lence (withholding damaging information) or self-protective voice (speaking out
to redirect conflict away from oneself). Acquiescence offers no objection to the
conflict, either out of resignation or feelings of low self-efficacy. Self-protection
actively seeks to direct the conflict away from oneself, either by actively propos-
ing ideas that shift attention away from oneself or by withholding information
to protect oneself. Other-orientation seeks to resolve conflict through proposing
solutions or withholding confidential information.

3 Methodological Approach

Participants’ behavior during this study was video recorded; these videos were
transcribed for use during our qualitative analysis. Borrowing from Gordens
Coding Interview Responses [7], two of the authors analyzed each participant’s
transcript and coded the outcome of his or her conflict with the virtual surgeon.
After finishing the initial coding, the two authors discussed their observations



400 A. Robb et al.

and agreed that each participants’ behavior could be described using one of the
five outcomes shown in Table 1. They then re-coded the transcripts using the
five outcomes as a guide. After the second round of coding, the coders were in
complete agreement on all but two participants. The differences with these two
participants were discussed and quickly reconciled, resulting in 100% agreement
and perfect inter-rater reliability.

After finalizing the coding of the conflict outcomes, the same two authors
then analyzed and coded the language participants used during conflict, using
Kipnis’ influence tactics [12] as a guide. After finishing the initial coding, the
two authors discussed their observations and more precisely defined how each
influence tactic applied to this population, using specific examples they had
found in the transcripts. They then analyzed and re-coded the transcripts using
these updated definitions. After the second round of coding, the coders were in
complete agreement on all but four participants. The differences with these four
participants were discussed and quickly reconciled, resulting in 100% agreement
and perfect inter-rater reliability.

4 The Speaking Up Exercise

This research was conducted in conjunction with the nursing management team
at a major academic medical center. Working with the nursing management
team responsible for the hospital’s operating rooms, we developed a training
exercise that placed nurses in conflict with a virtual surgeon, whose reckless
behavior endangered the safety of a simulated patient. During the exercise, the
virtual surgeon attempts to start the surgery even though replacement blood
is not available – the team forgot to send blood samples to the blood bank
while preparing the patient for surgery. Rather than following hospital policy
and waiting for results from the blood bank, the virtual surgeon pushes to start
the surgery immediately, saying that if they send the samples now, the blood
bank will be able to process them before replacement blood will be needed.

The nursing management team believed that all nurses should recognize that
this practice could endanger the patient. If this were to occur in real life, the
nursing management team would want nurses to speak up about the patient-
safety issue and ask the surgeon to wait until the blood results were back. If the
surgeon was to ignore the nurse or refuse to stop, the nurse should “stop the
line” and call for assistance from a charge nurse or nursing management.

We developed two virtual humans (see Figure 1) for the exercise: a virtual
surgeon and a virtual anesthesiologist. To reduce the possibility of gender and
racial confounds, both the virtual surgeon and the virtual anesthesiologist were
modeled to look like average Caucasian men. This combination of race and gen-
der is representative of the majority of surgeons and anesthesiologists practicing
in the U.S [3]. The patient in this exercise was developmentally-delayed and non-
verbal, which prevented him from interacting with the team. The patient was
in surgery for a scoliosis repair, a high-risk surgery associated with considerable
blood loss.
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Fig. 1. A participant working with the virtual anesthesiologist and the virtual surgeon,
who are standing behind the mannequin patient simulator

4.1 The Virtual Human Technology

The virtual humans used in this exercise were life-size and interacted with par-
ticipants using speech and gesture. The virtual humans’ speeches were prere-
corded by voice actors, and gestures were created using motion capture. The
virtual humans were controlled by a Wizard-of-Oz; human-factors researchers
frequently use Wizard-of-Ozs to reduce confounding effects that can be intro-
duced by speech recognition errors or speech understanding errors [2,4,16,20].
The wizard controlled both the surgeon and the anesthesiologist simultaneously,
using an interface which allowed him to trigger the virtual humans’ speeches
using pre-specified lists. This interface was organized by character and topic,
to allow for rapid selection. The interface also intelligently suggested responses
based on the last action performed. The wizard followed a specific script for each
stage of the interaction, but made adjustments when participants behaved un-
expectedly. The virtual humans were capable of making nine generic statements,
such as ”Yes”, ”No”, ”OK”, and ”I’m not sure”, which allowed the wizard to
respond to unexpected questions or statements. In order to create a consistent
experience for each participant, the same wizard was used during the entire
study. To reduce suspicion that the virtual humans were controlled by a human,
participants were told that the virtual humans were fully autonomous and were
required to complete a speech recognition training session and wear a micro-
phone during the exercise. The exercise took place in a former operating room
which had been converted to a simulation lab.

The virtual humans were embedded in the simulation lab using high-physicality
ANDI units (shown in Figure 1), as described by Chuah [4], which include the fol-
lowing features: rendered life-size on 42” televisions, head tracking with a
Microsoft Kinect, which allows the virtual humans to make eye contact with
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participants, see-through backgrounds using pre-captured images of the environ-
ment, and perspective-correct rendering to create an illusion of depth. Head gaze
was controlled through a simple Markov model; the virtual humans would look at
whoever was speaking, but would also randomly glance at the other team mem-
bers. They also blinked and mimicked idle motions when not speaking – these idle
animations were created using motion capture.

4.2 Study Procedure

Upon arrival, participants were told they would be working with two virtual hu-
mans to prepare a simulated patient for surgery. They were not warned that the
virtual surgeon would behave recklessly during the exercise. Participants were
instructed to treat the virtual humans exactly like they would treat real hu-
mans. They were also told that their behavior during the exercise would remain
completely confidential, and that the exercise was not being used as a perfor-
mance assessment. Before beginning the exercise, participants completed a brief,
interactive tutorial involving a virtual nurse, who explained how to interact with
virtual humans.

The exercise was split into two stages: the briefing stage and the timeout stage.
In the briefing stage, participants worked with a virtual surgeon and a virtual
anesthesiologist to ensure that the patient was ready for the start of anesthe-
sia. The virtual surgeon guided this stage, working through a checklist used in
the hospital operating rooms. The virtual surgeon addressed questions to the
participant and the virtual anesthesiologist as needed. The virtual anesthesiolo-
gist occasionally interrupted the virtual surgeon to ask a question. Participants
could also interrupt with questions or comments. At the end of the briefing, the
virtual surgeon learned that blood samples had not been drawn and instructed
the virtual anesthesiologist to draw the blood after anesthetizing the patient.

After the virtual surgeon completed the checklist, participants moved on to
the timeout stage. In this stage, participants worked with the virtual surgeon
and the virtual anesthesiologist to confirm that the patient was ready for the
incision. The virtual surgeon guided this stage, working through a second, shorter
checklist. After asking the participant several basic questions, the virtual surgeon
asked the virtual anesthesiologist if the blood was now available. The virtual
anesthesiologist reported that he had forgotten to send the blood to the lab.
This angered the virtual surgeon, who berated the virtual anesthesiologist and
then announced that, because they were running late, the team needed to send
the blood samples immediately and start the surgery without waiting for the
results. This is a reckless course of action and is against hospital policy, because
the patient might need blood sooner than expected, and because the patient’s
blood could have antibodies, which would slow the blood preparation processes.

If participants spoke up to the virtual surgeon and asked him to wait, he
would repeatedly object to their concerns. His objections were: that the patient
was unlikely to have antibodies because he had never been transfused before,
that there was sufficient time to get blood before it would be needed, and that
waiting could harm the patient because of the additional time he would be
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under anesthesia (these objections were developed in collaboration with nursing
management and an anesthesiologist). After a participant spoke up three times,
the virtual surgeon announced that he was not going to listen to the participant
anymore and that he was going to begin the surgery. At this point participants
were forced to either back down or “stop the line” and call a supervisor.

A semi-structured interview was conducted with each participant after they
had completed the timeout. This semi-structured interview focused on exploring
what motivated participants’ behavior. Participants were specifically asked to
explain why they had handled the incident with the missing blood the way they
did, and to compare the experience to how they might behave in the real world,
with real teams.

4.3 Participants

A total of 26 participants (20 female) took part in the exercise. All participants
were nurses who were currently working in the hospital operating rooms. The
average participant age was 43 years old; ages ranged from 25 to 67. Participants
had been working as a nurse for an average of 24.5 years, and as a nurse in the
OR for an average of 19 years. Of the 26 participants, 16 reported their race as
White, 5 as Asian, and 4 as Black. One participant did not report her race.

5 Results and Discussion

In this section, we compare participants’ behavior to existing conflict-management
research, look atwhatmotivated participants’ actions, and discuss one factorwhich
participants felt may have caused them to behave differently with a virtual team,
compared to the teams they usually work with. Participants’ behavior, on the
whole, was consistent with existing research about how people behave during con-
flict.When discussingwhatmotivated their behavior, participants generally spoke
in terms of their real-world experience. Participants mentioned one factor that
may have caused them to behave differently than they wouldwith real teams: their
unfamiliarity with the virtual humans; in the real world, our participants are al-
most always familiar with their teammates. They felt that being unfamiliar with
the specific virtual humans may have caused them to behave differently. We dis-
cuss these results in more detail below.

5.1 Participant Behavior during the Speaking Up Moment

Outcomes Reached by Participants. Post-hoc analysis of the exercise re-
vealed that participants reached five different outcomes (Table 1), which are
consistent with Van Dyne’s framework that describes outcomes to conflict [6].

Stopping the line is other-oriented voice, where the participant voiced concern
for the patient’s safety. Filing an incident report and shifting responsibility are
self-protective voice. These participants attempted to protect themselves from
patient-safety repercussions by establishing that he or she had objected to the
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Table 1. The resolution methods are ordered based on the degree of resistance partici-
pants offered to the surgeon, in descending order. The number of people who exhibited
each behavior is shown in the # column.

Outcome # Description

Stopped the line 5 Refused to let the surgeon begin the operation

Incident report 2 Agreed to proceed, but filed a report on the incident

Shifted responsibility 5 Voiced concern, but left the decision up to the surgeon

Gave in 3 Voiced concern, but backed down to the surgeon

No Objections 11 Raised no objections to the surgeon’s decision

surgeon’s proposed course of action, but had been unable to stop him from
proceeding. Giving in and offering no objections are either acquiescent voice,
acquiescent silence, or self-protective silence; the specific categorization depends
on why participants offered no objection. Other-oriented silence, which was not
observed, was not applicable to this exercise. Observing each of the relevant
conflict-management outcomes described by Van Dyne suggests that humans
view conflict with virtual humans in the same terms as conflict with real hu-
mans. Observing self-protective behavior is particularly interesting, given that
participants knew that failure to protect the simulated patient would not re-
sult in any real-world consequences. Participants’ experience with conflict in the
real world may have led them to resort to self-protective behavior once they
were unable to convince the virtual surgeon to delay the surgery, in spite of the
simulated nature of the exercise.

That only five participants stopped the line was not surprising, given that
the traditional hierarchy between surgeons and nurses often makes speaking
up difficult [18]. Nurses sometimes also feel that a surgeon’s extensive medical
training makes him or her more qualified to make decisions about patient care
[14]. Participants mentioned both of these difficulties during the exercise. Six
participants deferred to the virtual surgeon for hierarchical reasons, using phrases
like “You’re the surgeon, it’s up to you”. Three participants stated that the
virtual surgeon’s experience and position made him more qualified to make the
decision. From a training perspective, participants’ difficulty speaking up to
the virtual surgeon is encouraging, as it suggests that virtual humans can be
used to help people overcome reluctance about speaking up during conflict.

Persuasion Strategies Employed By Participants. We used Kipnis’ eight
influence tactics [12] to classify participants’ behavior during the conflict with the
virtual surgeon (Table 2). Fifteen participants used one or more influence tactics;
the remaining 11 participants offered no objections to the surgeon’s behavior.

Rationality was the most frequently used influence tactic. All but one par-
ticipant who engaged in conflict with the surgeon employed rationality when
seeking to convince the surgeon to wait. The one participant who did not em-
ploy rationality attempted to use assertiveness and ingratiation, but gave in
when these tactics failed to stop the surgeon. The high number of participants
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Table 2. The number of participants who used an influence tactic are shown in the #
column. Participants frequently used more than one influence tactic when attempting
to get the surgeon to delay the surgery.

Influence Tactic # Example

Rationality 14 “You know it takes 45 minutes for a type-and-screen to be
done, and then if the patient has antibodies it’s extra time.”

Assertiveness 11 “We have to send two ABO samples, and we haven’t even
sent the first one yet.”

Upward Appeal 5 “I think that we should wait. I’m going to call the charge
nurse and talk to her about it.”

Coalitions 3 “I’ll call the blood bank and see how long they think it will
take to process the blood sample”

Ingratiation 3 “I understand you’re on a tight time schedule, but we need to
proceed with caution, as we would with any other patient.”

Sanctions 1 “That’s fine, if that’s your choice, but I’ll have to make sure
that it’s noted in his chart.”

Blocking 1 “I’m waiting on the blood.”

Exchange 0 Examples of exchange would include calling on past services
or offering future services/favors in return for compliance

who used rationality is consistent with Kipnis’ finding that rationality is the
most commonly used tactic during conflict with superiors. However, it is some-
what surprising that eleven participants used assertiveness, given that Kipnis
found that assertiveness is most commonly used during attempts to influence
subordinates. The high number of participants who employed assertiveness may
be explained by the virtual surgeon’s unwillingness to be convinced by reason;
of the eleven participants who used assertiveness, seven used it only after first
failing to convince the virtual surgeon using rationality. The remaining six tac-
tics were used infrequently, which is consistent with Kipnis’ findings that they
were used most frequently with co-workers and subordinates.

Participants typically used more than one influence tactic when attempting to
convince the surgeon to wait. Five participants used two tactics, four used three
tactics, two used four tactics, and one used five tactics. Only three participants
used a single tactic. Two of the three participants who used a single tactic
gave in to the surgeon. The other participant who used a single tactic shifted
responsibility to the surgeon.

5.2 Real World Motivations for Participant Behavior

During post-exercise interviews, participants generally explained their behavior
in terms of real-world experience, for instance, referencing their knowledge of the
procedure, their assessment of how long it would take to get blood, and their
beliefs about a nurse’s role in the operating room.
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Participants who stopped the line explained their behavior in three ways. Two
cited how scoliosis surgeries incur a large amount of blood loss, which would need
to be replaced with blood from the blood bank. Two cited past experience with
needing blood during a surgery. Four cited their role as a patient advocate, which
means they must protect the patient’s safety, even if it leads to conflict with an
authority figure.

Participants who did not stop the line explained their behavior in many ways.
Eight believed that there was enough time to get replacement blood before the
patient would need it. Four did not believe the surgery would incur significant
blood loss. Six deferred to the surgeon, believing that he knew best. Three felt
the virtual anesthesiologist gave implicit consent to continue when he did not
object to the surgeon’s proposal to move forward. Others also justified moving
forward based on past experiences in the operating room, the availability of
emergency blood, and the ability to pause the surgery before losing blood.

5.3 Impressions about Training with Virtual Humans

Participants reported that the exercise provided a good opportunity to practice
speaking up to a surgeon. Multiple participants reported feeling like they had
been speaking up to a real surgeon, commenting on his tone of voice, his anger
and impatience, and the arguments he raised. Participants were also positive
about the interaction with the entire virtual team, saying that the way the
virtual humans looked at participants, interacted with each other, and responded
verbally to participants made them feel like they were working with a real team.

Several participants reported feeling more confident and more motivated to
speak up after practicing with the virtual humans. Other participants reported
that they did not find it personally useful because they already felt comfortable
speaking up; however, they did feel that it would be useful for less experienced
nurses who did not already know how to speak up. Intriguingly, three of these
nurses did not stop the line, indicating that they either were not completely
comfortable speaking up, or failed to identify the patient safety issue. This in-
consistency between participants’ self-assessment and their behavior underscores
the importance of this type of training.

Despite being pleased with the exercise, seven participants said one aspect
of the simulation may have caused them to behave differently than they would
in the real world: the virtual humans felt like human strangers, not familiar co-
workers. Participants explained that, in the real world, they work with the same
team members almost every day. Being familiar with their co-workers produces
a sense of rapport, which participants said helps them to feel comfortable with
their teammates, even during conflict. This sense of rapport was missing with the
virtual humans, because the virtual humans were unfamiliar; this made speaking
up more difficult for some participants.

In addition to generating a sense of rapport, participants said that familiarity
with their team members allows them to anticipate how their teammates may
react during conflict, which makes speaking up easier. Some participants felt that
speaking up to the virtual surgeon was difficult because they were not familiar
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enough with him to predict how he would respond to being challenged. Coming
from a different perspective, two participants expressed that it was actually
easier to speak up to the virtual surgeon, because they knew they would not be
working with him on a regular basis. These participants were more comfortable
with the possibility of antagonizing the virtual surgeon because there would not
be any long-term consequences if he got upset.

This is a key point – when people are familiar with their co-workers, being
unfamiliar with a virtual human may lead them to alter their behavior; this is
especially true during high-stakes interactions, like conflict with an authority fig-
ure. Depending on a person’s perspective, conflict may become easier or harder.
If people focus on the lack of long-term consequences, they may manage conflict
more aggressively than they would in real life. Others may respond more timidly,
because they lack rapport with their virtual team members and can not predict
how an unfamiliar virtual authority figure will respond to being challenged.

This observation is consistent with research showing that existing relationships
can increase people’s willingness to share information and make concessions, re-
duce the use of competitive or coercive tactics, and improve task performance by
reducing social uncertainty and concerns about acceptance [10,19]. Given that fa-
miliarity with team members can influence people’s behavior, cultivating a sense
of familiarity with virtual team members may be important when training people
who work with familiar teams. It may be possible to cultivate familiarity by prim-
ing people using storytelling techniques, demonstrating key aspects of a virtual
human’s personality during a tutorial (e.g. the virtual human gets very upset, or
exhibits patience and forgiveness), or bymodeling the virtual human’s appearance
and behavior after an individual known to the participant.

6 Conclusions and Future Work

This study explored how nurses behaved during conflict with an authoritative
virtual human. We created a virtual operating room team, led by a virtual sur-
geon whose reckless behavior could endanger the team’s patient. This behavior
required nurses to speak up and stop him from beginning the surgery. We exam-
ined participants’ behavior during conflict with the virtual surgeon and found
that it was consistent with two real-world behavioral frameworks proposed by
Van Dyne and Kipnis. Participants reached each of the five relevant outcomes de-
scribed by Van Dyne, and employed seven of the eight influence tactics described
by Kipnis. In short, participants approached conflict with the virtual surgeon us-
ing the same techniques employed during real conflict with humans. While it is
possible that a specific individual may behave differently during conflict with
real and virtual humans, it appears that, in aggregate, people approach conflict
with virtual humans and real humans using the same methods. This conclu-
sion is also supported by participants’ tendency to explain their behavior using
real-world motivations.

Another contribution of this study is the observation that some nurses felt
that working with virtual humans was like working with human strangers.
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This finding is important as humans sometimes behave differently when working
with strangers, compared to familiar individuals. While this is likely acceptable
in settings where participants regularly work with strangers (e.g. interviewing a
virtual patient or working in ad hoc teams), it may be undesirable when simulat-
ing interactions where participants are familiar with the people they work with
(e.g. established teams). In these situations, it may be important to allow par-
ticipants to build rapport with their virtual teammates, and to help participants
anticipate how their virtual teammates will react during the simulation.

An important limitation of this study is the gender imbalance among partic-
ipants. Given that nurses are predominately women, our findings about conflict
and the importance of familiarity may not generalize to other, more heteroge-
neous, populations. This limitation is especially important given that gender
effects are not uncommon when examining social behavior. Future work is re-
quired to explore whether these results can be generalized to other populations.

We are currently working with nursing management at the hospital to inte-
grate the Speaking Up exercise into nurses’ annual continuing education train-
ing. We are also expanding the Speaking Up scenario to support training surgical
technicians (who are also subordinate to surgeons). Future research will explore
how working with a second human teammate affects how people behave during
conflict with virtual authority figures.
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Abstract. This paper presents the first steps towards a new type of pedagogical 
agent – a Challenger Teachable Agent, CTA. The overall aim of introducing a 
CTA is to increase engagement and motivation and challenge students into 
deeper learning and metacognitive reasoning. The paper discusses desired de-
sign features of such an agent on the basis of related work and results from a 
study where 11-year old students interacted with a first version of a CTA in the 
framework of an educational software for history. The focus is on how students 
respond when the CTA disagrees and questions their suggestions, and how 
groups of students, differing in response behavior and in self-efficacy, expe-
rience the CTA. 

Keywords: Teachable agent, challenge, interaction, learning, experience.  

1 Introduction and Background 

This paper explores students’ interaction with and responses to a new type of peda-
gogical agent – a challenger teachable agent (CTA). In brief, a teachable agent (TA) 
is an embodied computer agent which is taught or trained by a student where AI tech-
niques guide the agent’s behaviour based on what the agent is taught [1]. Importantly, 
a TA has no knowledge to begin with, but the knowledge that it gains reflects, more 
or less, what it is being taught by the student. 

Overall, teachable agents have proven pedagogically powerful as an implementation 
of the learning by teaching pedagogy [2, 3]. Our goal is to boost this pedagogical power 
even further by introducing a teachable agent with a more explicit agency or ”will of its 
own”. To our knowledge, the TAs developed so far do not show much of a “will”. They 
do not, for example, argue with a student on whether a piece of information is adequate 
for a task or not, or indicate that they find a particular topic uninteresting. 

Regarding pedagogical agents in general, Frasson and Aïmeur [4] proposed trou-
blemaker agents as a subset of learning companions that would question and chal-
lenge a student. Such an agent suggests a solution and then asks the student if she 
agrees or not. If the student does not agree, the troublemaker will argue for her or his 
own solution – whether it is correct or not – until the student either agrees or the trou-
blemaker runs out of arguments. The students are thereby encouraged to question 
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their own knowledge and be more motivated as teachers. Several studies show learn-
ing gains from troublemaker agents, particularly for high-achieving students, 
e.g. [4, 5]. 

Even one of the seminal papers on teachable agents by Brophy et al. [1] proposed a 
teachable agent that “may be impetuous, not listen or collaborate well”. The imple-
mentation and study presented in this article is, however, the first practical attempt in 
this direction. In an educational software for learning history, we introduce a CTA 
that, during learning activities where the CTA and student work together and take 
turns, questions and challenges the student in various ways. 

The main motive for introducing a CTA is to stimulate deep learning (c.f. [5]). By 
being questioned and challenged at times by his or her TA we hope the student be-
comes encouraged to think once more and perhaps reorganize or rephrase the material 
he/she is teaching [6]. We also wish to stimulate metacognitive abilities, i.e. reflection 
on problem solving and learning, abilities that have a transitive value for students 
when faced with future challenges [7]. In addition, our previous studies have shown 
that students frequently ask for a TA “with more of an attitude”. It can be boring to 
interact with an agent that is always positive, compliant and cheerful – and such 
agents are weak in believability [8]. 

In the longer run, we are implementing the following set of challenging behaviours 
in our CTA. 

1. The CTA inducing confusion or cognitive disequilibrium by contradicting the stu-
dent with the aim to provoke the student to reflect on what is true, thereby process-
ing the material at a deeper level [9]. 

2. The CTA requesting clarification of a solution in a learning activity, thus creating 
opportunities for debating the study material before accepting it, potentially 
prompting a desire in the student to share meaning and be understood [10]. This 
kind of teachable agent behaviour is represented in SimStudent [11] where the TA 
interacts with the student in natural language while solving equations. The TA tries 
to solve a problem step-by-step and the user verifies the correctness of each step. 
The TA can ask follow-up questions during this process, which forces the student 
to reflect on the concepts in the current problem and to show how well he/she  
understands the material. 

3. The CTA occasionally introducing erroneous facts during the learning activities. 
This will hopefully provoke the student to justify his/her answers [4]. Training to 
distinguish between right and wrong solutions is also a means to achieve higher 
confidence in a domain. 

4. The CTA prompting the student to choose a task at a more challenging level. 

For the study presented in this paper we focus on this first aspect, i.e. the CTAs ques-
tioning of the students’ proposals – both in cases where the students’ proposal is cor-
rect and when it is not. To question someone you are collaborating with means to 
introduce a conflict. Several authors discuss the educational potential of conflict or 
dissonance in other areas than that of teachable agents. For instance, one of the five 
modes that Weinberger and Fischer [12] lift forth in their analysis of different  
“social modes of co-construction” in students’ collaborative activities is that of  
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Fig. 1. The Castle of Time with the Guardian of History to the left and the Time elf (the teach-
able agent) to the right 

“conflict-oriented consensus building”. In this mode, a conflict is the starting point 
wherefrom critical reasoning at some point leads to a further step taken together, i.e. 
in consensus. 

Therefore, as a first step in the design of a CTA, this paper presents a study of stu-
dents’ responses when their TA questions their proposals in a collaborative learning 
activity. Our two main research questions were: 

1. “What do students do when the CTA questions their proposals?” 
2. “How do students perceive collaboration with a CTA with respect to the agent’s 

questioning and/or challenging behaviour?” 

We predicted that the answers to both research questions would vary for students with 
high and low self-efficacy respectively, i.e. with a strong vs. weak belief in their own 
competence. 

2 The Guardian of History – TA-Based Learning Environment 

“The Guardian of History” is an educational software for history for age 10-12 year. 
The narrative centres on securing a successor to the Guardian of History, who is in 
charge of the Castle of Time but about to retire, see Fig. 1. The student takes on a 
teacher role and his/her task is to teach a time elf, i.e. a teachable agent, about history 
so that the time elf can qualify as successor to the Guardian of History. To do this, the 
student must first learn for him-/herself. Thereafter the student teaches the time elf 
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Fig. 2. The timeline learning activity. The time elf has suggested that Maria Kirch discovered a 
comet in 1702 and the student can choose to confirm or reject this proposal. 

during various game-like learning activities. The learning activity used in this study 
focuses on basic facts where a person is linked to an event and a time period, and 
placed on a timeline, see Fig. 2.  

The time elf (TA) can be taught in two different modes: 

1. By watching the student perform the learning activity on his/her own 
2. Through performing the learning activity together with the student. 

In the latter case, the student and TA take turns suggesting a fact and giving feedback 
to one another’s suggestions via a multiple choice dialogue. When the TA suggests a 
fact the student can confirm or reject it, and similarly, when the student makes a pro-
posal the TA can say that it believes it to be correct or incorrect. If the TA rejects the 
student’s proposal, the student can chose to nevertheless affirm it – or the student can 
ask the TA to suggest an alternative instead, for example: 

Student [suggests]: “Galileo Galilei invented the telescope between 1650 and 1700.” 
TA [rejects]: “I think the time period is wrong. Are you sure?” 
Student [affirms]: “I am sure.” [or withdraws]: “Do you have another suggestion?” 

The TAs knowledge base consists of facts, i.e. <Person, Event, Time period>, that 
have a certainty between 1 and 10. The TA starts out with an empty knowledge base 
and learns by adding new facts with certainty 1 when it observes the student working on 
the timeline activity. If a fact is repeated the agent increases the certainty with 1. If the 
student adds facts that are incorrect or contradicting, e.g. <Galileo Galilei,  
Invented telescope, 1600-1649>, which is correct, and <Galileo Galilei, Invented tele-
scope, 1650-1699>, which is incorrect, they are both added to the TA’s knowledge base. 
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The do together mode is unlocked when the TA’s knowledge base is sufficiently 
rich in facts (for the present study this happened after 5 facts). In this first version of 
the system the agent uses only its existing knowledge to make suggestions or question 
suggestions from the student. Thus it is erroneous facts introduced by the students 
themselves in their teacher role that the agent uses in making incorrect suggestions or 
opposing correct suggestions by the students. The agent expresses rejections using the 
same phrasing regardless of whether the student’s suggestion was correct or incorrect, 
e.g. ”I think the time period is wrong”. (In the future these behaviours will be pur-
posely manufactured by the TA based on correct facts and using linguistic forms that 
express more personality and sound more challenging.) 

In the do together mode the agent adjusts the certainty of the facts known with an 
amount of: +2, +1, 0, -1, -2, according to whether the student confirms them on a 
scale ranging over: Correct, Possibly correct, I don’t know, Probably incorrect, Incor-
rect (see Fig. 2.) If a fact reaches a certainty of zero or below it is removed from the 
TA’s knowledge base. 

3 Study 

20 female and 15 male 11-year olds from two classes in a Swedish school participated 
in the study. The students used the educational software and interacted with their TAs 
during two subsequent lessons, each with a duration of 25-35 minutes. The students’ 
actions and choices were logged by the software. After the last session the students 
filled out a questionnaire regarding their experience of using the software and their 
view on the role of the teachable agent, the TA’s willingness to cooperate, and differ-
ent aspects of performing learning activities together with the TA. They were also 
asked about what they thought about their own ability to teach the TA (i.e. their self-
efficacy). The questionnaire used a 5 point Likert scale ranging from “Strongly dis-
agree” to “Strongly agree”. 

The logs of the students’ behaviour showed that the students proposed a total of 
161 correct propositions, of which the TA rejected 40 (25%), and 615 incorrect 
propositions, of which the TA rejected 137 (22%), see Fig. 3. Thus, the TA rejected 
approximately one fourth (23%) of all propositions suggested by the students. 

3.1 Research Question 1 – Students Responses to CTA Behaviour 

Turning to our first research question: “What do students do when the CTA questions 
their proposals?” the log data showed that (see Fig. 3): 

─ Case 1: the students incorrectly withdrew 21 of 40 (53%) of their originally correct 
proposals when the proposal was rejected by the CTA. 

─ Case 2: the students correctly withdrew 117 of 137 (85%) of their originally incor-
rect proposals after having the proposal rejected by the CTA. 

Thus, the students correctly withdrew significantly more of their proposals when they 
were correctly rejected by the CTA (Case 2) as evaluated by a Mann-Whitney’s U test 
(Case 1: median = 0.5, mean rank = 19.1; Case 2: median = 1.0, mean rank = 28.8; 
U = 172.5; Z = -2.484; p < .05; r = .35). 
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Fig. 3. The pie charts show how the TA reacts to users’ correct or incorrect suggestions, and the 
stacked bar charts show how the user in turn reacts to the agents incorrect or correct rejection of 
their suggestions. 

For the students that answered “Strongly disagreed” or “Disagreed” versus 
“Agreed” or “Strongly agreed” on the questionnaire item “The TA rejects my sugges-
tions too often”, no overall pattern could be secured due to few data points. Students 
who experienced that their TA rejected their suggestions “too often” withdrew 42% of 
their originally correct proposals compared to 74% for the students who didn’t ex-
perience that the TA rejected their suggestions “too often” (see Fig. 4). Regarding the 
situation of an originally incorrect proposal by a student that was questioned by the 
TA, the students who experienced that the TA rejected their suggestions “too often” 
withdrew their proposals in 81% of the cases, compared to 95% for students who 
didn’t experience that the TA rejected their suggestions “too often”. 

 

Fig. 4. The figure shows how often students withdrew correct/incorrect proposals for the two 
groups “(Strongly) Agree” and “(Strongly) Disagree” to “TA rejects my suggestions too often”. 
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One striking result is how strongly inclined the students were to “go with the TA” 
when the TA objected to their proposal (138 withdrawals out of 177 agent rejections) 
giving an average of 78% for all students which is well above chance  
(χ2(1, N = 177) = 55.4, p < .001). But interestingly enough there is one diverging case 
where students do not “go with the TA” to the same extent. This regards students who 
“Agreed” or “Strongly agreed” to the item “the TA rejects my suggestions too often” 
and where the CTA questioned the student’s correct proposal. Here the students “went 
with the TA” in only 42% (see above) of the situations. For the case students who 
“(Strongly) Agreed” and correct withdrawal there was (marginally) significant differ-
ences to all the three other cases (see Fig. 4) as suggested using logistic regression, 
see Table 1 below. 

Table 1. Logistic regression showing the contrasts for a:i, d:c, and d:i against a:c corresponding 
to the groups (bars) in Fig. 4: (a:c) correct withdrawals for students who answered “(Strongly) 
Agree”; (a:i) incorrect withdrawals for students who answered “(Strongly) Agree”; (d:c) correct 
withdrawals for students who answered “(Strongly) Disagree”; (d:i) incorrect withdrawals for 
students who answered “(Strongly) Disagree”. 

Contrasts Z p  

a:c vs. a:i 2.439 0.015 * 

a:c vs. d:c 1.743 0.081 . 
a:c vs. d:i 2.729 0.007 ** 

. p < 0.1   * p < 0.05   ** p < 0.01   *** p < 0.001

3.2 Research Question 2 – Perception of Collaboration with the CTA 

Our second research question was: “How do students perceive collaboration with a 
CTA with respect to the agent’s questioning and/or challenging behaviour?” Analys-
ing the questionnaires we found uniform distributions regarding students’ perceptions: 
(i) of the TAs desire to collaborate (“The TA wants to work with me”) and (ii) on 
whether the TA rejected their suggestions to often. Regarding the question “It is more 
fun to work together with the TA than to work by myself” most students “Agreed” or 
“Strongly agreed”. The distributions of the answers are shown in Fig. 5.  

The actual frequency of how often the TA rejected the student’s proposals did not 
correlate with the answers to the question “The TA rejects my suggestions too often” 
(Spearman’s r = -.17, p = .37) for correct proposals, and (Spearman’s r = .01, p = .94) 
for incorrect proposals. 

The questionnaire item “I am good at teaching the agent” reflects a student’s self- 
efficacy, i.e. her belief in her own ability to teach the subject in question to the agent. 
The scores for this item showed a negative correlation (Spearman’s r = -.59, p < .01) 
with the item “The TA rejected my proposals too often”. Students who “Agreed” or 
“Strongly agreed”, i.e. found that their TA rejected their proposals “too often”  
(Self-efficacy: median = 4, mean rank = 16.7) had significantly lower self-efficacy 
(Mann-Whitney’s U test: U = 104.5, Z = 2.51, p < .05) than those who  
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Fig. 5. The distribution of answers on a 5 point Likert scale from “Strongly disagree” to 
“Strongly agree” for questionnaire questions regarding the cooperation with the CTA. 

“Strongly disagreed” or “Disagreed”, i.e. did not find that their TA rejected their pro-
posals “too often” (Self-efficacy: median = 2, mean rank = 9.0) 1. 

4 Conclusions and Future Work 

With respect to the first research question on students’ responses to a CTA, the over-
all result was that students generally went along with their CTA’s objections rather 
than holding on to their own initial proposal. Since they did so even when they were 
initially correct we did not achieve the desired result of improving the students’ learn-
ing. However, most students experienced it was more fun to do the learning activity 
together with the CTA than to do the same activity by themselves. This is a positive 
result in view of our continued development of a CTA-based software, but how and 
when the CTA challenges the student needs to be improved. Some suggestions are 
discussed below as design recommendations for future development. 

Regarding the students’ attitudes towards their CTA, the most salient result was 
that students with higher self-efficacy (i.e. who saw themselves as good teachers for 
their CTA) did not experience that their CTA questioned them too often, whereas 
students with lower self-efficacy did experience this. In contrast, the actual frequency 
of challenging/questioning by the CTA did not affect the extent to which the students 
experienced that the TA was challenging/questioning them “too often”. In other 
words, the experience of being challenged seems more strongly connected to stu-
dents’ personal preferences than actual occurrence of challenge by the CTA. 

                                                           
1 The self-reported self-efficacy displayed a medium effect size correlation (Spearman’s 

r = .38, p < .04) with the number of proposed correct propositions by the students, i.e. with a 
measurement of actual ability/performance. 
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In future iterations of our learning environment we intend to investigate this further 
by comparing effects from a CTA, a more traditional TA, and a version of the soft-
ware that lacks a TA altogether. Our hypothesis is that students with higher self-
efficacy will benefit more from a CTA versus a traditional TA, but that this will not 
be the case for students with lower self-efficacy. We will also include the student 
variables of goal-orientation and level of achievement and study their interaction with 
the type of agent (or no agent) used. 

Based on the results presented here and observations during the classroom sessions 
we think that a problem with our current implementation of the CTA is that the stu-
dents are overly confident in their agent’s knowledge, which results in their accepting 
its incorrect suggestions. To address this we recommend the following two design 
considerations for future development of challenging teachable agents: 

─ Clear communication of the agent’s learning and knowledge base. Encountering a 
computer artefact that knows less than oneself is an odd situation. The same applies 
to the situation where the student enrols in a teacher position. In order to handle this, 
we will develop a stronger narrative for the software that emphasizes that the CTA 
has no initial knowledge and that its knowledge state basically is a reflection of what 
the student has taught it. We will also let this be reflected in how the CTA voices its 
rejections to student proposals so that it does not seem too confident and knowledge-
able but more as a tutee. The more the CTA is exposed to a certain fact the more  
certain it should become, but initially it should be quite uncertain. 

─ Adjust magnitude, frequency and timing of challenging behaviour. A student must 
stand on a solid ground to meet challenges in the form of rejection or errors from 
the CTA. Students need to have mastered the learning material to a certain degree 
before they are challenged, and/or the magnitude of the errors must be adjusted to 
the students’ knowledge level so that they can be detected. We will address this by 
letting the student initially engage in each learning activity without the CTA in or-
der to build a threshold knowledge level before starting to teach and work together 
with the CTA. 
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Abstract. In conversation, a speaker sometimes asks questions that re-
late to another speaker’s detailed personality, such as his/her favorite
foods and sports. This behavior also appears in conversations with con-
versational agents; therefore, agents should be developed that can re-
spond to such questions. In previous agents, this was achieved by creating
question-answer pairs defined by hand. However, when a small number
of persons create the pairs, we cannot know what types of questions
are frequently asked. This makes it difficult to know whether the cre-
ated questions cover frequently asked questions; therefore, such essential
question-answer pairs for conversational agents are possibly overlooked.
This study analyzes a large number of question-answer pairs for six per-
sonae created by many question-generators, with one answer-generator
for each persona. The proposed approach allows many questioners to cre-
ate questions for various personae, enabling us to investigate the types of
questions that are frequently asked. A comparison with questions appear-
ing in conversations between humans shows that 50.2% of the questions
were contained in our question-answer pairs and the coverage rate was
almost saturated with the 20 recruited question-generators.

Keywords: system personality, conversational system, crowdsourcing.

1 Introduction

Recent research on dialogue agents has actively investigated on casual dialogue
[13,10,17,8,4], because conversational agents are useful not only for entertain-
ment or counseling purposes but also for the improvement of performance in
task-oriented dialogues [2]. In conversation, people often ask questions related
to the personality of the person with whom they are speaking, such as the per-
son’s favorite foods and already experienced sports [16]. Nishimura et al. showed
that such personal questions were also appearing in conversations with conver-
sational agents [9], so the capability to answer personal questions is an essential
factor for development of conversational agents.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 420–433, 2014.
c© Springer International Publishing Switzerland 2014
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Most previous research on the personality of dialogue agents has investigated
the agent’s personality using roughly-grained categories, such as Big-Five in
PERSONAGE [3,5,6]. They focused on parameterizing the personalities, but did
not deal with specific subjects of the personalities, which are required to answer
personal questions. To answer a user’s personal questions, Batacharia et al. devel-
oped the Person DataBase (PDB), which consists of question-answer pairs (QA
pairs) evoked by a pre-defined persona Catherine, who is a 26 year-old female
living in New York [1]. Their approach searches the PDB for questions similar to
the user’s question utterances and generates answers relevant to the questions.
Even though this approach seems reasonable, when the PDB is developed by a
few persons, it is difficult to know whether the developed PDB covers frequently
asked questions; therefore, essential QA pairs for conversational agents may be
overlooked.

To investigate the types of questions that are frequently asked, we adopt an
approach that lets many participants create personal questions evoked by pre-
defined personae. Since many questions are intensively created for each persona
and will be overlapped, we can identify frequently asked questions and inves-
tigate the types of such questions. This approach is a kind of crowdsourcing
[14]. Rossen et al. shows that the idea of crowdsourcing is effective to develop
a domain-specific conversational agent which works with many stimuli-response
pairs [11]. Their work limited domains of the stimuli, consists of many stimuli-
response pairs. However, our work does not specify the domains of the questions.
Since domains are not limited, the number of possible questions of our work will
be much larger than that of domain-specific stimuli as in [11]. To examine the
effectiveness of our approach, it is important to investigate the property of the
collected questions, such as the coverage of created questions in real conversa-
tions. We report a detailed analysis of the developed PDB, by the classifica-
tion of the answers and a comparison with questions appearing in conversations
between humans.

2 Development of a PDB

To create a number of question-answer pairs (QA pairs) related to an agent’s
personality, one approach lets people create such QA pairs for a pre-defined
persona. However, when just a few people create them, it is difficult to know
what kind of questions are frequently asked; thus, they might overlook essential
questions for conversational agents. To deal with this problem, we adopt an
approach that allows many participants create question sentences for pre-defined
personae. Figure 1 illustrates the collection procedure of QA pairs.

First, we recruited 42 Japanese-speaking participants (questioners) balanced
for gender and age to create the question sentences. Each questioner created 100
or more question sentences for each of the following six personae listed in Table
1. The robot personae are expected to evoke different types of questions from the
human personae. Each questioner created the sentences with following five rules:
(A) create sentences about he/she want to ask naturally, (B) create sentences
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Creates 100 sentences  
for each persona 
by each ques�oner 

Male  
in his 20s 

Female  
in her20s 

Female  
in her 50s 

Male  
in his 50s 

Robot B 
w/o body 

Robot A  
w/ body 

Answerers (with same a�ributes as the personas) 

Ques�oners (42 persons) 
Ques�ons for  
each persona 

Male in his 20s 

Female in her 20s 

Male in his 50s 

Female in her 50s 

Robot w/ body 

Robot w/o body 

Personas 

Answers 

QA pairs 

Fig. 1. Overview of collection of QA pairs

without omissions, (C) create one sentence for each question (no partition), (D)
do not create duplicated questions for a persona (e.g., “where do you live?” and
“where is your current address?”), and (E) do not copy questions from other
sources like the web. Table 1 shows that we collected 26595 question sentences.

Next, a participant called an answerer (not the questioner) who had the same
attributes as one of the personae created answers for the questions associated
to the persona based on the following instructions: (a) create answers based on
your own experiences or favorites, (b) create the same answers for the ques-
tions that represent identical subjects, (c) create as many Yes/No answers as
possible (called Yes/No restrictions). Instruction (a) suppresses inconsistency
between answers, such as “Yes” for “Do you have a dog?” and “No” for “Do
you have a pet?” However, for robot personae, the answerers create answers
based on a robot character they imagined themselves. If the various answers are
created for identical-subject questions, it is difficult to classify and analyze the
answers. To suppress the variation of the answers, we designed instructions (b)
and (c). Instruction (b) directly suppresses variations. Instruction (c) is effective
for question sentences that are answerable with “Yes/No” but are expected to
be answered with specific subjects, such as “Do you have a pet?”.

After the collection, the question-answer sentence pairs (QA-pairs) are classified
to question categories that represent each identical subject by another participant
(not the author, not the questioner, and not the answerer) called an information
annotator. This approach enables us to identify frequently-asked question subjects
based on the number of question sentences in each question category.Table 1 shows
that the question sentences are classified to 10082 question categories.

Finally, the information annotator annotated the following information de-
scribed in Table 2 to the collected QA pairs. We call QA pairs with such infor-
mation a Person DataBase (PDB). Table 3 illustrates examples of the collected
PDB.
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Table 1. Persona attributes and statistics of the collected PDB

Persona attributes # of question sentences # of question categories

(1) Human (male in his 20s) 4431 2537

(2) Human (female in her 20s) 4475 2263

(3) Human (male in his 50s) 4438 2732

(4) Human (female in her 50s) 4458 2279

(5) Robot (with body) 4426 2232

(6) Robot (without body) 4367 2665

Summation 26595 10082

Table 2. Information annotated to PDB (Examples are translated by the authors)

Information Description Examples

Question sentences Created question sentences Who are you?

Question categories Categories that consist of question sentences which de-
note the same subjects

Names

Answer sentences Created answer sentences I’m Taichi.

Topic labels Labels that consist of question categories which denote
the similar subjects

Names

Answer types Labels that represent types of answers Name: person names

Extended named entities Labels that represent ENE of answers Name: person

Persona types Attributes of persona male in 20s

3 Analysis of the PDB

We analyzed the statistics of our obtained PDB such as frequently asked ques-
tions based on the annotated information and investigated the differences be-
tween the questions in PDB and real conversations.

3.1 Question Categories

Statistics. At first, we analyzed the number of question sentences in each ques-
tion category to examine the deviation of the sentences. Figure 2 shows their
distribution, which is long-tailed (half of the question sentences belong to the
top 11% (1110) categories), and 65.1% (6568) of the question categories have
only one sentence.

To reveal the frequently asked question categories and investigate the dif-
ferences depending on the frequency, we sort the question categories by their

Fig. 2. Distribution of question sentences con-
tained by each question category

4.2
4.4
4.6
4.8

5
5.2
5.4

Top High Mid Low
Clusters

ID
F

Fig. 3. Averaged IDF values of ques-
tions of the clusters
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Table 3. Examples of PDB (All columns except Extended Named Entities (ENEs) are
translated by authors)

Question sentences Question categories Answer
sentences

Topic labels Answer
types

ENEs Persona

How accurately can you
understand what peo-
ple say?

How accurately you
can understand what
people says

98% How accurately you un-
derstand Japanese

Quantity:
Other

Percent Robot B

Do you want to hold
a wedding ceremony at
overseas?

Whether you want to
hold a wedding cere-
mony at overseas

Yes Whether you want to be
married/Ideal marriage
or family

Yes/No No ENE 20s
Male

When is your birthday? Birthday Sep., 10th,
1986.

Birthday Quantity:
Date

Date 20s
Male

Do you usually eat pan-
cakes?

Whether you usually
eat pancakes

No Favorite
sweets/Whether you
like sweets

Yes/No No ENE 20s
Male

Do you buy groceries by
yourself?

Whether you buy
groceries by yourself

No Preparation of
dishes/grocery shop-
ping

Yes/No No ENE 50s
Female

Do you have persimmon
trees in your garden?

Whether you have
persimmon trees in
your garden

No Arrangement of houses
or rooms

Yes/No No ENE 50s
Female

Do you have any pets? Whether you have
some pets

No What you have some
pets

Yes/No No ENE 20s
Female

Can you edit videos? Whether you can edit
videos

No Whether you can edit
videos

Yes/No No ENE 20s
Male

frequencies and divide them into four almost equal-sized clusters. Figure 3 il-
lustrates the Inverse Document Frequencies (IDFs) calculated using sentences
in the conversation corpus that we describe later (see Sec. 3.1.2). All of the dif-
ferences were significant (Independent Student’s t-test; p < .01). The difference
between the top- and the high-ranked clusters is the largest. This indicates that
the top-ranked cluster contains questions with less subject-specific words (e.g.,
proper nouns) and the question sentences of the high-ranked cluster consist of
many subject-specific words.

Table 4 shows the examples and the statistics of the top, high, medium, and
low frequency ranked clusters. The top-ranked question categories consist of two
types of questions: properties that all persons have, such as Name or Living
place, and conversation triggers with which we can easily expand a conversation,
such as Whether you like to cook or Whether you have a pet. Such properties
(the former type of questions) are unchanging for each person during at least
several years and have large variances among persons. These characteristics are
suitable to describe people; thus, such properties attract our interests and are
frequently asked. On the other hand, the latter type of questions are useful to
fuel conversations, since each has a category word like pet or cooking, which leads
to more fine-grained questions: “What kind of pet do you have?” or “Have you
ever baked a cake?”. The questions described in a previous work [1] resemble
our top-ranked questions. However, they didn’t describe some of the top 10
questions (e.g., Whether you can drive a car, which also ranks third in the
ranking by females in their 20s). This indicates that some essential questions
may be overlooked in those created by just a few people.
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Table 4. Examples of question categories

(a) Top-ranked categories (15 or more
sentences, 1st-258th, 7403 sentences)

Question categories #

Name 155

Birth place 111

Living place 98

Whether you can drive a car 97

Whether you have a pet 84

Whether you smoke 77

Whether you like to cook 75

Favorite color 75

Work 73

Whether you are married 73

(b) High-ranked categories (5 to 14 sen-
tences, 259th-1110th, 6511 sentences)

Question categories #

The number of siblings 14

Frequency of drinking alcohol 14

Time to make yourself up 14

Whether you play fishing 10

Favorite school meals 10

Whether you like museums of art 10

Color of your hair 5

Favorite rice ball ingredients 5

Favorite TV stations 5

Biggest regret 5

(c) Mid-ranked categories (2 to 4 sentences,
1111th-3514th, 6113 sentences)

Question categories #

The most memorable dramas recently 4

How many dramas you watch in a week 4

Whether you have disguised as a woman 4

Anxiety about the future 3

Desirable travel companions 3

Whether you have corrected your teeth 3

Weak points (for robots) 3

Where you look at strangers 2

Whether you eat till you recover the cost in a
buffet stype restaurant

2

Whether you go to public baths 2

(d) Low-ranked categories (1 sentences,
3515th-10082th, 6568 sentences)

Question categories #

Whether something is in fashion in your gener-
ation

1

Whether you request life-prolonging treatments 1

Whether you make accessories 1

Favorite tastes of snow cones 1

Whether you have sports heroes in childhood 1

Frequencies of shaving in a day 1

Preferences of ties 1

Whether you become sensitive to earthquake af-
ter the 3.11 earthquake

1

Whether you like a ball game 1

The way you search for new information 1

The high- and mid-ranked question categories shown in Table 4(b) and 4(c)
contain question categories that are related to the top-ranked question cate-
gories, such as Favorite colors and Color of your hair. While the high- and
mid-ranked clusters are similar, mid-ranked questions have more specific sub-
jects than high-ranked ones and adjuncts like recently in The most memorable
dramas recently.

Some of the low-ranked question categories shown in Table 4(d) contain
question categories subdivided from more frequent ones for the following rea-
sons: overly narrow subjects, limited conditions, grammatical tenses, and the
Yes/No restriction. For example, Whether you request life-prolonging treatment
asks about life-prolonging treatment that is subdivided from medical treatment.
The question Whether you have sports heroes in childhood is subdivided from a
more frequent question category Whether you have sports heroes because of the
limitations of the term childhood. The question Whether you go to public baths is
subdivided from Whether you have been to public baths based on different gram-
matical tenses. The question Whether you go to a hot spring is subdivided from
Your favorite hot springs since the former should be answered with Yes/No but
the latter should not because of the Yes/No restriction.

Figure 4 illustrates the variation of the number of cumulative question cat-
egories while the number of questioners increases. The top-, high- and mid-
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Table 5. Ranking correlations of the orders
of top- and high-ranked question categories
among personae. While correlations of human-
human personae show high scores, that of
human-robot personae shows negative corre-
lations.

20s M 20s F 50s M 50s F Robot A Robot B

20s M 1.00 0.53 0.37 0.37 -0.23 -0.06
20s F 0.53 1.00 0.25 0.47 -0.26 -0.05
50s M 0.37 0.25 1.00 0.41 -0.19 -0.09
50s F 0.37 0.47 0.41 1.00 -0.22 -0.10

Robot A -0.23 -0.26 -0.19 -0.22 1.00 0.38
Robot B -0.06 -0.05 -0.09 -0.10 0.38 1.00

ranked clusters were saturated with only 5, 15 and 35 questioners respectively.
In contrast, even though we expected that the increase of the low-ranked cluster
became slow with 40 questioners, the low-ranked cluster did not saturate and
increased almost linearly. This indicates that the number of conceivable personal
questions is huge.

Table 5 shows the ranking correlations of the orders of top- and high-ranked
question categories among the personae. This shows that the orders between
human personae are not so different (0.25 − 0.53 of rank correlations). Male
in his 50s shows lower correlations than the other human personae, especially
the correlation with female in her 20s is the lowest (0.25). One characteristic
difference between human personae is that questions of similar subjects are de-
scribed differently depending on the life stages, such as, Whether you have a
boyfriend/girlfriend? and Whether you are married. In contrast, the rank corre-
lations between the human and robot personae are negative. Table 6 illustrates
the most frequently asked questions whose associated personae include Robot
A or Robot B and their ranks in a ranking, which is prepared with question
sentences for human personae. This shows that some of the questions do not ap-
pear for the human personae. For example, Whether you can run and Whether
you have emotion are related to robot abilities or properties that are obvious
for humans. Therefore, to develop a PDB that can be used for conversational
agents, it is necessary to collect questions for such robot personae.

Comparison with the Conversation Corpus. To compare the personality
questions in PDB with those in real conversations, we extracted personality
questions from the conversation corpus gathered by Higashinaka et al. [4] that
contains 3680 text chat based conversations (with 134 K sentences). From 183
sampled conversations, we harvested 490 personality questions (7.8% of all the
sentences and 72.0% of all the questions) with corresponding question categories
labeled by two annotators (not the authors). The agreement rate of the labeled
question categories between the annotators was 0.816.

The followings are the number of questions classified in each cluster (Fig. 5):
85 (17.3%) top-ranked, 52 (10.6%) high-ranked, 29 (5.9%) middle-ranked, and 36
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Table 6. Examples of question categories of robot personae. Rank means a rank in
a ranking, which is created with question sentences for human personae (N/A means
that the category does not appear for human personae).

(a) Robot A (embodied)

Question categories Rank

Name 1

Weights 42

Place of production N/A

Whether you can cook 13

Height 29

Whether you can write a character N/A

Whether you can run N/A

Birthday 33

Whether you can sing a song 59

Whether you can drive a car 6

(b) Robot B (no body)

Question categories Rank

Name 1

Whether you can sing a song 59

Whether you are male or female types 42

Birth place 2

Manufactured purpose N/A

Birthday 33

Whether you can change your voice N/A

Whether you have emotion N/A

Age 17

Manufacturer’s name N/A

(7.3%) low-ranked. The other 288 questions (58.7%) were not contained in our
PDB. Since the clusters have similar number of question sentences, we expected
that these numbers were almost the same each other; however, the top-ranked
cluster was associated with many questions in the conversation corpus. This is
because of the short length of our corpus, which averaged 36.5 sentences for each
conversation.

Figure 6 shows the cumulative number of the question sentences in the conver-
sation corpus that were contained in our PDB while the number of the question-
ers is increased. This demonstrates that only one questioner could create most
of the top-ranked questions; however, some of the top-ranked questions were
overlooked and few questions assigned to the other clusters were created. The
coverage rate improved linearly till about 20 questioners, and over 20 questioners,
the improvement of each cluster except low-ranked saturated. Consequently, we
consider 20 questioners are reasonable to collect personal questions sufficiently.
Even though a larger size of a PDB possibly contains more questions in the
corpus since the low-ranked cluster improved steadily, it seems insufficient when
considering the slowdown of improvement at 20 questioners.

Top High Mid Low None

141 64 7 18 17 19 20

(a) Specific words (Y/N) (b) Specific words (no Y/N) (c) Exclusion

(d) Specific date (e) Context dependent (f) Answer types (g) Other

85 52 29 36 288

Fig. 5. Cluster assignment of the questions in
the conversation corpus
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Fig. 6. Cluster assignment of the
questions in the conversation corpus

Toanswer the rest of the questions (None inFig. 5), it is important to analyze the
reason why they are not contained in our PDB. Table 7 shows the classification of
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Table 7. Reasons why questions were not contained in PDB

Reason Examples #

(a) Limited by specific words (answer type:
Yes/No)

Do you know Gero-onsen spa? 141 (48.9%)

(b) Limited by specific words (answer type: not
Yes/No)

What is your recommendation
for Italy?

64 (22.2%)

(c) Includes words that exclude a specific word
(e.g., except for)

What did you play any other in-
strument except the clarinet?

7 (2.4%)

(d) Limited to a specific date or time (e.g., to-
day’s lunch)

What did you eat for lunch to-
day?

18 (6.2%)

(e) Assumes a conversation context What was up that you couldn’t
sleep till morning?

17 (5.9%)

(f) Different answer types (Yes/No or factoid
questions)

How long have you lived at your
current address?

19 (6.5%)

(g) Other What do you have delicious
dishes that you have cooked?

20(6.9%)

the reasons and their examples, and Fig. 5 illustrates the proportion of each reason.
In Fig. 5, 71.1% (205) of the reasons were (a) and (b). They contain specific words,
such asGero-onsen spa or for Italy, which limit the question subjects. For questions
whose answer type is Yes/No, specific questions can be easily created with typical
phrases and such specific words as “Do you knowGero-onsen spa?” or “Do you like
Gero-onsen spa?”. Even though (a) seems to be answerable since the answer type
is Yes/No, it is difficult to maintain the consistency with the other answers. The
answer “No” will help to avoid the inconsistency, but such agents that always say
“No” would irritate users. The questions for reason (b) can also be answered us-
ing stochastic response generation methods [15], which generate sentences related
to user utterances by leveraging word dependencies in a corpus; however, it is also
difficult to avoid inconsistency. The questions of reason (e) aremore difficult to an-
swer, since such questions require understanding of deep contexts of conversation
to generate answers.

On the other hand, (c) and (d) can be easily answered by substituting the
other question categories without such limitations or exclusions as today or except
the clarinet. In the questions associated with reason (f), those whose answer type
is Yes/No and the corresponding factual questions are contained in the PDB are
answerable with such corresponding questions. For example, “Do you have a
favorite actor?” can be answered with a corresponding question like “Who is
your favorite actor?”, which can be retrieved based on the sentence similarity of
the user’s utterances and the question sentences in the PDB. When the PDB has
only the Yes/No answer type questions, since this indicates that the PDB has
no information about favorite actors, No is a suitable answer for the questions.

Because of the above solutions, we can recover 44 (15.2%) questions [(c),(d),(f)]
with the PDB itself; this improvement increases the coverage rate to 50.2%
(246/490), which seems almost the upper bound of this approach. Even though
the other 141 (48.9%) questions of (a) are answerable with a large text cor-
pus and 64 (22.2%) questions of (b) are potentially answerable with stochastic
response generation methods, they potentially conflict with other answers.
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3.2 Answer Types and Extended Named Entities

The classification of the answers gives us another view of the analysis that reveals
the subjects of frequently-asked questions. Table 8 shows the distribution of the
answer types with associated Extended Named Entities (ENEs) [12] that consists
of about 200 Named Entity types. The answer types were originally defined in
Nagata et al. [7]. We added a small modification that integrates Explanation:
cause and Explanation: principle to Explanation: reason and obtained 21 answer
types.

The most frequent answer type was Yes/No with 60% of the PDB. PDB
contains so many noun-driven questions such as “Do you like sushi?” or “Do
you know Woodstock from Snoopy?” because they can be created to match the
number of nouns. The Yes/No restriction also accelerates the appearance of
such answer types. In the conversation corpus, the most frequent answer type
is Yes/No (143/202, 70.7%), and the second is Name: named entity (41/202,
20.2%); the other answer types scarcely appeared in the corpus.

Table 8. Answer types and Extended Named Entities (ENEs)

Major type Sub type ENE examples

Yes/No Yes/No No ENE
(16255) (16255) (16225)

Association (70) Person (18)Dish (18)No ENE (16)
Reputation (447) No ENE (447)

Explanation Reason (56) No ENE (56)
(2528) True identity (2) No ENE (2)

Method (243) No ENE (242),Dish (1)
Meaning (64) No ENE (59),Product Other (5)
Other (1646) No ENE (1632),Incident Other (7)

Money (235) Money (235)
Period (354) Period Time (251),Period Year (84)

Quantity Hour (31) Time Top Other (19),Era (8)
(2337) Time (134) Time (134)

Date (135) Date (135)
Other (1448) Frequency (276),N Product (239),Age (218)

Organization name (320) Company (192),Show Organization (48)
Location name (836) Province (260),Country (144)

Name Named entity (2571) Dish (415),Product Other (337)
(4339) Person name (444) Person (444)

Web site (11) Product Other(11)
Other (157) No ENE (151),Name Other (6)

Selection (1012) No ENE (275),Dish (169)
Other Description (2) No ENE (2)
(1136) Phrase (122) No ENE (121),Public Institution (1)

Except for No ENE, most ENEs are annotated to the questions whose answer
types are Name or Quantity, since the ENEs are defined to categorize such
entities. Table 9 shows the frequently appearing ENEs and example sentences
for each of the answer types. Over half of the questions associated with the Name
answer type were labeled with the most frequently 10 ENEs. In the conversation
corpus, except for No ENE, the most frequent ones were Dish (10), Movie (9)
and Music (5). Since the speakers in our conversational corpus used pseudonyms
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to speak to another speaker, the questions with ENE Person did not appear in
the conversation corpus.

In the answer types Explanation and Quantity, the most frequent subtype
was Other, which indicates that our answer types were inadequate to classify
them. Even though the ENEs complemented the classification of Quantity, they
could not complement the classification of the questions whose answer type was
Explanation, since the answers associated with these questions are described
with sentences, not with the words for which the ENEs are designed.

Table 9. Frequent ENEs

(a) Name (# is 4339)

ENE name # of sentences

Person 444 (10%)

Dish 415 (9%)

Product Other 348 (8%)

Province 260 (5%)

Company 192 (4%)

Position Vocation 192 (4%)

Music 161 (3%)

Country 144 (3%)

Sport 125 (2%)

Food Other 115 (2%)

(b) Quantity (# is 2337)

ENE name # of sentences

Frequency 276 (11%)

Period Time 251 (10%)

N Product 239 (10%)

Money 235 (10%)

Age 218 (9%)

N Person 173 (7%)

Date 135 (5%)

Time 134 (5%)

Physical Extent 114 (4%)

Period Year 84 (3%)

3.3 Topic Labels

We annotated Topic labels to aggregate question categories. These labels are
designed to integrate the question categories that have similar subjects but are
divided because of the difference of limitations, answer types, and grammat-
ical tenses. We expect that these labels enable us to investigate the subjects
of the questions more clearly. The information annotator aggregated question
categories into topic labels based on the following aggregation types.

(a) Specific words. This aggregates question categories with specific words
into one with more abstract words: e.g., Whether you tend to be angry and
Whether you are romantic into Your Character.

Fig. 7. Distribution of question
categories by topic labels

Top High Mid Low

69 53 42 38

Fig. 8. Questions in conversation corpus as-
signed to each topic label cluster
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Table 10. Examples of topic labels

(a) Top-ranked labels (20 or more cate-
gories, 1st-77th, 2576 categories, 5779 sen-
tences, average number in each category is
2.24)

Topic labels
# of

category

Favorite foods or dishes 137

Character 121

Opinions to politics 78

Available movements 64

Your appearances 62

Meal style/custom 62

Policy of child cares/education 55

Ideal sort of marriage partner 54

School lives 54

Relationship with your family 51

(b) High-ranked labels (19 to 11 cate-
gories, 78st-171th, 2384 categories, 6682
sentences, average number in each cate-
gory is 2.80)

Topic labels
# of

category

Something with which you played in child-
hood

19

Whether you play sports/Exercise habits 19

Whether you have a child/Personality of
the child

19

Whether you have a favorite place 19

Using SNS 18

Person who chooses your clothes 11

Whether you like/dislike bugs 11

Whether you enjoy works 11

Weak point/Inferiority complex 11

Whether you like yourself 11

(c) Mid-ranked labels (10 to 6 categories,
172st-337th, 2561 categories, 6995 sen-
tences, average number in each category is
2.73)

Topic labels
# of

category

Favorite books/Whether you like reading
books

10

Whether you like trips 10

Favorite downtown 10

Whether you like art/art museums 10

The way you take a bath 7

Your favorite rice 7

Whether you like sea or mountain 6

Amusement parks where you have been 6

Frequency of going beauty shop 6

Favorite sushi 6

(d) Low-ranked labels (5 to 1 categories,
338th-1178th, 2561 categories, 7139 sen-
tences, average number in each category
is 2.78)

Topic labels
# of

category

Whether you agree to invite the Tokyo
Olympic

5

Whether you have a debt/Sum of a debt 5

Whether you have a credit card 5

Political affiliates 5

Whether you are a morning or nocturnal
person

5

Mental age 1

Whether you want to cosplay 1

Whether you take sunglasses 1

Whether you have hit someone 1

Whether you came the first love 1

(b) Resemble questions. This integrates similar question categories with nu-
anced differences: e.g., Whether you like cooking, Whether you are good at
cooking and Whether you can cook.

(c) Negative questions. This integrates negative and question categories with
the opposite meaning: e.g., Whether you don’t have some disliked foods with
Whether you have some disliked foods.

(b) Answer types. This integrates question categories, of which only the an-
swer types are different: e.g., Whether you like favorite sports and Your
favorite sports.

First, we counted the question categories in each topic label to examine how
the topic labels aggregate the question categories. Figure 7 illustrates the distri-
bution of the numbers of question categories in each topic. The total was 1763,
the average number of question categories by each topic was 5.71, and the av-
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erage number of answer types by each topic was 1.95. While only 40% of the
question categories are associated with two or more question sentences, 70% of
the topics consist of two or more question categories.

Next, we sorted and classified the topic labels into four clusters in the same
manner as the question categories. Table 10 shows the clusters of the topic
labels. Figure 8 illustrates the number of questions assigned to each cluster.
Table 10(a) shows that the top-ranked topic labels contained over 50 question
categories. Since the subjects of question categories contained with these topic
labels had subject-specific words such as Ethnic in “Do you like Ethnic dishes?”,
these topic labels were composed of a large number of question categories. On
the other hand, in the low-ranked topic labels, the subject of categories was too
specific such as cosplay; this is the reason why such categories were not integrated
with the other categories.

4 Conclusion

We proposed an approach that collects many questions about personality to
develop a large scale Person Database (PDB). We analyzed the statistics of our
PDB and the differences with questions from real conversations. Our analysis
shows that a PDB, composed of over 26 K questions, contains 50.2% of the
questions from the conversations. This coverage rate was almost saturated with
about 20 question-generators.

Future work will apply the created PDB to conversational agents. To answer
personal questions, recognizing question categories is a promising approach. Fil-
tering with other information, such as answer types, will also improve the per-
formance of generating reasonable answers. Generating questions in the PDB
is another interesting way to improve such agents. The collected questions are
suitable to be asked to any person and to trigger new conversation subjects;
these are essential abilities for conversational agents.

Acknowledgement. We would like to thank the members of Advanced Speech
and Language Technology Group, Audio, Speech, and Language Media Project,
NTT Media Intelligence Laboratories for jointly creating the PDB.

References

1. Batacharia, B., Levy, D., Catizone, R., Krotov, A., Wilks, Y.: CONVERSE: a
conversational companion. Machine Conversations, pp. 205–215 (1999)

2. Bickmore, T., Cassell, J.: Relational Agents: A Model and Implementation of Build-
ing User Trust. In: Proceedings of the SIGCHI Conference on Human Factors in
Computing Systems, pp. 396–403 (2001)

3. Caspi, A., Roberts, B.W., Shiner, R.L.: Personality development: stability and
change. Annual Review of Psychology 56, 453–484 (2005)



Large-scale Collection and Analysis of Personal Question-Answer Pairs 433

4. Higashinaka, R., Imamura, K., Meguro, T., Miyazaki, C., Kobayashi, N., Sugiyama,
H., Hirano, T., Makino, T., Matsuo, Y.: Towards an open domain conversational
system fully based on natural language processing. In: Proceedings of the 25th
International Conference on Computational Linguistics (2014)

5. John, O.P., Srivastava, S.: The Big Five trait taxonomy: History, measurement,
and theoretical perspectives. No. 510 (1999)

6. Mairesse, F., Walker, M.: PERSONAGE: Personality generation for dialogue. In:
Proceedings of the Annual Meeting of the Association For Computational Linguis-
tics, pp. 496–503 (2007)

7. Nagata, M., Saito, K., Matsuo, Y.: Japanese natural language retrieval system:
Web Answers. In: Proceedings of the Annual Meeting of the Association of Natural
Language Processing, p. B2–2 (2006) (in Japanese)

8. Meguro, T., Higashinaka, R., Minami, Y., Dohsaka, K.: Controlling Listening-
oriented Dialogue using Partially Observable Markov Decision Processes. In: Pro-
ceedings of the 23rd International Conference on Computational Linguistics, pp.
761–769 (2010)

9. Nisimura, R., Nishihara, Y., Tsurumi, R., Lee, A., Saruwatari, H., Shikano, K.:
Takemaru-kun: Speech-oriented Information System for Real World Research Plat-
form. In: Proceedings of the First International Workshop on Language Under-
standing and Agents for Real World Interaction, pp. 70–78 (2003)

10. Ritter, A., Cherry, C., Dolan, W.: Data-Driven Response Generation in Social
Media. In: Proceedings of the 2011 Conference on Empirical Methods in Natural
Language Processing, pp. 583–593 (2011)

11. Rossen, B., Lok, B.: A crowdsourcing method to develop virtual human conversa-
tional agents. International Journal of Human-Computer Studies 70(4), 301–319
(2012)

12. Sekine, S., Sudo, K., Nobata, C.: Extended Named Entity Hierarchy. In: LREC
(2002)

13. Shibata, M., Nishiguchi, T., Tomiura, Y.: Dialog System for Open-Ended Conver-
sation Using Web Documents. Informatica 33, 277–284 (2009)

14. Singh, P., Lin, T., Mueller, E.T., Lim, G., Perkins, T., Zhu, W.L.: Open Mind
Common Sense: Knowledge Acquisition from the General Public. In: Meersman,
R., Tari, Z. (eds.) CoopIS/DOA/ODBASE 2002. LNCS, vol. 2519, pp. 1223–1237.
Springer, Heidelberg (2002)

15. Sugiyama, H., Meguro, T., Higashinaka, R., Minami, Y.: Open-domain Utter-
ance Generation for Conversational Dialogue Systems using Web-scale Dependency
Structures. In: Proceedings of the 14th Annual SIGdial Meeting on Discourse and
Dialogue, pp. 334–338 (2013)

16. Tidwell, L.C., Walther, J.B.: Computer-Mediated Communication Effects on Dis-
closure, Impressions, and Interpersonal Evaluations. Human Communication Re-
search 28(3), 317–348 (2002)

17. Wong, W., Cavedon, L., Thangarajah, J., Padgham, L.: Strategies for Mixed-
Initiative Conversation Management using Question-Answer Pairs. In: Proceedings
of the 24th International Conference on Computational Linguistics, pp. 2821–2834
(2012)



Design Guidelines for a Virtual Coach

for Post-Traumatic Stress Disorder Patients

Myrthe Tielman1, Willem-Paul Brinkman1, and Mark A. Neerincx1,2

1 Delft University of Technology, Delft, The Netherlands
2 TNO Human Factors, Soesterberg, The Netherlands

Abstract. Patients with Post Traumatic Stress Disorder (PTSD) often
need to specify and relive their traumatic memories in therapy to relieve
their disorder, which can be a very painful process. One new development
is an internet-based guided self-therapy system (IBGST), where people
work at home and a therapist is remotely involved. We propose to enrich
an IBGST with a virtual coach to motivate and assist the patient during
the therapy. We have created scenarios and requirements for an IBGST
coach and discussed these with 10 experts in structured interviews. From
these interviews, we have identified 10 important guidelines to assist with
the design of a virtual coach assisting with PTSD treatment.

Keywords: Virtual coach, PTSS, Guidelines, Structured interviews.

1 Introduction

An important upcoming role for virtual agents is coaching, the task of motivating
and assisting people to achieve their goals. Blanson-Henkemans et al. [1] show
that a virtual coach can motivate and support people successfully. Rizzo et al.
[2] present a virtual coach which can be used to assist Post-Traumatic Stress
Disorder (PTSD) patients by guiding them towards information.

PTSD is a mental disorder following one or more traumatic experiences with
symptoms such as intrusive memories of the traumatic event, dissociative reac-
tions and irritable behavior [3]. One of the most practiced treatments for PTSD
is Cognitive Behavioral Therapy (CBT) with exposure, which is the process of
exposing the patient to stimuli which are related to the traumatic memory and
will elicit a fear response.

A new development within the treatment of PTSD is an internet-based guided
self-therapy (IBGST) system, where people work at home and a therapist is only
remotely involved. In this paper we will focus on the Multi-Model Memory Re-
structuring (3MR) system [4], which allows patients to structure memories and
follow exposure-therapy on their own PC through creating memories on a visual
timeline and adding media such as photos, music and text. An additional func-
tionality is the possibility to recreate personal memories in a 3D environment.
One difficulty is that exposure treatments can be very painful and possibly de-
motivating at times. For this reason, we believe that a virtual coach would be
a very useful addition to the system. Such a coach could be capable of offering
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Table 1. Guidelines for a virtual coach for PTSD

Guideline & Suggestions for use by virtual coach

Motivate: Compliment patients, when they have a hard time, explain that this is
normal, remind them of personal goals.

Take patient seriously: Let the patients decide if they are ready to end therapy,
do not explain what they already know.

Protect patient: Build in relaxation exercises for when exposure becomes too
much, give relapse-prevention.

Be down to earth: Be very factual, never act shocked, do not show many
emotions, use simple, unaffected language.

Personalize: When motivating, mention specific things about this person and
progress, adapt gender and age to fit patient.

Transparency: Be clear on what is going to happen and the coach’s capabilities,
explain why the patient needs to do things.

Avoid negative reinforcement: Do not reflect too much on negative things,
never give negative feedback, never act disappointed.

Protect patients from themselves: Too much choice can lead to dissatisfaction,
discourage avoidance behavior.

Psychoeducation: Put the progress and therapy into a theoretical frame, explain
why things need to be done and why they work.

Acknowledge: Acknowledge the tension and emotional state of the patient, let
them know the coach has heard them.

Table 2. A decomposition of the guideline of Motivation for a virtual coach for PTSD

Motivational theme Explanation for use by virtual coach

Compliment Give concrete, but many compliments

Empathy Show empathy, but never include strong feelings

Evaluate Set concrete goals to evaluate progress and outcome

Doing badly is not possible There is no ‘wrong’ way to do things

Personalize Motivate in a personalized way, be as concrete as possible

Be positive Give positive feedback and reflect most on positive things

personalized and motivational assistance during the therapy process, increasing
trust in the therapy and hope in a positive outcome.

In this paper, we present the first steps towards developing such a virtual
coach for patients with PTSD working with the IBGST 3MR system. Because
of differences between PTSD patients we have chosen to focus on two specific
patient groups, namely victims of childhood sexual abuse (CSA) and military
veterans.

2 Structured Interviews

To determine the specific user requirements for PTSD patients, we have designed
scenarios with discussed these in structured interviews with 10 experts.
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We adopted a scenario-based approach to inform the experts on the context
in which our coach would be operating. The scenarios represented the types
of sessions a patient would follow during treatment including a possible way in
which the virtual coach could assist and also described aspects of behavior of the
virtual coach which were based on literature on motivation [5] and medical com-
munication guidelines [6]. From the scenarios we identified requirements for the
coach, dealing with topics such as facial expressions, giving explanations on the
therapy and motivation. From these requirements we formulated strong claims
such as ‘It would pose a problem if the virtual coach had the same characteristics
with each patient’ to stimulate a discussion. In structured interviews, we pre-
sented the scenarios and claims to 10 experts specialized in trauma treatment.
The interviews were conducted in 6 sessions, each with 1 to 3 experts present.
Each session discussed between 6 and 24 claims.

All interviews were recorded and the statements of the experts were written
down. After this, we determined the underlying guideline and grouped the state-
ments. From this analysis, we derived the guidelines as shown in Table 1. From
the contexts, we can also present some suggestions for the use of each guideline.
Motivating a patient was mentioned often, so we also considered what the ex-
perts said on motivation in more detail and identified six ways of motivating, as
shown in Table 2.

3 Discussion and Conclusion

A first observation we can make of our guidelines is that they agree with the
principles identified by Miller and Rollnick and Wouda at al. [5,6]. Another thing
to consider is the role of our virtual coach. Based on the guidelines identified
we can say that the coach can be a safe-guard, an educator and a motivator.
These three roles correspond to roles a human therapist would also have, but a
virtual coach does have its own limitations and possibilities which set it apart.
Opportunities for a virtual coach may lie with being down to earth and personal-
ization. A virtual coach will never have strong emotional reactions to traumatic
memories which would need to be kept in check and a virtual coach has the
unique quality that appearance, age and gender can be adapted specifically for a
patient. Another difference which is connected to personalization is the support
of memory retrieval. Therapists typically ask questions to assist patients with
remembering, and it is important that these questions are well tailored to the
patient. For humans natural language is the key ingredient, which is challenging
for a virtual coach. However, because the coach is embedded into a system it has
more modalities available. A coach could react to items which are placed in the
application, for instance ask who is present in a photograph or a video. Another
example is that a coach could notice how many items are added when specific
questions are asked to keep track of which questions work well for which patient.

To conclude this paper, we would like to give examples of some of the ways
in which our guidelines could be applied to specific functions and behavior of a
virtual coach. These are presented in Table 3.
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Table 3. Examples of behavior for a virtual coach for PTSD, based on the guidelines

Potential behavior of a virtual coach coach Guideline

When patients fill in how they feel, mention that you have heard
them, i.e. ‘I notice you are feeling distressed now.’

Acknowledge

In the beginning of a session, explain what is going to happen. Transparency

If the patient indicates wishing to quit, remind them of their goals. Motivate

Let the patient choose the gender of their coach. Personalization

Be factual in complementing, so do not say ‘Great job, amazing,
you are wonderful’, but ‘You completed this task, well done’.

Be down to
earth

Never express a negative emotion. Whenever the patient fails to do
something, do not punish but ask them why they did not do it.

do not reinforce
the negative

If distress is very high, explain that this is normal and will decrease. Psychoeducation

Monitor symptoms, if these keep increasing, notify a therapist. Protect patient

Whenever explaining something for the second time, state this
explicitly. ‘I know you have heard this before, but...’

Take patient
seriously

Do not let patients decide when to start with exposure by
themselves, assist them in setting a date.

Protect patient
from themselves
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Abstract. A virtual therapist (VT) capable of modeling visible speech and di-
recting speech and language therapy is presented. Three perspectives of practic-
al and clinical use are described. The first is a description of treatment and  
typical roles that the VT performs in directing participation, practice and per-
formance. The second is a description of techniques for modeling visible speech 
and implementing tele-rehabilitation. The third is an analysis of performance of 
a system (AphasiaRx™) for delivering speech and language therapy to people 
with aphasia, with results presented from a randomized controlled cross-over 
study in which the VT provided two levels of cuing. Compared to low cue 
treatment, high cue treatment resulted in 2.3 times faster learning. The paper 
concludes with a discussion of the benefits of speech and language therapy  
delivered by the VT. 

Keywords: Virtual agents, virtual therapists, speech and language therapy, 
aphasia treatment, tele-rehabilitation, tele-care, speech animation. 

1 Introduction 

For persons with aphasia (PWA), virtualization of treatment is critical given the pre-
valence of the disorder, effect it has on their ability to communicate, and general lack 
of access to long-term treatment options. This paper describes the role, implementa-
tion and performance of a virtual therapist (VT) for delivering speech and language 
therapy. 

Aphasia is an acquired multi-modality disturbance of language, resulting from foc-
al damage to the portions of the brain responsible for language. It impairs, to varying 
degrees, understanding and expression of oral language, reading and writing. It occurs 
with a wide range of neurologic disorders including stroke, brain tumor, cerebral 
trauma, intracranial surgical procedures, and degenerative neurological disorders [1]. 
An estimated 80,000 new cases of aphasia per year in the United States result from 
stroke alone, while the prevalence in the country overall has been estimated to exceed 
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one million people [2]. Effects are chronic and potentially long-term, with reduced 
language skills limiting participation in social, vocational, and recreational activities. 

Services for persons with aphasia (PWAs) have been drastically shortened. Legisla-
tion has seriously curtailed the amount of treatment a PWA may receive after hospitali-
zation. Often they may be eligible for only a limited number of treatment sessions for a 
limited period of time. In some cases, they may not receive any treatment for their 
communication disorder following their acute hospitalization [3]. Reduced resources 
(e.g. transportation difficulties, therapist shortages in rural areas) further limit available 
services. Given this state of affairs, it is imperative that clinicians provide treatment that 
results in the greatest improvement in the shortest amount of time— motiving a shift 
within the field to tele-rehabilitation for anywhere-access, and as described in this paper, 
reliance on a VT to maintain guidance, encouragement and fidelity. 

1.1 Treatment with a Virtual Speech Therapist 

Script treatment, whether delivered by human [4, 5], or computer [6, 7, 8], has been 
shown to be highly effective for treating PWAs. In script treatment, therapy is based 
on the oral production of scripts, which are short functional dialogs structured around 
communication of everyday activities. A computer program called AphasiaScripts™ 
that we developed in 2004 is available from www.ric.org/aphasia, but its use of a 
proprietary VT with visible speech based on motion capture variable length concaten-
ative synthesis [9], with resulting large footprint and restriction to computer only use, 
meant it was not suited for tele-rehabilitation across devices. Recently, we developed 
a new system called AphasiaRx™, designed to be more portable and functional, with 
a new VT that works across devices, and built-in web monitoring, scheduling and 
communication technologies. Fig. 1 shows a screen image. 

The new system is designed to be easy to use by people with developmental and 
acquired disabilities, who might have fine motor skills difficulties. Navigation is done 
with a space bar, and in the case of a tablet, with the whole screen as a button. Activi-
ties are sequenced, leveled, and adaptive where possible, with guidance and feedback 
provided interactively by the VT. Because the treatment is repetitive, VT responses 
are limited to short cues to maximize practice time and treatment intensity. 

 

 

Fig. 1. Screen image from AphasiaRx™ system with sentence for VT and PWA turn displayed 
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Treatment is structured around three phases of script practice: 

1. The PWA listens to a script while it appears on the screen. The VT is visible and 
using a high quality recorded female voice, reads aloud, articulating carefully. 
Each word is read and highlighted on the screen. 

2. Each sentence or conversation turn is read aloud twice in unison with the VT. 
Problem words can then be practiced repeatedly by clicking on them. Finally, the 
PWA independently reads aloud the whole sentence while it is recorded by the  
system, and is given the option to listen to the recording or practice the sentence 
again. 

3. The conversation is practiced with assistance provided by the VT. Maximum  
support includes seeing written words, hearing the VT’s voice during choral speak-
ing, and watching her oral-motor movements. As the PWA masters the script,  
he or she can remove cues one by one, so that eventually practice simulates real 
conversation.  

For the speech-language pathologist (SLP), built-in tools make authoring new 
scripts and treatment plans, assigning them to their clients, and monitoring their per-
formance easy. Scripts can be typed into the program and recorded. Each spoken 
word is aligned automatically with each written word. Pause time between sentences 
and the amount of time allotted for each utterance can be adjusted to provide indivi-
dualized optimal speaking time for each. Different scripts, treatment plans, and  
schedules can be assigned to individual clients with a built-in calendar. Data are au-
tomatically captured, summarized and available for analyses. During practice, key 
strokes, item responses and response times are recorded and summarized to provide 
daily and weekly logs showing how time was spent in each part of the program. Re-
cordings of the speech attempts made by the PWA provide the SLP with additional 
means of assessing change over time. 

1.2 Related Approaches in Other Areas 

Many studies support the usefulness of intelligent virtual agents (IVAs) that are con-
versational, embodied, and/or animated for activities such as interaction, motivation 
and tutoring. E.g., see [10, 11, and 12] for an overview. Indeed, IVAs seem to add a 
“human dimension” to the computer interface that improve, direct and encourage 
participation, communication and accessibility. In our own research, IVAs have 
helped users in educational applications ranging from reading instruction [13] to 
science tutoring, and VTs have helped users remediate and rehabilitate speech-
language difficulties in Parkinson’s disease [14] and aphasia [7, 15, 16, 17]. For apha-
sia in particular, while video based treatment methods exist, e.g. [18], our approach to 
script treatment described here is unique in its use of high-fidelity IVAs. 
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2 Modeling and Implementation 

There are many existing approaches for animating agents and speech to varying de-
grees of accuracy, with tradeoffs in computing, cost, flexibility and availability. Our 
goal is to implement therapy across a range of devices, yet maintain reasonable accu-
racy, simplicity, consistency, and control. This section explains briefly how this is 
done. 

2.1 Visual Animation 

For local or remote control of the VT’s visible speech on computer, web and mobile 
devices, an approach that decouples modeling and animation is needed. To do this, we 
use a code book to capture visual variation. We assume that the visual realization of 
individual sounds vary depending on the phonetic context and manner of speaking, 
and that the temporal evolution depends predominantly on physiological and acoustic 
constraints governing movement of the oral-motor articulators during acoustic realiza-
tion— though at different time scales and rates [19]. Using a code-book ensures that 
the link between speech and animation is in the choice of timing and indices. 

Animation starts with a phoneme sequence and corresponding time-aligned audio, 
generated using a TTS engine or pre-recorded speech aligned with a speech recogniz-
er [13]. The phoneme sequence is then mapped using a code-book to 3D morphs (or 
2D images, depending on the application), so that individual phonemes correspond to 
a sequence of code-book indices in a one-to-many mapping, where the mapping de-
pends on the dynamic realization of the phoneme as well as co-articulation effects. 

Code-book entries represent the extremes of visual realizations of parts of pho-
nemes with indices spanning a low 5-dimensional ‘visual articulation’ space, shown 
conceptually in Fig. 2. When rendered, the entries look somewhat like the images in 
Fig. 3. 

 

Fig. 2. Conceptual depiction of speech trajectory evolving in visual articulation space and 
quantization to code-book spanning the space. Actual space is 5 dimensional. The code-book 
maps a time-aligned phoneme sequence to a corresponding sequence of morphs or images to be 
rendered. 

· · ● · · · 

● · ● ● ● · ·

· · ● · ● · ·

· ● · ● · ● ·
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 · · ● ·  
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decoding step: 
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|  |  |      |   |   |  |          |    |   |        |  |            |   |          |        | |    |     |  

Input: Time-aligned 
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to be rendered as morphs or 
images 

|EH           |L           |AX                    |B          |R      |EY            |SH                        |AX   |N 
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The space was designed manually using phonological, linguistic and morphologi-
cal considerations to cover the range of speech locomotion observed in prototypical 
image sequences and videos that we collected across selected permutations of normal-
ly spoken phonemes, syllables and words. For this purpose, we assumed that the dy-
namic evolution of visible speech is relatively continuous and low-dimensional, so 
that it can be modeled as a process that traces a continuous trajectory within the 
space. 

Rather than trying to model the articulation space parametrically, the code-book 
quantizes a convex region of the space on a non-linear sparse grid, allowing the tra-
jectory contained within to be approximated as a sequence of code-book indices. 
Convexity, monotonicity and smoothness of the space are part of the design so that 
interpolation and extrapolation can be used. Because indices correspond to grid 
points, co-articulation, speech rate, and speech effort are modelled by applying trans-
formations directly to the sequences. The transformations are applied at run time and 
are relatively simple smoothing, blending, scaling and translational functions.  

Finally, the resultant sequence of indices are used to recover from the code-book a 
sequence of high-dimensional morphs (or static images, depending on the application) 
of the mouth, lips, teeth and tongue, to be interpolated and rendered at the device 
supported frame rate (Fig. 3). For computer or mobile devices, OpenGL is used to 
render 3D models, whereas for web applications, HTML5 and WebGL or pure images 
are used to render 3D models or 2.5D approximations, respectively. We chose this 
implementation over existing methods (e.g., www.facefx.com), because we wanted 
full control of the implementation across devices in order to optimize it for tele-
rehabilitation. 

 

 

Fig. 3. Screen image of the animated agent and close up of visible speech showing co-
articulation for the consonant-vowel pairs /B IY/ and /B UW/ in the words ‘beet’ and ‘boot’, 
respectively. 

The approach is related to previous work, but also differs in some aspects. Facial 
expressions, gaze, and idle animations are modelled similar to [9], though not gener-
ated from speech as in [20]. The articulation space is a composite blend of various 
articulation parameters, making it somewhat different from other parametric ap-
proaches [21, 22], but similar in that it allows explicit manipulation of the visible 
speech. The code-book is designed to allow physiological and articulatory phonetic 

/ B / / IY / 

/ B / / UW / 
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manipulation of the visible speech, making it different from other data-driven ap-
proaches such as video/image stitching [12] and unit-concatenation [9], but similar in 
that it attempts to model variation using code-book entries, though its entries differ 
from visemes. The coding scheme, while suitable for transmission, captures visual 
information at a more linguistic level than the facial animation parameters in the M-
PEG 4 standard. 

The visible speech produced by the agent has been qualitatively reviewed by 
speech language pathologists, linguists and audiologists, and we have controlled ex-
periments underway to test the accuracy clinically. Thus, we cannot currently provide 
specific results regarding visible accuracy or speech intelligibility. Instead, in Section 
3 we demonstrate ecological validity with a randomized controlled cross-over study 
for a speech and language therapy treatment that compared two conditions, one in 
which the VT modeled speech production, and one with little modeling of speech 
production. 

2.2 Tele-rehabilitation 

Implementation follows similar considerations for fidelity and access as [13, 15, 16], 
but is more flexible and sophisticated in that the system described here can work 
across a number of different devices. It can operate either as a standalone native ap-
plication on a computer, tablet, or mobile device, or as a web application in a cloud-
based client-server configuration suitable for tele-rehabilitation (Table 1). For the 
latter, communication, synchronization and access control between the clients (appli-
cations) and server are done entirely with the HTTP/S protocol and asynchronous 
calls.  

While this paper focuses on an application for aphasia treatment, the VT and  
system is suitable for applications that extend beyond virtual speech and language 
therapy. For example, the architecture’s underlying capabilities for web and mobile 
rehabilitation have been used between Boulder, Denver, and Toronto in a near real-
time non-linear context aware prompting system (NCAPS) for people with cognitive 
disabilities, helping them to navigate and overcome procedural challenges in the 
workplace [23]. 

Table 1. The system client-server architecture suitable for tele-rehabilitation 

Client-side User 
Interface (Apps) 

Asynchronous HTTP/S 
Communication 

Server-side Control 
and Data (Cloud) 

Computer 
Web 

Tablet/Mobile 

User and sensor inputs → Task/state management, monitoring, 
configuration, application and access 

control, application and user data 

← System outputs: Animation 
control, audio, video, HTML 
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3 Clinical Application 

A randomized controlled cross-over study using the VT was conducted to investigate 
the effect of high or low cuing on treatment outcomes over time. It was approved  
by the IRB of Northwestern University and done at the Rehabilitation Institute of 
Chicago.  

3.1 Methodology 

Eight participants were recruited and randomized to receive intensive computer-based 
script training differing in the amount of high or low cuing provided during treatment. 
Participants had chronic aphasia resulting from a single left hemisphere stroke (age 
range 25-66 years, m=52.0, sd = 14.0; time post-onset range 8-59 months, m=26.4, 
sd=19.2), with severities mild-moderate to severe as measured by the Aphasia Quo-
tient of the Western Aphasia Battery-Revised [24] (range 28.1-80.1, m=58.0, 
sd=18.5). 

In the high cue treatment condition, participants could hear the VT during listen-
ing, choral reading and reading aloud, with auditory cues (therapist speaking) and 
visual cues (therapist’s mouth movements) available at the start, during and after 
practice. In the low cue condition, they received visual and auditory cues when listen-
ing to the script being read aloud initially, and after practice; but did not receive audi-
tory and visual support during sentence practice, working instead from the written 
cues only. 

Confounds were controlled for with a cross-over design with three weeks of treat-
ment in one condition, followed by a three week washout period and three weeks of 
treatment in the second condition; random assignment, and stratification of partici-
pants to treatment conditions; control for treatment time; and design and use of  
similar though different scripts in each condition with scripts matched for length, 
morphological, phonological and grammatical complexity. Scripts consisted of 10 
sentences each.  

Scripts were practiced 6 days per week, for up to 90 minutes per day in 3 sessions. 
Practice and testing were done at home on a loaned laptop with sessions scheduled 
automatically using the system calendar. Participant responses were measured  
over time: in 3 sessions before treatment started to establish a baseline, then in sepa-
rate sessions twice per week during each of the three treatment weeks to assess  
learning, and finally, once in the week after treatment finished to assess treatment 
effectiveness. 

Performance was measured by averaging the sentence level word accuracy of par-
ticipants’ production of 10 sentences during each assessment session. Sentences were 
10 words in length. Accuracy of words were rated using a previously validated 6 point 
scale and the overall session score expressed on a scale from 0 to 100%. For the time 
period and measures reported here, a total of 16,000 words (8 participants x 2 condi-
tions x 10 sessions x 10 sentences x 10 words) were collected, recorded and scored. 
Inter-rater reliability on a 10% subset of sentences was 0.94 (Pearson’s r). 
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In previous work we discussed the implications of this study for speech-language 
pathology and reported pre- and post-treatment results conditioned on aphasia severi-
ty [17]. There, we used Cohen’s d to compute effect sizes on gains, with d>0.8 consi-
dered a large effect. When combining the high cue and low cue conditions (16 sam-
ples, i.e. including all participants for N=8 and two treatment conditions), the effect 
size for computer treatment was large and statistically significant (d=1.5, p<0.0125). 

In the following, we report new results showing the differential effects of high cue 
and low cue treatment over time when delivered by the VT described in Section 2. 

3.2 Effect of Cuing on Treatment over Time  

Figs. 4a and 4b show the effect of treatment over time. Gain in scores (% accuracy) 
over baseline are shown before, during and after treatment. Gains in both high and 
low cue treatment conditions increased rapidly once treatment started.  

Fig. 4a shows the effect of treatment and cumulative practice hours for one partici-
pant. Practice time in both conditions were matched, and congruent with gains. At the 
end of treatment gains leveled off. For a perfect score, the participant’s maximum at-
tainable gains were limited to 36.6% in the high cue condition and 38.3% in the low cue 
condition, suggesting possible ceiling effects during the latter half of the treatment pe-
riod. Limited participant pre-training before the treatment period can also be seen. 

Fig. 4b shows average gain scores (% accuracy) over baseline for all 8 participants, 
with the effects of high cue and low cue treatment shown separately over time. Values 
were computed by averaging samples for participants in each condition over both the 
time and value axes. The maximum gain that could be attained depended on the par-
ticipant’s starting level and ranged from 14.8% to 38.3% in the low cue treatment 
condition, and 15.2% to 37.3% in the high cue treatment condition. 
 

 
(a) (b) 

Fig. 4. Gain (in % accuracy) over baseline for high and low cue treatment conditions. Gains 
increased rapidly once treatment started, with gains for high cue increasing faster than low cue 
treatment. (a) Gains and cumulative hours practiced for one participant. (b) Average gains for 
N=8 participants. Participants receiving high cue compared to low cue treatment reached the 
same level of gain faster, in about half the time. 
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Of the eight participants, six learned faster in the high cue condition. Indeed, gains 
supported findings from a post-treatment survey reported in [17] where 6 of 8 partici-
pants said they liked high cue treatment better. 

High cue treatment on average led to faster learning and higher gains, with an es-
timated overall speedup of L/H=2.3 using the averages from Fig. 4b. This meant that 
when participants received high cue treatment, they on average learned more than 
twice as fast as when they received low cue treatment, reaching the same level of 
proficiency in less than half the time (1.3 weeks compared to 2.9 weeks from start of 
treatment). 

Preliminary analyses with mixed effects models – often used in pharmacological 
studies of treatment and dosage response over time [25], showed the effect is statisti-
cally significant. A logistic mixed effects model fitted to the gains for all 8 PWAs and 
conditions, showed that cue level differentially and significantly affected gain over 
the treatment period (߯ଶሺ1ሻ ൌ 10.98, ݌ ൏ 0.0009) [paper in preparation]. From the 
model, the predicted speedup for the difference in time to reach the same level of gain 
between the two conditions was L/H=2.34, similar to the non-parametric estimate 
from Fig. 4b. 

4 Discussion and Conclusions 

The paper described a virtual therapist (VT) for delivering speech and language ther-
apy to persons with aphasia (PWA). Three different perspectives focusing on role, 
implementation and performance were provided, namely: how the VT directed partic-
ipation, practice and performance in much the same way an SLP does; modeling and 
implementation considerations for visible speech and tele-rehabilitation; and evidence 
of ecological validity, with results presented from a randomized controlled cross-over 
study in which the VT provided two levels of cuing, with significantly faster learning 
(2.3x) for high cue treatment compared to low cue treatment.  

Caveats to the results were that the sample size was small and caution should be 
exercised with interpretation. The study did not attempt to separate the effects of audi-
tory and visual cuing– work that might be explored in future research. While the study 
did not compare treatment delivered by the VT to treatment delivered by an expert 
SLP, the overall effect size for the computerized treatment was large (d=1.5) and 
similar to what would be expected when treatment is delivered by an SLP. Neverthe-
less, the results reported here were for acquisition only without consideration of poss-
ible interactions with maintenance and generalization post-treatment. 

In summary, the paper showed that for persons with aphasia, receiving treatment in 
an ecologically valid real-world setting delivered by a VT that provides more cues 
than not, can lead to faster learning. 
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AsapRealizer 2.0: The Next Steps in Fluent Behavior
Realization for ECAs
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Abstract. Natural human interaction is highly dynamic and responsive: inter-
locutors produce utterances incrementally, smoothly switch speaking turns with
virtually no delay, make use of on-the-fly adaptation and (self) interruptions, ex-
ecute movement in tight synchrony, etc. We present the conglomeration of our
research efforts in enabling the realization of such fluent interactions for Embod-
ied Conversational Agents in the behavior realizer ‘AsapRealizer 2.0’ and show
how it provides fluent realization capabilities that go beyond the state-of-the-art.

Keywords: AsapRealizer, Fluent Behavior Realization, BML 1.0, BMLA.

1 Introduction

Human conversations are highly dynamic, responsive interactions. In such interactions,
utterances are produced incrementally [1,2], subject to on-the-fly adaptation (e.g. speak-
ing louder to keep a challenged turn) and (self) interruptions. While listening, plans for
next speaking contributions are constructed, allowing very rapid turn transitions [3].
Furthermore, conversations are characterized by interpersonal synchrony [4], including
the alignment of movement rhythm (e.g. alignment of walking rhythm, exercise motion,
postural sway or even breathing patterns) and smooth meshing/intertwining of behavior
between the interlocutors (e.g., smooth turn-taking and backchannel feedback).

To enable such fluent interaction in Embodied Conversational Agents (ECAs) we
must steer away from the traditional turn-based non-incremental interaction paradigm
in which the ECA first fully analyzes user contributions and subsequently fully plans
its contribution, which is then executed entirely ballistically (providing no adaptation
in nor interruption of ongoing behavior). Although fluent interaction has recently be-
come a hot research topic (see [5] for an overview), others have focused their research
efforts mainly at incremental dialogue understanding and behavior planning (for exam-
ple: [6]). Truly fluent interaction in ECAs additionally requires highly flexible behavior
realization. This is a topic we have given a great deal of attention in the development
of ECAs and dialogue systems within our two research groups (the Sociable Agents
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and Research (BMBF) within the Leading-Edge Cluster Competition and managed by the
Project Management Agency Karlsruhe (PTKA). The authors are responsible for the contents
of this publication. The development of AsapRealizer 1.0 was conducted in collaboration with
the Human Media Interaction group at the University of Twente.
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Group at Bielefeld University and the Human Media Interaction Group at the Univer-
sity of Twente) in the last 10 years.

We present the conglomeration of our research in AsapRealizer, a BML 1.0 behavior
realizer that unifies the fluent behavior realization capabilities that were required in sev-
eral projects tackled within our research groups. AsapRealizer builds on two existing
realizers from both our groups, that have focused on either incremental multimodal ut-
terance construction [7] or interactional coordination [8] as isolated problems. In earlier
work [9] we show that by combining the realization capabilities for incremental multi-
modal behavior construction and interactional coordination in a single realizer, we can
enable interaction scenarios that go beyond the capabilities of these individual realizers.

While the preliminary version of AsapRealizer (1.0) [9] provided the specification
of and an architecture framework for fluent behavior realization, it provided its imple-
mentation mainly for gesture. AsapRealizer 2.0 –discussed in this paper– generalizes
AsapRealizer 1.0’s capabilities by additionally implementing fluent realization capa-
bilities for speech, gaze and facial expression. This required us to implement a novel
adaptive gaze model and to embed a recently developed incremental and adaptive Text-
To-Speech system [10].

In this paper we summarize and motivate AsapRealizer fluent realization capabilities
and provide a more detailed description of the implementation of its novel capabilities.
Additionally, we contribute a thorough comparison of AsapRealizer with the state-of-
the-art in behavior realization in terms of incremental realization plan construction and
on the fly adaptation of behavior.

2 Motivation

Over the course of more than 10 years, our research groups have developed several
research applications in which fluent behavior realization played a key role (see Fig. 1
for some examples).

One of our first applications requiring fluent interaction was the virtual construction
instructor Max [11]. Max cooperated with users in a construction task in Virtual Reality.
While the interaction with Max was mostly turn-based, he still required incremental
behavior realization from a fluent stream of multiple utterances, in which gestures were
to be fluently connected. This required its realizer to adjust the timing and shape of
ongoing behavior.

Fig. 1. Fluent behavior realization applications. Left: the virtual construction instructor Max, mid-
dle: the virtual conductor (photo: Henk Postma, Stenden Hogeschool), right: the daily assistant
Billie
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At the University of Twente, we have been interested in investigating and implement-
ing ECA behavior for interactions in which there is simultaneous expressive behavior
by a human interlocutor and an ECA. Prototypical applications for such behavior are
a virtual dancer that aligns her movement both to movement of a human dance partner
and to live music, a virtual orchestra conductor that conducts a real orchestra, and a
virtual trainer that exercises together with a human trainee (see [12] for an overview).
In all these applications the ECA exhibits tight coordination of movement timing with
the interlocutor, which required both synchronization based on predictions from the
ECA’s own performance and that of the interlocutor and very flexible behavior realiza-
tion in which the timing and shape (e.g. amplitude of movement) of behavior can be
adapted on the fly. In Bielefeld, similar adaptivity in behavior realization was required
in robotic speech-gesture synchronization [13]: the unreliable timing of robotic move-
ment required an adaptable execution process in which the timing of speech is modified
on-the-fly.

In more traditional dialog-based interfaces, both of our research groups have looked
at going beyond turn-based interaction paradigms and providing attentive speakers that
adapt their ongoing behavior based on interlocutor feedback and active listeners that
continuously signal their understanding to a human speaker [14,15,16]. The implemen-
tation of behavior realization for attentive speakers is especially challenging. It requires
graceful interruption of utterances (in speech, gesture, gaze, facial expression), the mod-
ification of ongoing behavior (e.g. speaking louder to keep the turn), partial rephrasing
of ongoing behavior realizations (while keeping the rest of the realization plan intact)
and the employment of several strategies to provide (the illusion of) very reactive be-
havior. The latter include the use of fillers (e.g. uhm) to keep the turn and gain some
time for behavior planning, and the preplanning of (multiple alternative) utterances for
instant later execution.

Beyond application in laboratory settings, we are currently employing AsapRealizer
in a cooperation project (VASA/Verstanden) with a health care provider. The project
aims to ascertain the feasibility (and acceptability) of spoken-language controlled daily
assistants for people with cognitive impairments. Starting from the first Wizard-of-Oz
prestudies, interruptible generation was employed, which in combination with the low
latency led to easy recovery in situations with disputed floor. Quick and seamless gen-
eration and incremental processing are of paramount importance for the system, since
participants understand small sequential chunks of information best [17].

In summary, incremental behavior plan construction, graceful interruption and adap-
tation of ongoing behavior have been essential capabilities for fluent behavior realiza-
tion with AsapRealizer (see also Table 1). Adaptations of behavior may be steered: 1)
by the behavior planner (top-down adaptations), for example when requesting the ECA
to speak louder, 2) by the AsapRealizer itself (bottom-up adaptations), for example to
achieve co-articulation between gestures on the fly and 3) by external constraints from
the environment, for example to align the ECAs exercise movement to that of a user.

3 Fluent Behavior Realization Capabilities

We have developed the BML extension BMLA [5] to allow the specification of Asap-
Realizer’s fluent behavior realization capabilities. Within AsapRealizer, these capabili-
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Table 1. Motivation for AsapRealizer’s fluent behavior realization capabilities

Capability Motivating Project(s)
Incremental plan construction [11,12,13,14,15,16,17]
Graceful interruption [14,15,16,17]
Top-down adaptation of ongoing behavior [14,15,16]
Bottom up adaptation of ongoing behavior [11,13]
Adaptations of ongoing behavior to the changing environment [12]
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Fig. 2. AsapRealizer 2.0’s architecture

ties are implemented both with a flexible architecture (see Fig. 2) to manage the behav-
ior plan and with the implementation of modality specific flexibility for the behaviors
themselves.

3.1 Incremental Plan Construction

Constructing a plan out of small increments allows AsapRealizer to start realizing be-
havior early and to do part of its plan construction while it is executing previous in-
crements, thus making the ECA more reactive. Such incrementality has a biological
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basis: psycholinguistics has identified incrementality as an important property of fluent
human language production (e.g. [2]). While speech can be seen as a concatenation of
increments that are smaller than a sentence [1], the increments connect smoothly, and
as a result prosodic properties that are suprasegmental (e.g. rhythm, sentence intona-
tion) are observed in speech. A similar incrementality has been proposed in gesture
research. According to McNeill’s segmentation hypothesis [18], speech and gesture are
produced in successive increments that each contain one prosodic phrase in speech and
one co-expressive gesture phrase. Gesture movement between the strokes of two suc-
cessive gestures (in two successive increments) depends on their relative timing, and
may range from retracting the arm to an in-between rest position, to a smooth direct
transition movement to the next gesture.

Incremental plan construction in AsapRealizer therefore not only requires specifying
sequential relations between the increments, but also the implementation of smooth con-
nections between the increments. AsapRealizer supports incremental plan construction
from increments specified in BML blocks. Since the occurrence of smooth connection
between increments (or the lack thereof) can well have a communicative function (e.g.
marking information boundaries [19]) we allow the behavior planner to have control
over whether or not it should occur. To this end, we provide specification mechanisms
in BMLA, that allow a detailed specification of how BML blocks are to be composed
(see [5] for examples and syntax). AsapRealizer’s automatic gesture co-articulation is
implemented using functionality first developed for ACE [7], which was generalized to
BML (see [9] for implementation details). Fluent prosodic connection is achieved by
embedding the Inpro iSS [10] incremental Text-To-Speech (TTS) system. Unlike cur-
rent mainstream TTS systems that requires a the full utterance in advance to generate
its intonation, Inpro iSS can incrementally construct utterances with appropriate intona-
tion from small increments. Fluent speech realization is achieved by the implementation
of an IncrementalSpeechEngine that embeds Inpro iSS. The IncrementalSpeechEngine
executes a speech plan containing IncrementalSpeechUnits, which are constructed on
the basis of the BML specification of the desired speech. In Inpro iSS, the current ut-
terance plan is represented by a buffer of PhraseIUs. PhraseIUs are Incremental Units
that typically represent part of a sentence. This PhraseIU buffer forms a stretch of con-
tinuous speech to be uttered. When devising a phrase’s prosody, the whole buffer is
used as context. For each IncrementalSpeechUnit, a corresponding PhraseIU is created
in Inpro iSS. AsapRealizer’s PhraseIUManager fills (and empties) the buffer based on
the (predicted) timing of the IncrementalSpeechUnits in the plan. Its goal is to keep the
buffer as full as possible, allowing the maximum quality of prosody, given the currently
known speech plan. The timing of the ongoing utterance is subject to change (e.g. sub-
ject to timing changes caused by prosody enhancements or parameter changes). These
timing changes are automatically communicated to behavior in aligned other modalities
(e.g. lipsync, gesture) using AsapRealizer’s PegBoard (see also Section 3.3).

In addition to incremental production, humans employ fillers (e.g. uhm) to keep or
take a turn without having a plan at hand [3]. Bauman and Schlangen show that a dia-
log system that uses such fillers is preferred by users over one that waits with speaking
until all information is available [20]. However, in certain situations the usage of those
fillers may communicate unintended communicative functions and should be avoided.
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We therefore allow the behavior planner to specify both the occurrence of fillers and
whether or not they are to be automatically skipped if a new increment concatenated
after the filler is scheduled on time. The latter bears resemblance to the skipping of
the retraction phase of gestures and is implemented in a similar fashion. Automatic

BML Example 1 Incremental speech construction.

<bml id="bml1">

<speech bmlis:generatefiller="true" id="s1">

<text>The car goes around the corner and</text>

</speech>

</bml>

<bml id="bml2" bmla:chunkAfter="bml1">

<speech id="s1"><text>turns right.</text></speech>

</bml>

filler insertion is illustrated in BML Example. 1: first the bmlis:generatefiller at-
tribute specifies that a filler may be generated in the first speech behavior; secondly,
the bmla:chunkAfter attribute specifies that bml2 is chunked directly after bml1, al-
lowing filler-skipping. If bml2 is not scheduled in time, the sentence “The car goes
around the corner and uhm.. turns right.” is produced, otherwise the filler is omitted
and and a fluent prosodic connection between bml1 and bml2 is established. We have
implemented automatic filler insertion using Inpro iSS’s HesitationIUs. HesitationIUs
are realized as “uhm” if they are last in the buffer, and skipped otherwise. The Phra-
seIUManager adds both a PhraseIU and a HesitationIU to the buffer for each Incremen-
talSpeechUnit that is constructed from a speech behavior with the generatefiller

attribute. For these IncrementalSpeechUnits the relax phase occurs during the filler.
New BML blocks can be chunked after them, skipping their relax phase (and thus the
filler).

To achieve even higher reactivity, AsapRealizer provides the capability to preplan
BML blocks that can be instantly activated at later time (see [5] for examples and syn-
tax). This allows very reactive behavior realization, e.g. in contexts where only few
ECA responses are valid; each response can then be pre-planned while a user is speak-
ing and then the ‘appropiate’ one can be activated without scheduling delay once user
input is analyzed and the ECA has the floor.

3.2 Graceful Interruption

A behavior planner may interrupt ongoing behavior using BMLA interrupt behaviors
(see [5] for the syntax). Interrupting behavior in a natural manner entails more than
simple halting e.g. speech or gesture. AsapRealizer makes use of the BML 1.0 notion
of ground state for postures and gaze targets and generally implements an interruption
by gracefully restoring the ECA’s ground state. Gestures are interrupted by automatic
insertion of a transition motion that guides the ECA’s arms to the posture ground state;
gaze is interrupted by the insertion of a new gaze motion to the gaze target ground state;
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facial expressions are interrupted by inserting a transition motion to a neutral facial
expression. Speech may be interrupted instantly, or at phoneme or word boundaries.
The ground states themselves are changed using postureShift and gazeShift behaviors
respectively.

3.3 Adaptation of Ongoing Behavior

AsapRealizer realizes a stream of BML blocks, each of which specifies the timing (e.g.
sync points X of behavior A and Y of behavior B should occur at the same time) and
shape (e.g. behavior A should be performed with the left hand) of the desired behaviors.
Generally, BML blocks are under-specified and leave realizers freedom in their actual
realization. Realizers can make use of this to achieve natural looking motor behavior,
e.g. by setting a biologically plausible duration of a gesture preparation. AsapRealizer
employs a flexible behavior plan representation –the PegBoard. The PegBoard main-
tains a set of TimePegs that symbolically link to the synchronization points of behav-
iors that are constrained to be at the same time. The timing of these TimePegs may be
updated, which moves the timing of the associated synchronization points, but main-
tains the time constraints specified upon them. The PegBoard thus allows one to do
timing modifications of the behavior plan as it is being executed, but in such a way that
BML constraints remain satisfied and no expensive re-scheduling is needed (see [21]
for implementation details).

Additionally, adaptation of ongoing behavior requires e.g. animation and speech
realizations in which certain parameters of ongoing behavior can be changed on the
fly. AsapRealizer provides a facial animation system in which the intensity of ongo-
ing morph based, MPEG-4 based, Action Unit based or emotional animation can be
changed [22]. We provide a procedural animation system which allows arbitrary math-
ematical formulas and parameter sets to be used for motion specification and allows the
parameters of ongoing animation to be changed (see [8] for implementation details).
This design is more flexible than traditional procedural animation models that define
motion in terms of splines or other predefined motion formulas and that use fixed pa-
rameter sets (e.g. [23,24]). To demonstrate that our procedural motion captures such
models as a subset, we have semi-automatically converted several motion units from
Greta [23] as procedural animations in our system and provide on-the-fly adaptation of
their spatial extent, fluidity and power parameters. Ongoing speech is adjusted through
Inpro iSS, which currently supports on-the-fly adaptations of speech pitch, loudness
and speaking rate.

Top-down Adaptation of Ongoing Behavior. Our BMLA parametervaluechange

behavior allows the behavior planner to adapt ongoing behavior elements (see [5] for
syntax). Such adaptations allow the behavior planner to, for example, raise the loudness
of ongoing speech to keep a challenged turn (see BML Example 2).

Bottom-up Adaptation of Ongoing Behavior. Bottom up adaptation of gesture is
required since the preparation and retraction phases need to be constructed on the fly
because the start position of the preparation, the hand position at the start/end of the
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BML Example 2 Change the volume of the bml1:speech1 from its current value to 90,
over a linear trajectory.

<bmla:parametervaluechange target="bml1:speech1" paramId="volume"

start="bml1:speech1:s1" end="bml1:speech1:s1+1">

<bmla:trajectory type="linear" targetValue="90"/>

</bmla:parametervaluechange>

stroke and the posture ground state at the end of the gesture are all subject to change
during gesture execution. The initial hand position may vary by previously executed
motion and/or posture changes, the hand position at the start/end of the stroke may vary
by top-down parameter adjustments in the gesture, and the rest posture state may change
as a result of posture shifts. We have implemented an adaptive timing process for the
preparation and retraction of gestures, which is described in detail in [9]. Similarly,
the timing of preparation and retraction of gaze is subject to changes in the position
of the gaze target, the position of e.g. the head and eyes at the start of the gaze, and
the gaze ground state. To realize adaptive, full body gaze in which the timing of the
preparation and retraction of gaze is automatically determined, AsapRealizer provides
a novel biologically motivated gaze model and the implementation of the gaze ‘ground
state’, which keeps track of the current gaze target and automatically creates motions
to it whenever the selected body parts (e.g. eyes, neck, spine) for the ground state are
not occupied with other movement that has higher priority. The BML 1.0 gazeShift
behavior has been implemented to change the desired gaze ground state. AsapRealizer’s
gaze model is based on [25], and introduces some improvements to it: the eyes reach
the target first and then lock on to it, that is, they overshoot their end rotation and then
move back while remaining locked on the target (implementing [26]), the maximum
speed of the eye and its velocity profile are biologically motivated (implementing [27])
and the eyes adhere to their biological rotation limits (obtained from [28]).

Adaptation to a Changing World. AsapRealizer’s flexible plan representation is also
used to allow tight synchronization with interlocutor behavior. On the specification side
this is achieved by allowing the synchronization of behaviors to time events provided by
anticipators (see BML Example. 3 for an example). An anticipator manages TimePegs

BML Example 3 Aligning the start of a speech behavior to occur slightly before the
predicted end of interlocutor speech.

<speech start="anticipators:turnStopAnticipator:turnStop-0.1">..</speech>

within AsapRealizer’s PegBoard that may be used to make adjustments to the timing
of behavior that is synchronized to them. Anticipators use perceptions of the real world
to continually update the timing of these TimePegs, by extrapolating these perceptions
into predictions of the timing of future events (e.g. the end of an interlocutor turn, the
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next beat in music) that correspond to the managed TimePegs. We have implemented
an anticipator to predict tempo events in real-time music for a virtual dancer or con-
ductor [29], an anticipator that predicts the timing of fitness exercises of a user that
exercises together with a virtual trainer [30], and several anticipators for wizard of Oz
experiments that provide time events on button presses.

4 Comparison with Other Realizers

Table 2 provides an summary of AsapRealizer 2.0’s fluent behavior realization capa-
bilities in comparison with other Realizers. The listed capabilities are a selection of the
capabilities offered by the different realizers for 1) incrementally constructing a plan out
of multiple BML blocks and 2) adapting ongoing behavior (in e.g. timing and shape), as
gathered from the papers describing them, their manuals and personal communication
with their authors.

The first version of AsapRealizer [9] combined the incremental behavior realiza-
tion capabilities of ACE [7] with Elckerlyc’s capabilities for interactional coordination
[8]. AsapRealizer 2.0 enhances AsapRealizer 1.0’s capabilities by implementing the
capabilities that were only available for gesture in AsapRealizer 1.0 also for speech,
gaze and facial expression. It also provides incremental plan construction capabilities
for prepending (rather than just appending), which is useful for the insertion of short
delays and rephrases, while keeping the original behavior plan mostly intact.

The capabilities for the incremental construction of the behavior out of multiple
BML blocks in the state-of-the-art Realizers SmartBody [31], EMBOT realizer [32],
and the BML realizer of the Greta ECA [23] is limited to the specification and realiza-
tion of sequential relations between BML blocks (but not fluently connecting them) and
instantly merging BML blocks with ongoing behavior.

Unlike AsapRealizer, ACE, and Elckerlyc, each of these realizer has a rigid underly-
ing behavior plan representation. The SmartBody scheduling algorithm resolves a BML
block to a fixed plan in which all behaviors are assigned absolute timestamps ([31],
p154) and animation is represented by specialized controllers. EMBOT Realizer rep-
resents its ongoing behavior in EMBRScript, an animation layer in which all elements
have absolute time stamps and only absolute space descriptions may be used ([24],
p513). In Greta, increments (with one gesture as their smallest granularity) of ongoing
behavior are sent to a dedicated MPEG-4 player, which does not allow the adaptation
of its ongoing movement ([23], p5). Because of their rigid plan representations, these
realizers lack the ability to adapt their ongoing behavior and do not provide interruption
capabilities beyond cutting of their speech. This is true to a lesser extent in SmartBody,
which allows changes in shape, but not timing of ongoing behavior. SmartBody employs
this flexibility mostly in allowing a rich behavior repertoire for interaction with the en-
vironment. Most realizers provide some autonomous behavior (e.g. blinking, breathing)
and allow top-down control over some of its parameters (e.g. frequency), which can, for
example, be used by the behavior planner to express some emotion of the ECA.

Beyond the capabilities offered by AsapRealizer, SmartBody offers a wider set of be-
haviors to interact with the world, including ‘events’ to communicate information to the
outside world in tight synchrony to ongoing behavior. This functionality is typically used
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Table 2. Fluent behavior realization capabilities of different Realizers

EMBOT AsapRealizer
realizer Greta SmartBody ACE Elckerlyc 1.0 2.0

Incremental plan construction
Merging increments ✓ ✓ ✓ ✓ ✓ ✓ ✓

Immediate/high priority increments ✓ ✗ ✗ ✗ ✗ ✗ ✗

Appending increments ? ? ✓ ✓ ✓ ✓ ✓

Prepending increments ✗ ✗ ✗ ✗ ✗ ✗ ✓

Preplanning and activation ✗ ✗ ✗ ✗ ✓ ✓ ✓

Chunking increments ✗ ✗ ✗ ✓ ✗ ✓ ✓

On-the-fly gesture co-articulation ✗ ✗ ✗ ✓ ✗ ✓ ✓

On-the-fly incremental intonation ✗ ✗ ✗ ✗ ✗ ✗ ✓

Automatic speech fillers ✗ ✗ ✗ ✗ ✗ ✗ ✓

Graceful interruption
Speech ? ? ✓ ✗ ✓ ✓ ✓

Gesture ✗ ✗ ✗ ✗ ✗ ✓ ✓

Gaze ✗ ✗ ✗ ✗ ✗ ✗ ✓

Facial expression ✗ ✗ ✗ ✗ ✗ ✗ ✓

Top-down adaptation
Speech ✗ ✗ ✗ ✗ ✗ ✗ ✓

Gesture ✗ ✗ ✗ ✗ ✓ ✓ ✓

Facial expression ✗ ✗ ✗ ✗ ✓ ✓ ✓

Breathing ✓ ? ✓ ✓ ✓ ✓ ✓

Blinking ✓ ? ✓ ✓ ✓ ✓ ✓

Bottom-up adaptation
Speech ✗ ✗ ✗ ✓ ✗ ✗ ✓

Gesture ✗ ✗ ✗ ✓ ✗ ✓ ✓

Facial expression ✗ ✗ ✗ ✗ ✗ ✗ ✗

Interacting with a changing world
Gaze at moving targets ? ✗ ✓ ✓ ✓ ✓ ✓

Manipulate moving targets ✗ ✗ ✓ ✗ ✗ ✗ ✗

Point at moving targets ✗ ✗ ✓ ✓ ✓ ✓ ✓

Follow/walk to moving targets ✗ ✗ ✓ ✗ ✗ ✗ ✗

Maintain endeffector constraints ✗ ✗ ✓ ✗ ✗ ✗ ✗

Emit (synchronized) events
to indicate world changes ✗ ✗ ✓ ✗ ✗ ✗ ✗

On-the-fly synchronization to
predicted (external) time events ✗ ✗ ✗ ✗ ✓ ✓ ✓
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for inter-ECA communication, but has applications beyond that (for example, communi-
cating that an ECA pressed the light switch to the environment it is in). EMBOT realizer
offers the unique capability to specify that an increment requires immediate, high prior-
ity execution. These increments are performed as soon as possible, overriding existing
elements.

5 The Bigger Picture: The Articulated Social Agents Platform

AsapRealizer is the behavior realization component of the Articulated Social Agents
Platform(Asap)[5], a platform specifically designed for the development of ECAs that
allow fluent interaction with their human interlocutors. Asap provides a collection of
software for social robots and virtual humans jointly developed by our two research
groups. In addition to a collection of tools, we also provide the means (through middle-
ware and architecture concepts (see Fig. 3)) to compose virtual human or robot ap-
plications in which the tools are embedded. Asap embeds the SAIBA architecture for
behavior realization ([33], left side of Fig. 3) and enhances it with two essential features
for fast and fluent virtual human behavior: a close bi-directional coordination between
input processing and output generation, and incremental processing of both input and
output. In this paper we have show how these two features play a part in the behav-
ior realization within AsapRealizer. In [5] and on the Asap website 1 we illustrate in
several scenarios how AsapRealizer’s realization capabilities play out in concert with
fluent intent and behavior planning and input processing.

Behavior Realizer
(AsapRealizer)

Behavior Planner

Intent Planner

Sensor Processor

Behavior 
Interpreter
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Interpreter

(slow)

BML BML
feedback

FML FML
feedback

PML functionLayer

PML  behaviorLayer

BML

FML

PML
sensingLayer

PML
behaviorLayer

PMLprediction
sensingLayer

PMLprediction
 behaviorLayer

PML sensingLayer

BML feedback

Fig. 3. The Asap Architecture

6 Discussion

We have presented AsapRealizer 2.0, a BML behavior realizer that has several fluent
behavior realization capabilities that, in most aspects, go beyond the state of the art.
AsapRealizer is eminently suitable for behavior realization in very dynamic contexts.

1 http://www.asap-project.org

http://www.asap-project.org
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Fluent behavior realization is however not the only important aspect of a realizer, and
other realizers may have an edge over AsapRealizer in e.g. the realism of their behav-
ior repertoire, which might make them more suitable in contexts where less flexible
behavior suffices.

While we model how ECA behavior is changed through changes in the environment,
we currently provide no means to model how an ECA steered by AsapRealizer changes
the environment. We are planning to implement a mechanism inspired by SmartBody’s
event system to achieve this. In our applications, we plan to use such events e.g. to adapt
a traditional user interface in reaction to the behavior of an embedded ECA or to make
changes in the calendar used by the daily assistant Billie.

Our flexible plan representation using the PegBoard has recently been adapted in
the Thalamus robotic framework [34], where it provides flexible (input) event based
control of interactive robots. Achieving speech-gesture synchronization is challenging
in current robotic systems that do not allow changes in ongoing behavior, since the exact
timing of robotic gesture can typically not be predicted very precisely beforehand by
standard robot software [35]. We propose that AsapRealizer’s capability to adjust the
timing of ongoing behavior can potentially be used to achieve speech-gesture synchrony
for robots on the fly (see [35] for details).

AsapRealizer’s fluent behavior realization capabilities open up many exciting pos-
sibilities for behavior and intent planning. In particular, we are currently interested in
fluent turn-taking. Using AsapRealizer, we can model turn-taking that goes beyond the
state of the art in 1) allowing the ECA to interrupt the user (e.g when something urgent
comes up, to instantly correct a mistake made by the user or to indicate that the ECA
no longer understands the user at an early moment rather than providing such feedback
after the user is completely finished speaking), 2) to keep a challenged turn (e.g. to pro-
vide a last bit of important information to the user) and 3) to let itself be interrupted
in a graceful manner. Each of these use cases can be executed in widely varying ways.
For example, one can grab the turn by speaking loud, with a high pitch, fast and/or by
gazing at the interlocutor (see e.g. [36,37]). The exact selection of these surface features
modulates e.g. the perceived conversational skill, friendliness, dominance and natural-
ness (perceived realism) of the ECA, the perceived urgency of the message she/he has
to deliver, and the effectiveness of the behavior (see e.g. [38,39]). In future work we
aim to model the relations between such social and communicative parameters and the
surface behavior required to achieve them.
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Abstract. We address the problem of creating believable animations for
virtual humans that need to react to the body movements of a human
interaction partner in real-time. Our data-driven approach uses prere-
corded motion capture data of two interacting persons and performs
motion adaptation during the live human-agent interaction. Extending
the interaction mesh approach, our main contribution is a new scheme
for efficient identification of motions in the prerecorded animation data
that are similar to the live interaction. A global low-dimensional posture
space serves to select the most similar interaction example, while local,
more detail-rich posture spaces are used to identify poses closely match-
ing the human motion. Using the interaction mesh of the selected motion
example, an animation can then be synthesized that takes into account
both spatial and temporal similarities between the prerecorded and live
interactions.

Keywords: character animation, interaction mesh, virtual agent, inter-
active characters.

1 Introduction

Intelligent virtual agents have found widespread applications ranging from com-
puter games [1,2], to educational software [3,4], or even shopping assistants [5].
Advances in sensing and graphics technology have significantly affected the devel-
opment of avatars and their acceptance by users. An important example for this
development is the introduction of affordable, low-cost motion tracking cameras.
Instead of relying on artificial interfaces between humans and virtual agents, e.g.
graphical user interfaces or joysticks, we can now directly analyze the user’s body
movement and thereby allow for a much more natural interaction.
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Fig. 1. A virtual agent’s animation is calculated based on live human motion data. For
that we first analyze the user’s current and previous postures to select the interaction
he’s currently in. After matching temporal as well as spatial aspects we further optimize
the character’s response with interaction meshes. In this way, a virtual agent can react
to ongoing human motions for different interactions in real-time.

However, the ability to track human motion also introduces two key challenges
to the design of intelligent avatars: (1) recorded motion needs to be classified
and (2) adequate responses by the avatar need to be triggered. A prevalent
approach to solving this task is to use machine learning algorithms in order
to identify the semantics of a recorded movement and then trigger a recorded
movement or behavior as a response [6,7]. Such classification-based approaches
typically require the human movement to be seen entirely before a response can
be triggered. In addition, they often do not generalize to different variations of
the movement.

In this paper, we investigate a method for human-agent interaction which
allows a virtual agent to react to ongoing human motions interactively and in
real-time. Towards this end, we propose a data-driven approach to reactive mo-
tion generation based on motion capture data and multivariate time series anal-
ysis. First, human-human interactions are recorded in order to create a library
of appropriate responses. Then, during human-agent interactions, the user’s live
motion is analyzed in segmented low-dimensional spaces. In doing so, we iden-
tify suitable responses by aligning the observed motion to the templates in our
library. The resulting response is then optimized utilizing Interaction Meshes [8]
to allow for fine grade adaptation to the observed human motion. We extend
the Interaction Mesh approach by adding a context-aware decision layer that
allows multiple two-person interactions to be triggered. Temporal contexts are
embedded implicitly in the low-dimensional space which enable temporal drifts
and varying motion speeds.
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The remainder of the paper is organized as follows. In section 2, we review
existing techniques and outline key advantages of our approach. In section 3, we
introduce the concept of global and local posture spaces and describe the mo-
tion matching algorithm. Consequently, we present an algorithm for interactive
generation of responses for virtual characters. In section 4, we present different
experiments that were performed using an human-sized virtual character in an
immersive CAVE environment.

2 Related Work

Enabling a virtual human to engage in interactions with users that involve com-
plex motions has long been a goal of researchers. Towards that end different
example-based approaches have been proposed. In [9] for example the authors
propose a framework for online action recognition using histograms. In doing so,
they map live motions to existing motion capture datasets with a dynamic time-
warp implementation. The temporal context of postures is preserved by using
dynamic programming.

Camporesi et al. describe a data-driven method for virtual agent animation
based on demonstrated user motions [10]. For that several examples are recorded
using a motion capture system with a reduced set of markers. During runtime
character movements are computed by blending example motions to new situ-
ations. The underlying minimization problem is solved efficiently which allows
for real-time motion generation.

Naour et al. [11] propose a method based on Laplacian mesh editing [12],
which has proven to be well suited for animating close interactions. Here inter-
action meshes [13] are defined with respect to their temporal correlations in the
original animation. Motion optimization is achieved by solving two minimization
problems. The first penalizes deformations that results from Laplacian coordi-
nate manipulation and the second preserves the length of motion segments over
time.

The approaches presented so far allow interactive motion manipulation of a
virtual character, however, live human motions are usually not incorporated and,
thus human-agent interactions are not supported.

In contrast to that, Taubert et al. [14] presented an approach based on a
hierarchical probabilistic model (GP-LVMs with a GPDM on top) to capture
recorded motions for live human-agent interactions. During runtime different
emotional styles of movements can then be synthesized. However, due to the
computational expensive nature of the underlying probabilistic algorithm, model
learning is a time consuming process.

Ho et al. [8] propose a method based on two-person motion capture data
with a two stage process. First, the postures of the afterwards active interaction
partner, i.e the human, and the virtual agent are organized in a kd-tree. This
leads to a tree where each leaf stores pairs of poses that have been obtained in
the initial recording. Then, for live human-agent interactions the tree is queried
for postures that are similar to the current user pose. Here, Euclidean distances
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among 15-dimensional feature sets, in particular positions of both hands, feet and
the pelvis are used as similarity measure. The most similar pose leads then, to
the corresponding frame of the initial recording. After that, the characters pose
is morphed to match spatial constraints by solving a space-time optimization
problem with interaction meshes [13]. In doing so a virtual character can react
to an ongoing human interaction in real-time.

However, in their approach Ho et al. synthesize a character’s motion solely
based on a single user posture and the last neighbor search result. This limits
the temporal context of the response generation to two poses since long-range
temporal dependencies are not considered. In order to distinguish between in-
teractions that share similar segments, larger memories have to be taken into
account to animate the character in a believable/contextual manner. E.g., to-
wards the end of many interactions, one agent returns to the rest pose while the
other agent is following-through an interaction-specific finishing motion. To that
end, we propose the usage of an interaction memory as well as motion segments
rather then single postures to allow wider temporal coherences.

Also, during runtime Ho et al. use 15 dimensions corresponding to 5 Cartesian
positions, i.e. both hands, feet and the pelvis to match the current user posture
in their kd-tree. However, for complex motions like dancing elbows, knees and
the head are often a crucial part of the dance style. In our approach, we propose
low-dimensional posture spaces [15] which capture intrinsic information that
constitutes the essence of each interaction.

3 Methodology

The goal of this work is to provide a motion synthesis framework that allows vir-
tual characters to engage in two-person interactions with a human counterpart.
Our data-driven approach is based on the observation and generalization of a
recorded library of human-human interactions. We first record two-person inter-
actions with a motion capture system1. The recorded interactions encapsulate
information on how the movements of each person affect behavioral responses
from his partner. Leveraging this information, we propose an algorithm that
automatically identifies the appropriate reaction to be performed by a virtual
agent during human-agent interaction.

Our approach is based on the concept of low-dimensional posture spaces [15].
Low-dimensional posture spaces capture the intrinsic correlation among joint
positions during motor skill generation. As a result, they can be used to gener-
alize recorded movements to new, unobserved situations while at the same time
reducing model complexity. In this paper we show, that movements during two-
person interactions can also be captured by a low-dimensional posture space,
e.g. the joint movement lies on a low-dimensional manifold.

The proposed method uses dimensionality reduction to extract important cor-
relations during joint behavior. Figure 2 shows an overview of the approach.

1 In our experiments we use a A.R.T DTrack 2 motion capture system.
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Fig. 2. Overview of the proposed method. First, we record two-person interactions with
a motion capture system. Then the data is reduced in dimensionality leading to a global
posture space as well as a set of local posture spaces specific to each interaction. To
calculate a suitable character response during the online interaction, a reference frame
of the original motion has to be identified by first using the global posture space to
select an interaction and second by searching for similar motions in the corresponding
local posture space. This leads to a pair of poses, i.e. postures of both interactants
during the initial recording, which is then used to calculate an optimized posture for
the virtual character.

The following description provides a brief overview of the steps involved in our
method:

Posture Space Projection The user’s live motion is captured and projected
into the low-dimensional global posture space.

Selecting an Interaction Type Given the movements in the low-dimensional
global interaction space, we identify the interaction type that fits the obser-
vation best.

Identifying Matching Motions User postures are projected into the local
posture space of the active interaction type. Similarities between the pro-
jected trajectory and recorded movements from the library of training data
are calculated. The segment with the highest similarity, i.e., a motion with
similar postural changes is selected.

Extracting a Suitable Pose A cost matrix which captures distances to the
best fitting motion segment is calculated to identify a point, i.e., a pair of
poses of the initial recording, which satisfies postural as well as temporal
requirements.

Optimizing a Character’s Response Since the user’s motion will vary as
compared to the initial recording, we optimize selected character poses to
the new situation by using interaction meshes [13].
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Throughout the following sections we will focus on each step in detail. First,
we will introduce global and local posture spaces.

3.1 Creating Posture Spaces

It is known, that motion capture data can be treated as a multivariate time
series and is intrinsically based on low-dimensional manifolds [15]. Hence, one
can employ dimensionality reduction techniques such as Principal Component
Analysis (PCA) to strip off redundant information. When applied to motion
capture data, each point in the resulting low-dimensional space corresponds to a
posture and, hence, a trajectory to a motion when projected back to its original
dimension.

In the recorded interactions, one interaction partner assumes an active role,
while the other interactant has an reactive role. During the live human-agent in-
teraction, the human is the active partner. We apply PCA to the motion capture
data of the active interactant in the demonstrated interactions in several ways.
First, we concatenate all motion capture recordings of the active interactant and
project them into a single low-dimensional space, called Global Posture Space I.
Here all poses xI

i,n are reduced to k dimensions. Second, for each demonstrated
interaction i a l-dimensional Local Posture Space Pi is calculated to capture
small details in the user’s motion. To select a suitable amount of principal com-
ponents k and l respectively we only select Eigenvectors that encode an entropy
above 1 percent [15]. Hence, each posture space has a different dimensionality
ensuring that enough dimensions are used to preserve small details of motions
while at the same time reducing computational costs.

However, if we would consider the motion as a whole, alternations in the
relationship of latent variables would not be taken into account [16]. Therefore,
we split each interaction type in j segments, using Hotelling’s T 2 statistics, which
tries to capture changes of the underlying correlation structure. It does so, by
minimizing the variance over a segment Si,j and, consequently, concatenating
temporal consecutive postures to motion segments in low-dimensional space.
The cost function can be formalized as follows.

Si,j := {xi,n=a, xi,n=a+1, . . . , xi,n=b} (1a)

costT 2(Si,j) =
1

b− a+ 1

bi∑
j=ai

T 2
i,j T 2

i,j = xT
i,nxi,n (1b)

The segmented global posture space is now used to select an interaction tem-
plate in a ongoing human-agent interaction.

3.2 Selecting an Interaction Template

To classify an ongoing human agent interaction the user’s posture yH is pro-
jected into the global posture space I leading to a new point yI . The Euclidean
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distances di between this point and the closest segment centroid of each inter-
action i are calculated and added to a so called interaction memory D. This is
done for the current time step t and the previous q time steps.

D = (d1 d2 . . . di . . . dm) , di =
(
dti d

t−1
i . . . dt−q

i

)T
(2a)

di = min(‖yI − centroid(SI
i,j)‖) , i ∈ N : [1,m] (2b)

Every column i captures the distances to the closest centroid of interaction i.
Each row stores the distances of a single time step for all interactions. The
interaction with the smallest mean value over all q rows identifies an interaction
template.

3.3 Identifying Matching Motions

For believable human agent interactions a character’s response highly depends
on temporal features of the interaction. In a dance motion for example, it is
crucial to be in strict time whereas for a high five movement the interactants’
hands have to meet at the right time. In order to allow a virtual character to
engage in such interactions past user poses have to be utilized. For that, a set of
previous poses is projected into the local posture space of the active interaction,
leading to a new motion trajectory yPi

o .
Then, a similarity value sPCA is calculated for each neighboring posture space

segment. By only including the neighborhood, we restrict possible character
responses to motions that contain postures similar to the ones obtained in the
initial recording. The comparative measurement is defined as the sum of angles
between each pair of sub principal components which can be formalized as [17]:

sPCA =
1

l

l∑
k=1

l∑
c=1

cos2Θkc =
1

l
trace(UT

k,lUc,lU
T
c,lUk,l) (3)

Here, l is the number of principal components for local comparison. Θkc de-
notes the angle between kth principal component (PC) of a segment and the cth

sub PC of the user motion. In order to calculate the similarity value efficiently,
the equation is reformulated in matrix form where Uk,l is the subspace defined
by the eigenvectors of the covariance matrix for segment k with dimension l.

In essence, the algorithm assigns high similarity values for segments with
PC axes pointing in the same direction. In other words, segments with similar
postural changes over time are assigned large similarity values. The segment j
that fits the last user motion best is now used for further optimization.

3.4 Extracting a Suitable Pose

Since segment lengths vary for different motion parts of an interaction the follow-
ing accumulated cost matrix is employed to identify a temporal matching pose of
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Fig. 3. The figure shows all required steps to identify a frame of the initial motion
recording for an ongoing human-agent interaction. First the live user movement is
projected into low-dimensional space leading to a new trajectory. After that, most
similar segments are labeled utilizing Hotelling’s T 2 statistics. Finally, the most similar
posture is extracted by evaluating a cost matrix.

the original recording [18]. In doing so, we evaluate distances in low-dimensional
space of live user poses yPi

o and template postures xPi

i,n.

Sn,o :=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑b
n=a ‖yPi

1 − xPi

i,n‖ ∀n ∈ N : ]a, b], o = 1

‖yPi
o − xPi

i,a‖ ∀o ∈ N : ]1, O], n = a

min{Sn−1,o−1, Sn,o−1, Sn−1,o}
+‖yPi

o − xPi

i,n‖ ∀n ∈ N : ]a, b], o ∈ N : ]1, O]

(4)

To summarize, figure 3.3 shows required steps to select a frame of the ini-
tial recording that fits the motion context of the selected interaction template
while at the same time satisfying postural similarities. The resulting pose is now
subject to spatial optimization using interaction meshes.

3.5 Optimizing a Characters Response

In the previous step a frame of the initial recording has been identified that
represents the most similar user posture. However, the user’s movement will
differ from the original motion in form and size and, thus, further optimization is
required. To retain the characteristics of the prerecorded interaction, we optimize
the selected posture by using interaction meshes [13]. In doing so, we minimize
the Laplacian deformation energy [12] of a newly created mesh with regard to
the one created during the initial recording. Here, the Laplacian deformation
energy is defined as follows:

EL(V ) :=
∑
j

1

2
‖L(xj)− L(yj)‖2 (5)
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L is the operator to compute the Laplacian coordinates from given Cartesian
coordinates V = (p1, . . . , p2m)T . xj are vertex locations (motion capture mark-
ers) from the prerecorded motion capture data in the selected frame, whereas
yj are coordinates of markers from the live human-agent interaction. Laplacian
coordinates of a vertex are obtained as follows:

L(pj) = pj −
∑
l∈Nj

wj
l pl (6)

Nj is the one-ring neighborhood of vertex pj .
Since we want to react to an ongoing user motion, additional positional con-
straints have to be defined on the interaction mesh.

We treat the current user posture as a hard constraint in our optimization
problem. Additionally, we define soft constraints on the character vertices to
retain further desired aspects of the interaction, e.g. supporting foot contact
and body position. The resulting optimization problem subject to the soft and
hard constraints can be reformulated as system of linear equations (cf. [13]):

[MTM + FTWF CT

C 0

] [V
λ

]
=

[MTB + FTWf
h

]
(7)

where V and λ denote the vertices of the deformed interaction mesh and the La-
grange modifiers respectively. M is the Laplacian matrix of the original motion.
C is the matrix of all constraints which can be separated into the matrix F of soft
constraints, e.g. the virtual agent’s position constraints, and the vector h of hard
constraints, e.g. the user’s current posture. Each soft constraint f is weighted by
the weight matrix W . MTB denotes the transformation of the original vertex
positions B in Cartesian coordinates into Laplacian coordinates.

A solution of the system of linear equations is an interaction mesh V that
minimizes the Laplacian deformation energy while satisfying the different con-
straints. However, vertex locations cannot be transferred to a virtual character
without further post-processing, since not all joints correspond to a vertex. In
order to calculate rotations for each bone we utilize an inverse kinematics solver.

4 Evaluation

To evaluate our method we recorded two-person interactions, namely high five,
a hand clapping game, waving at each other and a jive dance. The corresponding
15 dimensional global posture space is illustrated for the first 3 principal com-
ponents in figure 4. In a live human-agent interaction a user was tasked to high
five the virtual agent. As expected its motion varied from the initial recording,
however, its trajectory in low-dimensional space stills followed the same direc-
tion. This is due to the fact that similar postures were adopted which in turn
lead to neighboring low-dimensional points.

On the right hand side of figure 4 the local posture space of the selected in-
teraction is visualized. Here the closest matching motion segment of the initial
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Fig. 4. In the figure on top the global as well as the selected local posture space is
shown. A user was tasked to high five the virtual agent. Below the mean activation in
our interaction memory is visualized. As can be seen, a recorded high five motion is
most similar to the executed user motion. However, one can also conclude that other
motions also exhibit similar poses especially around frame 50 to 60.

Fig. 5. The virtual agent’s postures are optimized for live human agent interactions.
In this example a user high fives a virtual character successfully. The agent adopts its
motion to meet the users hand at the right time and position.

recording is marked (black trajectory). As can be seen, the user motion (indi-
cated by the red trajectory) also follows the path of the closest segment. After
calculating the cost matrix, a matching point is selected and its associated in-
teraction mesh is optimized. The resulting character responses can be seen in
figure 5 for 3 frames.

In a second example we utilized the same global posture space to detect a on-
going jive dance motion. The projection of current and recent user postures into
the global local low-dimensional spaces are shown in figure 6 top left. As can be
seen, its motion matches the shape of the jive template which has been generated
from the initial recording. Additionally, the local posture space corresponding to
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Fig. 6. The global as well as the selected local posture space of a jive dance motion
are shown on top. The live user postures are highlighted red. The mean activation for
each interaction is outlined below.

Fig. 7. The motion of a virtual character is optimized in real-time using our interaction
learning method. As can be seen the agent successfully imitates the behavior shown in
the initial recording.

the selected interaction is shown. The most similar segment is highlighted. The
final character response can be seen in figure 7.

The similarities of the live user motion to recorded interaction examples are
in figure 6 bottom. The reason for the large similarities towards the end of the
interactions is that in all our recordings, the active participants returned to a
pose with both arms resting aside.

In a third example a hand clapping game is performed with a virtual charac-
ter. Here the same global posture space that has been created from the initial
recordings is used. As shown in figure 8 the projected user postures (highlighted
red) match the template created from a clapping game motion. However, as il-
lustrated below the selected interaction type has been a high five at first (see
frame 1 to 20) but changed later to the correct interaction. The reason for that
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Fig. 8. The figure shows the global posture space and projected live user postures
(highlighted red). On the right hand side the selected local posture space of a clapping
game motion is visualized with 10 previous user poses for motion matching. Addition-
ally, the similarities for each interaction type are illustrated below. As can be seen a
high five motion is selected at first but changed later to the correct clapping game.

Fig. 9. With our method a virtual character can respond to complex interactions like
a clapping game as shown in the figure for 4 key postures. Here the agent’s hand has
to meet the users palm at the right time and at the right position.

are similar postures that have been obtained in both motion capture recordings.
The final character responses are illustrated for 4 key postures in figure 9.

5 Discussion

The presented approach utilizes a so called interaction memory for hysteresis
effects and to allow a virtual agent to remain in an interaction. As a result it
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can potentially lock the agent in one interaction. The sliding window size of the
interaction memory obviously affects the overall latency of the system. In our
experiments a memory size q of 10 has been proven to be well suited. This leads
to memory length of approximately 0.5 seconds at 20 frames per second and to a
lag of 300ms on average on a modern Macbook Pro. Selecting a posture in global
posture space as well as motion matching in local posture spaces takes on average
0.008s whereas optimizing the interaction meshes itself takes 0.01 seconds. In our
current implementation, transforming the resulting vertex coordinates to joint
angles utilizing the inverse kinematics solver takes twice as long (0.029 seconds).

Currently, the proposed method does not allow for additional objects to be
included in two-person interactions as global as well as local posture spaces are
not sensitive to object ownerships. Furthermore, we currently do not track, and
thus cannot recreate the interactants’ hand shapes during interactions.

6 Conclusion

In this paper, we presented a new, data-driven method for generating real-time
responses of an interactive virtual human. Using training data acquired from
human-human interactions, we generate low-dimensional representations that al-
low for the generalization of the observed behavior to different variations thereof.
In doing so, crucial characteristics of an interaction as well as small details of
motions are preserved and used to animate a virtual agent. We extended the
approach presented by Ho et al. [8] to situations where the temporal context of
interactions plays an important role.

Experiments performed in an immersive virtual environment show that the
approach can be used for synthesizing context-aware responses in real-time. As
a result, a more natural interaction between a virtual agent and a human user
can be established.

As a possible extension of the approach, we are currently considering the im-
plementation of time-varying interaction meshes as well as a probability based
segmentation to allow for overlapping segments. In addition we are also inves-
tigating the use of the proposed approach in the generation of robot responses
during human-robot interaction.
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Abstract. This work presents a hierarchical framework that generates
continuous gesture animation performance for virtual characters. As op-
posed to approaches that focus more on realizing individual gesture,
the focus of this work is on the relation between gestures as part of an
overall gesture performance. Following Calbris’ work [3], our approach
is to structure the performance around ideational units and determine
gestural features within and across these ideational units. Furthermore,
we use Calbris’ work on the relation between form and meaning in ges-
ture to help inform how individual gesture’s expressivity is manipulated.
Our framework takes in high level communicative function descriptions,
generates behavior descriptions and realizes them using our character an-
imation engine. We define the specifications for these different levels of
descriptions. Finally, we show the general results as well as experiments
illustrating the impacts of the key features.

1 Introduction

Gestures play an important role in everyday communications. People use gestures
to indicate location, describe an imaginary object, express attitudes, or regulate
conversation flow [8]. Effective speakers use gestures as a tool to better convey
ideas. For example, a clinician’s use of gestures can impact the clinician-patient
relation [6].

Our desire is to generate gestural performances for life-like virtual characters.
At the level of individual gestures, gestures have a complex feature structure.
There are the phases of gestural motion including the rest, preparation, stroke,
holding and relax phases [8], as well as the form of the motion, its location and
changing handshapes. However, our interest lies beyond realizing these features
in individual gestures. We model an approach to integrating individual gestures’
features into an overall fluid performance involving gesture sequences (a.k.a.
gesture units [7,9]).

Specifically, the goal of this work is to realize gesturing for virtual characters
that takes into account that human gesturing has a hierarchical structure that
serves important demarcative, referential and expressive purposes [3]. Within a
gesture performance, some features such as handshape, movement or location in
space, may be coupled across gestures while other features serve at times a key
role in distinguishing individual gestures, both physically and at the level of its
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meaning, from one another. For example, the hands may go into a rest position
between gestures to indicate the end of an idea, a change of handshape can serve
to indicate the start of a new idea in the discourse or one gesture’s location may
serve to refer to a preceding gesture.

We layout an approach that uses this higher level of organization to realize
gesture performances. This approach a) determines when and which features
are common versus which ones must be distinguishable and b) addresses issues
concerning the physical coordination or co-articulation between gestures within
gesture units, including when gestures go into relax, rest positions or holds.
Closely leveraging the work of Calbris [3], we use the concept of ideational unit,
which Calbris argues structures the discourse and the kinesic segmentation of
gestures. Specifically, ideational units serve to impose requirements on gestural
features in an overall performance. Further, we use Calbris’ work on the relation
of form and meaning in gesture [3] to help inform how a gesture’s expressivity
is manipulated.

In this paper, we propose a model of this kinesic segmentation. We then
describe an implementation that satisfies these requirements by selecting and
flexibly modifying the performances of gestures. Finally we present results and
suggest areas for further improvements.

2 Background Theory

To ground our model, we leverage research from Calbris [3], a French semiologist,
that views shape and movement of communicative gestures as abstraction of
physical objects and actions (e.g. putting the hands in the shape of a bowl as a
sign of offering; using the back-front line to indicate temporal information). She
also studied how gestures are organized one from other.

First, Calbris argues for a structuring of verbal and nonverbal behaviors into
larger ideational units, a coupling of related ideas that can span multiple gestures
for example. This coupling plays important demarcative functions as well as
helping to convey meaning and is therefore critical to gesture specification and
realization.

Specifically, consistency of aspects of the form or motion across gestures serve
a demarcative function of illustrating a common overriding topic while changes
in gestural form and movement can serve a demarcative function of indicating
a topic shift. In other words, changes convey information. So going from one
gesture to the next in one overriding conversational topic, a gesturer tends to
not make changes in motions or handshapes that are not meaningful. To do
otherwise risks undesired false implicatures, misinterpretations by an observer.
Related to that, one can view a gesture’s motion as a form of optimization,
avoiding unnecessary exertion.

Additionally, the ideational units can be divided up into tighter rhythmic-
semantic units by the type of change from one gesture to the next, change
that provides information and performs a referential function. In other words,
consecutive motions that have similar features or referential relations construct
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a rhythmic-semantic unit. For example, in enumeration there are similarities
in the motion and form, contrast requires a certain symmetry and elaboration
suggests repetition.

Second,Calbris argues that human conversationboth verbally andnon-verbally,
is often grounded in metaphors, especially physical metaphors. So abstract con-
cepts like an idea, an agreement or a relationship can be represented through ges-
ture as physical objects or actions. Further, properties of, and actions on that ab-
stract concept such as the importance of an idea, discarding an agreement or ending
of a relationship can be indicated by gesture that suggests size, discarding or cut-
ting of a physical object, respectively. Such metaphoric gestures are common in
human speech and in some cultures a quite common form of gesture.

The physical metaphor that underlies a gesture imposes critical constraints on
how the gesture is physically realized. So to convey the ending of a relationship,
a speaker may gesture with a cutting motion that involves a vertical acceleration
of the hand in a flat configuration with the edge of the hand leading the motion,
as if it were a knife. Each of these features is critical, with the acceleration
representing the knife’s chopping motion, the flat palm representing the knife
and the edge of the palm representing the knife’s edge. So as a consequence, any
animation system that realizes this behavior must obey these constraints that
arise from the embodiment of virtual agent. In particular, attempts to fit the
timing of the gesture to co-occurring speech or gestures that precede or follow
must not override these constraints.

Similarly, we argue that the underlying metaphor can inform how we want to
realize and manipulate the gesture’s expressivity. For example, if the importance
of an idea is conveyed by a two-handed gesture that frames an imaginary object,
then a very important idea can be conveyed by framing a larger object. Similarly
discarding an idea with prejudice might be indicated by a particularly strongly
accelerated sweeping motion.

Finally the grounding in physical concepts and space means location matters
across gestures. The delineation of a concept as an object in physical space means
subsequent references to that object must refer back to that location.

3 Gesture Model Description

Our model for gesture works as a system of constraints, containing three cate-
gories based on hierarchical structuring of gesture performances. The first cat-
egory, the one most central to this paper, is the constraints on gestural fea-
tures within and across coupled gesture sequences, established by structuring
into ideational units. The second category deals with the connection between
individual gestures. The last category focuses on the constraints on individual
gestures, such as timing of the stroke that are common to gesture work [17].

We first discuss the overall structuring of the model then we go into greater
details into the constraints that operate on these structures.
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Fig. 2. Gesture Phases: Preparation[ts, trd] defines the period when gesture leaves
body posture and arrives to gesture space. PrestrokeHold[trd, tss] is a pause before real
stroke motion happens. Stroke[tss, tse] is where gesture motion conveys its meaning,
it’s the most essential part of a gesture. PoststrokeHold[tse, tr] is a hold period after
stroke phase is done. Relax[tr, te] is when gesture goes back to body posture from
gesture space.

We use an annotated turn within a dialog, shown in Figure 1, to illustrate
some of these constraints. The dialog is a part of a role play between a clinician
and a person pretending to be a client suffering from depression. The clinician is
saying she is willing to talk about anything except what the client’s husband is
complaining about. First section of the figure (above first horizontal dash sepa-
rator) lists a sequence of images in correspondence to the phrases the clinician
used. The images without an arrow connecting the phrases indicate the rest
positions. Second section (between first and second horizontal dash separator)
demonstrates the ideational unit structure which represents the utterance in
ideation space. Third section (below second horizontal dash separator) presents
the example’s gesture sequence structure in gesture space. The lines between sec-
ond section and third section indicates the one to one mapping between ideation
space and gesture space.

In what follows, we use standard notions concerning the time markers and
phases of gestures [8], as described in Figure 2.

3.1 Hierarchical Unit Structure

We refer to Calbris’ first argument and define structures accordingly. As seen in
Figure 1, the hierarchical structure of the gesture performance is composed of
two major types of units.

– Ideational Unit/Gesture Sequence. As we see in Figure 1, an ideational
unit can be a compound or coupling of atomic ideas (communicative func-
tions) - the willingness to talk about anything except what the husband
wants constitutes one ideational unit, it can also contain what Calbris [3] re-
ferred to as rhythmic-semantic units. For example, contrast or enumeration
tightly relate atomic communicative functions and their associated gestures
to each other. Ideational unit is in correspondence to gesture sequence (ges-
ture unit), which is formed by one or more individual gestures.

– Atomic Communicative Function/Individual Gesture. This level is
comprised of communicative functions that are associated with correspond-
ing individual gestures [8], such as “anything“, f(h) in Figure 1.
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3.2 System of Constraints

We consider three types of constraints depending on if they act within or across
ideational units. While most of the constraints come from section 2 and literature
review about gestures [8,7,16,17,2], some of the constraints come from our own
observations of human data.

Within and Across Ideation Units/Gesture Sequences This category of con-
straints are based on the arguments from section 2. It defines the constraints for
gesture performance according to the structure of the ideational units.

– To serve the purpose of demarcating ideas, hands tend to rest or relax at
the end of ideational units (see first section in Figure 1), but do not go
to rest between gestures within ideational units. Whether hands rest between
gestures within ideational units depends on whether there is sufficient timing
between gestures (for example, notice in Figure 1 between gesture(f) and
gesture(h), there’s no time left to go back to rest position.)

– Consecutive gestures should have distinctive features within ideational unit.
In effect, they should be visibly distinguishable one from the other with
notable provisos: features that are not relevant to what current gesture is
conveying, persist from previous gestures (for example, notice in Figure 1,
handshape persists).

– References between gestures can be through similarities in (i.e., constraints
on) the shape, movement or location features. The reference can be local,
e.g. in the case of enumeration, the reference is within ideational unit though
potentially it can also be across ideational units. In the case of referencing
impacting movement: the movement in the subsequent (referring) case may
likely be more abstract (loose repetition of the movement). A gesture that
refers to other gestures by physical location should have their stroke-end be
at the location of the referred gesture and less critically the referring gesture
shape should be the shape of the referred stroke-end gesture. See Figure 1,
gesture(h) is a metaphoric gesture that is referred to by gesture(j).

Within An Ideational Unit This category describes the co-articulation con-
straints between gestures, to be more specific, gesture phase sequence construc-
tion between two individual gestures. An example can be found in third section
of Figure 1.

– Co-articulation between gestures eliminates some phases [8]. Given two ges-
tures, gesture1 and gesture2, usual co-articulation has the following phase
sequence:
Stroke(gesture1), PoststrokeHold(gesture1),
Preparation(gesture2), [PrestrokeHold(gesture2)], Stroke(gesture2)
Note that the phase specified inside the square bracket usually can be skipped
depending on the timing constraints (i.e. if there is not enough time). The
gesture can go to a relax phase instead of a hold.

– The co-articulation from previous gesture to a beat gesture should ensure that
the beat gesture should have a preparation phase that allows it to be distin-
guishable from the previous one. The dynamic property of the preparation



Compound Gesture Generation: A Model Based on Ideational Units 483

phase of the beat should come mainly from the beat gesture. This is impor-
tant when 2 gestures phases (relax phase of previous gesture and preparation
phase of following gesture) need to blend with each other; or to co-articulate
with one another. Beat gestures often have a quick and accelerated prepa-
ration phase: an anticipation of the dynamic quality of the stroke phase of
the beat gesture. This constraint comes from our own data analysis.

– When the same gesture is repeated to emphasize a point, it tends to be re-
peated with a different expressivity quality [2]: the motion between tss and tse
of the repeated gesture have a larger spatial extent; the movement between
the tss and tse is larger (e.g. the hands draw a larger circle); and the velocity
of the movement increases.

– Gesture co-articulation fundamentally has to obey the dynamic constraints of
the motion (again based on our own observations). Otherwise it will end up
in unnatural results that draws the observer’s attention and interpretation
away from the stroke of the gesture itself. For example, the transition motion
speed between gestures can’t be very different from the gesture speed before
the transition and after, which might cause unexpected acceleration or de-
acceleration.

Individual Gestures This category of constraints deals with individual ges-
tures, most of them are common to the gesture literature [8,17], but we also
incorporate the concept of embodiment into physical gestures [3].

– Gesture with a referential content can be adjusted on the fly according to
content’s physical properties [3]. For example, representing an abstract con-
cept as a physical object might have its size property, either big or small,
be adjusted to reflect the importance of the idea. Gestures that have such
variations can be found in Figure 1 marked with ∗.

– Relax position is different from rest position [16]. At relax position, the hands
still stay in the gesture space. The hands may go toward the body a bit and
the hand shape takes a more open relax shape.

– Although hold are often described as being necessary for co-articulation, they
can also be used for emphasis [8]. Their use is highly dependent on timing
constraints between consecutive gesture strokes.

– Strokes have to occur on or slightly before stress words [17].

4 Framework

Our gesture generation system follows the SAIBA ([11]) framework guidelines.
The whole process is comprised of two main modules, behavior planning and
behavior generation. Behavior planning module takes in high level communica-
tive function descriptions as input using function markup language (FML) and
generates behavior descriptions using behavior markup language (BML). Behav-
ior realization module takes in BML descriptions outputs a description of the
character’s animation in terms of joint rotations.
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4.1 Behavior Planning

The behavior planning module contains communicative function derivation and
behavior mapping processes that maps ideational units (described by FML) to
gesture behaviors (described by BML).

Fig. 3. Example FML and BML snippet

Our FML descriptions use extended FML specifications to reflect our com-
pound model and particularly to reflect the ideational unit structure. We add
three type of tags: <ideational>, <rhythmic-semantic> and <function>. They
are in correspondence to ideational unit, rhythmic-semantic unit and atomic
communicative function respectively. <function>’s attributes can be found in
Table 1. Note that <function> not only defines communicative function, but
also specifies actions which usually only appear in BML domain. The reason is
the actions in FML are not the real physical actions, but rather a description of
the communicative function in terms of an underlying embodied metaphor.

Our BML descriptions extend standard BML specifications and add <gesture-
sequence>, <gesture> and <gesture-overlay> to reflect the gesture sequence
structure. <gesture-sequence> is the behavior space mapping of an ideational
unit, its attributes for this tag represent the features within and across ideational
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Table 1. FML <function>’s attributes

Specification Description Example

id identity name for the func-
tion

c1, c2

type type of communication func-
tion

reference, emphasis, movement,
container

location location of metaphoric ob-
ject

center, left, right, up, down, front,
back

action action listing, delineate, move, discard

modifier modifier for the action finger, round

attribute attribute for metaphoric ob-
ject

large, further

reference reference to utterance warm and fuzzy

unit. Similarly, <gesture> is the behavior space mapping of the atomic utterance
content, its attributes reflect features within the same communicative function
unit. <gesture-overlay> describes repeated gestures happen inside an unitary
gesture which is a result of derivative process from features needed for gesture
performance. An example snippet of FML and BML description can be found
in Figure 3.

We use a rule based system approach (as in [15,13,4,14]) as our behavior
planner and extend its rules to support features in the model. The key role for
these rules is to map from FML descriptions to BML descriptions. As part of this
mapping, the rules need to resolve the referential content’s location accordingly
to their ids (see Table 1). Also they must map FML aspects like emphasis to
behavioral manifestations like repetitions, such as in the following rule example.1

emphasis function
if

fcn($functionType,$modifier,$start1,$end1,$priority1)
fcn(emphasis,$modifier1,$start1,$end2,$priority2)
check $end1 < $end2

then
fcn($functionType,overlay,$end1,$end2,$priority1)

4.2 Behavior Realization

The behavior realization module generates the animation. The animation plat-
form we use, SmartBody [21], supports both procedural and data driven tech-
niques, but in the case of gesture generation, we rely on key-frame or mocap
animations to get natural and smooth results. Based on the animation frame-
work, we developed an algorithm that animates the BML output descriptions
provided by the previous behavior planning module.

Behavior realization has two steps. <gesture-sequence> defines the selection
of individual gesture animations with given all the constraints as requirements

1 Variables in the example rule refer to Table 1.
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(these animations will combine to be the final animation sequence). Then the
blending techniques are used to adjust individual gesture animation to achieve
certain constraints or variations, such as to modify gesture so it can refer to
location of previous gesture or depict a metaphoric object’s physical size.

We assume a motion database with each gesture motion tagged with labels
including communicative function, type of action, handedness, handshape, ac-
tion modifier such as big and small. We run Algorithm 1 to realize step one as
mentioned above.

We use M = {m} to define our gesture motion database and each motion has
a set of tags Tm(m) = {tag}, given input BML behavior set B = {b} with each
behavior with tag Tb(b) = {tag}, we are trying get a final animation sequence
Afinal = {...}. ConstraintFunc applies the constraints defined in the section 3,
for example, consecutive gestures should have the same handshapes. ChooseBest
looks at possible animation sequences V ectorA and tries to find the best one.
Here, we simplify ChooseBest by just hand picking the best one2.

1. motion subset for behavior b M ′[b] = {φ}
2. for i ← 1 to behaviorSetSize do
3. for j ← 1 to motionSetSize do
4. if Tm(j) is a subset of Tb(i) then
5. Append(M ′[b],M(j))
6. end if
7. end for
8. end for
9. V ectorA = []
10. for i ← 1 to behaviorSetSize do
11. temporary animation sequence A = {φ}
12. motionSubSetSize = size(M ′(i))
13. for j ← 1 to motionSubSetSize do
14. if A is empty then
15. A ← M ′(i)(j)
16. end if
17. a =last element of A
18. meetConstraints = ConstraintFunc(M ′(i, j), a)
19. if meetConstraints is TRUE then
20. Append(A,M ′(i, j))
21. else
22. Prune M ′(i, j) or a by priority and hands go back to rest position
23. end if
24. end for
25. Append(V ectorA,A)
26. end for
27. Afinal = ChooseBest(V ectorA)

Algorithm 1. Animation Sequence Generation Algorithm

2 We visually choose the one that is the smoothest and the most natural in the overall
performance.
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Thenweutilize the SmartBodyblending controller, based on a barycentric para-
metric blending technique [5], so that it can flexibly adjust individual gesture an-
imations. Similar gesture animations are grouped offline to define an animation
blend space and adjustment parameters are extracted (automatically by calling
SmartBody’s API). During run-time execution, control parameters are given as
an input from the BML descriptions and used to calculate the weights for each
motion inside the blend. Take sweep-dome gesture for example, there can be two
similar motions, one depicts a small object with modifier label as “small“ and one
depicts a large object with modifier label as “large“. If BML descriptions input
a sweep-dome gesture with a modifier “medium“, we interpret that in parameter
space, infer the distance needed for two hands and use it to compute the weights
for motions. Similarly we can do that for adjusting locations of the hand.

5 Related Work

Many techniques have been explored to generate gestures, differing in terms
of input data used, underlying model and framework. Many researchers have
focused on gesture generation. ACE [10] focuses on deictic and iconic gestures,
it takes text input and looks for specific words in order to display associated
gestures with timing based on prosody analysis. NVBG [13] is a rule based
system that uses the communicative intent embedded in the surface text as well
as the agent’s cognitive processing such as internal goals and emotion states.
Cerebella [15,14] used an improved communication function inference mechanism
along with prosodic analysis. Kopp et al. [12] based their system on the Sketch
Model [20] and can create gestures from arbitrary form specifications and handle
co-articulations. Kipp et al. [9] introduced a system that generates gestures in
particular styles based on probabilistic reproduction of data captured from a
human subject, and an extension that includes dynamics [18].

Among all these works our method resembles [9] the most in terms that we all
deal with a sequence of gesture movements that go beyond the structure of indi-
vidual gestures. The difference is they capture the regularities indirectly through
data analysis. In our approach, we are explicitly modeling the constraints and
features that are carried on within and in between ideational units.

6 Results

To illustrate the approach, we annotated five videos drawn from a simulated role
play corpus, an example of which is depicted in Figure 1. FML descriptions were
created for these videos (see Figure 3) to provide input for our framework which
then generated gesture performances. In order to examine the impact of within
and across ideational units constraints, we removed individual constraints one by
one to check its impact. We created side by side comparison videos, one with all
constraints active (on), the other missing one constraint, as can be seen from link
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(a) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4

Fig. 4. A sample performance from an animation video: the above sequence shows the
key strokes for the performance generated for: “Okay, let’s just backup for a second
then, what’s happening right now? So when we were talking, you find yourself kind of
drifting off, what’s going on?“

http://youtu.be/A-3Ic-zCqnM.3 Alternatively, you can also find an example
performance depicted Figure 4 and a comparison example from Figure 5.

Studies. We also did studies to specifically test the impact of the “hands going
to rest or relax position constraint at the end of ideational units but not going
to rest position within ideational units“ constraint. We consider two conditions
here, one is hands never go to rest or relax position and the other is hands
always go to rest position after finishing individual gestures. Leveraging Amazon
Mechanical Turk [1], we ask the participants to select which video they think is
closer to how humans gesture and give their strength of preference (scaled from
1 to 5 and 5 is strongest) after watching the comparison video. We randomize
both the order between video pairs and the overall order of videos being watched
by participants. Each comparison video is assigned to 50 workers.

First study is designed to test the first condition, we only use three examples
since two of them only contain one ideational unit, which won’t be able to show
the constraint impact across the ideational unit. Video with all constraints active
is preferred with a percentage of 71.1%, strength of preference 3.79, while video
with hands never go to rest or relax position is preferred with a percentage
of 29.9%, strength of preference 3.11. Binomial test is run on preferences with
significant value p < 0.001. The result of the study shows strong impact of the
constraints.

Second study covers the second condition, all five examples are used. Video
with all constraints on and video with hands always go to rest position has a
preference rate of 40.6% and 59.4% respectively, although people who pick the

3 The video is organized as follows: it first provides five overall results, then four
comparison videos, followed by videos presenting adjustment of metaphoric size of
an object and gesture referential location using parametric blending technique, finally
we present a video showing the repeated gesture inside individual gesture used for
emphasizing a point.

http://youtu.be/A-3Ic-zCqnM
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(a) All constraints on (b) Inconsistent handshapes

Fig. 5. A comparison example: each image shows two frames of the performance. Left
image has all constraints active and right image disables one constraint - the handshape
consistency within the same ideational unit.

video with all constraints on has a strength of preference value of 3.46 which is
higher than 3.25 when they pick the video with hands always go to rest position.
Binomial test is run on preferences with significant value p < 0.001. The gestures
in the video are located closed to the rest position. So visually, there are not much
differences between both videos. The rule needs to be further verified on other
examples.

We haven’t done study yet for other constraints like handshapes and handiness
consistency. However, based on our visual inspections, it was fairly obvious to
the authors that violating these constraints caused visual awkwardness.

7 Discussion

In this paper we present a novel sequential gesture model that looks at ideational
structures to provide guidelines for the gesture performances.

The main contribution in turns of implementation includes creating behavior
planning rules to map from FML descriptions to BML descriptions and a behav-
ior realization algorithm. Results and studies show that these constraints play
an important role in natural human gesturing that without it the performance
would not look right.

The second study also identified a key issue with how we implemented the
model. Although our model posits the distinctions between relax and rest pose
within the ideational unit, we didn’t realize it in our implementation, that might
be the reason of the failure for the second study. To be more specific, our im-
plementation uses a hold which is often utilized to emphasize a point, instead of
relaxing after tse of a gesture during the transition to the other gesture within
the same ideational unit, this causing an unnatural result.

For the future work, we are hoping to test our sequential gesture model on
different behavior realizers such as Greta [19].
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LNCS (LNAI), vol. 4722, pp. 15–28. Springer, Heidelberg (2007)

10. Kopp, S., Jung, B., Leßmann, N., Wachsmuth, I.: Max - a multimodal assistant in
virtual reality construction. Künstliche Intelligenz 17(4), 11 (2003)

11. Kopp, S., Krenn, B., Marsella, S.C., Marshall, A.N., Pelachaud, C., Pirker, H.,
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Abstract. We focus on creating a programming tool which enables to
create dialog managers for speech-enabled IVA applications in the stan-
dardized health screening and assessment domain. Our approach aims to
bridge the gap between the intelligent virtual agents (IVA) and the spo-
ken dialog systems (SDS) research communities for the delivery of stan-
dardized health interviews by embodied conversational agents (ECA).

Keywords: spoken dialogue system, partially observable Markov deci-
sion processes (POMDP), reinforcement learning, embodied conversa-
tional agent (ECA), intelligent virtual agents (IVA), brief intervention,
behavior change, alcoholism.

1 Introduction and Related Research

Latest progress in speech recognition technology, together with advances in the
field of conversational intelligent virtual agents (IVA), have created new pos-
sibilities to develop a variety of useful applications to address contemporary
healthcare challenges. Because current automatic speech recognizers (ASR) are
still regarded as a noisy input channels, they need to be backed up with a mech-
anism to operate against noisy recognitions. In the spoken dialog systems (SDS)
area, recent research has mostly concentrated on addressing this problem by
employing stochastic and data-driven dialog management (DM) methodologies,
namely reinforcement learning based approaches [8]. These approaches, however,
have not been widely used by IVA researchers so far.

There are a number of IVA applications in health-related domains such as
fitness and activity promotion applications [1], virtual support agents for post
traumatic stress disorder [4], health interventions for drinking problems [3]. As
an interaction modality, some researchers use ECAs with menu-based inputs
[1,3], others use speech as input modality with simple dialog management [5]
and, Morbini et al. [4] uses free-text as input modality.

We aim to bridge the gap between SDS and IVA research, and to use find-
ings from the SDS community for DM in the applications of IVAs in the health
domain. The goal of our approach is to create a tool to design custom dialog
managers which employs POMDPs as an underlying mechanism. Using our tool,

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 492–495, 2014.
c© Springer International Publishing Switzerland 2014
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a dialog designer can just specify the content-related information (e.g. question
to be asked, information that needs to be provided) and connections between
each question in the interview. To facilitate the process, we created an API
to design dialog managers. Our tool can be used to create spoken dialog sys-
tems for initial screening of patients, conducting brief health interventions and
information-providing applications.

2 Approach

Brief Interventions for Behavior Change. We focussed our current ap-
proach on an IVA-delivered behavior change brief intervention for excessive al-
cohol consumption. For the content of the behavior change dialog, we strictly fol-
low the pocket guide from National Institute on Alcohol Abuse and Alcoholism
(NIAAA) for alcohol screening and brief interventions for youth [2], which is
publicly available online. The initial screen and brief intervention has 3 steps: 1)
Step 1: Ask the two screening questions; 2) Step 2: a) Guide Patient, b) Assess
Risk 3) Advise and Assist.

Dialog Management. The dialog manager has to track a dialog state which
usually contains some important dialog state attributes such as: ASR confidence
level, grammar type, information about whether the received answer is con-
firmed or not, number of re-asks. Each state is mapped to a dialog action that
is called Dialog Policy. To optimize the system, a reward function is designed.
We can formalize the defined mechanism with the Markov decision processes
(MDP) framework. MDP assumes that the entire state space is fully observable.
However, it is partially observable in SDSs because of imperfect ASR outputs.

An SDS with a partially observable Markov decision processes (POMDP)
model attempts to address the partially observable nature of SDS state spaces
[7]. According to SDS-POMDP model, at each dialog turn, a user has a goal g in
mind (e.g. provide an answer as to the number of days in week s/he drinks, or as
to whether alcohol consumption causes any health problems). The system takes a
dialog action a (e.g. how many days in a week do you drink alcoholic beverage?)
and the user replies with action u (”I usually drink on weekends”). The speech
recognizer outputs the N-best list of recognitions ν = {ν1, ν2, ...., νn} with the
estimated confidence scores indicating the likelihood of each recognition being
correct, P (u|ν), while processing the audio. A history variable h keeps track of
the relevant dialog history (e.g. receipt of each piece of information, confirmation
status of each piece of information). Because ASR is a noisy sensor, g, u, h are
not fully observable by the system. Instead, the system maintains a distribution
b over these values. Given some existing distribution b(g, h), and observations a
and ν′, an updated distribution b′(g′, h′) can be computed [7,6]:

b′(g′, h′) = k
∑
ν′

P (u′|ν′)
∑
h

P (u′|g′, h, a)P (h′|g′, u′, h, a)
∑
g

P (g′|a, g)b(g, h)

(1)
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where P (u′|g′, h, a) computes how likely are user actions; P (h′|g′, u′, h, a) com-
putes how the dialog history evolves; P (g′|a, g) computes how the user’s goal may
change; and k is a normalizing factor.

POMDPs grow exponentially with the number of possible user goals, and it
is not possible to calculate this update in real time. This means that POMDP
usually suffer from scalability issues [7]. To overcome this problem, a distribu-
tion over the set of partitions of user goals {p1, p2, ...., pn} is maintained: each
partition pn indicates a collection of user goals, and each user goal can be belong
to exactly one partition. The belief in a partition is the sum of the dialog states
it contains.

It is assumed that the user’s goal is fixed during the interaction, and that
error-prone ASR confusions between recognitions that are not on the ASR N-
best list are uniform. These two assumptions allow to compute [9]:

b′(g′, h′) = k
∑
ν′

P (u′|ν′)
∑
hεp′

P (u′|p′, u′, h, a)P (p′|p)b(g, h) (2)

where P (p′|p) shows the fraction of belief in p which p′ would have if p were
split into p′ and p−p′ : P (p′|p) = b0(p

′)/b0(p) and P (p−p′|p) = b0(p−p′)/b0(p),
where b0(p) is the prior probability of a partition p [9].

The partitioning is performed in the following way: first each recognition in
the N-best list is compared to each existing partition; if user action can split
the partition, the partition is divided. Then the belief in each partition (and
dialog histories) is updated using Equation (2). To avoid exponential growth of
the number of partitions, low confidence partitions are combined by summing
up their beliefs. This approach usually allows to take into account 2-3 N-best
recognitions [9]. This problem is addressed by applying incremental partition
recombination for tracking dialog states by using a larger number of N-best
recognitions [6]. We use the incremental partition combination approach in dia-
log state tracking [6].

A Tool for Representing Patterns in Health Brief Interviews as Pro-
gramatic Objects. The goal of our approach is to create a tool to design
custom dialog managers which employs POMDPs as an underlying mechanism.
As a result, a dialog designer can just specify the content-related information
(e.g. question to be asked, information that needs to be provided) and transitions
between each question in the screening. To facilitate the process, we created an
API to design dialog managers. Each question represented as an object which
encapsulates the dialog policies and the transition information. In other words,
each question object consists of a POMDP with transition information to succes-
sor step. Since the most of the dialog actions have similar purposes such as asking
a question, confirmations, and re-asking a question, it is possible create parame-
terized patterns that are encapsulated in programmatic objects. Basically, each
question object contains all the underlying basic functionality for each piece of
information which can be customized. The questions objects can be considered
as nodes of a graph, the transitions between questions can be considered as edges
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that require a key value to transit from one node to another. The key value is
a piece of information that the system tries to get from a user in a particular
question.

A dialog designer needs to instantiate a question object with at least 4 param-
eters: 1) the question text, 2) the semantic keys which are used to create edges
from current node to successor nodes, 3) the prior node which indicates which
is the prior of the current node, and 4) the semantic-key-to-connect indicates
which edge of the prior node it should connect. Creating question objects which
encapsulates POMDP mechanism is as easy as specifying some content-related
parameters.

3 Conclusion and Future Work

We created dialog manager design tool for creating dialog managers for delivery
of standardized health interviews, which will increase the accessibility of state of
the art dialog management approaches to non-experts. We also adapted method-
ologies currently used by the SDS community to health dialogs. As future work,
we plan to test and evaluate our system with real users.
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Gancedo, M.C., de la Cámara, R.S., Smith, C., Charlton, D., Cavazza, M.: Multi-
modal and mobile conversational health and fitness companions. Computer Speech
& Language 25(2), 192–209 (2011)

6. Williams, J.D.: Incremental partition recombination for efficient tracking of multi-
ple dialog states. In: 2010 IEEE International Conference on Acoustics Speech and
Signal Processing (ICASSP), pp. 5382–5385. IEEE (2010)

7. Williams, J.D., Young, S.: Partially observable markov decision processes for spo-
ken dialog systems. Computer Speech & Language 21(2), 393–422 (2007)
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Abstract. This paper presents a novel long-term idea to learn automatically 
from online multimedia content, such as videos from YouTube channels, a port-
folio of nonverbal identities in the form of computational representation of  
prototypical gestures of a speaker. As a first step towards this vision, this  
paper presents proof-of-concept experiments to automatically identify visually 
accentuated words from a collection of online videos of the same person. The  
experimental results are promising with many accentuated words automatically 
identified and specific head motion patterns were associated with these words. 

1 Introduction 

Much progress has been done in recent years in the field of interactive virtual agents. 
One particular emphasis has been on automatically generating nonverbal behaviors to 
accompany spoken words of the virtual human. While earlier versions of these non-
verbal behavior generators [1, 2, 3, 5] were mostly based on literature review and 
general observations, new data-driven approaches [4, 6, 7, 8, 9] have been proposed 
to learn from a corpus of interaction the nonverbal behaviors that are used by a specif-
ic person or that generalizes across all participants. Given the significant cost asso-
ciated with acquiring and annotating such dataset, an important issue is the scalability 
of these approaches. How can we create a large-scale portfolio of these nonverbal 
behavior generators for different interaction styles and personalities?  

In this paper, we propose a long-term idea of using online multimedia content to 
help with the issue of scalability and customization of current nonverbal behavior 
generators. Video hosting websites such as YouTube contain a large amount of videos 
and channels where people are expressing their opinions about different topics.  
Each of these speakers has different communicative styles and their behaviors are 
idiosyncratic.  

As a first step towards this vision, we present a proof of concept experiment focusing 
on visually accentuated words (i.e., spoken words that often co-occur with visual motion 
or emphasis) and their associated head gestures. We propose a statistical approach to 
automatically identify accentuated words in a collection of online videos from the same 
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speaker. We also present an analysis of the head motion patterns associated with these 
emphasized words, studying the variability and idiosyncrasy of these gestures. Our main 
research hypothesis is that some of the words will follow motion distribution different 
from the overall distribution, enabling us to identify these visually-accentuated words. 
Following a brief review of related work, section 3 describes our long-term vision. Our 
experiments and results are presented in Section 4 and 5. We conclude with future direc-
tions in Section 6. We will discuss the related works in the next section. 

2 Related Work 

Our research builds upon the previous literature and research on human gesture analy-
sis and virtual human animation. Some of the original work on this topic used rule-
based systems designed on general observations of human gestures [1, 2, 3]. Lee and 
Marsella created during their video analysis created a list of nonverbal behavior gen-
eration rules and used it for virtual human animation [5]. BEAT system developed by 
Cassell et al. uses plain text as input and based on priority values and linguistic analy-
sis of the input text generates meaningful gestures and facial animation [13]. By fo-
cusing on behavior rules that would best generalize over a normal population, these 
approaches enabled automatic nonverbal behavior generation for virtual human.  

Co-articulation of vocal and facial dynamics have also been studied alongside the 
relation between prosody features and certain gestures or gesture classes. Brand used 
a co-articulation model of vocal and facial dynamics to create realistically speaking 
animation [12]. Busso et al. created a dataset of videos and calculated rigid head mo-
tion. They used Hidden Markov Models for each emotional category they defined and 
synthesized a virtual human based on different emotions and prosody features [7].  

More related to our current work, Stone et al. used a dataset of audio and motion 
captured segments of full body motion to recreate a specific person’s gestures [6]. 
They use a set of simple grammar rules and match the gestures with the communica-
tive function of the utterance. Neff et al. used an annotated dataset of two TV shows 
and created gesture profiles for each performer and later used these profiles in anima-
tion synthesis [4]. Their annotation scheme was based on a predefined gesture set and 
the customization for a specific individual was performed by directly modifying the 
statistics used to map gestures to semantic tags.  

In contrast with prior work, our long-term vision covers the customization of both 
the timing of visual gestures as well as their appearance and dynamic. To reach this 
goal, we propose a novel approach which takes advantage of online multimedia con-
tent to automatically identify idiosyncratic gestures and their mapping to the verbal 
and prosodic content. As the first step towards this goal, we propose computational 
analysis of the relationship between head motion and spoken words to automatically 
quantify the nonverbal behaviors of a specific speaker.  



498 A.B. Zadeh, K. Sagae, and L.P. Morency 

3 Vision: Learning Nonverbal Identities from the Web 

The long-term vision is to create a portfolio of nonverbal identities to help customize 
how virtual humans are animated. These nonverbal identities are computational repre-
sentations of how a specific person gestures when speaking, including what words are 
usually emphasized, which gesture or facial expression is used to emphasize and how 
specific concepts or emotions are displayed by this speaker. To enable such large-
scale diversity in computational representations of human nonverbal behaviors, we 
propose to take advantage of online multimedia content such as videos posted on 
YouTube to learn these nonverbal identities. These online websites are an almost 
infinite source of data since people love posting videos expressing their opinions 
about different topics.  

Since many videos are often available for the same person (e.g., through a You-
Tube channel) it is possible to get multiple examples from the same person. With HD 
webcams becoming popular and microphone quality increasing, we can get high qual-
ity data on a large-scale. Figure 1 shows an overview of our long-term vision where 
nonverbal identities are learned automatically from online videos and then used to 
animate a virtual human that resembles a specific person (or a mixture of nonverbal 
identities). This vision includes an offline phase where online videos are analyzed to 
learn the portfolio of nonverbal identities and an online phase where these identities 
are used to animate the virtual human. The experiments presented in the following 
section focus on the offline phase, looking at the visually accentuated words.  

4 Experiments: Identifying Visually-Accentuated Words 

As a first step towards learning nonverbal identities from the web, we designed a pre-
liminary set of experiments to study the viability of this approach, focusing on a specific 
type of nonverbal behavior (head motion) and its relationship to the verbal content. As 
discussed in the previous section, we are particularly interested in visually-accentuated 

 

Fig. 1. An overview of our long-term vision for learning nonverbal identities from the web 
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words and their related head gestures. Our primary goal with these experiments is to 
evaluate the feasibility of automatically extracting behavioral patterns from online vid-
eos (e.g., YouTube videos). As a secondary goal, we are interested to analyze the type 
of multimodal patterns identified in these online videos. In the following sub-sections, 
we present our approach for automatically crawling online videos, then present our 
techniques for automatic audio-visual feature extraction and finally describe our expe-
rimental methodology for our analysis. 

Web Data Acquisition. Many online video sharing websites such as YouTube have a 
“channel” functionality where the same person (or company) can post multiple vid-
eos. These are particularly interesting in our case since we can easily gather multiple 
videos from the same person using these channels. In our experiments, we specifically 
used the White House Weekly Address video channel of President Barack Obama on 
YouTube. We developed a customized video web crawler which can find all videos of 
the same channel with all captions, audio and metadata of the online videos. This 
customized web crawler was augmented with a functionality to check if each down-
load video contained only one person facing directly the camera. This functionality 
was optimized to work on a large-scale using CUDA and TBB. Our final dataset con-
tained 196 videos of President Barack Obama, which represents more than 12 hours. 

Audio-Visual Feature Extraction. An important aspect in our automatic multimodal 
feature extraction is the synchronization between information streams (text, audio and 
video). For the text modality, we took advantage of the captions associated to most 
YouTube videos. In fact, many videos posted on YouTube channels come with ma-
nually transcribed captions. Many companies are offering this service of manual  
transcription to YouTube video producers, simplifying our first step of speech tran-
scription. To assure the synchronization of the text captions with the audio and video 
streams, we processed all videos using the P2FA forced alignment software [10]. This 
method allowed us to have exact timestamp for each spoken word. We assessed the 
quality of these word alignments on a subset of our dataset, showing good precision 
given the high quality recording of the audio stream.  

Since we are interested in visual accentuation from the head motion, we automati-
cally extracted head orientation from the video stream. For this step, we used the 
Intraface head pose tracker which returns a three dimensional rotation vector, 
representing the rotations around X, Y and Z axes [11]. These rotations can be inter-
preted as pitch, yaw and roll. These head orientation estimates were computed at 
30Hz. 

Methodology. The goal of our experiments is to study the interaction between spoken 
words and visual accentuations from head motions. To perform this analysis, we first 
created a dictionary of words spoken at least 50 times by President Obama. The 
stream of head orientation estimates was modified to compute the instantaneous head 
motion at each frame, keeping only the absolute value of this motion. This computa-
tion was performed for each rotation X, Y and Z. The multimodal analysis was per-
formed by defining a time window of +/- 25 milliseconds around each instance of the 
words from our dictionary.  
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We are interested in automatically 
differentiating behavior patterns that 
are prototypical from the ones that are 
only happening by chance. As a first 
step in this direction, we propose to 
perform a statistical analysis to identi-
fy these recurring visual behaviors 
that are attached to specific verbal 
cues. To perform this analysis we 
hypothesize that the distribution of 
head motion happening during em-
phasized words is statistically differ-
ent from the distribution of head mo-
tion over the whole interaction. To test 
this hypothesis, we perform student t-
test analysis comparing all individual 
word with the overall distribution of head motion. This approach allows us to identify 
words with head motion patterns statistically different than the average spoken words. 
We can use the p-value returned by the statistical test as a measure of the uniqueness 
of this specific spoken word. This allowed us to identify the top visually accentuated 
words of President Obama for all three head rotations (pitch, yaw and roll). The fol-
lowing section describes our results and discussion.  

5 Results and Discussion 

Table 1 shows the top-ranked accentuated words by President Obama based on the 
head velocities around the X axis, the Y axis and the Z axis. The words presented in 
this table were ranked based on their p-value after the statistical test comparing them 
with the distribution of all words. A total of 155 words (including the words shown in 
Table 1) were shown to be statistically significant with p<0.01. This first result sug-
gests that our multimodal analysis was able to automatically identify visually accen-
tuated words. Another interesting result is the analysis of accentuated words per rota-
tion axis. Words such as ‘no’ and ‘not’ are emerging for the rotation around Y axis 
which goes with our intuition that negative words should be accompanied by a head 
shake gesture. Words such as ‘we’ and ‘I’ are more significant around X and Z axes, 
which means either a gesture going vertically emphasizing himself (X axis) or tilting 
gesture including people around him. The number of significant words for the X, Y 
and Z rotations were 78, 85 and 91 respectively.   

To better understand the head motion patterns accompanying these visually accen-
tuated words, we plotted the average head rotational velocity around the X for 5 
seconds before and after words from Table 1. Figure 2 shows these average graphs for 
three words: “don’t”, “because” and “but”. We can see in all three cases an increase 
of the head motion around the word itself. It is important to notice that this head  
motion could be in either direction (e.g., going up or down for the rotation around the 
X axis).  

Table 1. Top 10 words having lowest p-value 
in each rotation axis 

 Rot. X Rot.Y Rot. Z 
1 that's not but 
2 but all that's 
3 if no we 
4 we there's I 
5 I the it's 
6 because a and 
7 there's across why 
8 so just so 
9 don't had it 
10 all too we’re 
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“don’t” “because” “but” 

 
  

Fig. 2. Examples of the average motion plots (rotation around X axis, in degrees) for 3 top 
words from Table 1. The +/- 25 millisecond boundary of the specified word is drawn in red.  

One interesting observation is the little dip right before the words “because” and 
“but”. This is most likely a preparation phase right before the emphasis of these two 
spoken words. Even more interesting is the second bump before the word “but” which 
means that the speaker also emphasized a previous word before not moving and then 
emphasizing the word “but”. During our analysis of the head motion patterns around 
this word “but”, we observed that a significant proportion of these instances are pre-
ceded by a short pause. In fact, this is a typical behavior of President Obama who often 
pauses for a little while before making his strong point, using a word such as “but”. 
These results show that our algorithms were able to identify such specific nonverbal 
behaviors of President Obama. This is a first step toward our long-term vision of auto-
matically learning nonverbal identities of speakers based on their online videos.  

We show in Figure 3 an example of a spoken sentence with below the direct head 
orientation around the X axis (i.e., pitch). We highlighted moments where the words 
“don’t’ were used. It is interesting to see that the head motion observed in Figure 2 is 
in fact a motion down for both instances. By segmenting these head motion instances 
we can start building a dictionary of prototypical head gestures and associate them 
with specific keywords. These behavioral rules can later be integrated in a generic 
nonverbal behavior generator to help customize it to a specific speaker.  

6 Conclusion and Future Work 

This paper introduced the long-term idea of learning prototypical nonverbal behaviors 
of a specific speaker from their online videos and use this information to customize 
the nonverbal behaviors of a virtual human. This automatic learning of nonverbal 
identities will allow us to create a portfolio of different speakers and enable more 
diversity in virtual human animations. As the first step towards this goal, we studied 
the relationship between head motion and spoken words to automatically identify 
visually accentuated words in online videos. Our results showed that we can automat-
ically identify accentuated words for a specific speaker, showing interesting differ-
ences for head motion around the X, Y and Z axes.   
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Fig. 3. Shows orientation around the X axis (pitch) for a specific spoken utterance. Two in-
stances of the word “don’t” are highlighted, showing in both case a motion downward 

This first proof of concept opens up the way to many research directions analyzing 
online multimedia content to quantify human nonverbal behaviors. As one interesting 
next step, we plan to create a complete representation of not only the visually accen-
tuated words but also include a dictionary of prototypical head gestures for each indi-
vidual. We plan to evaluate the effectiveness of our virtual human animation method 
by studying how people perceive the virtual human gestures and if they are able  
to differentiate or even recognize specific person just from their customized virtual 
humans. 
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Abstract. Virtual agents can provide a sense of continuity in applications that 
span long periods of time and incorporate diverse activities, media, and modali-
ties. We describe the design of a virtual lactation educator - agent that promotes 
breastfeeding in three settings, across different time spans, using a range of me-
dia and counseling techniques. The agent provides “interpersonal continuity of 
care” that is important in many areas of medicine. The results of a pilot study 
and an ongoing clinical trial are presented. 

Keywords: Relational agent, embodied conversational agent, breastfeeding, 
medical informatics, health informatics. 

1 Introduction 

Many health interventions require multiple contacts with users over extended periods 
of time to be effective. Health behavior change interventions, such as walking promo-
tion or smoking cessation, can often take months or years of sustained coaching to 
succeed, even when the behaviors involved are relatively simple. Some health inter-
ventions, however, require not only sustained effort over time but the use of a  
wide range of counseling and instructional techniques, media, and intervention mod-
alities. For example, the promotion of self-care management for newly-diagnosed 
individuals with diabetes typically requires education about the disease, instruction in 
self-inspection techniques (foot exams to prevent ulcers resulting from diabetic neu-
ropathy), and longitudinal behavior change counseling on diet, exercise, and medica-
tion adherence. Such longitudinal, multi-method and multi-modal interventions are 
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particularly challenging to automate, because of the range of topics to be covered, the 
range of pedagogical and persuasive techniques that must be leveraged, the changing 
needs of users over time, and the need to maintain user engagement over the months 
or years required.  

Breastfeeding promotion is another example of a health behavior that requires such 
a longitudinal multi-faceted intervention [1]. The intervention should start prenatally 
by educating women about the advantages of breastfeeding, motivating them to begin 
breastfeeding immediately after birth, and providing them with basic information 
about how to breastfeed and where to find additional information. Immediately fol-
lowing the birth of their babies, women need critical information about how to get 
started breastfeeding, help troubleshooting common problems, and the means for 
contacting a lactation consultant should significant problems arise. Once they transi-
tion home, women need information on a wide range of topics related to breastfeed-
ing, sustained motivation for continuing breastfeeding in the face of common  
obstacles, help tracking their behavior and outcomes, and a mechanism for alerting  
clinicians if significant problems arise. Each of these elements may be best delivered 
through a different type of media, from text and images, dialogue, and graphs to video 
clips demonstrating different breastfeeding techniques.  

Virtual agents may be a particularly well-suited medium for delivering such com-
plex interventions, given their ability to provide a persistent, continuous presence 
across computing platforms, across time, and across different intervention modalities. 
In addition to functioning as a breastfeeding counselor, an agent can also play the role 
of instructor, cheerleader, and confidant, and use a wide range of media in its counsel-
ing sessions with users, while maintaining the user-agent dialogue and relationship as 
an anchor during the months-long intervention. In medicine, such “interpersonal con-
tinuity of care” across visits has been shown to be a significant determinant of patient 
satisfaction and health outcomes [2].  

In this paper we describe our experience developing a virtual agent that promotes 
breastfeeding from the third trimester to six months after birth, across a range of com-
puting platforms and use sites, and using a range of pedagogical and motivational 
techniques and media. We first describe the importance of breastfeeding, and previous 
work in automating breastfeeding promotion, before discussing our development 
methodology, and the design of our agent and intervention. We then present the re-
sults of a pilot study and preliminary results from an ongoing clinical trial before 
concluding. 

2 The Importance of Breastfeeding   

There are many health benefits of breastfeeding for both mothers and babies. Accord-
ing to the American Academy of Pediatrics, infants who receive any breast-feeding 
experience 23% lower risk of inflammation of the middle ear, 64% lower risk of ga-
stroenteritis, 40% lower risk of Type 2 diabetes, 31% lower risk of inflammatory 
bowel disease as well as a 15-30% reduction of adolescent and adult obesity rates  
in infants who were breastfed. In addition, a 35% lower risk of SIDS is found in in-
fants who receive any breastfeeding longer than 1 month.  Additional health benefits  
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accrue when intensity and duration of breast-feeding increases. For example, infants 
who are exclusively breastfed for the first 3 months of life have a 42% lower risk of 
developing atopic dermatitis, an inflammatory skin disorder, as well as a 30% reduc-
tion in risk of developing Type 1 diabetes and a 40% lower risk of asthma when the 
atopic family history is positive (26% when family history is negative). Breastfeeding 
at 6 months results in a 63% lower risk of upper respiratory tract infection and a 20% 
lower risk in childhood leukemia [22].  

There are also numerous health benefits to mothers who breastfeed their infants. 
For example, breastfeeding moms have less postpartum bleeding, experience lower 
rates of postpartum depression and have lower rates of breast and ovarian cancers 
[22]. Although evidence remains inconclusive, there are studies that have shown 
women who breastfeed return to pre-pregnancy weight faster than moms who do not 
breastfeed their newborns. In addition, women who have breastfed for a cumulative 
period of 12-23 months have a significant reduction in hypertension, hyperlipidemia, 
cardiovascular disease and diabetes [3].  

For maximum health benefits, the current World Health Organization (WHO) and 
American Academy of Pediatrics (AAP) recommend that women breastfeed their 
infants exclusively for the first 6 months of life and up to 1 year or longer if mutually 
desired by the mother and child.  Although there have been several initiatives aimed 
at improving exclusive breastfeeding rates in the US, including the Healthy People 
national disease prevention goals in 2000, 2010 and 2020 and a 2011 Surgeon Gener-
al’s Call to Action to Support Breastfeeding, a significant disparity in breastfeeding 
rates persists in the US. In 2013 the percentage of women who reached the current 
AAP and WHO recommendation was only 16.4% nationwide [4]. 

3 Related Work 

Several virtual agents have now been developed to support longitudinal interactions 
with users, and several studies on longitudinal effects and continuity have been con-
ducted. Many of the longitudinal applications have been in the health domain [5, 6, 
7], including interventions for women’s preconception health [5], but also in game-
playing and education [8]. Studies have explored methods for maintaining longitudin-
al engagement [23], and assessing the sense of continuity when an agent changes 
form or moves from one body to another [24].  

Several hundred non-automated breastfeeding interventions have now been eva-
luated, with generally positive outcomes [9]. A few automated systems have been 
developed to promote breastfeeding among mothers. Most of the interventions devel-
oped to date have been educational materials deployed on static web pages or  
multimedia CD-ROMs ([10, 11]). Joshi, et al, describe a bilingual touch-screen tablet-
based intervention to promote breastfeeding. However, the system is not a longitudin-
al intervention (designed for single contact use), and has not been evaluated in a  
clinical trial (only formative usability testing results are reported) [12]. Emrick  
describes the development of “Latch Master”, an iPhone game designed to teach 
mothers about correct breastfeeding positions and latching, although no evaluation is 
reported [13]. 
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4 Design of a Virtual Agent for Breastfeeding Promotion 

The primary support for breastfeeding mothers is face-to-face counseling along with 
paper-based information materials. However, the effectiveness of such support is 
limited by several major issues. Professionals are not always able to spend a sufficient 
amount of time with each mother going through necessary information. Lack of con-
formity in recommended guidelines and advice also impedes mothers’ perception of 
high-quality information. By using virtual agents, an entire consultation can be vir-
tually simulated where mothers are free to spend as much time as needed interacting 
with the agents to absorb knowledge and resolve concerns. We developed a virtual 
agent to promote and support breastfeeding among new mothers. The agent is de-
signed to interact with mothers at three time points:  
 

1. Prenatally, during the third trimester, typically in the obstetrician’s office, on 
a tablet computer. The overall objective of this module of the intervention is 
to motivate women to choose to breastfeed—by emphasizing the health ben-
efits for the baby and the mother—and to provide information on what to ex-
pect and how to get started with the initial breastfeeding attempts.  

2. Perinatally, immediately following birth, in woman’s room in the maternity 
unit of the hospital, either on a wheeled computer kiosk or a tablet computer. 
The objective of this module of the intervention is to provide “breastfeeding 
101” information on how to get started, to provide initial tracking capability 
(number of feeds, number of soiled diapers), and to provide referral to a hu-
man lactation consultant if needed. 

3. Postnatally, once a woman leaves the hospital and returns home, for the fol-
lowing six months, accessed daily over the web. This overall objective of 
this module is to promote adherence to the CDC-recommended six months 
of exclusive breastfeeding, and to provide women with time-based informa-
tion needed by breastfeeding mothers.  

     
The virtual agent was developed to play the role of a virtual lactation educator. Our 

development methodology involved initially videotaping sample counseling sessions 
with an International Board Certified Lactation Consultant. This was followed by 
several months of meetings of the interdisciplinary team to work through the overall 
design of the system and the specific dialogue scripts and media content used in each 
part of the intervention. 

The virtual agent’s appearance was designed based on feedback from user testing 
with new mothers (Figure 1). The agent is rendered in a web-based Unity plugin, 
using the LiteBody framework [14], with speech output produced on the server with a 
commercial speech synthesizer. Dialogues are scripted using a custom hierarchical 
transition network-based scripting language. Agent nonverbal conversational behavior 
is generated using BEAT [15], and includes beat (baton) hand gestures and eyebrow 
raises for emphasis, gaze away behavior for signaling turn-taking, and posture shifts 
to mark topic boundaries, synchronized with speech. User input is obtained via mul-
tiple choice selection of utterances [16].  
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Fig. 1. Virtual Breastfeeding Promotion Agent 

4.1 Intervention Methods, Modalities, and Media 

A wide range of intervention methods and media is used in the agent-based breast-
feeding intervention, including: 

Agent Dialogue. Conversation with the agent is the primary communication modality 
used in the system, and the overall intervention is framed as a series of conversations 
with a virtual lactation consultant. The agent uses a number of counseling techniques 
to educate and motivate the user, including techniques from Motivational Interview-
ing to motivate [17], and social cognitive techniques to maintain adherence (goal 
setting, positive reinforcement, problem solving). In addition to therapeutic dialogue, 
social dialogue and empathy were used to establish rapport and therapeutic alliance 
with the agent to increase adherence [18]. Additional media were typically introduced 
to support dialogue (Figure 1). 

Educational Content. All three interventions used text and images to provide addi-
tional educational content, outlines of topics under discussion, and digital versions of 
paper forms the agent could explain to the user (Figure 1).    

Demonstration Videos. A variety of short video clips were used in the system to dem-
onstrate different breastfeeding positions, hand expression, the “birth crawl” and other 
physical behaviors that would be very difficult to describe in speech and static images. 

Longitudinal Tracking. The perinatal system helps women track the number of breast-
milk feedings and soiled diapers to gage their baby’s progress while in the hospital. The 
postnatal system tracks the baby’s weight and plots it against norms so that the mother 
can be reassured that their infant is getting enough nourishment (Figure 2) Significantly 
underweight babies are automatically reported to study personnel for follow-up.   

Time-Based Content. The postnatal module uses a complex schedule of topics that 
the agent introduces to mothers based on the age of their infant (Figure 3). Topics are 
designed and delivered daily for the first two weeks, weekly from the third week to 
the eighth week, and monthly from the third month towards the end of the six-month 
intervention. Since we cannot control how frequently mothers access the system, 
strategies were devised for “timing out” of topics that may no longer be relevant, and 
prioritization among multiple accrued topics.  
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Fig. 2. Agent Showing Infant Weight Chart 

 

Fig. 3. Excerpt of Educational Breastfeeding Topic Schedule after the first week of the six-
month intervention M = Mandatory topic (user must hear, otherwise offered as optional);  
c/s = C-section delivery (vs. vaginal) 

 

Adaptive Interactions. The postnatal module is designed to transition mothers from 
their hospitalization to their postnatal care. The interactive content is adapted based 
on a mother’s personal progress and her prior interactions with the agent. To avoid 
overwhelming users, we only focus on two mandatory topics in each interaction but 
allow flexibility for users to be able to review other optional topics.  

Homework Assignments. The postnatal module also integrates a certain number of 
homework assignments that were designed to help the mother obtain support in the 
community. The agent plays a role to convey the importance of the community sup-
port in breastfeeding behavior and introduce the related assignments to mothers.  
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Interpersonal Continuity of Care.  Finally, all three modules use a common data-
base that contains all of a user’s information in order to support continuity of care 
across the nine months of end-to-end system use. A clinician interface allows study 
personnel to update the database with new information, such as the date and time of a 
birth, a baby’s name and gender, and whether the delivery was vaginal or C-section. 
Most importantly, we used the same virtual agent character in all three systems, along 
with dialogue to refer back to prior conversations, in order to provide users with the 
perception of interpersonal continuity of care. 

5 Pilot Evaluation Study 

We conducted a pilot evaluation study of the first two modules with fifteen women 
who delivered at Melrose-Wakefield Hospital in Massachusetts (previously reported 
in [19]). Participants—aged 27.9 (sd 5.7), 80% white—were randomized to the agent-
based intervention or standard care. Overall satisfaction with the agent was rated 5.7 
on a 7-point scale (1=not at all satisfied, 7=very satisfied). On a 7-point scale assess-
ing subjects’ overall confidence in the agent’s ability to help, mean scores were 5.9 
for the prenatal module and 6.7 for the perinatal module. Those in the intervention 
group demonstrated significantly greater intent to exclusively breastfeed following 
their interaction with the prenatal module (p<.05), and significantly greater breast-
feeding knowledge following interaction with the perinatal module (p<.05), compared 
to the control group.  

6 Ongoing Clinical Trial 

We are currently conducting a randomized controlled trial to evaluate all three mod-
ules of the breastfeeding promotion agent. As in the pilot, we are comparing women 
who interact with the agent to a second group randomized to receive standard care at 
Melrose-Wakefield Hospital in terms of their initiation and duration of exclusive 
breastfeeding. We are also interested to explore the impact of the intervention on 
mothers’ attitude towards breastfeeding and their confidence in breastfeeding.  

6.1 Measures 

Self-report measures are administered at the end of the first two weeks after delivery, 
at the end of two months, and at the end of six months. Confidence in breastfeeding is 
measured for both intervention group and control group using the 14-item Breastfeed-
ing Self-Efficacy Scale Short-Form (BSES-SF) [20]. Intervention participants also 
complete two additional questionnaires about their satisfaction with the Agent and 
their attitude towards the Agent, assessed using a modified version of the Working 
Alliance Inventory [21]. Intervention participants’ use of all three modules is assessed 
from database and log file analysis.   
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The system also enables tracking of when a breastfeeding mother starts to supple-
ment and why. This information will provide the basis for subsequent generations of 
the agent and what content might be needed to help her continue to breastfeed. 

6.2 Procedure 

Participants are recruited through Melrose-Wakefield Hospital and peripheral obste-
trics-gynecology offices. Women were required to be pregnant and in the third trimes-
ter either with their first baby or a subsequent baby if they did not reach their  
breastfeeding goals with their previous children. Women were excluded if they indi-
cated frequent use of alcohol during pregnancy, use of street drugs, pregnant with 
twins or more and known medical complications or high-risk pregnancies.   

A particular challenge in this study is providing a computer-based intervention to 
patients in the hospital given that we do not know what day they will arrive for deli-
very. Study staff in the hospital monitored Labor and Delivery to determine when 
enrolled patients were admitted in labor. When a subject participating in the study 
was identified as being admitted, study staff visited them on the birth day of her baby 
to complete questionnaires and provide access to the Agent. Study staff are monitor-
ing use and following-up with mothers if any “red flags” are noted. Institutional Re-
view Board approval was obtained from both Northeastern University and MWH. All 
subjects provided the informed consent and they were compensated for their time.  

6.3 Preliminary Clinical Trial Results  

The study is ongoing. A total of thirty-two women have been recruited to date, out of 
a target of 60, with twenty randomized into the agent group. Participants to date are 
aged 19 to 40 (mean 31.4), are 75.9% white, 75.9% are currently married, and 72.4% 
have high levels of computer literacy.  

Eighteen of the intervention participants completed the prenatal module of the sys-
tem, rating their satisfaction with agent moderately high (average 5.2 on a composite 
scale of 1= negatively satisfied to 7 = positively satisfied) and attitude towards the 
agent above neutral (average 4.1 on a composite scale of 1= negative attitude to 7 = 
positive attitude).  

Seven of the intervention participants have already given birth, and have interacted 
with the agent in the labor and delivery floor of the hospital, and are currently using 
the postnatal module at home. These seven participants have had a total of 124 (range 
4 to 31 each) conversations with the agent in the postnatal system thus far.  

7 Conclusions and Future Work   

Preliminary results from the pilot study and the clinical trial in progress are promis-
ing, and use of the perinatal module has been very high giving us confidence that  
the breastfeeding promotion agent can have a real impact on postnatal breastfeeding 
practice.  
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One of the challenges of breastfeeding is that the needs of the baby, the needs of the 
mother, and the circumstances of the mother-baby dyad change substantially from 
birth to six months. These needs also vary significantly from one dyad to another. 
Hence, the capability for the agent to adapt and adjust the content and nature of its 
counseling is one of the distinguishing features of this system. The creation of the 
mandatory topics, suggested topics, and a library of topics also enables more persona-
lized breastfeeding promotion.  

It is also important for continuity of education and care to have an ongoing connec-
tion with healthcare providers; this system enables that through participant log-in data 
submissions and recommendations to contact a provider based on the user’s res-
ponses. The agent’s non-judgmental style can be especially effective for helping 
mothers feel comfortable about reporting their feelings as a new mother.  
Because breastfeeding involves health, medical, and non-medical aspects, our system 
provides a cohesive way to address a range of topics and direct the mother to appro-
priate sources of assistance as well.  

Despite the very complex nature of the longitudinal intervention we designed, the 
virtual agent provides a persistent, continuous presence across the disparate aspects of 
the system. Bringing a new baby home can be very stressful, and mothers can have 
significant anxiety about breastfeeding for the first time. Many new mothers are not 
sure if they are breastfeeding correctly or whether their baby is getting enough to eat, 
since they cannot see the milk consumed. We hope the virtual agent provides a sense 
of stability, reliability and comfort during this stressful but exciting time.  
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Abstract. Rapport has been identified as an important function of hu-
man interaction, but to our knowledge no model exists of building and
maintaining rapport between humans and conversational agents over the
long-term that operates at the level of the dyad. In this paper we lever-
age existing literature and a corpus of peer tutoring data to develop
a framework able to explain how humans in dyadic interactions build,
maintain, and destroy rapport through the use of specific conversational
strategies that function to fulfill specific social goals, and that are instan-
tiated in particular verbal and nonverbal behaviors. We demonstrate its
functionality using examples from our experimental data.

1 Introduction

Rapport, a feeling of connection and closeness with another, feels good, but it
also has powerful effects on performance in a variety of domains, including nego-
tiation [15], counseling [19] and education [4]. As agents increasingly take over
tasks such as those described above, we maintain that it is important to evoke a
feeling of rapport in people interacting with those agents so as to improve their
task collaboration – and recognize rapport in people interacting with agents so
as to know when the system has been successful. It turns out, however, that
what constitutes rapport-evoking and rapport-signaling behavior varies widely.
For example, our prior work [22] demonstrated that, in pairs of friends tutoring
one another, rudeness had a positive social function and was correlated with
learning. In pairs of strangers, however, the opposite function and correlation
was found. These results indicate that long term rapport (such as one might
find among friends) may have an effect on rapport signaling behavior (such
as polite vs. rude language). While prior work [e.g., 20] has confirmed that
some rapport-signaling behavior such as attentiveness is capable of enhancing
task performance,there do not exist computational models to tell us how that
rapport-signaling behavior should change over the course of a long-term collab-
oration between a human and an agent. One obstacle to models of this sort is
the fact that, as [3] has written, “rapport is a social construct that must be
defined at the level of a dyad or larger group.” Dyadic processes of this sort have
traditionally posed challenges to modeling since, as Kelley et al, 1983 [as cited
in 8] have described, a change in the state of one partner will produce a change
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in the state of the other. We believe that prior attempts have not sufficiently
distinguished between the social functions that lead to rapport, the conversa-
tional and behavioral strategies that play a role in those social functions, and
the observable phenomena that make up those strategies. Rapport is sometimes
experienced on a first meeting but most often it must be built and maintained
– or it will be destroyed. Drawing these distinctions has also allowed us to move
toward an implementable computational architecture, described in a separate
paper in this same volume [23], that takes into account both participants’ cogni-
tions, intentions, actions and beliefs, and their interplay, within one person and
across the dyad.

In what follows we first review prior literature from the social sciences on
the components that make up the experience of rapport, the way people assess
rapport in others, and the goals and strategies people use to build, maintain and
destroy rapport. Drawing all of these components together, we next propose a
model for rapport enhancement, maintenance, and destruction in human-human
and human-agent interaction. Throughout we rely on a rich background of liter-
ature across the social sciences, as well as on data [33] from our own research into
peer tutoring between dyads of friends and of strangers across several months.
These data have been annotated for verbal and nonverbal behaviors, as well as
for relevant conversational strategies. Our contributions in this work are two-
fold: (1) an analysis of the social functions and conversational strategies that go
into building, maintaining and breaking rapport; (2) a computationally viable
dyadic model of rapport over time built from that analysis.

2 Theoretical Framework for Rapport Management

[30]’s work on the changing nonverbal expression of rapport over the course of
a relationship has had significant impact on the development of virtual agents.
They provide an actionable starting point by outlining the experience of rapport
as a dynamic structure of three interrelating behavioral components: positivity,
mutual attentiveness and coordination. Behavioral positivity generates a feeling
of friendliness between interactants; mutual attentiveness leads to an experi-
ence of connectedness; and behavioral coordination evokes a sense of “being in
synch”. The work posits that the relative weights of those components change
over the course of a relationship; the importance of mutual attentiveness remains
constant, while the importance of positivity decreases and that of coordination
increases.

While [30]’s work is predicated on a dual level of analysis - what they call
“molecular” and “molar,” researchers in virtual agents have relied more on the
molecular level, meaning that they have translated [30]’s components directly
into observable behavioral expression or action. [30], however, propose that it is
the molar level that is more predictive - that is, that theory should attend to
the conversational strategies and goals of communication that interactants use
to be positive, be attentive and to coordinate. In fact, they suggest that “initial
encounters are rigidly circumscribed by culturally acceptable and stereotypical
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behavior” while, after some time, “rather than following more culturally-defined
communication conventions, they would develop their own conventions and show
more diversity in the ways they communicate thoughts to one another.” This
aspect of their work has largely been ignored in subsequent computational ap-
proaches to rapport. In the development of agent models and an architecture
to realize them, however, this leaves us less than well-informed about what the
agents should do. How do we determine what is meant by “stereotypical behav-
ior” or “more diversity in the ways they communicate”? How should we represent
the goals of two interactants and conversational strategies to fulfill the goals?
In the current work, then, we discuss a broad range of literature that allows
us to understand the kinds of strategies that interactants use in rapport man-
agement, and the kinds of goals and functionality those interactants intend. As
we do so, we pay particular attention to the dyadic nature of these constructs,
and how they change over the course of a relationship. Our review focuses on 3
top-level goals that make up rapport - face management, mutual attentive-
ness, and coordination - and some of the subgoals that achieve those top-level
goals - such as becoming predictable, appreciating the other’s true self, and en-
hancing the other’s face. We also describe many of the conversational strategies
that achieve those goals - initiating mutual self-disclosure, adhering
to behavioral expectations or norms, and so forth. While we believe that
something like the experience of rapport is probably universal and perhaps even
that the subgoals of face, attentiveness, and coordination as important contrib-
utors to rapport might also be (somewhat) universal, there is no doubt that the
sub-sub-goals and conversational strategies differ in different sociocultural con-
texts. Here, for the purposes of the discussion, we adduce evidence from our own
data collection with teenage middle-class Americans, and that context therefore
serves as our object of study. We hope, however, that in outlining an approach
to building this kind of dyadic model of rapport, we will have opened the way to
discussions of other contexts, and that other strategies and goals will be thereby
be discovered.

Spencer-Oatey [26] offers an alternative approach to [30]’s to conceptualizing
the strategies and behaviors that contribute to rapport, and we find it more
complete and more convincing for our purposes. She points out that rapport
management comprises the task of increasing rapport, but also maintaining,
and destroying it. In her perspective, each of these tasks requires management
of face which, in turn, relies on behavioral expectations, and interactional goals.
Our data support the tremendous importance of face, as the teens alternately
praise and insult one another, all the while hedging their own positive perfor-
mance on the algebra task in order to highlight the performance of the other.
The data also contain numerous examples of mutual attentiveness and coordi-
nation as putative input into rapport management, but we found it difficult to
code positivity independently of its role in face. Our formulation below, there-
fore, posits a tripartite approach to rapport management, comprising mutual
attentitiveness, coordination, and face management.
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Face Management: [10] define positive face as, roughly, a desire by each of
us to be approved of. They posit that politeness functions to avoid challeng-
ing that desire, as well as to boost the other’s sense of being approved, while
face-threatening acts (FTA) challenge face. [27], however, points out that this
definition ignores the interpersonal nature of face, and she defines “identity face”
as the desire to be recognized for one’s positive social identity, as well as one’s in-
dividual positive traits. In this context, FTAs can challenge one’s sense of self or
one’s identity in the social world. On the flip-side, face-boosting acts can create
increased self-esteem in the individual, and increased interpersonal cohesiveness
- or rapport - in the dyad. Of course [26] points out that what constitutes polite-
ness, other face-boosting acts, and FTAs, is not fixed, and is largely a subjective
judgement about the social appropriateness of verbal and non-verbal behaviors.
She attributes these judgments about social appropriateness to our “sociality
rights and obligations” - how we feel entitled to be treated based on the be-
haviors we expect from others – which in turn derive from sociocultural norms,
including the relative power and status of the two members of the dyad, and
interactional principles. Fulfilling these rights and obligations induces a feeling
of being approved and, in turn, increases rapport.

What, however, are these sociocultural norms and interactional principles?
A key aspect of the theory laid out here is that behavioral expectations (the
instantiation of “sociality rights and obligations”) are allied with sociocultural
norms early in a relationship, and become more interpersonally determined as
the relationship proceeds. Thus, the stranger dyads in our data spend a fair
amount of time agreeing with one another when they first meet, in ways that fit
upper middle class politeness norms (when asked what he wants to be when he
grows up, one teen responds “I kind of want to be a chef” to which the other
politely responds “I’d think about that too”). Friends, on the other hand, are
less likely to demonstrate polite responses (one teen asks the other “wait why do
you have to keep your hat on” to which the other responds “it’s [his neck] not
supposed to be in the sun” and receives in reply “yeah it’s really swollen and
ugly”). In both cases while the behavioral expectations have changed (politeness
has been replaced by teasing), the fact of meeting them continues to be rapport-
increasing.

How does one learn enough about the other to adapt behavioral expecta-
tions? Mutual attentiveness is an important part of the answer, as [30] have
described. Mutual attentiveness may be fulfilled by providing information about
oneself through small talk [11] and self-disclosure [21]. Social penetration the-
ory [29] describes the ways in which, as a relationship deepens, the breadth
and depth of the topics disclosed become wider and deeper, helping the inter-
locutor to gain common ground as a basis for an interpersonally-specific set of
behavioral expectations. Self-disclosure, however, plays another role in rapport-
building, as when successful it is reciprocal [14] – self-disclosure in our data is
most often met with reciprocal self-disclosure at a similar level of intimacy. This
kind of mutual responsiveness signals receptivity and appreciation of another’s
self-disclosure [14] and the very process enhances coordination among the
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participants (much as we argued is the case for small talk [11]), likewise in-
creasing a sense of rapport. The goal of coordination as a path to rapport is also
met by verbal and nonverbal synchrony [34], and this is common in our own
data.

In addition, while self-disclosure is not always negative, it may be, and this is
a way to challenge one’s own face, and thereby boost the face of the other. For
that reason it is common in rapport management. In our own data, for example,
strangers quickly began to share superficial negative facts about themselves, such
as their presumed poor performance on the algebra pre-test at the beginning
of the session. When met with a self-disclosing utterance at the same level of
intimacy and with the same negative valence (“oh my gosh I could not answer
like half of those”), the interlocutors increased mutual gaze and smiling, and
proceeded to more intimate topics, such as their poor performance at keeping
their pets alive. In fact, [9] found that in a negotiation setting not reciprocating
negative self-disclosure led to decreased feelings of rapport. [31] point out the role
of humor in rapport; it is a particularly interesting rapport management strategy
as it too follows behavior expectations, whereby generally-accepted humor is
successful early in the relationship, and humor that violates sociocultural norms
may be successful as a strategy to increase liking and rapport only later in the
relationship. In our data from teenagers, this rule is only sometimes observed,
and the effect of humor that violates behavior expectations is swift and negative.

Self-disclosure, then, serves multiple goals in rapport management. Yet an-
other is to reveal aspects of one’s “true self” as a way of indicating one’s openness
to being truly seen by the other, and hence one’s availability for rapport. Accord-
ing to [24], the “true-self” is composed of important aspects of one’s identity that
are not always validated in one’s daily life. People are highly motivated to make
these important aspects of identity a ‘social reality’ - to have these attributes
acknowledged by others so that they become authentic features of their “self-
concept” [1]. This explains why interlocutors engage in self-disclosure - perhaps
even why rapport is sought in interactions with strangers.

Based on the literature surveyed above, it is clear that mutual attentive-
ness to, and learning about and adhering to, the behavioral expectations of
one’s interlocutor is helpful in building rapport. Initially, when interactants are
strangers, without any knowledge of their interlocutor’s behavioral expectations,
they adhere to a socioculturally-ratified model (general expectations established
as appropriate in their cultural and social milieu). This may include behaving
politely and in accordance with their relative social roles. As the relationship
proceeds, interlocutors increasingly rely on knowledge of one another’s expecta-
tions, thereby adhering to a shared and increasingly interpersonally-specific set
of sociality rights and obligations, where more general norms may be purposely
violated in order to accommodate each other’s behavioral expectations.

Why, however, might two interactants violate sociocultural norms when oth-
ers around them are adhering to those norms? [2] suggests that people have an
unconscious motivation to affiliate themselves to a group, which drives them to
participate in social activities and search for long-term relationships. The fact
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of violating sociocultural norms may in fact reinforce the sense that the two be-
long in the same social group and this may enhance their unified self-image [28]
through reinforcing the sense of in-group connectedness through a comparison
with other individuals who don’t know these specific rules of behavior. This
is supported by our own findings on peer tutoring, whereby rudeness predicts
learning gain [22]. We know that rapport between teacher and student increases
learning. When tutor and tutee are strangers, their behavior complies with so-
ciocultural norms. Impoliteness may reduce the learning gain in strangers by
challenging rapport through violating those sociocultural behavioral expecta-
tions. When tutor and tutee are friends, however, they have knowledge of one
another’s behavioral expectations and are thus able to follow interpersonal norms
and sacrifice sociocultural norms. Rudeness, may be a part of the interpersonal
norms. It may also be a way to cement the sense that the two are part of a
unified group, and different from those around them. The topics they are rude
about may also serve to index commonalities between the two, as referring to
shared experience also differentiates in-group from out-group individuals.

3 Towards a Computational Model of Rapport
Management

The literature review above, while not allowing each component sub-goal or
strategy the space it deserves, provides a sense of the complexity, but also of the
mundane nature of rapport management between people. We wish to be seen
and known the way we truly are, and we want the way we are to be approved;
we desire affiliation with a social group; we are more comfortable when the
behavior of our interlocutors matches our expectations; we wish for the success
of our interpersonal and our task goals. These common sense and everyday goals
work together to lead us to desire rapport, and to build it, even with strangers,
and to put effort into maintaining it with friends and acquaintances.

Fig. 1. Dyadic state (left) and Strategy/Action repertoire (right)
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In order to represent these goals and desires in a computational model, we
must take into account the fact that while rapport is dyadic, it nevertheless de-
pends on the cognition, actions, beliefs and intentions of each interlocutor, and
on the perception by each interlocutor of these aspects of the mind of the other
interlocutor. In the computational model, therefore, we represent the state of
each participant, and of that participant’s perception of the state of the inter-
locutor, which enables us to reason about the cognition and rapport orientation
(enhancement, maintenance, destruction) of the dyad, based on observable be-
haviors. Immediately after each dialogue turn, we represent the participants’
modified self-images and their assessment of the modification of their interlocu-
tor’s self-image and, based on this reasoning, the sub-goals they wish to achieve,
and the consequent appropriate strategy for the next dialogue turn. More specif-
ically, Figure 1(left) presents the dyadic state, which may be updated after each
user’s turn or incrementally. Figure 1(right) displays how a user and system
state leads to a choice of Strategy and then of Action (although the latter is be-
yond the scope of the current paper). Of course, in order to allow rapport state
monitoring and management, we need to detect the goals and conversational
strategies of the interlocutors on the basis of the behaviors we observe them en-
gaging in, and we need to assess their contribution to each rapport orientation.
Below, for rapport enhancement, maintenance and destruction we list, from the
perspective of the agent trying to achieve those goals, the strategies and their
contribution to the series of sub-goals and interrelating behavioral components
of rapport we laid out above - face, mutual attentiveness, coordination. The
conversational strategies enumerated here are no doubt not exhaustive. However
they include all phenomena found in the literature that were also represented in
our data. To give a more complete sense of many of the possible “response pairs”
(the conversational strategy of one interlocutor and the strategy it is met with
by the other interlocutor) and their effect on the four behavioral components,
we provide a more complete set here: http://tinyurl.com/dyadic-rapport.
For instance, if a speaker discloses topic-related personal information and the
listener deploys the same strategy, both face and coordination will be updated. If
a speaker initializes self-disclosure but the listener verbally attacks the speaker,
face will decrease, as will coordination.

In the rapport-enhancement orientation (Figure 2), people are assumed
to begin at state T1 (stranger) and to have a desire to build rapport with each
other, for the reasons laid out above. If we regard rapport-enhancement as a
shared task of the dyad, there are different paths to achieve it. In terms of
face, people might establish the sub-goal of boosting the interlocutor’s face in
order to achieve the goal of increasing rapport. Some conversational strategies to
accomplish this are to self-disclose negative information, to praise or acknowledge
the other’s social value, or embarrassed laughter. Social comparison theory [16]
describes how individuals are able to realize and claim more positive social value
for themselves through comparison with the other’s weaknesses. Our peer tutors
illustrate this when they engage in embarassed laughter around their weaknesses
in algebra, giving an opportunity for their partner to feel more competent.

http://tinyurl.com/dyadic-rapport
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Fig. 2. Social Functions and Conversational Strategies for Rapport Enhancement and
Maintenance

As described above, predictability is a core part of coordination. In order to
achieve this sub-goal, interactants adhere to behavior expectations. At the initial
state T1, the expectations are guided by sociocultural norms which include the
obligation to engage in social validation of the interlocutor’s self-disclosures,
and to reciprocate with similarly intimate self-disclosure. This also functions to
signal attentiveness to the interlocutor. In fact, initiating mutual self-disclosure
is a compelling strategy for learning about an individual at the initial stage
of the relationship as well as for signaling attentiveness. In our data we also
observed that peers often demonstrate mutual attentiveness by referring to past
shared experience. As well as increasing common ground, acknowledging and
reciprocating reference to previous experience function to increase coordination.

In the rapport-maintenance orientation (Figure 2), people are assumed
to begin at state T2 (Acquaintance) and have a desire to maintain the current
harmonious relationship. Those marked with (*) refer to rapport maintenance
only. Typically, friends have some knowledge of each other’s behavioral expec-
tations and in order to maintain high rapport, dyads mark their affiliation with
one another, and their shared membership in a social identity group. Indexing
commonality strengthens connectedness between in-group members. Compared
to stranger peers, friend peers refer to more intimate shared experiences. More-
over, contrary to the sociocultural norms that govern behavior during rapport
enhancement, friends may violate sociocultural norms to match their interlocu-
tor’s behavioral expectations for example, through rudeness to one another or
swearing, both of which were common among friends in our corpus.

In the two orientations just described, we presented strategies for building
and maintaining rapport with our interlocutor, and it’s hard to imagine in-
stances in which a virtual agent might want to challenge rapport. However, the
rapport-destruction orientation (Figure 3) is useful in the sense that detecting
it will help us choose appropriate rapport “recovery” strategies. Here people are
assumed to begin at state T2 and have a desire to destroy or challenge the



522 R. Zhao, A. Papangelis, and J. Cassell

Fig. 3. Social Functions and Conversational Strategies for Rapport Destruction

current harmonious relationship with their friends. According to the rapport
management perspective [27], even though some FTAs in politeness theory do
not diminish the listener’s positive social value, there still exist some highly
FTAs. For instance, challenging one’s friends during peer tutoring could be seen
as a way of showing rapport, while physically or verbally attacking without rea-
son ruins rapport due to the lack of justification for those actions, meaning that
this behavior is too rude to fit expectations of any kind.

In this orientation, people pay no attention to learning about their interlocu-
tor’s behavioral expectation. Strategies to achieve this include keeping silent or
continually asking others to repeat themselves. Although friends’ actions are
mainly guided by interpersonal norms, Derlega [14] suggests that people, even
in close relationships, should follow several sociocultural norms with respect to
self-disclosure. In particular, reciprocity, interactional and conversational norms
and social validation of the “true-self” remain important over the long term.
Ceasing self-disclosure is a strategy to violate reciprocity. An interlocutor could
also try to attack the vulnerability of the self-discloser by scoffing at the con-
tent or responding with an irrelevant remark. Furthermore, they could verbally
attack or neglect the self-disclosure’s “true-self” [24] instead of reciprocally ap-
preciating. As we mentioned before, self-disclosure is successful when dyadic.
Thus, all of the strategies above do not only violate the sociocultural norms but
also block the road to reciprocal self-disclosure. Another way to break rapport is
to violate interpersonal norms while following sociocultural norms. For instance,
suddenly behaving too politely to one’s friend may lead to awkwardness and a
reduced feeling of coordination. Suddenly changing demonstration of power or
status would have the same effect. Last, one could violate both personal and
sociocultural norms, by talking about a topic that does not match the relation-
ship definition of the dyad (for instance, a student choosing to discuss sexual
information with an advisor).
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3.1 Examples from Corpus Data

In order to demonstrate the functioning of the computational model, six exam-
ples are taken from our data, collected in [33]. In this experiment, 12 dyads of
12-15 year old students (half boys and half girls, half friends and half strangers)
tutor each other in algebra over a period of 5 weeks. Table 1(left) shows how
dyads of strangers interact early in the 5-week period. Table 1(right), shows
dyads of friends. Labels indicate how the computational model would generate
the same output, based on our annotations of the data for nonverbal behavior
and for conversational strategies such as disagreement and agreement, politeness
and rudeness, and on- and off-task talk (while we continue to annotate the data
for additional phenomena, Cohen’s Kappa inter-rater reliability for all annota-
tions to date is between 0.7 and 0.8). Note that while the data serve here to
adduce evidence for the goals and strategies of rapport management in this age
group and this task context, in other work we have pursued a data-driven ap-
proach to analyzing the relationship between the conversational strategies and

Table 1. Stranger examples (left) and Friend examples(right) session, where s is a
rapport strategy, td is topic depth and R is dynamics of rapport. During the first
session, most topics are discussed in shallow depth, while during the second, more
personal information is being disclosed.

Stranger-Example 1

P1: b equals nineteen over nine
[s1 = N/A,td = 1]
P2: {laughter} good job
[s2 = praise, td = 1]
R=Increase

Stranger-Example 2

P1:I suck at negative numbers
[s1 = negative self-disclosure, td = 1]
P2: it’s okay so do I
[s2 = reciprocate self-disclosure, td = 1]
R=Increase

Stranger-Example 3

P1: x equals sixty-four over three
[s1 = N/A,td = 1]
P2: yep
[s2 = acknowledge, td = 1]
R=Increase
P1: x all right thanks .. all right
[s1 = adhere to sociocultural norm, td = 1]
P2: it was a complicated one
[s2 = face-boosting acknowledgment, td = 1]
R=Increase

Friend-Example 1

P1: are there any girls you like
[s1 = elicit self-disclosure, td = 3
more personal topic]
P2: all of them are not the best looking
[s2 = reciprocate self-disclosure,td = 3]
R=Increase

Friend-Example 2

P1:remember you went to Connecticut
[s1 = Refer to shared experience,td = 2]
P2:that was just to visit my cousin
[s2 = disclose topic-related intimate
personal information, td = 2]
R=Increase

Friend-Example 3

P1: silly goose that’s a backwards two
[s1 = violate sociocultural norm to adhere
to interpersonal norm, td = 1]
P2:two
[s2 = N/A, td = 1]
R=Increase
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observable behaviors (or actions) [33]. We continue to pursue an analysis of those
data by using hand annotation as ground truth for the automatic assessment of
rapport through multimodal analysis. That automatic detection will serve as
input to the dialogue system.

4 Related Work

A number of prior papers have addressed the issue of rapport, or related notions
such as trust, friendship, and intimacy, between people and virtual agents. Some
have looked at what we have referred to as “instant rapport” [13] where a sense
of connection is not acquired but instantaneous, and some have addressed the
building of rapport over time. An early paper [12] used prior work in sociolin-
guistics and social psychology to develop a computational model of trust, and a
computational architecture to establish trust between a person and virtual agent.
The system, however, did no assessment of the user’s level of trust, and only built
trust through verbal behavior - primarily small talk. While successful in building
trust - particularly with extroverts - a subsequent paper [5] demonstrated the
need for incorporating nonverbal behavior into the model. Since then, Bickmore
and his colleagues have gone on to develop a model that describes strategies for
an agent to build a relationship with a user over time.

Until recently, much like the early work described above, these systems have
primarily engaged in a set of predetermined conversational strategies without
associated updates in underlying goals or representations of the user or the user-
system dyad [inter alia 32]. While not always successful at promoting rapport,
these strategies have had positive effects on the non-dyadic construct of engage-
ment [6]. More recently [7] has relied on accommodation theory to design con-
versational strategies intended to generate discourse that matches a user’s level
of intimacy, and to increase intimacy. The prior goal was met but not the lat-
ter, perhaps because, as the authors themselves indicate, the model of intimacy
was quite simplistic, without the kinds of goals, subgoals, and conversational
strategies laid out here. On the other hand, accommodation theory provided a
successful means for assessing the user’s level of intimacy, which bears keeping
in mind for future work. Following on from this work, [25] developed a planning
algorithm that keeps track of the intimacy level of the user, and produces session
plans that target both relational and task goals. The activity planning approach
seems promising, however the session plans appear to be made up of activities
that are appropriate at a particular level of closeness rather than activities that
have been shown specifically to increase closeness. Our approach, whereby con-
versational strategies target sub-goals that specifically manage rapport, might
be more successful at moving the system and user further along on the relational
continuum.

An alternative approach is represented by the work of Gratch and colleagues
[17,18], who target immediate rapport in the service of implementing a sensitive
listener. In this work, the level of goals and conversational strategies are avoided,
and instead the agent attemps to elicit the experience of rapport by working at
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the level of observable phenomena - coordinating its nonverbal behavior to the
human user. Rather than treating rapport as a dyadic or interpersonal construct,
they address it similarly to other display functions and perhaps not surprisingly,
as with other engaging displays, they have found increased user engagement.
Most recently they have extended this approach to the analysis of the nonverbal
behaviors that accompany intimate self-disclosure [19]. However, by not taking
into account the relative roles of the two interlocutors, and the nature of their
relationship, they have ignored the significant difference in conversational strate-
gies between interlocutors with different levels of power in the relationship. In
contrast to the prior work described here, our work distinguishes between the
dyad’s goals (overarching goals such as “create rapport” or sub-goals such as
“index commonality”), their conversational strategies (such as “violate sociocul-
tural norms through rude talk” or “initiate self-disclosure”) and the observable
verbal and nonverbal phenomena that instantiate those phenomena (such as
mutual eye gaze, embarassed laughter, or insults). This tri-partite distinction
allows us to generate the same behaviors (insults, for example) in different con-
texts (early or late in the relationship) to achieve different goals (destroy rapport
or enhance it). The unit of analysis of the computational model we present is
the dyad, with system state updates impacting the model of the user, and of the
user’s model of the system, and particular weight placed on intrinsically dyadic
constructs such as reciprocity.

5 Conclusion and Future Work

In this article, leveraging a broad base of existing literature and a corpus of data
of friends and strangers engaging in peer tutoring, we have made steps towards a
unified theoretical framework explaining the process of enhancing, maintaining
and destroying rapport in human to human interaction. Based on this framework
we have designed a computational model of rapport that can be applied to
interactions between humans and virtual agents. In turn, that computational
model allows us to make first steps towards a dyadic computational architecture
for a virtual agent. A first sketch of the details necessary to realize this work
computationally is described in a sister paper to this one, also published in
this volume [23], in which we suggest reinforcement learning as an approach to
learning behavioral expectations, rapport strategies, and dialogue act policies.

The potential benefits of such a dyadic approach to rapport management be-
tween human and virtual agent are numerous, including the fact that increased
rapport leads to better task performance by humans [4,15,19], and could there-
fore lead to more effective virtual agent tutors and counselors, among other
roles. It should be noted that in the current paper we have traced the rela-
tionship between rapport management goals and sub-goals and their associated
conversational strategies. We have occasionally described how a conversational
strategy is instantiated by a set of observable verbal and nonverbal actions but
we have not formalized that step of the process, which will form the content of
future work (currently in process, as described in [33]). That future work will also
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serve as ground truth against which our computational model will be evaluated.
We then plan to implement the model and architecture in a virtual peer tutoring
application. Foreseeable challenges include recognition of the human users’ rap-
port strategies (which may span several dialogue turns or interleave with other
strategies) in order to correctly update our model as well as react in the ap-
propriate fashion, and to develop an appropriate domain-specific user model for
the algebra tutoring that interacts appropriately with the rapport management.
Some of these issues evoke core AI challenges, such as representing many aspects
of the mental state of participants. Nevertheless, we believe that here we have
made the first step towards a dyadic and more realistic computational model
of rapport. We expect the future challenges to be substantial, but rewarding,
as we begin to model those aspects of human-human interaction that are not
only helpful to human-agent collaboration, but also sustain aspects of what we
cherish most in being human.

Acknowledgments. The authors would like to thank Zhou Yu for her contribu-
tion to this work, as well as the other students and staff of the ArticuLab.This work
was partially supported by the R.K. Mellon Foundation, and NSF IIS.

References

1. Bargh, J.A., McKenna, K.Y., Fitzsimons, G.M.: Can you see the real me? activation
and expression of the “true self” on the internet. Journal of Social Issues 58(1),
33–48 (2002)

2. Baumeister, R.F., Leary, M.R.: The need to belong: desire for interpersonal at-
tachments as a fundamental human motivation. Psychological Bulletin 117(3), 497
(1995)

3. Bernieri, F.J., Gillis, J.S.: Judging rapport: Employing brunswik’s lens model to
study interpersonal sensitivity. In: Interpersonal sensitivity: Theory and measure-
ment, pp. 67–88 (2001)

4. Bernieri, F.J., Rosenthal, R.: Interpersonal coordination: Behavior matching and
interactional synchrony. In: Fundamentals of Nonverbal Behavior, p. 401 (1991)

5. Bickmore, T., Cassell, J.: Social dialogue with embodied conversational agents. In:
Advances in Natural Multimodal Dialogue Systems, pp. 23–54. Springer, Heidel-
berg (2005)

6. Bickmore, T., Pfeifer, L., Schulman, D.: Relational agents improve engagement and
learning in science museum visitors (2011)

7. Bickmore, T., Schulman, D.: Empirical validation of an accommodation theory-
based model of user-agent relationship (2012)

8. Bickmore, T.W., Caruso, L., Clough-Gorr, K., Heeren, T.: it’s just like you talk
to a friend’ relational agents for older adults. Interacting with Computers 17(6),
711–735 (2005)

9. Bronstein, I., Nelson, N., Livnat, Z., Ben-Ari, R.: Rapport in negotiation the con-
tribution of the verbal channel. Journal of Conflict Resolution 56(6), 1089–1115
(2012)

10. Brown, P., Levinson, S.: Universals in language usage: Politeness phenomena. ques-
tions and politeness: Strategies in social interaction, ed. by e. goody, 56–311 (1978)



Towards a Dyadic Computational Model of Rapport Management 527

11. Cassell, J., Bickmore, T.: Negotiated collusion: Modeling social language and its
relationship effects in intelligent agents. User Modeling and User-Adapted Interac-
tion 13(1-2), 89–132 (2003)

12. Cassell, J., Bickmore, T., Billinghurst, M., Campbell, L., Chang, K., Vilhjalmsson,
H., Yan, H.: Embodiment in conversational interfaces: Rea (1999)

13. Cassell, J., Gill, A.J., Tepper, P.A.: Coordination in conversation and rapport
(2007)

14. Derlega, V.J., Metts, S., Petronio, S., Margulis, S.T.: Self-disclosure. Sage Publi-
cations, Inc. (1993)

15. Drolet, A.L., Morris, M.W.: Rapport in conflict resolution: Accounting for how
face-to-face contact fosters mutual cooperation in mixed-motive conflicts. Journal
of Experimental Social Psychology (1), 26–50 (2000)

16. Festinger, L.: A theory of social comparison processes. Human Relations 7(2), 117–
140 (1954)

17. Gratch, J., Okhmatovskaia, A., Lamothe, F., Marsella, S., Morales, M., van der
Werf, R.J., Morency, L.-P.: Virtual rapport (2006)

18. Huang, L., Morency, L.-P., Gratch, J.: Virtual rapport 2.0 (2011)
19. Kang, S.-H., Gratch, J., Sidner, C., Artstein, R., Huang, L., Morency, L.-P.: To-

wards building a virtual counselor: modeling nonverbal behavior during intimate
self-disclosure (2012)
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Abstract. User attitudes towards a hospital virtual nurse agent are described, as 
evaluated in a randomized clinical trial involving 764 hospital patients. Patients 
talked to the agent for an average of 29 minutes while in their hospital beds, re-
ceiving their customized hospital discharge instructions from the agent and a 
printed booklet. Patients reported very high levels of satisfaction with and trust 
in the nurse agent, preferred receiving their discharge instructions from the 
agent over their human doctors and nurses, and found the system very easy to 
use. Perceived similarity to the agent was a significant determiner of liking, 
trust, desire to continue, and working alliance, although perceived similarity 
was unrelated to racial concordance between patients and the agent.  

Keywords: Relational agent, embodied conversational agent, medical informat-
ics, health informatics, hospital discharge. 

1 Introduction 

Several studies have shown the positive effects of racial concordance between virtual 
agents and users on user satisfaction in laboratory or educational settings. However, 
none of these studies have determined whether these effects hold in real-world profes-
sional settings in which topics of significant gravity are discussed, such as medical  
consultations in a hospital. Although positive effects of concordance in human patient-
provider interactions have also been demonstrated [1-4], it is unknown whether these 
effects would hold for virtual agents that are designed to counsel users about their 
health. It is possible that—given the importance of medical topics being discussed, or 
the distractions and stress in a real-world environment such as a hospital—subtle factors 
such as the apparent race, gender, and age of a virtual agent are irrelevant. 

As part of a large clinical trial to evaluate a virtual agent that plays the role of a 
hospital discharge nurse, we investigated whether racial concordance effects would 
still hold in a hospital setting. Few virtual agents have been evaluated in real-world 
professional settings such as hospitals. User reactions to virtual agents in laboratory 
settings always raise the issue of ecological validity; whether the experimental results 
would continue to hold in an uncontrolled work environment with study participants 
who are not college students.  



 Agent-User Concordance a

 

Fig. 1. 

The hospital discharge p
medical errors. The average
multiple follow up appoin
hospitals in the U.S. suffer 
approximately one third of 
ing reasons cited for these
literacy [6], patient lack of 
dication side effects, and lo
aration of patients for hosp
than half of discharged pati
tions [7].  

We present the results o
domized to be discharged b
cedure (N=388). Patients i
talk to a virtual agent that w
addition to assessing racial
how similar they felt they w

H1. Racial concordance
with the virtual agen

H2. Perceived similarity
trust in the virtual a

and Satisfaction with a Virtual Hospital Discharge Nurse 

 

Virtual Hospital Discharge Nurse System 

process can be very complex and is the source of m
e patient in our trial is discharged with ten medications 

ntments. Approximately 20% of patients discharged fr
adverse events and are re-hospitalized within 90 days, 
these complications are preventable [5]. Among the le

e preventable complications are inadequate patient hea
understanding of how to take their medications or of m

ow patient adherence to treatment regimens. The poor pr
pital discharge is highlighted by studies showing that l
ients know their diagnosis or the purpose of their medi

of a clinical trial in which 764 hospital patients were r
by a virtual nurse agent (N=376, Figure 1) or standard p
in the virtual nurse condition were further randomized
was designed to appear African American or Caucasian
l concordance objectively, we also asked patients to r

were to the agent. We hypothesized that: 

e would be a significant predictor of perceived simila
nt. 
y would be a significant predictor of satisfaction with 

agent.  

529 

any 
and 
rom 
and 

ead-
alth 
me-
rep-
less 
ica-

ran-
pro-
d to 
n. In 
rate 

arity 

and 



530 S. Zhou et al. 

 

2 Related Work   

Patient-facing Hospital Information Systems. Within the hospital environment, most 
HCI research has been clinician-centric, although there is an emerging body of work on 
patient-facing systems. Bers, et al. provided immersive multi-user collaborative support 
environments for pediatric patients with renal and cardiac diseases [8], and other condi-
tions. Wilcox, reports a series of design studies for patient-facing information systems 
in the hospital [9], and a subsequent pilot usability study of a prototype tablet-based 
system to provide hospital patients information about their care [10]. 

Within the medical community there are many in-hospital patient interfaces devel-
oped for medical interventions, such as VR-based analgesia [11]. Medical researchers 
have also developed several health education kiosks for placement in public spaces or 
clinic waiting rooms. One example is a waiting room touch screen kiosk for diabetes 
education, designed to accommodate patients with inadequate health literacy [12]. 
The system featured simplified navigation buttons and multimedia educational con-
tent and testimonials tailored to users’ prior computer experience, learning styles and 
ethnicity. While this system was found to be fairly easy to use, its use did not lead to 
any significant differences in diabetes outcomes, compared to a control group, and the 
authors did not describe what design features they specifically included to address 
health literacy issues.   
 
User-Agent Concordance. Baylor et al. conducted studies on the impact of racial and 
gender concordance between virtual agents and users in an educational application 
[13]. In one study, they developed several animated agents for an intelligent tutoring 
system that varied in race and gender.  Study participants were 139 teachers enrolled 
in an introductory technology education class. Results indicated that teachers rated the 
agents of their own race more engaging and affable (p<.05). A follow-up study inves-
tigated what kind of virtual agent students would choose to work with. African Amer-
ican students selected African American characters more frequently, while white  
students preferred the white agents (p<.001). When asked why they made their choic-
es, African American students often indicated that they wanted an agent that they 
could “better relate to” in terms of ethnicity and gender.    

Persky et al. conducted a study on the effects of racial concordance between study 
subjects and simulated doctor agents that provided personalized cancer risk informa-
tion. Subjects who interacted with a racially concordant virtual doctor were more  
accurate in their risk perceptions than those who interacted with a non-concordant 
virtual doctor, and this effect was amplified among current smokers [14]. 

3 The Virtual Hospital Discharge Nurse 

The virtual discharge nurse system was developed over a course of three years by a 
multi-disciplinary design team comprised of HCI researchers, doctors and nurses, a 
health literacy expert, and programmers and animators [15]. The virtual nurse is dep-
loyed on a touch screen computer on a mobile kiosk that allows for patient education 
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The virtual agent is driven by a hierarchical transition-network based dialogue 
model that uses template-based text generation. The agent speaks using a synthetic 
voice, and displays animated nonverbal behavior (hand gestures, posture shifts, facial 
expressions, etc.) in synchrony with the speech, including deictic gestures towards a 
digital version of the patient’s discharge instructions [16]. User contributions to the 
conversation are made by touching utterance option buttons on the touch screen dis-
play that are dynamically updated for each user speaking turn. Utterance option but-
tons are used to avoid any potential inaccuracy in this sensitive medical scenario.  

Two female nurse characters were designed—one middle-aged Caucasian and one 
middle-aged African American—to better match the patient demographic at the Bos-
ton Medical Center where the clinical trial was conducted, and to improve accepta-
bility of the agent (Figure 2). We originally designed eight character models of both 
genders and different ethnic groups, and conducted a survey of 32 hospital patients to 
select the two most acceptable characters. We also conducted surveys to select the 
synthetic voice that patients felt best matched each character from among a set of 
available commercial voices, and to determine given names for the characters.    

4 Randomized Clinical Trial     

We conducted a clinical trial to evaluate the Virtual Nurse system, with participants ran-
domized between the Virtual Nurse and standard care in the hospital. The trial was con-
ducted at Boston Medical Center, a 547 bed safety net hospital that serves an urban, 84% 
minority, traditionally underserved population. The patient population at Boston Medical 
center consists of 43% African American, 29% white, 19% Hispanic or Latino, and other 
races. In addition to the primary trial randomization, intervention group patients were 
further randomized to either be discharged by the African American or Caucasian agent, 
and to either have a single interaction with the Virtual Nurse on the day of discharge, or 
one interaction every day they were in the hospital, including the day of discharge.   
 

 

Fig. 3. Subject Flow through Study 
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4.1 Clinical Trial Methods 

Participants. Figure 3 shows the flow of patients in this study and Table 1 shows the 
demographic breakdown. In total, 764 participants were recruited in this study and 
retained for analysis. All participants were patients admitted to a general medicine 
floor of Boston Medical Center, and 50.8% were female, aged 18 to 90 years old 
(mean=49). Among all participants, 52.6% were African American, 29.1% were Cau-
casian, and 11.4% were Hispanic.  

Table 1. Demographics of Intervention Subjects who Completed Surveys (Education: <HS: 
less than high school, HS: high school, >HS: more than high school) 
 

Variable  
All 

N=149 

Black 
Agent 

N=67 

White 
Agent 

N=82 
p 

Sex (Female) N (%) 71 (47.7) 26 (38.8) 45 (54.9) 0.07 

Age  Mean (SD) 49.6 (13.1)   48.9 
(12.7) 

  50.1 
(13.5) 

0.59 

Race Black, N(%) 81 (54.4) 34 (50.8) 47 (57.3) 0.15 

 White, N(%) 40 (26.8) 23 (34.3) 17 (20.7)  

 Other, N(%) 28 (18.8) 10 (14.9) 18 (22.0)  

Education <HS, N(%) 41 (27.5) 16 (23.9) 25 (30.5) 0.45 

 HS, N(%) 50 (33.6) 26 (38.8) 24 (29.3)  

 >HS, N(%) 52 (34.9) 23 (34.3) 29 (35.4)  

Married N (%) 35 (23.5) 14 (20.9) 21 (25.6) 0.63 

Health  

Literacy 

(Inadequate) 

N (%) 74 (49.7) 31 (46.3) 43 (52.4) 0.56 

 
 
Measures. Health literacy (an individual’s ability to read and follow written medical 
instructions) was assessed at intake using the REALM instrument [17], in addition to 
computer literacy (single self-report item with 1="I’ve never used a computer." to 
4="I’m an expert."), and demographics (age, gender, race). Immediately following 
their interaction with the agent, participants completed a self-report questionnaire 
assessing working alliance (trust and belief in working with the agent to achieve a 
therapeutic outcome [18], scores ranging from 1-7), as well as the single scale item 
questions in Table 2. 
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Table 2. Self-Report Items Completed after Agent Interaction (“Elizabeth” is the agent’s name) 

Question Anchor 1 Anchor 7 

How satisfied were you with Elizabeth? Not at all Very satisfied 

How easy was talking to Elizabeth? Easy Difficult 

How much would you like to continue 
working with Elizabeth? 

Not at all Very much 

How much do you like Elizabeth? Not at all Very much 

How would you characterize your rela-
tionship with Elizabeth? 

Complete stranger Close friend 

How much do you trust Elizabeth? Not at all Very much 

How much do you feel that Elizabeth 
cares about you? 

Not at all Very much 

Would you rather have talked to your 
doctor or nurse than Elizabeth? 

definitely prefer 
doctor or nurse 

definitely prefer 
Elizabeth 

How likely is it that you will follow 
Elizabeth’s advice? 

Not at all likely Very likely 

How similar do you feel that you are to 
Elizabeth? 

Very different Very similar 

  

4.2 Results 

Among the intervention group, 302 participants actually interacted with the agent, and 
149 completed all questionnaires. Among these 149 patients, 116 had only a single 
interaction at the time of discharge, while 33 had multiple interactions during their 
hospital stay (up to 5 sessions)(Figure 3). The large number of patients who did not 
complete all study tasks was due to the challenging logistics of the study. Patients 
could not use the final discharge system until they had been approved for hospital 
discharge (an event we had no control over), the time between this approval and when 
patients could actually leave was highly variable, and patients were anxious to get 
home. The combination of these factors led to a large number of patients who were 
enrolled in our study leaving the hospital before we could configure the agent, run the 
interaction, and collect all measures. 

Overall, patients reported very high satisfaction with the agent (median="very sat-
isfied"), very high ease of use (median="very easy"), and high working alliance with 
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the agent (median=6, IQR=1.9). Participants in general liked the agent (median="like 
agent very much"), and trusted the agent (median="trust agent very much")(Figure 4). 
For the question whether they preferred to talk to the agent or their doctor or nurse, 49 
out of 135 participants who answered this question clearly indicated that they pre-
ferred the agent, while only 33 indicated they preferred a human (Figure 5). Partici-
pants’ answers were recorded based on a 7-point scale (Table 2), with 4 being neutral. 
Any answer higher than 4 was recorded as preference towards the agent. 

Bivariate correlations among measures are shown in Table 3. Since most measures 
are single scale items, non-parametric tests are used throughout [19]. 
 

 

Fig. 4. Boxplots (showing range, 1st, 2nd, 3rd quartiles) of Self-Report Measures WA = Working 
Alliance Bond Inventory Subscale Score 

 
Racial Concordance. We created a racial concordance index by scoring ‘1’ if both 
the agent and the user were African American, or both the agent and user were not 
African American, ‘0’ otherwise. There was no significant relationship between this 
measure and perceived similarity, Mann-Whitney U=1085, n.s. There was a signifi-
cant relationship between concordance and working alliance, Mann-Whitney U=2761, 
p=.03, in which patients with racial concordance scored significantly lower compared 
to discordant patients. However, concordance was unrelated to any other measure 
(Table 3). 
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Fig. 5. Preference by Patients of Agent vs. Hospital Doctors or Nurses 

Table 3. Bivariate Spearman Correlations among Measures (Non-parametric tests using 
Spearman’s Rho) Significant relationships (p<.05) in bold and marked with asterisk 
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Perceived 
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1.0 0.14 -0.15 0.21* 0.41* -0.13 0.37* 0.37* 0.34* 0.32* 0.35* 

Racial 
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Number of Interactions. We also investigated relationships between the number of 
interactions a patient had with the nurse agent and their perceptions of the agent. We 
found that the more interactions a patient had, the closer their reported relationship 
(Mann-Whitney U=1571.5, p=.06).  

4.3 Factors Predicting Perceived Similarity with the Agent 

Given the number of significant correlations between perceived similarity and other 
measures, we sought to understand what patient factors predicted their assessment of 
similarity. We conducted a linear regression of patient demographic factors onto per-
ceived similarity. The predictors included: racial concordance, gender, age, education 
level, and computer literacy. Results are shown in Table 4. Although none of the 
coefficients are significantly different from zero, gender, age, and racial concordance 
are trending. Female patients, older patients, and those who were racially concordant 
with the agent tended to rate their similarity higher. 

Table 4. Regression Model of Patient Demographics on Perceived Similarity with Agent 
Multiple model R2 = 0.095 

Factor Coefficient P

(Intercept) 3.073 0.006

Gender -0.624 0.106

Age 0.026 0.115

Education -0.039 0.703

Racial Concordance 0.698 0.070

Computer Experience 0.032 0.898

 

4.4 Discussion  

In general, perceived similarity was found to significantly affect patients’ working al-
liance, satisfaction, liking, trust, and relationship with the agent. We hypothesized that 
the racial-concordance between the patient and the agent would be a major predictor of 
perceived similarity, but this hypothesis was not supported by our results.  Although 
trending was found in our preliminary linear model, racial concordance was not strongly 
correlated with perceived similarity. The trending for correlation between gender and 
perceived similarity can be explained since both agents used in the clinical trial were 
female characters. Trending for age could be explained as both characters were de-
signed as middle-aged. Racial concordance slightly contributed to the perceived similar-
ity according to the preliminary model, although a better model is needed to explain the 
relationship between racial concordance and perceived similarity.  
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Patients who reported higher similarity with the agent were more likely to prefer 
receiving their discharge instructions from the agent compared to other patients. 
Among all patients who answered the question about preference, 36.3% (N=49) said 
they would prefer the agent, 24.4% (N=33) preferred doctor or nurse, and 39.3% 
(N=53) indicated no preference. More than one-third of the participants who ans-
wered this question clearly indicated that they preferred the agent. Interviews with 
patients in the pilot study [15] provide some insight into why patients preferred the 
virtual nurse. Patients liked that the agent took as much time as was needed to go 
through all the details of the discharge booklet, and that the agent checked to make 
sure the patient understood what was being described: 

• "I prefer Louise, she’s better than a doctor, she explains more, and doctors 
are always in a hurry."  

• "It was just like a nurse, actually better, because sometimes a nurse just gives 
you the paper and says ‘Here you go.’ Elizabeth explains everything."   

• "Sometimes doctors just talk and assume you understand what they’re say-
ing. With a computer you can go slow, go over things again and she checks 
that you understand." 

The clinical scenario of care transition and hospital discharge in which we placed 
the system may be particularly stressful for patients.  The level of satisfaction partic-
ipants had with our system may have been accentuated due to a high level of dissatis-
faction participants feel with their health providers in this scenario.  We did not 
measure dissatisfaction with human providers and did not explore in this study the 
extent to which perceived similarity with the agent might reflect perceived alienation 
from the human providers. 

5 Conclusions and Future Work 

We found many signification correlations between patients’ perceived similarity to a 
virtual discharge nurse agent and their satisfaction with and preference for the agent. 
Thus, H2 was strongly supported. Surprisingly, perceived similarity was not strongly 
related to racial concordance, as predicted. Thus, H1 was not supported. Perceived 
similarity was related to a few other factors (such as a patient’s age and gender) but 
the overall fit of the model was very poor, indicating there are yet unknown factors 
that lead patients to rate a virtual nurse agent as being similar to themselves. Possible 
factors include: the appearance of the agent (dress, hairstyle, apparent educational 
level and socioeconomic status), the qualities of the synthetic speech (accent, appar-
ent personality, apparent ethnic or cultural background), similarity in health status and 
affective state, and differing interpretations of the role and status of the agent (same 
as a human vs. a computer program vs. a cartoon character). The exploration of these 
factors remains an open research problem.  

Patients also reported a high level of trust in the agent, and this may have superseded 
any effects of racial concordance. Elements of the system, such as social talk, empathy, 
and engaging users to check comprehension, may have instilled trust despite the  
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complexity of the material. This, together with the importance and volume of the infor-
mation conveyed, may overwhelm the relatively subtle effects of agent appearance.  

The results presented indicate that perceived similarity to a virtual agent is impor-
tant in many serious task settings, and serve as a partial guide for the design of future 
virtual agents and their applications.  

In our ongoing work we are developing a version of the virtual nurse that is persis-
tent throughout a patient’s hospital stay, and is equipped with a range of sensors so 
that it is aware of events in the hospital room. This “Hospital Buddy” is being de-
signed to help patients communicate with their providers, manage their sleep, and 
track their symptoms while in the hospital [22]. 
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André, Elisabeth 174, 236
Arellano, Diana 22
Artières, Thierry 164
Aylett, Ruth 214, 364

Balint, Tim 26
Battaglino, Cristina 36
Behrooz, Morteza 40
Ben Amor, Heni 463
Berger, Erik 463
Bevacqua, Elisabetta 54
Bickmore, Timothy 81, 350, 374, 504,

528
Blanchfield, Peter 134
Borish, Michael 144
Bouchard, Durell 64
Bourda, Yolaine 339
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Vogt, David 463



Author Index 545

Walker, Marilyn 279

Wang, Yijie 275

Wapperom, Sjoerd 67

Wendling, Adam 397

White, Casey 397

Xu, Yuyu 477

Yaghoubzadeh, Ramin 449
Yasavur, Ugan 492
Youngblood, G. Michael 279

Zadeh, AmirAli B. 496
Zhang, Zhe 504
Zhao, Ran 320, 514
Zhou, Shuo 528


	Preface
	Organization
	Table of Contents
	Using Virtual Doppelgängers to Increase Personal Relevance of Health Risk Communication
	1 Communicating Health Risk – Challenges for Personal Relevance
	2 Virtual Doppelgängers as a Tailoring Strategy
	3 The Mediating Roles of Self Thought and Self Presence
	4 Methods
	4.1 Sample and Procedure
	4.2 Dependent Measur res

	5 Results
	6 Discussion
	References

	Luke, I am Your Father: Dealing with Out-of-Domain Requests by Using Movies Subtitles
	1 Introduction
	2 Related Work
	3 The Subtle Corpus
	4 Say Something Smart
	4.1 Indexing Subtle and Extracting Candidate Answers
	4.2 The Answer Selection Step

	5 Preliminary Evaluation
	5.1 Experimental Setup
	5.2 Should We Take the Different Movies’ Genres into Consideration?
	5.3 Answers Evaluation

	6 Conclusions and Future Work
	References

	Animated Faces, Abstractions and Autism
	1 Introduction
	2 Related Work
	3 Agent Framework
	4 Applications
	5 Conclusions and Future Work
	References

	Is That How Everyone Really Feels? Emotional
Contagion with Masking for Virtual Crowds

	1 Introduction
	2 Related Work
	3 Emotions and Agents
	3.1 Emotional Contagion
	3.2 Emotional Masking

	4 Experimentation
	5 Conclusions
	References

	Narrative Scenarios as a Testbed
for Moral Agents

	1 Introduction
	2 Values and Emotions
	3 Experimental Protocol
	4 Evaluation
	5 Conclusion
	References

	On the Sociability of a Game-Playing Agent:
A Software Framework and Empirical Study


	1 Introduction
	2 Related Work
	3 User Study
	3.1 Experimental Setup
	3.2 Results
	3.3 Discussion

	4 A Software
Framework
	4.1 Commenting System
	4.2 Scenarios and Interruptibility

	5 Conclusions and Future Work
	References

	Effects of Coupling in Human-Virtual Agent
Body Interaction

	1 Introduction
	2 Experiment
	3 Method
	4 Results
	5 Discussion
	6 Conclusions
	References

	Improving Motion Classifier Robustness
by Estimating Output Confidence
	1 Introduction
	2 Model
	3 Preliminary Results
	References

	A Method to Evaluate Response Models
	1 Introduction
	2 Method for Evaluation of Response Models
	2.1 Participants and Evaluation
	2.2 Results and Discussion

	3 Conclusion
	References

	When to Elicit Feedback in Dialogue: Towards a Model Based on the Information Needs of Speakers
	1 Introduction
	2 Background
	2.1 Feedback Elicitation
	2.2 Attributed Listener State

	3 Temporal Dynamics of Attributed Listener State
	4 Modelling the Speakers’ Information Needs
	5 Conclusion
	References

	Representing Communicative Functions in SAIBA with a Unified Function Markup Language
	1 Introduction
	2 Current Status of the FML Discussion
	3 Outline of Important FML Issues
	4 A Unified FML Specification
	4.1 Overview
	4.2 FML Representation: Declaration
	4.3 FML Representation: Body
	4.4 Example Scenario

	5 Conclusions and Future Work
	References

	An Exploratory Analysis of ECA Characteristics
	1 Introduction
	2 Methodology
	3 Results
	References

	Motion Parameterization and Adaptation
Strategies for Virtual Therapists

	1 Introduction
	2 Related Work
	3 Detection of Constraints and Parameterizations
	3.1 Detection of Geometrical Constraints
	3.2 Geometrical Constraint Alignment
	3.3 Detection of Exercise Parameterization

	4 Exercise Parameterization
	5 Real-Time Adaptation
	6 Results and Conclusions
	References

	Corpus Creation and Perceptual Evaluation
of Expressive Theatrical Gestures

	1 Introduction
	2 Related Work
	3 Building the Corpus of Expressive Theatrical Gestures
	3.1 Motivation
	3.2 Selected Scenario and Gestures
	3.3 Expressive Variations
	3.4 Experimental Motion Capture Protocol

	4 Experiments and Results
	4.1 Stimuli Creation
	4.2 Participants and Duration of Each Study
	4.3 First Experiment: Everyday Life Movements vs. Skilled Theatrical Movements

	4.4 Second and Third Experiment: Perception of Emotion in Isolated Gestures and Sequences


	5 Conclusions
	References

	From Non-verbal Signals Sequence Mining to Bayesian Networks for Interpersonal
Attitudes Expression
	1 Introduction
	2 Related Work
	3 Multimodal Corpus
	4 Mining Frequent Sequences Characterizing Attitudes
	5 Model of Non-verbal Signals Sequences Generation for
Expressing Attitudes
	5.1 Building Minimal Sequences Expressing the Input FML
	5.2 Generating New Sequences
	5.3 Selecting the Final Sequence

	6 Evaluation
	6.1 Study Design
	6.2 Results

	7 Discussion
	8 Conclusion
	References

	ERiSA: Building Emotionally Realistic Social
Game-Agents Companions

	1 Introduction
	2 Related Work
	3 The ERiSA Framework
	4 Automatic Behaviour Modelling
	5 Experimental Methodology: The Smile Game
	5.1 The Smile Game Recordings
	5.2 The Smile Game Flow
	5.3 Evaluation

	6 Conclusion and Future Work
	References

	Building Virtual Humans with Back Stories: Training Interpersonal Communication Skills in Medical Students
	1 Introduction
	2 Related Work
	2.1 Patient Shadowing
	2.2 Virtual Humans with Back Story
	2.3 Cutscenes
	2.4 Virtual to Real Behavioral Change

	3 Background
	3.1 Empathy
	3.2 The Sims

	4 Study
	4.1 Scenarios
	4.2 Cutscenes
	4.3 Evaluation

	5 Results
	5.1 Standardized Patient Communication Checklist
	5.2 ECCS

	6 Discussion
	7 Limitation and Future Work
	8 Conclusion
	References

	Agents Behavior Semi-automatic Analysis
through Their Comparison to Human Behavior
Clustering

	1 Introduction
	2 Related Works
	2.1 Objective Approach
	2.2 Subjective Approach

	3 Behavior Analysis and Evaluation Method
	4 Evaluation
	4.1 Case Study
	4.2 Results
	4.3 Discussion

	5 Conclusion and Perspectives
	References

	Upper Body Animation Synthesis
for a Laughing Character

	1 Introduction
	2 Dataset
	3 Head and Torso Motion Synthesis
	4 Experiments
	4.1 Objective Evaluation
	4.2 Subjective Evaluation
	4.3 Discussion

	5 Conclusion
	References

	Simulating Deceptive Cues of Joy
in Humanoid Robots

	1 Introduction
	2 Background
	3 Facial Deception Cues for a Humanoid Robot
	4 Preliminary Study
	5 Conclusions and Future Work
	References

	Recommendations for Designing Maximally Effective and Persuasive Health Agents
	1 Introduction
	2 Tailoring and Customization
	3 Perceived Agency
	4 Realism
	5 Conclusions
	References

	Recorded Speech, Virtual Environments, and the Effectiveness of Embodied Conversational Agents
	1 Introduction
	2 The Agent’s Voice
	3 Increasing Engagement
	4 Versions of the Game
	5 Results
	References

	Exploring the Difference of the Impression on Human and Agent Listeners in Active Listening Dialog
	1 Introduction
	2 Related Works
	3 Active Listening Experiment
	4 Conclusion
	References

	Planning Motions for Virtual Demonstrators
	1 Introduction
	2 Related Work
	3 Modeling Demonstrative Tasks
	4 Placement
	5 Locomotion Synthesis
	6 Action Synthesis
	7 Locomotion-Action Coordination
	8 Engagement Module
	9 Results and Discussion
	10 Conclusion
	Appendix
	References

	With Us or Against Us: Simulated Social Touch
by Virtual Agents in a Cooperative
or Competitive Setting

	1 Introduction
	2 Related Work
	3 System Design
	4 Experiment Configuration and Game
	5 Experiment
	6 Discussion and Conclusions
	References

	A Step towards Modelling Group Behaviour in Autonomous Synthetic Characters
	1 Introduction
	2 Background
	2.1 Group Dynamics
	2.2 Fundamental Interpersonal Relations Orientation (FIRO)
	2.3 The Postulate of Group Development

	3 Group Dynamics Based Agent Model
	4 Summary
	References

	Dynamical Systems to Account for Turn-Taking
in Spoken Interactions

	1 Introduction
	2 Conceptual Model for Turn Management
	2.1 Turn-Taking without Prediction
	2.2 Behavioral Architecture

	3 Results
	4 Conclusion
	References

	Virtual Reflexes
	1 Introduction
	2 Related Work
	3 Virtual Reflex Architecture
	4 Neuropsychological Basis
	5 Case: Aggression De-escalation
	5.1 Behavior Generation and Virtual Reflex-Loops Example
	5.2 Virtual Reflex-Based Scenario Formalization

	6 Conclusions
	References

	Ascribed Gender and Characteristics of a Visually Androgynous Teachable Agent
	1 Introduction
	2 Study
	3 Conclusion and Discussion
	References

	Full Body Interaction with Virtual Characters
in an Interactive Storytelling Scenario

	1 Introduction
	2 Full Body Interaction in Traveller
	3 Preliminary Evaluation
	4 Conclusion and Future Work
	References

	Effects of an Agent's Displaying Self-adaptors during a Serious Conversation
	1 Introduction
	2 Development of the Agent
	2.1 Agent Design
	2.2 Agent Interaction M Method

	3 Evaluation Experiments
	3.1 Experimental Design and Conversational Scenarios
	3.2 Experimental Procedure and Questionnaires

	4 Results
	4.1 Analysis of Impression Evaluation Questionnaire
	4.2 Analysis of Post-experiment Questionnaire

	5 Discussion
	5.1 Discussion of Impression Evaluation of the Agents and Interactions
	5.2 Discussion of Post-experiment Questionnaire Analysis Results

	6 Conclusions
	References

	Let’s Be Serious and Have a Laugh: Can Humor Support Cooperation with a Virtual Agent?
	1 Introduction
	2 Theoretical Background
	3 Method
	4 Results
	5 Discussion
	References

	Towards Realistic Female Avatar Creation
	1 Introduction
	2 Realistic Avatar Creation
	References

	Metaphoric Gestures: Towards Grounded
Mental Spaces

	1 Introduction
	2 Related Work
	3 Model
	4 Implementation
	4.1 Mental Space
	4.2 Grounded Conceptualizer
	4.3 Gesture Mapper
	4.4 Other examples

	5 Discussion
	References

	From Data to Storytelling Agents
	1 Introduction
	2 The
Scheherazade System
	References

	Building Community and Commitment with a
Virtual Coach in Mobile Wellness Programs

	1 Introduction
	2 Design and Empirical Evaluation
	3 Experimental Results
	4 Conclusions and Future Work
	References

	Look on the Bright Side: A Model of Cognitive
Change in Virtual Agents

	1 Introduction
	2 Related Work
	3 A Model of Cognitive Change
	3.1 Theoretical Roots
	3.2 The Modelling of Reappraisal as Cognitive Change

	4 Initial Evaluation
	5 Conclusions and Further Work
	References

	Naturalistic Pain Synthesis for Virtual Patients
	1 Introduction
	1.1 Our Work and Contribution

	2 Methodology
	2.1 Background
	2.2 Overview of Our Work
	2.3 Source Video Acquisition
	2.4 Feature Extraction
	2.5 Avatar Model Creation
	2.6 Stimuli Creation and Labeling

	3 Results
	3.1 Summary of Key Findings
	3.2 Regression Method

	4 Discussion
	References

	Generative Models of Cultural
Decision Making for Virtual Agents
Based on User’s Reported Values

	1 Introduction
	2 Background
	2.1 The Multi Attribute Relational Value Decision Making Model
	2.2 Self Reported Values in Games with MARV Survey

	3 Mapping the Reported Survey Values to Utility Valuation Functions
	4 Evaluation
	5 Conclusions and Future Work
	References

	Mapping Personality to the Appearance
of Virtual Characters Using Interactive Genetic
Algorithms

	1 Introduction
	2 Mapping Personality to Appearance
	3 Conclusions and Future Work
	References

	Towards a Computational Architecture of
Dyadic Rapport Management for Virtual Agents

	1 Introduction and Related Work
	2 Towards a Computational Architecture of Rapport
	3 Concluding Remarks
	References

	A Cognitive Model of Social Relations
for Artificial Companions

	1 Introduction
	2 Related Work
	3 A Cognitive Model of Social Relations
	3.1 Liking
	3.2 Dominance

	4 Conclusion
	References

	An Eye Tracking Evaluation of a Virtual
Pediatric Patient Training System for Nurses

	1 Introduction
	2 Related Work
	2.1 Simulation Learning and Training
	2.2 Communication and Interaction
	2.3 Eye Tracking

	3 System Description
	4 Experiments
	4.1 Experimental Description
	4.2 Experimental Procedures
	4.3 Participants

	5 Results
	5.1 Eye Tracking
	5.2 Qualitative Feedback

	6 Discussion
	7 Future Work
	References

	Personalization and Personification:A Constructive Approach
Based on Parametric Agents
	1 Scenario
	2 PAGE
Process
	3 Agent Modification
	4 Conclusion
	References

	Interpersonal Attitude of a Speaking Agent
in Simulated Group Conversations

	1 Introduction
	2 Our Augmented Behavior Planner

	2.1 Two-Stage Influence
	2.2 Combining the Models

	3 Implementation
	4 Conclusion
	References

	Birth Control, Drug Abuse, or Domestic Violence? What Health Risk Topics Are Women Willing to Discuss with a Virtual Agent?
	1 Introduction
	2
Related Work
	3 Context of the Study: The Preconception Care Virtual Agent
	4 Analysis of Health Risks Women Choose to Discuss
	4.1 Clinical Trial Methods
	4.2 Auxiliary Data
	4.3 Results

	5 Discussion, Conclusions, and Future Work
	References

	Evaluating the Impact of Anticipation on the Efficiency and Believability of Virtual Agents
	1 Introduction
	2 Anticipatory Module
	3 Empirical Evalu uation
	4 Conclusion
	References

	Developing Interactive Embodied Characters
Using the Thalamus Framework:
A Collaborative Approach

	1 Introduction
	2 Related Work
	3 Thalamus as a Modular Framework for Interactive Embodied Agents
	3.1 Motivation
	3.2 Architecture
	3.3 Implementation and Development Workflow

	4 Case Study: The Modular Wizard-of-Oz
	4.1 Collaborative Platform for Large-Scale Agent Development
	4.2 Interactive Scenarios
	4.3 Feedback from the Developers

	5 Conclusions and Future Work
	References

	The Right Agent for the Job?
	1 Introduction
	2 Related Work
	2.1 Effects of Rendering Styles
	2.2 Effects of Character Proportions
	2.3 Effects of Realism
	2.4 Effects of Agent Appearance on Tasks

	3 The Renderlab System
	4 Experiment 1: Shading Styles
	4.1 Methods
	4.2 Participants
	4.3 Results
	4.4 Manipulation Check
	4.5 Outcome Analysis
	4.6 Discussion

	5 Experiment 2: Character Proportions
	5.1 Methods
	5.2 Results
	5.3 Manipulation Check
	5.4 Outcome Analysis
	5.5 Discussion

	6 Conclusion
	References

	Exploring Gender Biases with Virtual Patients
for High Stakes Interpersonal Skills Training
	1 Introduction
	2 Related Work
	3 System Description
	4 User Study
	5 Results
	6 Discussion
	7 Limitations
	8 Conclusions
	References

	A Qualitative Evaluation of Behavior during
Conflict with an Authoritative Virtual Human


	1 Introduction
	2 Related Work
	3 Methodological Approach
	4 The Speaking Up Exercise
	4.1 The Virtual Human Technology
	4.2 Study Procedure
	4.3 Participants

	5 Results and Discussion
	5.1 Participant Behavior during the Speaking Up Moment
	5.2 Real World Motivations for Participant Behavior
	5.3 Impressions about Training with Virtual Humans

	6 Conclusions and Future Work
	References

	Steps towards a Challenging Teachable Agent
	1 Introduction and Background
	2 The Guardian of History – TA-Based Learning Environment
	3 Study
	3.1 Research Question 1 – Students Responses to CTA Behaviour
	3.2 Research Question 2 – Perception of Collaboration with the CTA

	4 Conclusions and Future Work
	References

	Large-scale Collection and Analysis of Personal
Question-Answer Pairs for Conversational
Agents

	1 Introduction
	2 Development of a PDB
	3 Analysis of the PDB
	3.1 Question Categories
	3.2 Answer Types and Extended Named Entities
	3.3 Topic Labels

	4 Conclusion
	References

	Design Guidelines for a Virtual Coach
for Post-Traumatic Stress Disorder Patients

	1 Introduction
	2 Structured Interviews
	3 Discussion and Conclusion
	References

	A Virtual Therapist for Speech and Language Therapy
	1 Introduction
	1.1 Treatment with a Virtual Speech Therapist
	1.2 Related Approaches in Other Areas

	2 Modeling and Implementation
	2.1 Visual Animation
	2.2 Tele-rehabilitation

	3 Clinical Application
	3.1 Methodology
	3.2 Effect of Cuing on Treatment over Time

	4 Discussion and Conclusions
	References

	AsapRealizer 2.0: The Next Steps in Fluent Behavior Realization for ECAs
	1 Introduction
	2 Motivation
	3 Fluent Behavior Realization Capabilities
	3.1 Incremental Plan Construction
	3.2 Graceful Interruption
	3.3 Adaptation of Ongoing Behavior

	4 Comparison with Other Realizers
	5 The Bigger Picture: The Articulated Social Agents Platform
	6 Discussion
	References

	A Data-Driven Method for Real-Time Character
Animation in Human-Agent Interaction
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Creating Posture Spaces
	3.2 Selecting an Interaction Template
	3.3 Identifying Matching Motions
	3.4 Extracting a Suitable Pose
	3.5 Optimizing a Characters Response

	4 Evaluation
	5 Discussion
	6 Conclusion
	References

	Compound Gesture Generation:
A Model Based on Ideational Units

	1 Introduction
	2 Background Theory
	3 Gesture Model Description
	3.1 Hierarchical Unit Structure
	3.2 System of Constraints

	4 Framework
	4.1 Behavior Planning
	4.2 Behavior Realization

	5 Related Work
	6 Results
	7 Discussion
	References

	Statistical Dialog Manager Design Tool
for Health Screening and Assessments


	1 Introduction and Related Research
	2 Approach
	3 Conclusion and Future Work
	References

	Towards Learning Nonverbal Identities from the Web: Automatically Identifying Visually Accentuated Words
	1 Introduction
	2 Related Work
	3 Vision: Learning Nonverbal Identities from the Web
	4 Experiments: Identifying Visually-Accentuated Words
	5 Results and Discussion
	6 Conclusion and Future Work
	References

	Maintaining Continuity in Longitudinal, Multi-method Health Interventions Using Virtual Agents: The Case of Breastfeeding Promotion
	1 Introduction
	2 The Importance of Breastfeeding
	3 Related Work
	4 Design of a Virtual Agent for Breastfeeding Promotion
	4.1 Intervention Methods, Modalities, and Media

	5 Pilot Evaluation Study
	6 Ongoing Clinical Trial
	6.1 Measures
	6.2 Procedure
	6.3 Preliminary Clinical Trial Results

	7 Conclusions and Future Work
	References

	Towards a Dyadic Computational Model
of Rapport Management for Human-Virtual
Agent Interaction

	1 Introduction
	2 Theoretical Framework for Rapport Management
	3 Towards a Computational Model of Rapport Management
	3.1 Examples from Corpus Data

	4 Related Work
	5 Conclusion and Future Work
	References

	Agent-User Concordance and Satisfaction with a Virtual Hospital Discharge Nurse
	1 Introduction
	2
Related Work
	3
The Virtual Hospital Discharge Nurse
	4
Randomized Clinical Trial
	4.1 Clinical Trial Methods
	4.2 Results
	4.3 Factors Predicting Perceived Similarity with the Agent
	4.4 Discussion

	5 Conclusions and Future Work
	References


	Author Index



