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Preface

Intelligent virtual agents (IVAs) are autonomous, graphically embodied agents
in an interactive 2D or 3D virtual environment. Although IVAs encompass a
broader range of topics, there is a primary focus on simulating the verbal and
nonverbal communicative behavior of animated humanoid agents, either among
themselves or with one or more humans. The construction of such agents is
an interdisciplinary endeavor, requiring the integration of theories and findings
from linguistics, psychology, sociology, cognitive science, communication, and
interactive media, in addition to the core disciplines of computer science and
artificial intelligence. The end goal is to construct animated characters that
exhibit realistic, life-like behavior when interacting with people in real or virtual
environments.

The IVA conference was started in 1998 as a workshop at the European Con-
ference on Artificial Intelligence on Intelligent Virtual Environments in Brighton,
UK, which was followed by a similar one in 1999 in Salford, Manchester, UK.
Then dedicated stand-alone IVA conferences took place in Madrid, Spain, in
2001, Irsee, Germany, in 2003, and Kos, Greece, in 2005. Since 2006 IVA has
become a full-fledged annual international event, which was first held in Marina
del Rey, California, then Paris, France, in 2007, Tokyo, Japan, in 2008, Ams-
terdam, The Netherlands, in 2009, Philadelphia, Pennsylvania, USA, in 2010,
Reykjavik, Iceland, in 2011, Santa Cruz, USA, in 2012, and Edinburgh, UK, in
2013.

IVA 2014 was held in Boston, USA. The special topic of this conference
was virtual agents in healthcare. With the world’s aging population, increasing
prevalence of chronic diseases and obesity in the developing world, and esca-
lating health costs, health represents one of the most important research areas
for societal impact. There is a growing body of research on technologies to pro-
mote healthy behavior, which has the promise to greatly improve the health
of all populations. There has also been an increasing amount of work on IVAs
designed to counsel and persuade users to exercise more, take their medication,
perform physical rehabilitation exercises, and other health behaviors, as well
as to provide companionship and social support, especially for the elderly. The
conference was held at Northeastern University, which has a wide range of ed-
ucation and research programs in health informatics, and is situated near the
Longwood Medical Area in Boston, home to Harvard Medical School and six
world-renowned hospitals and medical research institutions, as well as Boston
Medical Center, the site of multiple virtual agent health interventions. Two of the
keynotes were given by physicians: Dr. Joseph Kvedar, director of the Partner’s
Center for Connected Health—the world’s premier telemedicine organization,
affiliated with Harvard Medical School—and Dr. Michael Paasche-Orlow, an
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internist at Boston Medical Center, and world expert on the problem of health
literacy.

IVA 2014 received 78 submissions. Out of the 64 long paper submissions,
only 14 were accepted for the long papers track. Furthermore, there were 24
short papers presented in the single-track paper session and 25 demo and poster
papers were on display.

This year’s IVA also included four workshops that focused on “Architec-
tures and Standards for IVAs,” “Affective Agents,” “Models of Culture for In-
telligent Virtual Agents,” and “Playful Characters.” There was also a Doctoral
Consortium where PhD students received feedback from peers and established
researchers.

IVA 2014 was locally organized by the College of Computer and Information
Science (CCIS) at Northeastern University. We would like to thank the scientific
committees that helped shape a quality conference program, the Senior Program
Committee for taking on great responsibility and the Program Committee for
their time and effort. We also want to thank our keynote speakers for cross-
ing domains and sharing their insights with us. Furthermore, we would like to
express thanks to Dina Utami who oversaw the poster session, Arno Hartholt,
who oversaw the demo session, and Margot Lhommet, who organized the four
workshops co-located with IVA. We are grateful for the logo design contributed
by Zachary Berwaldt and the timely conference system support from Thomas
Preuss. Finally, we would like to express our thanks to Lin Shi, who managed a
significant portion of the conference organization and logistics.

June 2014 Timothy Bickmore
Stacy Marsella
Candace Sidner
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Using Virtual Doppelgingers to Increase Personal
Relevance of Health Risk Communication

Sun Joo (Grace) Ahn', Jesse Foxz, and Jung Min Hahm!

! University of Georgia, Athens, GA, USA
{sjahn, jungmin}@uga.edu
2 The Ohio State University, Columbus, OH, USA
fox.775C@osu.edu

Abstract. Virtual doppelgéingers are human representations in virtual environ-
ments with photorealistic resemblance to individuals. Previous research has
shown that doppelgingers can be effective in persuading users in the health
domain. An experiment explored the potential of using virtual doppelgéngers in
addition to a traditional public health campaign message to heighten the percep-
tion of personal relevance and risk of sugar-sweetened beverages. Both virtual
doppelgingers and an unfamiliar virtual human (i.e., virtual other) used in addi-
tion to a health pamphlet were effective in increasing risk perception compared
to providing just the pamphlet. Virtual doppelgéingers were more effective than
virtual others in increasing perceived personal relevance to the health message.
Self-referent thoughts and self presence were confirmed as mediators.

Keywords: Agents, Avatars, Health Technology, Virtual Environments, Presence.

Sugar-sweetened beverages (SSBs) have recently garnered much negative attention
with the increasing concern for rising rates of obesity [1]. A flood of health promotion
campaigns has been launched in an effort to counteract the prevalence of SSB con-
sumption and some governments have even proposed a ban on large sized soft drinks
in an attempt to assist the battle against obesity. Virtual health agents provide us with
novel ways to address this health issue. Specifically, this study investigated how the
use of virtual doppelgéngers, or agents designed to look like the self [2], can be used
to effectively change health behaviors.

1 Communicating Health Risk — Challenges for Personal
Relevance

Perhaps one of the greatest challenges that health promotion campaigns face is com-
municating risks in a personally relevant way. Personal relevance is the extent to
which an issue or topic has important personal consequences and/or intrinsic impor-
tance [3]. Some scholars have noted that there lies a social distance between the indi-
vidual and the risk presented in the mediated message wherein the individual does not
feel that the risk is relevant to the self, leading him or her to discredit the personal

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 1-12, 2014.
© Springer International Publishing Switzerland 2014



2 S.J. Ahn, J. Fox, and J.M. Hahm

relevance of the message [4]. This challenge is magnified by the tendency of individ-
uals to underestimate the self’s susceptibility to various health conditions relative to
others [5].

In an effort to overcome this barrier, the focus of health message strategies has
been placed on tailoring messages to individuals rather than expecting the same broad
message to work for everyone [6,7]. By formulating messages that address individual
differences, studies have demonstrated that the tailoring approach is more effective in
promoting desired health behavioral outcomes compared to interventions targeted to
an audience segment [6]. Tenets of the elaboration likelihood model [3] suggest that
personal relevance is increased by way of tailoring, and that increased relevance, in
turn, leads to greater attention and persuasion. Thus, increasing the perceived personal
relevance of a health message seems to be critical in the promotion of desirable health
behaviors and tailored messages seem to be significantly more successful at increas-
ing the relevance compared to traditional means of audience targeting [6].

Computer-tailored messages vary in their modality, level of personalization, and
richness [8]. Much of the existing research on tailoring has focused on emails, web
portals, and text messaging. Virtual health agents provide novel ways to deliver tai-
lored health information, however [9]. The current experiment aims to extend the
state of research on computerized tailoring by using virtual human representations
within immersive virtual environments as a tailoring strategy to maximize the per-
ceived personal relevance of a health message, and ultimately, risk perception. By
shedding light on the underlying mechanisms that render health messages personally
relatable and drive effective risk perceptions, the current study aims to yield findings
that are easily translatable to a wide range of health contexts.

2 Virtual Doppelgingers as a Tailoring Strategy

Virtual doppelgéngers represent the user within immersive virtual environments
(IVEs) and are created with digital photographs of the participant so that they bear
photorealistic resemblance to the self [2]. Thus, by using virtual doppelgingers that
share striking physical similarities with the self to depict realistic future negative con-
sequences, participants may feel as if the negative consequence is actually happening
to him or her. Watching the threat discussed in a health message actually occur to a
virtual entity that looks like the self is likely to decrease the underestimation of the
self’s vulnerability to the risk.

Virtual agents are becoming popular across a variety of health contexts [9, 10,
11,12,13]. In some cases, health interventions using virtual human agents have been
successfully tested for effectiveness in promoting health behaviors (e.g., [14,15]).
Although interactive in nature, these virtual agents did not take advantage of tailoring
and were presented as a single and generic identity for all users, often posing as
guides or coaches. Given the success of tailoring in health messages as well as the
success of virtual agents in health behavior change, combining both concepts to pro-
duce a tailored virtual agent for each user may combine the advantages of both inter-
vention strategies to yield synergistic effects.
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Only a few academic studies have explored the possibility of using virtual dop-
pelgingers to persuade users in the health context, but these initial investigations
suggest that the virtual doppelgiingers may be a powerful vehicle of persuasion. Dop-
pelgingers were more effective in promoting exercise behavior both immediately
after and a day after seeing one’s doppelginger exercising [16]. These studies demon-
strated that the visual stimulus of seeing a negative consequence occurring to the vir-
tual doppelginger is much more powerful in modifying attitudes and behaviors
compared to seeing a negative consequence occurring to a virtual other (i.e., a virtual
human representation of an unfamiliar other). Another study demonstrated that indi-
viduals become physiologically more aroused when they see virtual doppelgingers
than when they see virtual others [17], which may explain their persuasiveness.

Another way of tailoring these health agents is by showing the consequences of a
given health behavior, which can be key to behavior change [18]. IVEs provide a unique
opportunity for users to experience the immediate and future rewards and punishments
of healthy and unhealthy behaviors. For example, users in one study could watch their
own body gain weight as they continuously consumed candy [19]. Another study found
that showing one’s doppelgénger gain weight from not exercising promoted more exer-
cise behavior than showing a generic agent gaining weight [16].

These earlier findings evidence the potential to use virtual agents as change agents
of health behavior by confirming health behavior changes in the real world following
exposure to virtual treatments. The current study strives to extend the earlier work by
applying virtual doppelgidngers in a familiar, everyday healthcare context wherein the
virtual doppelgingers may be used alongside more traditional health messages (i.e.,
pamphlets). Furthermore, the current study focuses on the investigation of underlying
mechanisms that drive future health behavior changes. Insight into the perceptual and
attitudinal influence factors that underlie behavior change will allow theorists and
practitioners to apply the current findings to a wide range of health contexts, above
and beyond the consumption of SSBs.

In this study, the first test will be to explore whether tailoring using virtual humans
(i.e., both virtual doppelgédngers and virtual others) in addition to a traditional health-
care pamphlet will be more effective in increasing risk perception of sugar added
beverages compared to the influence of the traditional pamphlet alone. Earlier IVE
studies have shown that the persuasive effects of IVE-based messages are stronger
compared to traditional print messages [20], and thus we also anticipate that:

H1A: Participants will perceive higher risk when experiencing an IVE after read-
ing a pamphlet compared to the pamphlet-only condition.

H2A: Participants will perceive higher personal relevance when experiencing an
IVE after reading a pamphlet compared to the pamphlet-only condition.

In addition, as earlier IVE research demonstrates that virtual doppelgingers are more
effective than virtual others in promoting a host of desirable attitudes and behaviors,
seeing the negative future consequence of SSB consumption on a photorealistic vir-
tual doppelgédnger is anticipated to be more impactful than seeing it on a virtual other:
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H1B: Participants will perceive higher risk when the future negative consequence
of SSB consumption occurs to a virtual doppelginger compared to a virtual
other.

H2B: Participants will perceive higher personal relevance when the future nega-
tive consequence of SSB consumption occurs to their virtual doppelgédnger
compared to a virtual other.

3 The Mediating Roles of Self Thought and Self Presence

H1 and H2 explore the effectiveness of virtual doppelgéingers, but perhaps a more
interesting question is about the underlying mechanisms that drive the increase in
perceived risk of negative consequences compared to virtual others. Often times,
health treatments are found to be successful, but they can be difficult to extend or
replicate if it is not clear why they are successful. Determining the mechanisms (i.e.,
mediators) driving increases in risk and relevance will clarify why virtual agents are
or are not successful persuaders as well as provide the groundwork to progress theo-
retical developments on the effects of virtual doppelgéngers.

A number of studies have demonstrated that increased perceived personal relev-
ance and risk following messages lead to an increase in behavioral intent [4,5] but not
many studies have investigated what drives this increase in perceived relevance. As
perceived personal relevance is thought to be the main underlying mechanism driving
tailoring effects and one of the main challenges of health message effectiveness [7],
the current study will extend earlier research to explore the underlying processes of
personal relevance. Thus, by identifying these mediators, we will glean a greater un-
derstanding of how and why virtual agents can make health messages seem more
relevant to users.

Earlier findings, albeit in an advertising context, have confirmed that experiencing
virtual simulations through a virtual human identified as the self triggered more self-
referent thoughts (i.e., thinking about the self in relation to the virtual experiences)
than experiencing those simulations through a virtual human unidentifiable as the self.
These self-referent thoughts encouraged individuals to associate the experiences of
the virtual self to the physical self [21] and resulted in stronger persuasive effects.
Similarly, we posit that vicariously experiencing the negative consequence of SSB
consumption via a virtual doppelgédngers in addition to the traditional health message
would lead individuals to more self-referent thoughts (i.e., thinking about the self in
relation to the negative consequences) than vicariously experiencing the negative
consequence via virtual others. Having self-referent thoughts is anticipated to lead to
perceptions of personal relevance toward the message:

H3: Self-referent thoughts will mediate the relationship between experimental
conditions (virtual doppelgidnger vs. virtual other) and perceived personal
relevance of the health message.

Furthermore, in order for participants to feel that a risk discussed in a health message is
personally relevant, the negative consequence occurring to their virtual doppelgéngers
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would have to feel genuine. Perceived realism of virtual experiences, or the sense of
“being there” in the mediated environment [22], has been shown to favorably influence
a wide range of outcomes. Specifically, presence has been shown to maximize the ef-
fects of doppelgéngers [19]. Particularly relevant in the current context of increasing the
personal relevance of health messages through virtual doppelgéngers is the concept of
self presence, or the close mental mapping of the user’s physical body to a virtual body
[23]. Thus, we expect that:

H4: Self presence will serve as a mediator between experimental conditions (vir-
tual doppelgénger vs. virtual other) and perceived personal relevance of the
health message.

4 Methods

4.1 Sample and Procedure

The effect of three conditions on perceived personal relevance and risk of SSB con-
sumption was assessed with a convenience sample of 47 participants (11 males, age
M = 17.70, SD = 7.54) recruited from a large Southern university and offered course
credit for participation. One week before the experiment, participants had their photo-
graph taken for the creation of the virtual doppelgéingers.

At the time of the experiment, all participants received the Pouring on the Pounds
pamphlet and were instructed to read it carefully. After reading the pamphlet, partici-
pants were randomly assigned to one of three conditions: control (n = 16), virtual
doppelgénger (n = 16), and virtual other (rn = 15). Participants in the control condition
completed survey measures after reading the pamphlet. Participants in the virtual
doppelginger and virtual other conditions were immersed in the IVE to vicariously
experience the negative consequences of SSB consumption.

The IVE system used in the treatment conditions implemented a head-mounted
display (HMD; VR2000 Ruggedized Pro) providing three-dimensional perception
through stereoscopic views of the virtual world. The resolution was 1024 x 768 XGA
with 45 degrees field of view. An orientation sensor with six degrees of freedom and
an update rate of 125Hz was attached to the HMD to allow participants to control
their field of view using naturalistic head movements. Finally, stereo audio informa-
tion was delivered through the headphones of the HMD to present realistic sounds.

In the IVE, a virtual room was shown with either a virtual doppelgédnger or a vir-
tual other standing, consuming one soft drink a day for two years and consequently
gaining weight. The virtual other was the representation of the participant preceding
the current participant that matched in gender and ethnicity. As the virtual human
consumed the soft drink, its body grew larger due to weight gain. The ten pounds a
year in fat that the virtual human gained was also visually and aurally depicted as
piles of fat splattering onto a digital scale. Figure 1 depicts the IVE treatment.
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Fig. 1. Participants saw either a virtual doppelgénger or a virtual other standing in a room,
holding a soft drink bottle (A). As the virtual human begins drinking from the bottle, the calen-
dar and clock portray the rapid passing of time, and fat begins to fall on the digital scale (B).
After one year of consuming soft drinks, the virtual human has gained ten pounds (C). At the
end of two years, the virtual human has gained a total of 20 pounds as shown on the scale (D).

4.2  Dependent Measures

Risk Perception. Three 5-point interval scale items asked participants the extent to
which they thought they and their friends were at risk of and concerned about gaining
weight as a result of drinking SSBs. The three items were averaged to create a single
index for risk perception (Cronbach’s o = .72).

Personal Relevance. A 5-point interval scale item asked participants how personally
relevant the issue of gaining weight as a result of SSB consumption is to them.

Self-referent thoughts. Cognitive responses to the experimental stimuli were as-
sessed using the thought-listing procedure [24]. Immediately following experimental
treatments, participants were asked to freely write down as many thoughts as they
had. The total number of self-referent thoughts (e.g., “I need to stop drinking Coke,”
“I should cut down on my soda consumption,” “I hope I don’t look like that”) were
counted and divided by the total number of thoughts (Min = 1, Max = 12, M = 6.05, SD
= 2.67) in order to account for the individual differences in cognitive processes. This
measure was only collected in the virtual doppelgéinger and virtual other conditions.

Self Presence. Five 5-point interval scale items adapted from prior studies [19, 25]
asked participants the extent to which they felt that if something happened to the vir-
tual human it was happening to them; the virtual human was their own body; they
were in the virtual human’s body; the virtual human was an extension of them; and
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the virtual human was them. The five items had high reliability, with Cronbach’s o =
.90, and were averaged to create a single index of self presence. This measure was
only collected in the virtual doppelginger and virtual other conditions.

Game Play (Covariate). A single open-ended item asked participants the average
number of hours a week they spend playing video, computer, mobile, and arcade
games, and was controlled for in the ensuing analyses.

5 Results

HIA and HIB were tested with an ANCOVA with experimental condition as the
independent variable, risk perception as the dependent variable, and game play as the
covariate. Results revealed a significant main effect of condition, F(1, 43) =5.38,p =
.008, 1= .20. A post hoc analysis using Fisher’s Least Significant Difference (LSD)
revealed that both virtual doppelgingers (M = 2.80, SD = .84) and virtual others
(M =3.02, SD = .90) were equally influential in increasing perceived risk compared to
the control group (M = 2.18, SD = .49). H1 A was supported; H1B was not.

H2A and H2B were tested with an ANCOVA with experimental condition as the
independent variable, personal relevance as the dependent variable, and game play as
the covariate. Results revealed a significant main effect of experimental condition,
F(1, 43) = 3.56, p = .04, n2: .14. A post hoc analysis using Fisher’s LSD revealed
that virtual doppelgéngers (M = 3.24, SD = 1.28) promoted a significantly higher level
of personal relevance to the health message compared to the control (M = 2.20, SD =
.83) and the virtual other (M = 2.47, SD = 1.24) conditions, which did not significant-
ly differ. Thus, H2A and H2B were both supported.

The PROCESS path-analysis macro for SPSS [26] was used to test the mediation
models for H3 and H4. To test H3, experimental conditions were coded (virtual oth-
ers = 0, virtual doppelgdngers = 1) and entered as the independent variable; self-
referent thought was entered as the mediator; personal relevance as the dependent
variable; and game play as the control variable. Bootstrapping methods were used and
results of the direct and indirect effects are reported in Table 1. Results indicated that
self-referent thought has a strong relationship with relevance; thinking about the nega-
tive consequences in terms of the self encouraged participants to consider the health
message to be personally relevant. Further, self-referent thought mediated the rela-
tionship between experimental condition and personal relevance. Seeing the virtual
doppelgénger led to more self-referent thinking about negative consequences than
seeing the virtual other, and thinking more about the self led to greater perceived re-
levance to the message. Thus, H3 was supported.

The PROCESS path-analysis macro was used again to test H4. Experimental con-
dition was entered as the independent variable; self presence was entered as the me-
diator; personal relevance as the dependent variable; and game play as the control
variable. Bootstrapping methods were used and results of the direct and indirect
effects are reported in Table 2. Results indicated that self presence has a strong
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Table 1. Regression Weights, Indirect Effects Showing Mediation, Bootstrap 95% Confidence
Interval, Lower and Upper Bounds

Bootstrap
95% CI
Regression Weights Coefficient SE Lower  Upper
Direct Effects
Condition = Self Thoughts™ .22 12 -.022 468
Condition - Relevance 37 46 -.586 1.320
Self Thoughts = Relevance* 1.75 .69 330 3.171
Indirect Effects Effect Size  Bootstrap SE
Condition = Self Thoughts .39 23 .085 1.111

- Relevance*
Note. SE = standard error; CI = confidence interval.
Bootstrap resampling = 1000. ** p < .01, * p <.05, * p = .06.

relationship with relevance; perceiving that the negative consequences occurring to the
virtual human is real encouraged participants to consider the health message to be per-
sonally relevant. Self presence mediated the relationship between experimental condi-
tion and personal relevance. Therefore, experiencing presence while experiencing the
negative consequence occurring to the virtual doppelginger was more effective in
heightening personal relevance compared to the virtual other. Thus, H4 was supported.

Table 2. Regression Weights, Indirect Effects Showing Mediation, Bootstrap 95% Confidence
Interval, Lower and Upper Bounds

Bootstrap
95% CI
Regression Weights Coefficient SE Lower  Upper
Direct Effects
Condition - Self Presence™ .55 .28 -.028 1.128
Condition = Relevance 24 43 -.646 1.130
Self Presence = Relevance®* .94 27 .380 1.497
Indirect Effects Effect Size =~ Bootstrap SE
Condition = Self Presence .52 32 .060 1.470

- Relevance*
Note. SE = standard error; CI = confidence interval.
Bootstrap resampling = 1000. ** p < .01, * p < .05, " p = .06.

6 Discussion

Using virtual humans within IVEs in addition to a traditional health pamphlet
was more effective in heightening perceptions of personal relevance and risk than a
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non-tailored pamphlet developed for the general population. Furthermore, virtual
doppelgingers were more influential than virtual others in increasing perceived per-
sonal relevance of the risk of SSB consumption as described in the pamphlet. Two
underlying mechanisms seem to be driving the increase in perceived relevance—self-
referent thoughts and self presence.

The findings suggested that using virtual humans, in general, to deliver vicarious
experiences of future negative consequences augments the effects of traditional health
messages by heightening perceived risk perceptions and is more effective than the
baseline of using traditional media alone. As heightened risk perception has been
considered as one of the main motivators of behavior change [27], these results imply
that IVEs may be valuable contributors to public health campaigns.

Furthermore, the results yielded insight into the perception of personal relevance,
which has been shown to encourage attention [6] and elaborated processing of infor-
mation [3]. Although virtual humans in general were effective in increasing risk per-
ception, virtual doppelgidngers were significantly more effective in increasing the
perception of personal relevance compared to virtual others. Because virtual dop-
pelgingers display a photorealistic similarity with the individual, it may have been
difficult to ignore or underestimate the self’s vulnerability to the risk discussed in the
message. Conversely, it may have been easier to discount the risk when the negative
consequence occurred to an unfamiliar other, as is often the case with non-tailored
health messages [5]. As perceived personal relevance is thought to be the main driver
of tailoring effects [7], these results suggest that optimal tailoring effects may be
reaped by photorealistically tailoring each virtual human to each individual.

The virtual doppelgéingers’ influence on perceived personal relevance was driven
by both self-referent thoughts and self presence. Perceived realism of a mediated ex-
perience leading to heightened perceptions of personal relevance and risk in the con-
text of health communication has also been demonstrated with traditional media [4].
Current results extend these earlier findings by indicating that it is not only the real-
ism of the vicarious experience, but also the extent to which the experience brings
forth self-referent thoughts that lead to increase in personal relevance. As Bandura
[18] noted, it seems to be a combination of environmental stimuli and cognitive
processing of the stimuli that leads to potential behavioral modification. This suggests
that regardless of the realism of the material delivered by advanced digital media, the
message may be ineffective if it fails to elicit self-referent thoughts in relation to the
health issue discussed in the message.

The incorporation of virtual doppelgingers within traditional health promotion
campaigns seems to be a timely endeavor. As only two digital photographs were used
to create the virtual doppelgingers, and as social media users inundate the virtual
space with photos of themselves, the implementation of virtual doppelgéngers within
the social media space is particularly feasible. The simplicity of the design of these
virtual agents and simulations yields promising practical implications outside the
virtual space as well. This is particularly true as participants in the current study were
given only limited interactivity with the virtual simulation. The current findings sug-
gest that virtual health agents may serve as effective change agents by having individ-
uals merely view the negative health consequences of their virtual doppelgéingers and
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may be easily applicable to a wide range of health contexts. For instance, these agents
may be a simple, yet effective, health intervention technique to be used in doctor’s
offices along with traditional health pamphlets. By presenting patients with a brief
simulation featuring a virtual agent that looks photorealistically like the patient in
addition to the pamphlets typically offered during office visits, doctors might be able
to effectively encourage the patients to think more seriously about the risk and how
relevant it is to themselves. Furthermore, with the increasing popularity of gaming
technology such as the Microsoft Kinect and the Oculus Rift, IVE systems are increa-
singly becoming accessible, affordable, and ubiquitous. Moreover, virtual dop-
pelgingers offer high scalability and may be used across different media platforms
ranging from mobile devices to desktop computers; applied in health messages deal-
ing with a variety of topics; and sent to existing IVE systems at home en masse so that
individuals may be exposed to valuable health messages in the comforts of their own
homes.

One limitation is that the current study used a relative small sample comprised of
college students. The relatively young sample of research participants is highly rele-
vant for studying SSB consumption [28], and the partial eta-squared values suggest
sufficient level of power despite the small sample size. However, future studies
should investigate the effects of virtual doppelgédngers across a wider range of popula-
tions and with a larger sample for greater accuracy and generalizability of results.
This study also only included a single treatment. Longitudinal research should be
pursued to examine the effects over time. Finally, in this study, we did not measure
users’ reactions to doppelgédngers. In some cases, realistic virtual agents can fall into
the uncanny valley, and users have aversive reactions [29], which would likely negate
the effects of a health message.

In sum, virtual doppelgéingers present a promising novel approach that fuses tradi-
tional tailoring strategies with advanced digital technology. Within the timely context
of reducing SSB consumption, virtual doppelgéngers offer a unique yet feasible and
translatable solution in a world inundated with advertising and promotions. With the
continuing advancement of digital media technologies, the capacity of virtual dop-
pelgéngers to serve as powerful amplifiers of message effects seems limitless.
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Abstract. Even when the role of a conversational agent is well known users
persist in confronting them with Out-of-Domain input. This often results in in-
appropriate feedback, leaving the user unsatisfied. In this paper we explore the
automatic creation/enrichment of conversational agents’ knowledge bases by tak-
ing advantage of natural language interactions present in the Web, such as movies
subtitles. Thus, we introduce Filipe, a chatbot that answers users’ request by tak-
ing advantage of a corpus of turns obtained from movies subtitles (the Subtle
corpus). Filipe is based on Say Something Smart, a tool responsible for index-
ing a corpus of turns and selecting the most appropriate answer, which we fully
describe in this paper. Moreover, we show how this corpus of turns can help an
existing conversational agent to answer Out-of-Domain interactions. A prelimi-
nary evaluation is also presented.

1 Introduction

The number of organisations providing virtual assistants is increasing. Examples of
such assistants are Siri, from Apple, IKEA’s Anna, or Monserrate’s butler, Edgar Smith
[5]. Yet, even when their roles are well known — for instance, answering questions about
a specific domain or performing some pre determined task — users persist in confronting
them with Out-of-Domain (OOD) input, that is, personal questions, requests about the
weather, or about other topics unrelated with their tasks. Although it might be argued
that such systems should only be focused in their own pre-defined functions, the fact is
that people become more engaged with these applications if OOD requests are properly
addressed [11]. Therefore, current approaches usually anticipate some OOD requests
and handcraft answers for them. However, it should be clear that it is impossible to
predict all the possible sentences that can be submitted to such agents.

An alternative solution to deal with OOD requests is to explore the (semi-)automatic
creation/enrichment of the knowledge base of virtual assistants/chatbots by taking ad-
vantage of the vast amount of dialogues present in the web. Recently, Banchs and Li
introduced /RIS [3], a chatbot that has in its knowledge base a corpus of interactions
extracted from movie scripts (the MovieDiC corpus [2]). In this paper we take this idea
one step further, and, instead of movie scripts, we propose the use of movie subtitles to
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(© Springer International Publishing Switzerland 2014
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build a chatbot’s knowledge base from scratch, and also to deal with the OOD requests
of an existing conversational agent. Although less precise, Subtitles are easier to find
and are available in almost every language; in addition, as large amounts of subtitles
can be found, linguistic variability can be covered and redundancy can be taken into
consideration (if a turn is repeatedly answered in the same way, that answer is proba-
bly a plausible answer to that turn). Therefore, in this paper we present Say Something
Smart (SSS), a system that chooses an answer to a certain input, by taking into consid-
eration a knowledge base of interactions — currently, the Subtle corpus [1], built from
movies subtitles. We also show how this strategy can be applied to build a chatbot, Fil-
ipe (Figure 1)', and also to answer OOD requests posed by real users to Edgar Smith,
the aforementioned Monserate’s butler. Some preliminary results are also presented.

Say Something Smart (S5S)

Fig. 1. Filipe, our chatbot based on SSS

This paper is organised as follows: in Section 2 we present some related work, in
Section 3 we briefly describe the Subtle corpus, in Section 4 we detail SSS, and, in
Section 5, we present a preliminary evaluation. Finally, in Section 6 we close the paper
by providing some conclusions and pointing to some future work.

2 Related Work

Several conversational agents animate museums all over the world. Examples are: the
3D Hans Christian Andersen (HCA), which is capable of establishing multi-modal
conversations about the namesake writer’s life and tales [4]; Max, a virtual character
employed as guide in the Heinz Nixdorf Museums Forum [12]; Sergeant Blackwell,
installed in the Cooper-Hewitt National Design Museum in New York, and used by the
U.S. Army Recruiting Command as a hi-tech attraction and information source [13]; the
twins Ada and Grace, virtual guides in the Boston Museum of Science [15]. More re-
cently, the virtual butler Edgar Smith [9,5] answers questions about Monserrate palace,

! Filipe can be tested inhttp://www.12f.inesc-id.pt/~pfialho/sss/
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in Sintra, Portugal, where he can be found. However, despite the sophisticated tech-
nologies behind all these systems, every single one reports the problem of having to
deal with OOD requests.

In order to cope with this, these conversational agents follow different strategies:
Edgar suggests questions when he is not able to understand an utterance, and starts
talking about the palace if he does not understand the user repeatedly. A feature in
his character also “excuses” some misunderstandings: as he is an old person, he does
not have a very acute hearing; HCA changes topic when he is lost in the conversation,
and also has an “excuse” for not answering some questions: the virtual HCA does not
remember (yet) everything that the real HCA once knew; Max consults a Web-weather
forecast for queries about this topic and uses Wikipedia to find answers to some factoid
questions [16]. However, despite all these stratagems, actualisations of these agents
knowledge bases, grounded in collected logs, still need to be performed on a regular
basis.

The idea of taking advantage of existing human requests to feed dialogue systems
emerges naturally from this context. Recently, the work presented in [3] describes a
chat-oriented dialogue system, which has in its knowledge sources MovieDiC [2], a
corpus extracted from movies scripts. In this paper we take this idea a little further and
take advantage of movies subtitles to answer users’ requests. Contrary to movies scripts,
subtitles exist in much larger quantities and for almost every language.

Considering the process of choosing the answer, we use SSS, which is based in In-
formation Extractions techniques and also in edit distance metrics. The process behind
SSS is somewhat similar to the one described in [6], where both a role-play (represent-
ing free-form human interactions) and a Wizard of Oz dialogue corpora (specific task
turns) are used to find answers: our approach also works at the lexical level, not using
any kind of dialogue act or semantic annotation. However, contrary to our approach,
context is already taken into consideration.

Finally, another related systems that should be mentioned, although developed with
other goal, is Say Anything [14] where the user and the computer take turns to write a
story. Say Anything is based on a corpus of millions of stories extracted from weblogs
and Lucene is also used by this system.

3 The Subtle Corpus

We follow [15] and envisage the use of knowledge bases constituted of turns. From
now on we will call interactions to each pair of sentences (7', A), where A (the answer)
corresponds to a response to T', from now on the trigger. The following are examples
of interactions.

Example 1. (T1: You know, I didn’t catch your age. How old are you?, Al: 20)
Example 2. (T2: So how old are you?, A2: That’s none of your business)

The Subtle corpus is a collection of interactions, extracted from four different movies
subtitles genres (Horror (H), Scifi (SF), Western (W) and Romance (R)), for Portuguese
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Table 1. Number of available turns

#Interactions Subtle — English
R SF W H All
1,392,569 625,233 333,776 1,000,902 3,352,480
#Interactions Subtle — Portuguese
R SF W H All
627,368 477,521 129,081 696203 1,930,173

and English. Details on how this corpus was obtained from subtitles files can be found
in [1]. Table 1 shows the number of available interactions for each genre.

It should be clear that as Subtle Interactions are obtained from subtitles’ files based
on the time elapsed between the dialogue lines, many turns in Subtle are not real dia-
logue pairs. In addition, some expected Interactions are not captured. This can be ob-
served when Filipe is not able to answer He told me YOU killed him. with No, I am your
father, a piece of dialogue from Star Wars”. This is due to the time elapsed between
Darth Vader and Luke Skywalker lines that surpasses the time limit established to con-
sider two turns as an interaction. Moreover, unexpected formats found in subtitles’ files
also led to false interactions. An example that illustrates this problem is: User: Hasta la
vista, babe, SSS: (CROWD CHEERING). Another example of unexpected information
that can still be found in Subtle interactions is illustrated in the following, where the
first turn shows a trigger with the name of the character that says it (PHILIP).

Example 3. (T3: PHILIP: How How are you?, A3: Fine.)

4 Say Something Smart

In the section we describe SSS. It takes as input the user request and returns an answer
from the agent knowledge base. At the basis of this process there are several sentences
comparisons. Thus, due to the large amount of interactions available, and because this
selection needs to be done very fast (the user cannot wait long for an answer), a previous
filtering step takes place in SSS before it selects an answer. In the following we detail
these steps.

4.1 Indexing Subtle and Extracting Candidate Answers

We start by indexing the Subtle corpus through Lucene?, a open-source, high-performan-

ce text search engine library, widely used by the Natural Language Processing/Informa-
tion Extraction community. Then, given a user request, Lucene search engine is also
used to retrieve a ranked set of interactions. Results returned by Lucene are based on an
internal scoring algorithm* that takes into consideration the words present in the inter-
actions and in the user request. Nevertheless, although the first interactions are usually

2 Actually, Luke, I'm your father is a misquotation from Star Wars, parodied in other movies.
3 http://lucene.apache.org
4 http://www.lucenetutorial.com/advanced-topics/scoring.html
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the most accurate, the fact is that several interactions in which the trigger is not semanti-
cally related with the user request, are also returned. For instance, given the user request
Do you have brothers?, the following are examples of interactions returned by Lucene
(in the first 20 positions).

Example 4. (T4: Brother! Do you’ve a cigarette?, A4: Take it.)

Example 5. (T5: Do you’ve any brothers?, AS: I'll manage the business)

Example 6. (T6: You don’t have to go, brother., A6: I’m not your brother.)

Example 7. (T7: Brother, you don’t have a clue., A7: What were you thinking about?)
Example 8. (T8: Didn’t you have a brother in the war?, A8: Well, my brother Roy.)

In addition, SSS, as many Question/Answering systems (e.g. [7]), is based on the
answers redundancy. That is, we assume that if an answer to a certain request is more
frequent than others, it has a higher probability of being a plausible one. Thus, a “rea-
sonable” number of interactions need to be returned by Lucene. Considering again time
as a factor that needs to be taken into consideration, and after several preliminary ex-
periments, we opt to ask Lucene for a maximum of 100 interactions, which guarantees
redundancy but also allows SSS to obtain an answer to any question in less that one
second (using an Intel Core i15-480M).

4.2 The Answer Selection Step

In order to choose an answer from the retrieved set of interactions, SSS performs two
sequential tasks. As previously shown, many of the triggers from the interactions re-
turned by Lucene might not be (semantically) related with the user request. Therefore,
SSS starts by filtering the retrieved interactions, choosing only those where the triggers
are similar to the user request, according to a given threshold. That is to say, all the re-
trieved interactions above the threshold are kept; all the others are discarded. Previous
work [10] have shown us that a simple yet effective similarity measure is a combina-
tion between Jaccard similarity coefficient® and Overlap coefficientS. For Overlap we
use bigrams with a minimum score of 0.4, and, for Jaccard, unigrams with minimum
score of 0.7 (these values were empirically obtained). A weight-factor distributes the
importance of both scores.

If no interactions is selected, a discarding answer such as I’m sorry but I do not know
how to answer your question is given. Otherwise, SSS moves to a second step, where the
answers of the remaining interactions are analysed. As previously said, as our approach
is based on the answers redundancy, we check for the most frequent answer (see [8]
for a review about answer selection in Question/Answering systems). Once again, we
do not force exact matches, and answers are compared according with the previously
mentioned similarity measure. If none of them is similar (above a threshold) to any of
the remaining answers, a random answer is returned (which allows Filipe to sometimes
provide different answers to the same input); otherwise, the most common answer, that
is, the one that has the highest similar values concerning the other answers, is returned.

Shttp://en.wikipedia.org/wiki/Jaccard_index
6 http://en.wikipedia.org/wiki/Overlap_coefficient
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S Preliminary Evaluation

5.1 Experimental Setup

We have at our disposal a corpus collected by the developers of Edgar Smith, represent-
ing requests posed by real people to Edgar. As expected, several OOD requests appear
in these logs. From this corpus, the 58 questions unanswered by Edgar and marked as
OOD were extracted and used in our first experiments, as described in the following.

5.2 Should We Take the Different Movies’ Genres into Consideration?

Firstly, we wanted to understand how many OOD requests SSS was able to answer, and
see if there was any significant difference in the capacity of the different movies genres
to contribute with plausible answers. Therefore, we run SSS with the different partitions
of the Subtle corpus, taking as input the previously mentioned 58 OOD requests. Results
were labeled as:

— (Disc)arded, when SSS provides a discarding answer (e.g. User: Why you talk so
funny dude? SSS: I'm sorry, I'm not able to answer.);

— OK when SSS returns a plausible answer (e.g. User: Are you joking? SSS: Do I
look like a joker?);

— KO, when SSS supplies an inappropriate answer (e.g. User: You have a big nose.
SSS: I didn’t say you kidnapped Megan).

The attained results can be seen in Table 2.

Table 2. Evaluation of SSS answers

Horror Romance Western Sci-fi All Genres

Disc 22 19 28 21 16
OK 20 21 17 23 27
KO 16 17 13 14 15

As expected, best results are obtained using the whole Subtle corpus (column All
Genres). Answers from Westerns had the worst results and Sci-fi the best. Considering
the all genres together, 72% of the requests are now answered (42 in 58), and, from
these, about 65% are considered to be appropriate (27 in 58). The ones that were dis-
carded pose no problem, as at the end the answer results in the same answer that Edgar
would give: I'm sorry, I'm not able to answer.. Still, there are 26% of answers given
that are not suitable to the users requests.
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5.3 Answers Evaluation

From the 42 requests that did not return a discarded answer we selected 20 (from now
on the test set), with the following criteria:

— Do not contain offensive language;

From the 9 questions paraphrasing How are you? 3 where chosen randomly;
Questions with only one word, like “here?” or “Where?”, were rejected;

— From the remaining requests, we randomly chose them.

Then, we built a questionnaire, based on the answers provided by SSS to those 20
requests, and also on hand-crafted plausible answers. Then we divided this question-
naire in two: each questionnaire had 10 questions of each type (generated by SSS and
hand-crafted). To our 30 evaluators (adults with different ages and backgrounds, not
necessarily working in computer science) we told that these requests were posed to
Edgar and that the answers were its response. Evaluators should give them a 1-5 score
according to how satisfied they were (being 5 the best score). A snippet of the question-
naire can be found in Figure 2.

Are you joking?
Do | look like a joker?

1 2 2 4 5

Can you tell me something?
Of course, ask me about the Palace

1 2 2 4 5

Fig. 2. Snippet from the questionnaire

To test the evaluators concordance we used the Cronbach o measure. The inter-rater
agreement score was high, for both the SSS and the manual answers (0,80 and 0,84,
respectively). People preferred the manual answers, as expected: SSS obtained a score
of 2,9 +1, 37 and manual answers of 4,3 0, 84.

The variation of results attained from SSS also show that some of the provided ques-
tions are very good, and others are very bad. Five of our questions had an average rate
of less than 1.9 points; in the other hand the remaining answers had an average rate of
almost 4.0. Analysing the 5 answers with a very low rate, we can see that they are not
related with the topic of the question or they not fit in the present context, like when
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is said You have a big nose, and the answer is I didn’t say you kidnapped Megan. The
same happens when is given the utterance I said Hello! and the answer is I say shut up,
you bilge rat, before I use you as an anchor. and with the question Are you a donkey?
that is answered with Ok. Do one thing. Tell me the story of your journey to heaven
once again. Only once. Some answers, although “funny”, are definitely not suitable to
the environment where, for instance, Edgar is integrated (an elegant palace).

Thus, despite some problems related with the corpus itself, SSS strategy needs to be
improved so that answers related with a very specific context are avoided.

Nevertheless, this strategy can easily provide answers to many (not so obvious) OOD
requests. For instance, if Filipe is told [ like your hair or Are you a mutant?, he will
provide very reasonably answers.

6 Conclusions and Future Work

We have presented an approach to deal with OOD requests that takes advantage on
movies subtitles. Thus, we have built SSS a tool that indexes the interactions from its
knowledge base (the Subtle corpus, obtained from movies subtitles) and, given an user
request, chooses an answer. With Subtle and SSS we have created Filipe, a virtual agent,
implemented over SSS. Moreover, we have used this system to answer OOD requests
asked by real users to Edgar Smith, a virtual butler operating in Monserrate palace.

Although much work still needs to be done regarding the subtle corpus and SSS,
the fact is that several questions that the butler was unable to deal with can now be
successfully answered; moreover, some answers given by Filipe are extremely interest-
ing, if we consider that his developers did not have to hand-craft them. Nevertheless,
it should be clear that such approach needs to be improved before being applied to a
formal agent such as Edgar (answers need to be customise to be adequate to an old
butler, slang needs to be eliminated, etc.). Thus, future work includes the refinement of
Subtle, so that badly formed turns are discarded, and the organisation of the corpus, so
that paraphrases are detected, as well as very specific answers. Moreover, normalisa-
tion of the corpus is one of our targets, and we intent to use a named entity recogniser
to generalise turns involving names entities. With respect to SSS, a main concern is to
extended its way of selecting an appropriate answer, as many important variables, such
as context (as done in [6]) and the agent personality should be taken into account.

Acknowledgments. This work was supported by national funds through FCT -
Fundac@o para a Ciéncia e a Tecnologia, under project PEst-OE/EEI/LA0021/2013.
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Abstract. The Agent Framework is a real-time development platform
designed for the rapid prototyping of graphical and agent-centric appli-
cations. Previous use cases show the potential of the Agent Framework,
which is currently used in a project that combines facial animation, non-
photorealistic rendering and their application in autism research.

Keywords: affective characters, facial animation, real-time, healthcare.

1 Introduction

Along the years, animated characters have found their way to numerous ap-
plications in entertainment, human-computer interaction and more recently in
medical practices. One of the reasons is the flexibility in the manipulation and
customization of these characters, so they could be re-used in different contexts.

This paper presents the Agent Framework, an open-source platform for the
rapid creation and prototyping of animated virtual characters, where facial an-
imations and head movements can be manipulated in real-time. In the follow-
ing, we will introduce previous and current applications developed using the
framework, with special emphasis in SARA, a project that brings together facial
animation, abstractions and research on Autism.

2 Related Work

The widespread use of animated virtual characters has caused researchers to look
for faster and more “comfortable” ways of creating and designing characters, such
that it can also be done by non-experts. Nowadays several platforms, commercial
and from academia, offer a wide range of functionality in order to create affective
and believable characters. Some examples are the work of Magnenat-Thalmann
and Thalmann [1], Greta [2], MARC [3], the Augsburg’s Horde3D Game Engine
[4], SmartBody [5], or EMBR [6], among many others. Harthold et al. [7] offers
a very complete list of frameworks based on the Behavior Markup Language
(BML). Jung et al. [8] also offers a very detailed state of the art of models and
architectures that have been used for the creation of believable virtual characters.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 22-25, 2014.
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3 Agent Framework

The Agent Framework is a set of functionalities within our open-source develop-
ment platform, Frapper, for the creation of application prototypes that involve
high-quality animated characters with believable facial animations. On its part,
Frapper (Filmakademie Application Framework) [9] arose from the desire to be
independent from the other platforms and have complete control over its devel-
opment. The source code of Frapper is available under GNU LGPL v2.1.

One of the advantages of the Agent Framework is its modular structure, where
each functionality is encapsulated in a C++ plugin that can be extended or cre-
ated according to the developers requirements. In this way, 3rd-party libraries
(commercial or not) can be integrated, bringing to the framework new function-
alities like speech recognition, voice generation, alternative input devices and so
on. For regular users, the framework as it is offers an intuitive node-based inter-
face, where the existent functionalities can be visualized as nodes that can be
connected among themselves to create the logic of the application. Fig. 1 depicts
a set of nodes of the Agent Framework for emotional facial animation.

Two human-like characters, a young woman (Fig. 1) and an older man are
provided with the Agent Framework, under a Creative Commons license. Both
are animated using our Facial Animation Toolset (FAT) [10] and the Facial
Action Coding System (FACS) [11]. In the case a new character needs to be
added, it should be modeled and rigged in an external software (e.g. Maya® or
3Dd Max®) and imported into the framework using the Ogre Maya Exporter.

Fig. 1. The Agent Framework in Frapper

4 Applications

The Agent Framework has been successfully used in a number of applications.
Together with FAT, an automatic speech recognizer (ASR) SemVox [12] and
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text-to-speech (TTS) SVOX [13] (both 3rd party software embedded in the
framework), it allowed the creation of affective, interactive and believable char-
acters.

One of the first use cases of the Agent Framework was the creation of Nikita, a
“terminal agent conference guide” who not only replied to the questions formu-
lated by the attendees in reference to the conference, but also showed sadness,
anger and joy (Fig. 2(a)). The Muses of Poetry [14] is an interactive installation
where animated characters transmit to an audience the intrinsic emotions con-
veyed in existent poems (Fig. 2(b)). Emote [15] is a web based messaging services,
which converts plain text messages into animated ones (Fig. 2(c)). The Dynamic
Emotion Categorization Test (DECT) [16] was a psychological computer-based
experiment where four human actors and two virtual actors (animated charac-
ters) where used to examine the ability of emotion recognition with dynamic
physical stimuli in children and teenagers with autism (Fig. 2(d)).

@ @

Fig. 2. (a) Conference Guide, (b) Muses of Poetry, (c) Emote, (d) DECT, (e) SARA:
(1) Original image, (2) Water Color "Joy’, (3) Sketched ’Joy’

Based on the results achieved with the Agent Framework and the DECT
test, SARA - Stylized Animations for Research on Autism intends to take the
study of facial recognition in persons with autism to the next level. The goal of
SARA is to study how abstraction in animated facial expressions affects their
recognition, in comparison to their realistic versions. The abstractions will be
implemented through non-photorealistic rendering (NPR) algorithms in order
to simulate painting styles like watercolors or sketching. Fig. 2(e)) shows some
levels of abstraction in a character expressing “joy”. One of the motivations for
SARA was the difficulty in emotions recognition in people with autism, which
might be caused by the amount of details conveyed by the human face. Thus,
with the Agent Framework the psychologists will have the possibility to abstract
and simplify the level of detail of different regions of the face, and adapt them
in real-time according to the feedback of the autistic person.

5 Conclusions and Future Work

The Agent Framework offers the users an intuitive interface, while giving the
developers a powerful platform where they can add new functions and
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integrate new libraries or devices according to the needs of their deployments.
The use cases showed the multidisciplinary character of the Agent Framework
and its potential in medical fields like autism spectrum disorders (ASD). More-
over, the character animations can be of great aid in therapies and treatments
for other conditions like eating or personality disorders, attention deficit, depres-
sion and social behavior problems. The current project SARA intends to bring
the framework to the next level by offering the possibility to create abstracted
facial animations in real-time, with multiple characters at the same time.

Acknowledgments. The SARA project (officially Impact of non-photorealistic
rendering for the understanding of emotional facial expressions by children and
adolescents with high-functioning Autism Spectrum Disorders) is funded by the
German Research Foundation (DFG).

References

1. Kasap, Z., Ben Moussa, M., Chaudhuri, P., Magnenat-Thalmann, N.: Making
Them Remember - Emotional Virtual Characters with Memory. IEEE Computer
Graphics and Applications 29(2), 20-29 (2009)

2. Poggi, 1., Pelachaud, C., de Rosis, F., Carofiglio, V., De Carolis, B.: GRETA. A
Believable Embodied Conversational Agent. Multimodal Intelligent Information
Presentation 27, 3-25 (2005)

3. Hoque, M., Courgeon, M., Martin, J.C., Mutlu, B., Picard, R.W.: MACH: My
Automated Conversation coacH. In: UBICOMP 2013 (2013)

4. Bee, N., Falk, B., André, E.: Simplified Facial Animation Control Utilizing Novel
Input Devices: A Comparative Study. In: IUI 2009, pp. 197-206 (2009)

5. Shapiro, A.: Building a Character Animation System. In: Allbeck, J.M., Faloutsos,
P. (eds.) MIG 2011. LNCS, vol. 7060, pp. 98-109. Springer, Heidelberg (2011)

6. Heloir, A., Kipp, M.: EMBR — A Realtime Animation Engine for Interactive Em-
bodied Agents. In: Ruttkay, Z., Kipp, M., Nijholt, A., Vilhjadlmsson, H.H. (eds.)
IVA 2009. LNCS (LNAI), vol. 5773, pp. 393-404. Springer, Heidelberg (2009)

7. Hartholt, A., Traum, D., Marsella, S.C., Shapiro, A., Stratou, G., Leuski, A.,
Morency, L.-P., Gratch, J.: All Together Now: Introducing the Virtual Human
Toolkit. In: Aylett, R., Krenn, B., Pelachaud, C., Shimodaira, H. (eds.) IVA 2013.
LNCS (LNAI), vol. 8108, pp. 368-381. Springer, Heidelberg (2013)

8. Jung, Y., Kuijper, A., Kipp, M., Miksatko, J., Gratch, J., Thalmann, D.: Be-
lievable Virtual Characters in Human-Computer Dialogs. In: EUROGRAPHICS,
pp. 75-100 (2011)

9. Frapper, http://research.animationsinstitut.de/frapper/

10. Helzle, V., Biehn, C., Schlémer, T., Linner, F.: Adaptable Setup for Performance
Driven Facial Animation. In: ACM SIGGRAPH 2004 Sketches, p. 54 (2004)

11. Ekman, P., Friesen, W.V., Hager, J.C.: The Facial Action Coding System. Wei-
denfeld & Nicolson, London (2002)

12. SEMVOX ASR, http://www.semvox.de/

13. SVOX TTS, http://www.nuance.de/products/SV0X/index.htm

14. Arellano, D., Helzle, V.: The muses of poetry. In: CHI EA 2014, pp. 383-386 (2014)

15. Helzle, V., Spielmann, S., Zweiling, N.: Emote, a new way of creating animated
messages for web enabled devices. In: CVMP 2011 (2011)

16. Rauh, R., Schaller, U.M.: Categorical Perception of Emotional Facial Expressions
in Video Clips with Natural and Artificial Actors: A Pilot Study. Technical Report
ALU-KJPP-2009-001, University of Freiburg (2009)


http://research.animationsinstitut.de/frapper/
http://www.semvox.de/
http://www.nuance.de/products/SVOX/index.htm

Is That How Everyone Really Feels? Emotional
Contagion with Masking for Virtual Crowds

Tim Balint and Jan M. Allbeck

Laboratory for Games and Intelligent Agents,
George Mason University, 4400 University Drive, MSN 4A5,
Fairfax, VA 22030, USA
{jbalint2, jallbeck}@gmu.edu

Abstract. Many simulations use emotional contagion to simulate how
groups of humans behave in emotionally charged environments. These
models either have each individual agent conform to a group emotion,
or have emotional spirals. However, these models do not include well
known phenomenon such as displaying and receiving emotions through
different means of communication, or having emotions masked by an
agent’s desired display emotion. We create a model of emotional conta-
gion that considers multiple channels to communicate on. We also pro-
vide a method for agents to mask their emotions, which is used to control
the spread of contagion between agents, and can prevent emotional spi-
rals. We demonstrate our model with a sample scenario, and show the
effects of having multiple channels and emotional masking on the overall
emotional contagion for several groups of agents.

Keywords: Group and Crowd Simulation, Personality and Emotion
Models, Modeling and Animation Techniques, Applications in Games.

1 Introduction

Multi-agent simulations capture the interaction between groups of humans, and
are used in applications such as games, movies, and civil design. These inter-
actions attempt to model human behavior in varying situations, and include
human characteristics such as emotion, which tend to be designed using either
an appraisal system [1] or a valence system [2]. While these models attempt to
explain how emotions arise individually, the propagation of emotions, known as
emotional contagion, captures emotional interactions between groups of humans.
Emotional contagion allows for group reactions to stimuli, even if not all mem-
bers of that group receive the stimuli. For example, in a movie such as Godzilla,
not all the people running away in fear have actually seen Godzilla. Some be-
come afraid because they see others running away in fear. Having virtual agents
with emotional contagion allows for scenes such as this to be more realistically
rendered.

Hatfield et al. [3] has shown that contagion occurs through unconscious mim-
icking of other’s emotional features, such as facial expressions. This is known

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 26-35, 2014.
© Springer International Publishing Switzerland 2014
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as momentary micro mimicry, which transfers a small amount of emotion. This
can be amplified when continuously being exposed to the stimuli or occurring
within a large group, and can lead to phenomenon such as emotional spirals,
where the emotional amplitude grows out of control. While Hatfield et al. pri-
marily focused on facial expressions, they mentioned several other channels with
which emotion can be interpreted and mirrored. For example, if someone is in
a large, aggressive stance, another person could momentarily shift their stance,
becoming angrier in the process. Most current contagion implementations use
proximity or group cohesion to determine the spread of emotion, however, using
multiple channels would allow for more realistic human simulations, as physi-
cal humans have varying abilities to encode and decode their emotions on these
different channels.

Emotional contagion is also an unconscious effect, and it would be fool-hardy
to believe that it is not always present in crowds. However, there are many situ-
ations in which emotional spirals do not occur and contagion is at a minimum.
People commuting home from work on the train do not experience emotional
spirals, even though they are all essentially of the same group, and confined
together for long periods of time. This is most likely due to the commuters out-
wardly displaying little to no emotion, which is known as emotional masking.
Furthermore, the sender may not wish to convey their emotions, and so will
send more obvious signals to convey a different, or false emotion. Someone who
is sad may take on a neutral pose and expression, so that they do not betray
their emotions to others, while still considering their inward emotion when inter-
preting the environment. While there has been much research on having virtual
agents displaying emotions [4], most have their display emotion be their outward
emotion.

Agent
Emotional Mask:W—L Crowd Manager

Actual Emotion on C, Apehtin

Emotion o =
Emotional
Filter Agent_j Sorted
Desired

Into

Emotion Emotion on C,

Agent 1C, | Agent2C;
Maximum Broadcast
Emotion emotions

Contagion Model Agent k¢, Agent k€,
Agent 1€,
Agent 16 Requested By

Emotion_1

Emotional
Condensing

Agent 3¢,

Emotion_j Agent k¢,

Fig. 1. A graphical representation of our system

To create more realistic multi-agent systems, we have developed a novel model
of emotional contagion that incorporates emotional masking, and provides agents
several methods of communicating and receiving emotions, depicted in Figure 1.
Our agents use this novel masking to determine a display emotion, broad-casted
on several channels. A crowd manager determines which agents can receive these
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broadcasts and appropriately directs the information into each agent’s contagion
model. This information is then condensed into bins, with the highest becoming
the new emotion for each agent.

2 Related Work

There have been several models of emotional contagion for crowds of agents. [5]
have contagion as an emergent effect inside part of a larger crowd simulation
engine. A couple of other models [6, 7], use only one emotion, fear, and are
used to predict human movement in fearful situations. These models were later
validated from panic situations in [8]. Various other models use a small set of
emotions [9-11], and model the inter-connectivity between emotions. Many of
these models use either proximity or interpersonal connection between agents
when determining the spread of emotions. This generates group emotions, and
keeps contagion among those group members. However, there is a large swatch
of psychology literature that also shows contagion happens between strangers
[12, Chapter 3], [13]. Our method captures this emotional spread by passing
emotions through several simulated virtual channels between groups of agents
based on channel visibility.

Emotions have also been used for several other applications including negoti-
ation [14]. Additionally, it has been shown that physical humans can understand
emotions from virtual agent’s facial expressions [15], body posture [16], vocal
patterns, and gestures [17]. If physical humans use these different channels to
understand each other’s emotions, virtual humans should be able to as well. In
the context of emotional contagion, these factors are what humans use to mimic
each other and are the mechanism for conveying emotions between agents. Also
in recent years, there has been some work in understanding how humans decode
emotions even if they are masked. Both [18] and [19] have examined if humans
can recognize emotions when a neutral face is shown quickly after seeing an
emotional face.

There have been many systems that provide agents with emotional contagion
but none have incorporated the use of emotional masking to more naturally
control the spread of emotions. Spreading emotions through multiple channels
can be computationally complex, especially when the number of agents is large
and dense. Our method accounts for these two complexities, to create a more
realistic contagion system.

3 Emotions and Agents

Emotional masking and contagion cannot take place in a group of agents if they
lack an understanding of emotion. We adopt an approach, similar to [9, 11],
using the emotional transition table developed by Adamatzky [13]; namely hap-
piness(H), anger(A), confusion(C), sadness(S), which is referred to as HACS
emotional states. We use Adamatzky’s model because it simulates transistions
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between non-paired emotions, such as happiness and sadness. To represent low
emotional states, we add a neutral(N) emotion for the agents to display. Emo-
tions can be transitioned to from other states using the state transition diagram
from Adamatzky and seen in Figure 2. Using the HACS model provides several
advantages: that transitions occur in discrete event probabilities and that emo-
tional coupling of a shared emotion does not change states, which can preserve
emotional spirals.

| H A ¢ s N
H H c c c N
A c A A A N
c A € € € N
s A s s s N
N H A c s N

Fig.2. The transition diagram between agents using HACS. In this table, the tran-
sition is the most probable contagion response for an agent with their given emotion
encountering another agent with a given emotion.

3.1 Emotional Contagion

Our system creates an emotional contagion model that operates on the HACS
model of emotion. Using our model allows agents to spread and communicate
their emotional state, using environmental variables that surpass mere proxim-
ity, and, with the correct necessary conditions, creating emergent effects like
emotional spirals.

£ L e

(a) (b) (c)

Fig. 3. Different methods of computing agent channels between two agents, with per-
ception occurring from the center agent. (a)Computing non-reflexive channels using
Equation 1, where $ is half the field of view, and 7 is the angle between agents.
(b)Computing reflexive channels using Equation 1, where 3 is half the field of view, and
~ is the angle between the agent’s center of field of view. (¢)Computing non-reflexive
vocal channels using Equation 2.
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The first step in our emotional contagion model determines the subset of
agents and channels that an agent can perceive emotions from, and is performed
by the crowd manager section of our model from Figure 1, and is similar to
[20] in that we process which channels can be observed in a crowd management
system. To determine a valid connection, a boolean function F,, based on sen-
sory perceptions like those found in [21]. Several of these perception channels are
reflexive, in that if F, is true for one agent, it is for both agents, and does not
need to be repeated. We have three primary methods for determining channels.
Specifically, we use non-reflexive equations for body posture and gestures seen in
Figure 3a, reflexive functions for facial expressions and gaze seen in Figure 3b,
and, vocal features based on Figure 3c. Using these equations, a crowd manager
can construct a graph of all the channels each agent can perceive every other
agent on, which, for large groups of agents, can become sparse. It can also be
observed that, for large, dense areas, an agent should not be expected to mo-
mentarily mimic all other agents instantaneously. If a given agent is inside a
crowd, the momentary micro mimicry should occur sequentially or between a
small number of agents at a time. Using a sparse graph representation allows
the agent to examine a small number of agents at a time, without having to
section off agents or recompute calculations at every frame.

Fo=—-f<ny<p (1)

F,. = dist(agents) < (2)

The data from this sparse graph contains a list of emotions and channels, and
each agent can request the list built for them from the crowd manager. By using
a crowd manager to maintain the sparse graph, the number of computations
are decreased by the number of reflexive channels. The received emotions from
the list are processed by our emotional contagion engine, by determining the
strength of the received emotion on channel i, e;, and weighing it with w,
the agent’s ability to decode emotions from channel ¢, as seen in Equation 3.
It should be noted that w. can either be assigned by a simulation author, or
created using psychological properties such as those found in [22]. Then each
erc are probabilistically placed into a bin received;, based on the type of received
emotion and Figure 2. Our probabilistic system will either place the emotion to
the bin of the emotion received or the transition bin, with a higher probability
of being placed in the transition bin. For example, if an agent is experiencing
happiness, and attempts to decode an agent displaying sadness, then the happy
agent has a likely chance to become confused, but may also become sad from it.

Ere = €ei ¥ We (3)

Once an agent probabilistically condenses all channels into received;, it is
added back into the agents emotion, as seen in Equation 4. A summation of all
the perceived emotions is performed, which is then subtracted from each value
of received. If most of the perceived emotions are neutral, this has the effect
of lessening any perceived emotional contagion. We control the influence this
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summation has with a constant «, which controls the speed at which emotional
spirals happen for single emotion simulations. Setting « greater then 1 keeps the
system from always culminating in an emotional spiral.

n
ax e
i=0

n

e; = recetved; —

3.2 Emotional Masking

Most physical humans do not display their true emotional state all of the time.
It can be inappropriate or unwise for a person to express their feelings in certain
situations. Emotional masking attempts to hide the emotion being felt by a
person through the display of another emotion, or by not displaying any emotion.
An agent may decide to mask their emotion, or be told to by a simulation
author, allowing an agent to have a true emotion used for other processes, such
as decision making, and a display emotion that can be received by other agents. It
has also been shown that the effectiveness of masking one emotion with another
is emotion dependent [18].

To determine the type and intensity of the emotion displayed by an agent, we
combine the actual and display emotion with an emotional filter, using Equa-
tion 5. This equation uses the true emotional intensity e;, the desired display
emotional intensity e;, and a weight w;; that represents how effective masking
one emotion with another is, based on Rohr et al. [19], which determined that
physical humans can easily mask anger, sadness, and confusion with one another,
but cannot easily mask happiness. The agent then determines if the displayed
emotion eg;s is positive, and if so, the agent can successfully mask their emotion
using their desired display emotion. egy;s is then treated in the same manner as
the true emotional intensity was in Section 3.1.

€j
1+e;

()

€dis = €; — Wiy *

4 Experimentation

We examine the effects of emotional masking and using separate channels by
implementing our model in a virtual agent system. Control of our agent’s walk-
ing and gesture realization is provided by Smartbody [23]. All agent’s channel
weights are normally distributed. The intensity of each agent’s displayed emo-
tion is shown as the agent’s primary color, with black representing no emotion
and green, red, blue, and grey respectively representing an emotion from HACS.

We simulate a group of agents walking down the street on a normal day, much
like commuters going home in the evening. Several agents are walking pass each
other, all of which have been given various intensities of all five emotions between
zero and half of the maximum intensity. Figure 4 shows the use of masking for
agent contagion when simulating agents acting as commuters.
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Fig. 4. A sample scenario of several agents walking through an environment. (a)Agents
are masking their emotion with a neutral emotion. (b)Agents are not masking their
emotions at all, resulting in an unnatural spread of emotions.

From Figure 4a, when agents mask their emotions with neutral emotions,
the overall intensity of a displayed emotion is much less, as is the amount of
contagion. This is to be expected, as agents that are hiding their emotion should
not be passing their emotion onto others. When masking is taken away, the agents
conform to a few emotions with much higher intensities. Specifically, many of
the agents are either angry or confused. When examining Figure 2, this is to
be expected. Most of the transitions in the table are either towards angry or
confused, and these transitions are stable when angry agents perceive confused
agents. Therefore, when these agents encounter each other, and decode each
other’s emotions we expect agents to display a high intensity when not masking.
Combining contagion with masking gives a more realistic everyday scenario for
physical humans, where most do not display emotion, and therefore, do not
create these emotional spirals in crowds. This means our system allows a scenario
author the flexibility to alter parameter settings and achieve the likelihood of
emotional contagion they desire while maintaining plausible agent behaviors.

We also examine how emotional masking affects the total number of agents
that outwardly display emotions, for both masked and open settings. Channel
weights for each agent are determined from a uniform distribution, as are the type
and strength of each agent’s starting true emotion. Each agent is constrained to
a fixed grid, and at the end of each iteration, may move one space over on that
grid, or slightly change their orientation. This reduces the number of agents that
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form closed groups. When masking emotions, the agents use a neutral state, with
an intensity between ten percent and half of the emotions maximum intensity.
The results of fifty runs at 100 iterations is seen in Figure 5.

From Figure 5c it can be seen that with masking, the number of agents that
display no emotion is much greater than any other set of emotions. This does not
mean that emotional contagion is not occurring, as can be seem from Figure 5a.
This shows contagion still occurs, as the number of happy agents rises as time
goes on. This occurrence is much slower then without masking, seem in Figure 5b.

Actual Emotion-With Masking Actual Emotions without Masking
100 100
o0 90
BO 80
g n FIR)
H
] $w
5 s0 S so
£ a £ w0
I = S — s
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10 + 10
0 0 +r - - .
CTeIRARARSRERIBNRERER TN C L RKRRRYYIRREBEREABARS
Iteration Number Iteration Number
(a) (b)

Displayed Emotion-With Masking

—— Happiness

—— Anger
40 — Confusion

Number of Agents
w
=3

—— Sadness

10 ——No emotion

Fig. 5. The number of agents vs. the iteration number for multiple emotions. (a)The
number of agents actually feeling each emotion when masking is enabled. (b)The num-
ber of agents displaying each emotion without masking. (c¢)The number of agents dis-
playing each emotion when masking is enabled.

5 Conclusions

We present a model of emotional contagion that allows an agent to decode emo-
tions on multiple channels. In order to do this, we created a system to encode
and decode emotions on several channels, using a probabilistic transition be-
tween different types of emotions. To allow for downward emotional spiral and
neutral scenes, we implemented a method for emotional masking that allows an
agent to determine which emotion they wish to display, and mask their felt emo-
tions, allowing for an over-abundance of neutral expression. A neutral expression
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causing a downward spiral is similar to the military coming to fight Godzilla,
calming the populous with their stern emotional neutrality.

While our system adds several human characteristics to a contagion model,

it also has several unrealistic limitations. Agents in our system display the same
emotion on all channels, and these are always correctly interpreted by the sur-
rounding agents. In realistic situations, this is not always the case and an inter-
esting addition would be to examine mis-understandings of emotions. Also, our
work is focused on having a contagion system where agents consciously control
the display of their emotions, which we assume a group of agents would want to
do. This is not always culturally realistic, and an interesting extension of this
work would capture the influence of culture with this contagion system.
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Abstract. Moral emotions play an important role in the design and
implementation of virtual agents, since they have implications not only
for the agent’s deliberation process but also for its interactional and
social functions. In this paper, we propose an empirical methodology
that leverages narrative situations to evaluate the emotional state felt
by an intelligent agent.

1 Introduction

Moral emotions [9,13,8] deserve special attention in the design of virtual agents,
since they play a crucial role in many agent’s functions, ranging from self regu-
lation [4] to the handling of social and interactional aspects [5]. Moral emotions
have been integrated into a number of computational models of emotions, with
approaches that range from the hard coding of moral standards in the emotional
component [12,10], to the design of high level moral values to drive the gener-
ation of emotions [3]. In this paper, we propose a methodology for evaluating
the generation of moral emotions that leverages the capability of narratives of
exemplifying the connection between moral values and emotions.

2 Values and Emotions

In order to test the feasibility of the proposed methodology, in this paper we
apply it to the emotional agent model described by [3], where a BDI agent is
extended with emotions and moral values. In [3], agents have an explicit represen-
tation of their moral dimension based on a value system [6], and a motivational
dimension given by the desires they want to pursue [2]. According to [1], the
emotional state of the agent is the result of the appraisal and affect genera-
tion processes The appraisal process is based on goal and value processing and
outputs a set of appraisal variables that are the input to the affect generation
process. In particular, the appraisal process generates a desirability or (undesir-
ability) variable when an agent’s goal is achieved (or unachieved) in the state of
the world as an effect of some action or event; it generates a probability variable
depending on the probability that an agent’s plan succeeds; finally, it gener-
ates a praiseworthiness (or blameworthiness) variable when an agent’s value is
balanced (or put at stake)by the execution of some action.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 36-39, 2014.
© Springer International Publishing Switzerland 2014
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3 Experimental Protocol

The experiments we conducted to evaluate the moral emotional agent relied
on narrative scenarios that we presented to participants in a text-based form
though a web site!. Emotions were described trough text labels (e.g. “Hamlet
feels Reproach, Shame and Anger towards Ophelia), without any colors. The
scenarios were selected from famous works of fiction with the help of a drama
expert, who identified them based on availability of well established critical in-
terpretations of the emotions felt by the characters [11,7]. The selected scenes
are taken from: Hamlet’s (Shakespeare), The count of Monte Cristo and The
Vicomte of Bragelonne:Ten years later by Alexandre Dumas, Thérése Raquin (
Emile Zola). The methodology we followed to create the narrative scenarios is
the following: first, we analyzed the structure of the narrative, then, with the
help of the expert, we identified the cognitive states of the characters and we
characterized their mental attitudes (i.e. beliefs, desires and values). By doing
so, we also verified that the agent model under evaluation had the necessary
expressiveness to model the selected narrative situations.

A convenience sample of twenty subjects, 9 female and 11 male, aged 24-
35, participated in the study. In the web experiment, we assigned participants
randomly to the test conditions (V+) and (V—). The (V+) group evaluated
scenarios in which emotions are associated to characters following the model in
[3], in which moral values and moral emotions are presented. The (V—) group
evaluated scenarios with emotions related to goals, such as Joy and Distress.
The primary hypotheses of the study are:

— HI1: emotions in the V— condition are less believable than V+ condition
(believability);

— H2: emotions in the V— condition are less complete than V+ condition
(completeness);

For example, in the scenario of Hamlet, Hamlet feels Anger towards Ophelia
because she lied, putting at stake Hamlet’s value honesty (blameworthy action)
and threatening Hamlet’s goal of saving her from the corruption of the court (un-
desirable event). In the V+ group, we associated Anger, Reproach and Distress
emotions to Hamlet because the V+ condition contemplates values. In the V—
condition, we associate only Distress emotion because the V— condition doesn’t
provide values but only goals, so emotions related to values are not taken into
account.

Given a scenario, participants first read the scenario and then he/she received
the post questionnaire about the scenario. The believability and completeness
measures of the affective states of characters involved in the scenario were as-
sessed by direct questions in the post questionnaire, with a 5-item Likert scale
response. We also asked to the participants to list the emotions they would felt if
they were to identify with the story characters, using multiple-choice questions
based on OCC categories of emotions [1].

! The web experiment is online at www.ilnomedellarosa.it/Valutazione - in Ttalian
only.
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4 FEvaluation

In order to determine if there are differences in the variables under study (be-
lievability and completeness of the set of characters’ emotions, Hl and H2 re-
spectively) between the groups V4 and V—, we conducted the Mann-Whitney
U test on the completeness and believability Likert scores. We run a series of
tests considering all the scenarios, then we run the same tests on every scenario.
In (Table 2, Table 1) we summarize the results of the Mann-Whitney U tests
on the Likert scores.

Table 1. Mann Whitney U statistics for complete metric

Results U p (two tailed) p (one tailed)
Hamlet 19 .01 .005

Count of Monte Cristo 13 .003 .001

Thérese Raquin 33 .185 .09

Vicomte Bragelonne 6 .001 .0

All 277 .0 .0

Table 2. Mann Whitney U statistics for believable metric

Results U p (two tailed) p (one tailed)
Hamlet 6 .0 .0

Count of Monte Cristo 19 .012 .006

Thérese Raquin 32 .133 133

Vicomte Bragelonne 45 .6 3

All 453 .0 .0

Quantitative Results. Considering all scenarios, results show that the per-
ceived level of believability and completeness of emotions in the V— condition
were significantly lower than the V+ condition at p < 0.01. Regarding the spe-
cific scenarios, in the Hamlet and Count of Monte Cristo scenarios, the perceived
level of believability of emotions in the V— condition was significantly lower than
the scores in the V+ condition, while, in the Hamlet, Count of Monte Cristo and
Vicomte the Bragelonne, the perceived level of completeness of emotions in the
V— condition was significantly lower than the scores in the V+ condition (with
significance at p < 0.05 in general). Results don’t show statistical significance
for the third scenario.

Discussion. The analysis of the results confirms the hypothesis H2 but not
H1. However, the emotions associated with the V— condition were a subset of
emotions in the V+ condition, so the lack of some of them may have been not
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perceived. We also observed that participants attributed to the characters the
emotions predicted by the moral emotional agent model. The third scenario was
not evaluated as complete, possibly because the characters’ values were perceived
by the participants.

5 Conclusion

In this paper, we proposed a methodology to evaluate the generation of moral
emotions that relies on narrative scenarios, considered as paradigmatic cases of
the interplay between emotions and moral values. By modeling the characters
in each scenario as value-based emotional agents [3], we asked a set of testers
to assess the adequacy of the characters’ emotions to the given scenarios. The
results suggest that the participants perceive as more believable the emotional
states that encompass moral values and emotions, and that they agree with the
generated emotions. This suggests that the users perceive the relevance of moral
values — and of moral emotions — in narrative situations. As future work, we plan
to design and run further tests to verify this hypothesis.
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Abstract. We report on the results of evaluating a virtual agent that
plays games with automatically generated social comments and social
gaze. The agent played either a card game (rummy) or a board game
(checkers) with each of 31 participants. Based on objective and subjective
measures, the agent using social comments and gaze was preferred to
both a version of the agent using only social gaze and to playing the
game interactively, but without a virtual agent. We have also developed
a generic software framework for authoring social comments for any game
based on the semantics of the game.

Keywords: social interaction, social game, social comment, social gaze,
virtual agent, human-robot interaction.

1 Introduction

It is no secret: humans love playing games. Humans have figured out a way to
create games with every emerging technology in history. In fact, games have often
contributed to the expansion and deployment of many of those technologies.
Today, there are millions of games with different rules and goals; they are played
in many different circumstances by people of different cultures and various ages.
However, there is a single element in most of these gaming experiences that
goes beyond these differences, an element that makes people laugh while playing
games and makes them play together to enjoy more than just what the game
itself has to offer: This is the social element of playing games.

Nowadays, the role of social robots and virtual agents is rapidly expanding
in daily activities and entertainment. One of these areas is games, where people
traditionally play even simple card and board games as a means of socializing,
especially if not gambling. Therefore, it seems desirable for an agent to be able to
play games socially, as opposed to simply having the computer make the moves
in a game application.

To achieve this goal and to create a human-like experience, verbal and non-
verbal communication should be appropriate to the game events and human
input, to create a human-like social experience. Moreover, a better social inter-
action can be created if the agent can adapt its game strategies in accordance
with social criteria.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 40-53, 2014.
© Springer International Publishing Switzerland 2014
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To facilitate social gameplay with as many different robots, virtual agents and
games as possible, we have developed a generic software framework that supports
the authoring and automatic generation of appropriate social comments based
on the gameplay semantics, which includes the legal moves and states of the
game and an evaluation of the relative strength of particular moves and states.
We applied this generic framework to a card game (rummy) and a board game
(checkers) and used the resulting systems in a user study that demonstrated that
users enjoy the type of social interactions that the framework supports.

In the following, after laying out the related research, we will explain study
setup and procedures, followed by the results and discussions. We will then
introduce our framework and describe its architecture and functionality. Lastly,
we will draw conclusions and discuss future directions.

2 Related Work

The most closely related work to this research is by Paiva et al. [1-3], using
the iCat robot. They suggest that users’ perception of the game increases when
the iCat shows emotional behaviors that are influenced by the game state. They
also indicate that by using affect recognition, the state and evolution of the
game and display of facial expressions by the iCat significantly affects the user’s
emotional state and levels of engagement. Furthermore, in a study where an iCat
observing the game behaves in an empathic manner toward one of two players in
a chess game, and in neutral way toward the other, the authors report on higher
companionship ratings by the player to whom the robot was empathic.

The same group introduced Fatima [4], an Agent Architecture with planning
capabilities designed to use emotions and personality to influence the agent’s
behavior. Fatima has been used in different contexts including story-telling (e.g.
FearNot! [5]) and education (e.g. ORIENT [6]). While this architecture would
be extremely beneficial in bringing affect and emotion to games, it rightly has
less direct focus on semantics inside the game, as it targets a general design that
is suitable for many different contexts.

Paiva et al. have studied many social and emotional aspects of playing games
with social robots and agents. Their work mostly focuses on empathy effects
during games. While this was extremely valuable and inspiring to our research,
we were more interested in focusing on the gaming side to create deeper con-
nections between the gameplay semantics and social interactions, in a generic
way.

McCoy et al. developed Prom Week [7], a social simulation game about the
interpersonal lives of a group of high school students in the week leading up to
their prom. Although in this work the virtual agents are not playing against the
user, and therefore the associated social interactions are of a different nature, it
clearly shows a successful application of modeling social interactions in games.

Many researchers report that social cues and emotions can make agents ap-
pear more believable. For instance, Bickmore et al. [8] report that displaying
social cues by virtual agents resulted in agents being more believable in their
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experiments. Also, Canamero et al. [9] and Ogata et al. [10] conclude that emo-
tions help facilitate more believable human-robot interactions.

Gonzlez-Pacheco et al. [11] introduced a robot (Maggie) for playing games
socially. Although their system offers a great contribution on the robotic side,
including the hardware and sensory capabilities and a software platform for
controlling them, it has less focus on provide a generic software framework for
facilitating social interactions during games.

In [12], Van Eck notes that simple games are more suitable than complex
games for establishing empathic effects, since the cognitive load on the players
in such games is much lower. This observation supports our choice of simple card
and board games as the initial target of our work.

Beyond gaming, there are many contexts in which sociable agents and robots
are popular [13], ranging from Keepon [14], a minimalistic musical robot partic-
ularly useful for treating children with autism, to much more complicated social
agents. Whether it is therapeutic care [15], food delivery [16] or playing with
toys [17], social interactions prove to be a crucial aspect of many experiences. In
this work, we study such sociability in a game context.

3 User Study

In our user study, a virtual agent capable of speaking comments and performing
social gaze behaviors (see Fig. 1), played checkers and rummy with participants.
By incorporating two different games, we intended to assess the generality of our
approach and framework.

Our general assumption was that a gaming experience that involves social
behaviors inspired by the semantics of the game would be preferable to a gaming
experience that does not. Two readily available social behaviors were making
comments and introducing some social gaze. The gaze choices for the agent were
limited to ones that involved the agent directing its gaze in three different ways,
but did not include mutual gaze with the user because of the complexities of
assessing mutual gaze. We suspected that users’ non-verbal gestures might also
be important. Because smiling is associated with pleasure in playing games, we
hypothesized that smiles would more readily occur when the agent produced
more types of social behavior.

In our hypotheses below, we are exploring the relationships between social
behaviors (gaze and comments) and participants’ preferences and smiling.

Hypothesis I: Participants will (a) prefer and (b) smile more playing check-
ers and rummy with a virtual agent that interacts using both social gaze and
comments, compared to either a virtual agent using only social gaze or playing
without a virtual agent.

Hypothesis II: Participants will (a) prefer and (b) smile more playing checkers
and rummy with a virtual agent that interacts using only social gaze, compared
to playing without a virtual agent.
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3.1 Experimental Setup

Participants. There were 31 participants in the study, 12 males and 19 females.
The average age of participants was 20.23 with a standard deviation of 3.67. All
participants were offered course credits for their participation.

(a) Straight ahead (b) Thinking (c) Playing

Fig. 1. Different gaze directions of the agent

Interaction Elements. Our virtual agent is shown in Fig. 1. The agent was
always located at the top-right part of the screen (see Fig. 2) and was able
to speak and perform gazes in different directions. These gaze directions were
straight ahead, thinking and playing. The thinking gaze was used before the
agent played a move (for 2 to 3.5 seconds, depending on the game and move),
and the playing gaze was used from 0.5 seconds before playing a move to 1 second
after. The playing gaze was also used during user’s turn and before user’s move
to reflect the anticipation of user’s move in agent’s expressions. A significant
amount of effort was devoted to making the gaze animations and timing smooth
and accurate. The rest of the time (e.g., when agent was speaking to user)
the agent gazed straight ahead (during which time a face-tracking mode was
activated to allow the agent’s head to follow participant’s face). During both
gaze and face-tracking behaviors, the agent’s eyes moved in synchrony with its
head according to well-known rules for human gaze motions.

The agent was also capable of making social comments about its own or the
human player’s moves using the IVONA text-to-speech engine. After the agent’s
comment, the participant is given a chance to respond by choosing one of the
text menus appearing on the right side of the screen. Participants also had a
chance to make a social comment on either their own or the agent’s moves,
after which the agent would respond with another comment. After each played
move, the commenting opportunity was given to one of the players randomly.
A maximum of one comment and one optional response was possible each time.
The participant had the ability to skip entering a comment, or a response, by
either making a move in the game if it was his/her turn, or by selecting “Your
turn” (Fig. 2a) which always appeared as menu choice when the agent’s turn
was coming up. See Sec. 4 for details on the generic framework and how social
comments were chosen.
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I have to say that you got

Here | go, a meld! me there

Best meld ever! Oucht
1 got good cards!

Your turn
[ ]

(a) Rummy (b) Checkers

Fig. 2. Complete graphical interface of the games. The text menus (in gray buttons) are
offered to the users as options for commenting on the game moves, and also as options
for responding to agent’s comments. Agent’s comments and responses are spoken.

Conditions. The study contained three conditions as follows (in all conditions
the gaming area of the interface was identical):

e NoAgent: The screen space occupied by the agent in the other conditions
was left blank and there were no social comments;

e GazeOnly: Agent with social gaze only;

e GazeComment: Agent with social gaze and comments.

Procedure. As introduced earlier, we used rummy and checkers games in our
study. The study was within-subject. Each participant was assigned one of the
two games and played it in all three conditions, in a random order. At the
start of the study, the participant was consented by the experimenter and told
which game he/she was going to play. The participant was then asked if he/she
needed a tutorial about how to play that game. The tutorials were short one-
page documents in electronic format that explained the game rules, but did not
contain any information about the agent or the conditions. The participant was
given time to read the tutorial while the experimenter waited outside.

The computer used in the study was a touch-screen PC; participants used the
touch input for gameplay.

In all conditions, the participant was told that he/she had an unlimited
amount of time in order to play one round of the game. However, after 7 min-
utes, the participant was given the option to decide to continue the game or to
move on to the next phase of the study. This was primarily done to avoid the
overall study time from being too long. Participants were also told to notify the
experimenter by knocking on the closed door, if they finished the game sooner
than 7 minutes.

After playing in each condition (during which the experimenter waited out-
side) the participant was asked to fill out an electronic questionnaire. The ques-
tionnaire was identical for all conditions of both games. After completing three
conditions and three questionnaires, the study was concluded.

During the study, we also used the Shore [18, 19] face detection engine to
record the occurrences of participants’ smiles.
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Table 1. Questionnaire items and categories

Category 1: Working Alliance Inventory (6 questions)

- I can say that the opponent appreciated my gaming capabilities

- I believe that the opponent and I respect each other

- I believe the opponent was playing honestly

- I was frustrated by my interaction with the opponent in the game *

- I find our gaming experience with the opponent confusing *

- I think the opponent in the game and I trusted one another during the game
Category 2: Enjoyable (5 questions)

- The game was enjoyable

- I would have played the game longer

- I laughed during the game

- The game was fun

- The game was more fun than other similar computer games I have played
Category 3: Sociable (5 questions)

- The game was more social than other similar computer games I have played

- I felt that I had a social experience during the game

- I found the opponent in the game social

- I believe the game meant more than just winning to the opponent

- I believe the game became/was more than just winning for me

Category 4: Human-like and intelligent (3 questions)

- The game experience was natural and human-like

- I found the opponent in the game intelligent

- The game made me feel that I was playing with something more than just a CPU
Category 5: Game adoption (5 questions)

- I would show this game to my friends

- I can see myself getting used to playing this game on a daily basis

- I can see myself playing this game instead of some other more ordinary games

- I can see this game as a close replacement for playing with friends when that is not possible
- If T could, I would have asked for the same kinds of interaction in my other activities as the ones I
had in the game

3.2 Results

Questionnaire. The questionnaire consisted of 24 items using a 7-point Likert
scale from “strongly disagree” to “strongly agree”, coded as 1 to 7, respectively.
The items were 5 different categories which were not apparent in the question-
naire. These categories, and their items, can be found in Table 1. The question-
naire items were presented in an identical shuffled order to all participants.

One of the questionnaire categories consisted of items from the Working Al-
liance Inventory [20], a standard collection of statements used to measure the
alliance between the two parties in an interaction. Alliance refers to the achieve-
ment of a collaborative relationship, meaning that there is a consensus and
willingness in both parties to be engaged in the interaction.

Table 2 shows the results for each questionnaire category, along with the
overall results, in an aggregated fashion. The answers to the 2 items marked
with asterisk in Table 1 were subtracted from 7 because of their phrasings.

Smile Detection. As mentioned earlier, we used the Shore [18, 19] face detec-
tion engine to detect participants’ smiles. We chose smiles because they could
be reliably automated with no special apparatus for the user and also because
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Table 2. Questionnaire results, showing the Mean and Standard Deviation (m(sd)) in
an aggregated analysis over categories and overall for all conditions. p(x, y) shows the
p-value from a paired two-tailed t-test between conditions x and y, where NA stands
for NoAgent, GO for GazeOnly and GC for GazeComment.

Category NoAgent  GazeOnly GazeComment p(NA, GO) p(GO, GC) p(NA, GC)

1 3.86(1.72)  4.13(1.67)  4.70(1.54) <.05  <.001 <.001
2 4.02(1.74)  3.99(1.77)  5.14(1.49) 8 <.001  <.001
3 2.25(1.59) 2.65(1.42)  4.39(1.81)  <.001  <.001  <.001
4 2.80(1.78)  3.68(1.67)  4.10(1.69)  <.001 07 <.001
5 3.39(1.89)  3.65(1.59)  4.17(1.88) .06 <.003  <.001
aggregate 3.33(1.86) 3.64(1.71)  4.54(1.72)  <.001  <.001  <.001

smiles are a facial expression associated with enjoyment in game playing. We
did not have access to any other means of automatically collecting other facial
expressions or body gestures that seemed relevant. In this process, Shore reported
the “perceived happiness” of the participant’s facial expression as a number in
the range of [0, 100], which we recorded every 0.5 seconds. We later counted the
number of times (h) that each participant’s happiness value exceeded 50 in each
condition. It should be mentioned that the creators of Shore have reported [18]
a successful recognition rate of 95.3% for this feature of their engine.

We chose the threshold approach, which filters out low values in Shore’s re-
ported numbers, as opposed to other possible methods of analysis, such as sum-
ming or averaging, to be more certain that the h value better represents smiles
that were most likely caused by the game interaction and not, for example, the
constant smiles of cheerful people. We did not try to correlate the timing of the
smiles with any particular events in the interaction.

The results for a paired two-tailed t-test between the recorded h values in
three conditions along with the mean h values can be found in Table 3.

Table 3. Mean of h values for perceived happiness in three conditions. p(x, y) also
shows the p-value from a paired two-tailed t-test between conditions z and y where
NA stands for NoAgent, GO for GazeOnly and GC for GazeComment.

NoAgent GazeOnly GazeComment p(NA, GO) p(GO, GC) p(NA, GC)
21.19 21.38 49.3 .9 <.002 <.001

To illustrate this distribution better, a three-dimensional area chart, showing
the h values for every participant and in all conditions, can be found in Fig. 3.

Although we arbitrarily chose a threshold of 50 in our analysis, we observed
that for any other threshold, ranging from 5 to 95, the average of h values in the
GazeComment condition was consistently 2 to 3 times larger than that of other
conditions, with similar p-values to the ones reported in Table 3.
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Fig. 3. In this chart, the Y-axis represent the h values (with a threshold of 50) for all
three conditions, while the X-axis contains each study subject (31)

Other Results. As stated before, participants had the chance to continue play-
ing the game after 7 minutes. Out of 93 plays in all conditions, 41 cases were
finished before 7 minutes, 46 were stopped on 7 minutes and only 6 cases were
extended (3 in the GazeOnly condition and 3 in the GazeComment condition).

When the same analyses were performed for the two individual games (check-
ers and rummy) separately, the results of questionnaire and smile detection were
similar to the combined results.

3.3 Discussion

Hypothesis I-a (comparing preferences for the GazeComment condition to the
other two conditions) is strongly supported by the questionnaire results in Table
2, except in the case of comparing the GazeOnly and GazeComment conditions
in category 4 (human-like and intelligent), for which this hypothesis remains
a trend. This shows that nothing stood out for the participants in terms of
agent’s intelligence and human-likeliness between these two conditions. However,
comparing the NoAgent and GazeOnly conditions in category 4 shows statistical
significance. Thus participants’ perception of the agent’s intelligence is greater
in the GazeOnly and GazeComment conditions as compared to NoAgent, even
though the agent was not really more intelligent, since we did not change its
gaming strategies. This increase hints at the importance of sociability when an
agent is intended to be perceived as intelligent.

Moreover, Hypothesis I-a is also fully supported in the aggregated analysis of
the questionnaire results over all categories (see Table 2).

Hypothesis I-b is strongly supported by the results as well. Smile detection
analysis suggests a significant increase in the number of smile occurrences during
the gaming interactions in the GazeComment condition, compared to the others.

Hypothesis II-a (comparing the NoAgent and GazeOunly conditions) is sup-
ported in the 1st (alliance), 3rd (sociable) and 4th (human-like and intelligent)
categories. It remains a trend for the 5th category (game adoption) and unsup-
ported for the 2nd category (enjoyable). On the 5th category, the results suggest
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that the verbal communications are more important than the agent’s presence
and social gaze in the participant’s willingness to adopt the game. Moreover, the
results for the 2nd category underline the importance of verbal communications
in this context. Talking is often an important element of an enjoyable social ex-
perience, especially in games, where interesting events provoke a need for verbal
feedback. Furthermore, the aggregated analysis of the questionnaire results over
all categories strongly supports Hypothesis II-a as well (see Table 2).

Hypothesis II-b is not supported. Smile occurrences do not show any signif-
icant difference between the NoAgent and GazeOnly conditions. This can be
explained by the fact that gazes and direct looks, when not accompanied by any
verbal communications, not only are not fun, but seem rather unpleasant. In
fact, between humans, this kind of behavior usually bears a negative message of
disengagement or dissatisfaction.

Notably, the smile detection results are consistent with the results from a
related item of the questionnaire (the third item in 2nd category of Table 1)
where p(NA, GC) and p(GO, GC) were both <.001 and p(NA, GO) was 0.8.

4 A Software Framework

All of the social comments in our user study were generated using a generic
software framework (see Fig. 4) we developed. This framework brings to the
gaming experience systematically authored social comments selected based on
the semantics of the game. Since the architecture is game-independent, it enables
a developer to create new social games for any robot or virtual agent. Please
note that the gaze behaviors in the study were not generated by this framework.
However, the study system supported BML-like markups for adding non-verbal
behaviors which could be included in the commenting strings.

A High Level Tour of the Framework. The starting point is the Legal Move
Generator which generates all the possible moves on every agent’s turn. Then,
the Move Annotator annotates the generated moves with a set of pre-defined
annotations that have numeric and boolean values, such as move strength (how
much a specific move will help the player win) and novelty or bluffing. If scenarios
are used (see Sec. 4.2), the annotated moves will be first filtered by the Scenario
Filter and then the move with the highest move strength will be chosen by the
Move Chooser to be played by the agent. After each played move, one of the two
players will randomly be selected to make a social comment, to which the other
player can respond. User’s commenting and responding options are presented as
menus on the screen (see Fig. 2). In order to avoid overwhelming the user, on
25% of the moves, unless the move is significant (e.g., a double jump in checkers)
or the game is in a significant state (e.g., win or lose), no comments are made.
The Comment Chooser chooses a comment from the Comment Library based
on the latest played move along with the Game Logic State (and the Current
Scenario, if scenarios are used).



On the Sociability of a Game-Playing Agent 49

An author of a new game using this framework only has to implement the
game-specific components in the architecture (gray boxes in Fig. 4) and option-
ally add extra generic or game-specific comments (and scenarios) to the libraries.

4.1 Commenting System

A main purpose of the framework is to generate social comments based on the
semantics of the gameplay. This process involves the Comment Library and the
Comment Chooser, which are explained below.

Comment Library. The Comment Library contains social comments authored
in XML format (see Fig. 5). Each comment includes a set of attributes. Com-
ment attributes are used to determine the best situation in which to use the
comment. These attributes have boolean, numerical and string values. Exam-
ples include competitiveness, regret, compliment, offensive and brag. The game-
Name attribute restricts a comment to a specific game; the gameType attribute
restricts a comment to a specific type of game such as card or board.

Comment Chooser. This component chooses an agent comment or choices for
the user comment menu, in response to the most recent game move or comment.
For commenting on a move, an algorithm finds the best matches for the current
stage of the game out of all the comment library items using the annotations
of the move and the game logic state (as well as the current scenario, in case
scenarios are used). These comments must have the maximum similarity in their

> .
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Fig. 4. Framework Architecture. Gray boxes indicate game-specific components while
others are generic. Libraries have both generic and game-specific entries.
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<comment competitiveness=’0.2’ tags="askHand" gameType="card" madeBy="agent"
madeOn="agentMove">
<content>How is your hand?</content>
<response>Good!</response>
<response>Not gonna tell you!</response>
<response>Terrible</response>
</comment>
<comment competitiveness=’0.3’ tags="agentFewCardsLeft" gameType="card" madeBy="human"
madeOn="agentMove">
<content>0h you got only a few cards left!</content>
<response>Do not worry, too soon to tell</response>
<response>Haha, I am gonna win</response>
</comment>
<comment competitiveness=’0.8’ tags="agentMeld/brag" gameName="rummy" madeBy="agent"
madeOn="agentMove">
<content>And that’s how you make a meld!</content>
<response>Well, wait for mine!</response>
<response>Yes that was nice!</response>
</comment>
<comment competitiveness=’0.7’ tags="humanMultipleCapture" gameName="checkers" madeBy="human"
madeOn="humanMove">
<content>Wow! I seem to love jumping!</content>
<response>Yea, you got me there!</response>
<response>0h Come on!</response>
<response>Nice set of moves</response>
</comment>
<comment moveStrength=’0.7’ competitiveness=’0.1’ tags="humanMultipleCapture"
gameType="generic" madeBy="agent" madeOn="humanMove">
<content>I should say, you do play very well!</content>
<response>Well, try to learn!</response>
<response>Thank you, you do too</response>
</comment>
<comment competitiveness=’0.6’ tags="longTimeNoMeldByHuman" gameName="rummy"
madeBy="agent" madeOn="humanMove">
<content>You realize you have not made a meld in ages, haha!</content>
<response>Wait for it!</response>
<response>Yeah, I know!</response>
</comment>

Fig. 5. Sample comment library entries for generic and game specific comments. The
madeBy and madeOn properties determine which player is able to use each comment,
and on which player’s move, respectively. The response fields in each comment are the
response options for the player other than the one making the comment.

attributes to the most recent move’s annotations and should also match certain
information from the game state, such as if the game is close to the end or
there are only a few cards left for a specific player. If multiple comments match
the game state criteria and have equal number of matching attributes to the
most recent move’s annotations (with a margin or threshold for numeric values),
then in case of the agent, one comment, or in case of the user, at most three
commenting options are randomly chosen among the candidates. The Comment
Chooser will initially look only among the comments with matching gameName
and then gameType attributes in order to be as specific as possible.
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4.2 Scenarios and Interruptibility

This section describes two mechanisms in the framework that were not utilized
in our study, but we think may be useful in other applications that include
longer-term use of our system.

Scenarios introduce the capability to not only control the verbal interaction
in the game, but to also change the agent’s gaming strategies in order to in-
crease its sociability. A scenario includes a plan for choosing moves with specific
kinds of annotations at different stages of its progress. Thus, the agent can, for
example, start the game strongly or weakly to control the suspense. Scenarios
can also generate attributes for the Comment Chooser to enforce a desired kind
of comment that fits the scenario. For example, the agent can follow a Self-
Deprecating Humor scenario in which it starts the game strongly and then loses
on purpose after generating comments with the bragging attribute to create a
humorous experience for the user or to boost the confidence in a novice player.

In Fig. 4 the Current Scenario is selected by the Scenario Manager from the
Scenario Library at the the start of every session. This selection is made based
on a set of Social Attributes that are imported from outside of the framework.
Thus scenarios can be used to achieve social goals in gameplay.

Interruptibility is continuously reported as a numeric value in [0, 1], where a
higher value is an indication of the current moment being more appropriate for
pausing the game, and, for example, initiating social chit-chat on topics other
than game matters (generating such chit-chat is not part of this framework).
For instance, when there is nothing significant about the current game state,
this value is closer to 1, whereas if a player is about to win, it is closer to 0.

5 Conclusions and Future Work

Our results suggest that there is a great potential in bringing sociability to
the gaming interactions of virtual agents and robots, and that we can do so
in a systematic way, based on the semantics of the game. We observed that
this sociability significantly improved the gaming experience for users and also
caused the agent to be perceived as more intelligent.

This work offers two main contributions. First, we designed and developed
a generic software framework which aims at enabling many virtual agents and
robots to play games socially in the future through making deeply relevant social
comments based on the game state and events. Second, in order to apply and
evaluate our framework, we conducted a user study, during which we observed
both subjective and objective measures of the effects of social gaze and com-
ments. The gaming interactions proved to be significantly more social, human-
like, intelligent, enjoyable and adoptable when social behaviors were employed.
Moreover, the participants showed increased alliance [20] with a social gaming
opponent. Furthermore, since facial expressions can be a strong indication of
internal state, we measured the number of participants’ smiles during the game-
play and observed that the participants smile significantly more when social
behaviors were involved than when they were not.
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A main limitation of our work may be the type of games used. Some more
social but highly verbal games, such as charades, are perhaps beyond this ap-
proach. However, more complex games than rummy and checkers, such as Risk
or Monopoly, would be worthwhile exploring in this framework.

It would also be valuable to explore if the scenarios and interruptibility in our
framework (see Sec. 4.2) can influence gaming interactions and especially users’
perception of the agent’s sociability and intelligence.

Another interesting future direction for this work is to use
emotion modeling techniques (as in [2]) for generating our so- -
cial comments, so that they are able to make use of the relation
between different emotional states of the users and emotional ‘
expressions of the agent, in the presence of varying gaming
events. This direction will be able to take good advantage of
the scenario functionality of our framework (see Sec. 4.2).

Moreover, detecting and analyzing other facial expressions
than smile could be worth investigating. Furthermore, this work could be ex-
panded for games involving more players, including one or more agents. Lastly,
using an expressive robot (e.g., Reeti in Fig. 6) could lead to new opportunities.

Fig. 6. Reeti
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Abstract. This paper presents a study of the dynamic coupling between
a user and a virtual character during body interaction. Coupling is di-
rectly linked with other dimensions, such as co-presence, engagement,
and believability, and was measured in an experiment that allowed users
to describe their subjective feelings about those dimensions of interest.
The experiment was based on a theatrical game involving the imita-
tion of slow upper-body movements and the proposal of new movements
by the user and virtual agent. The agent’s behaviour varied in auton-
omy: the agent could limit itself to imitating the user’s movements only,
initiate new movements, or combine both behaviours. After the game,
each participant completed a questionnaire regarding their engagement
in the interaction, their subjective feeling about the co-presence of the
agent, etc. Based on four main dimensions of interest, we tested several
hypotheses against our experimental results, which are discussed here.

Keywords: Human-virtual agent interaction, coupling, co-presence and
engagement measurement, experimental study.

1 Introduction

Coupling [1] is the continuous mutual influence between two individuals, and has
a dynamic specific to the dyad. It possesses the capability to resist disturbance,
and compensates by evolving the interaction. Disturbances come from both the
environment and from within the individuals, depending on how they perceive
the interaction. This definition is recursive since coupling exists because of the
human effort to “recover” it as its quality decreases; this is why it is highly com-
plex to reproduce when employing virtual agents. Coupling between two persons
implies an evolving equilibrium between regularity and surprise, and it is a fun-
damental key to establish an interaction. Our assumption is that coupling and
sense-making are tightly linked to a subjective feeling of several dimensions of
interaction. In this paper we focus on co-presence, believability, and engagement
as these are important dimensions frequently addressed by the virtual character
community.

Many studies in the field of human-agent interaction have tried to develop
believable, co-present, and/or engaging agents. If presence is addressed in vir-
tual reality as the feeling of “being there” [2], co-presence is the feeling of “being

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 54-63, 2014.
© Springer International Publishing Switzerland 2014
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with” [3]. Believability is how an object or character fits a user’s model, and en-
gagement is a measure for being “into the game”. The improvement of these sub-
jective feelings must address two problems. The first is the multi-dimensionality
of the interaction. Emotional feedback, expressed through facial expressions, is
just one of the cues that helps agents build a better rapport with humans [4].
Also, back-channels are considered “the most accessible example of the real-
time responsiveness that underpins many successful interpersonal interactions”,
and expressive feedback, such as a nod or an “a-ha” (which literally means “I
am listening, tell me more”), given at the right moment, heightens the degree
of convergence [5]. In addition, synchrony is also an important parameter in
human-agent coupling [6]. The second problem is the difficulty of defining and
evaluating the subjective feelings of users. There is much debate on the link be-
tween feeling, in the sense of “What is it like?”, and physiological responses [7].
The debate about the notion of presence is well known [8]. Some researchers
argue that co-presence is primarily subjective, so they try to define a “good”
subjective questionnaire [9], while others stress that only physiological measures
can provide progress on the understanding of presence [10]. It is also possible
to find objective measures for believability [11], or to use subjective evaluation
techniques [12], while engagement can be evaluated by feeling (e.g. of pleasure,
or control), or through objective measures in terms of time before fatigue [13].

To study the links between coupling and the three dimensions (believability,
co-presence, and engagement), we propose a body interaction experiment that
allows us to vary the coupling between a human and a virtual character. We aim
at improving the interaction experience by gathering insights into the princi-
ples necessary for implementing virtual characters. Additionally, the experiment
could help us to better understand how “subjective feeling” should be evaluated.

Details on the experiment, its variations (the different condition scenarios),
and tested hypotheses are given in Sect. 2, while Sect. 3 explains the methods
utilized. Section 4 presents several result sets, which are discussed in Sect. 5.
Conclusions are drawn in the final section (Sect. 6).

2 Experiment

An evaluation test was used to assess the dynamic coupling between a human
user and virtual agent. In a theatrical exercise, two players facing each other im-
itated the other person’s upper-body movements but introduced subtle changes
by proposing, from time to time, new movements. This dyadic imitation game
causes dynamic notions of coupling and interaction to emerge naturally from
both players. Regularity (through the imitation of the other subject) and sur-
prise (seen in the new movements) are intrinsic to the exercise, and are perfectly
balanced. This game meets our needs perfectly, and the participants were asked
to play it with a virtual agent.

Our system uses a motion capture device (Microsoft Kinect) to collect po-
sitional information about the user’s body. Captured coordinates are passed
through a simple averaging filter to reduce noise, and then sent onto a synthesis
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module built in Unity3D. It uses the body coordinates and inverse kinematics to
make the virtual agent strictly imitate/follow the user’s movements. A Wizard of
Oz (WOZ) technique allows an agent to create new movements during the inter-
action. The WOZ, managed by one of the evaluators through keyboard controls,
can change the agent’s hands directions. No blending issues between old and new
movements were perceivable since changes were quite slow. When the WOZ is
disabled, the agent will again start strictly following the user’s movements. To
study only body movements and for artistic reasons, one of Joan Miré’s colour-
ful paintings involving a devil-like minimalist character made of black segments,
was utilized as the agent (see Fig. 1). Participants interacted with the agent by
utilizing one of three scenario conditions:

Fig. 1. Scene installation: When the user is detected, the devil-like character “jumps
out” of the painting leaving a white empty shape, and the interaction starts

o 15¢ condition (C1): the agent’s behaviour was a pure imitation of the user’s.

o 274 condition (C2): the agent’s behaviour was partially driven by the WOZ.

e 3" condition (C3): the agent’s movements were controlled by a previously
recorded motion capture file of another person playing the game.

The agent imitates the user’s movement in cases C1 and C2 with a slight delay.
Without such a delay, the agent almost instantly imitates the user’s behaviour,
which does not seem natural to the human participant, and makes the agent seem
too obviously computer-driven. Pretests showed that employing a half second
delay is a good solution to this problem.

Prior to our experiment, we formulated several hypotheses involving four di-
mensions of interest (coupling, co-presence, engagement, and believability) that
will be measured through a questionnaire:

Hypothesis 1. The four dimensions would be most prominent in condition C2
rather than in C1 or C3. Also, since the agent does not react to human
behaviour in C3, no connection would develop between the subject and the
agent. This suggests that higher results would be expected in C1 than in C3.
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Hypothesis 2. Level of engagement, sense of co-presence, and believability are
due to a subtle equilibrium between surprise and regularity during an in-
teraction. In other words, co-presence, engagement, and believability are
connected to the level of coupling.

Hypothesis 3. Engagement and a feeling of co-presence are linked. Perceiving
the co-presence of the agent makes the game more fun, and so more engaging.

3 Method

The experiment was conducted at a school during an exhibition about the links
between art and science. We decided on an independent-measures design: each
subject participated in just one condition scenario (C1, C2, or C3). Data from
forty-one French-speaking subjects (20% women, 80% men) was collected: thir-
teen subjects, age from 18 to 30 (Median = 21), participated in C1; fifteen,
age from 15 to 42 (Median = 21), participated in C2; thirteen participants, age
from 19 to 46 (Median = 20), interacted with the agent under condition C3.

The exercise was explained to the subjects and they were invited to play the
game with one of the evaluators. This introduction encouraged the participants
to feel the type of connections that could occur in the game. The subjects did not
know which condition they were playing, and to measure their level of engage-
ment, no time limit was imposed. At the end of the interaction, each participant
filled in a questionnaire (see Table 1) to judge their experience and the agent’s
behaviour.

Table 1. The sixteen statements in our questionnaire

Dimension Question

Coupling ql. I had the impression that the agent was proposing new movements.
q2. I had the impression that the agent was following my movements.
q3. I had the feeling that the agent’s behaviour was connected to mine.
g4. The agent did not take my movements into account.
q5. I was able to make the agent follow me.
qg6. I was surprised by the agent’s behaviour.

Co-presence 7.1 had the impression that I was in the presence of another being.
8. I had the feeling that the agent was aware of my presence.
q9. I perceived the agent as a simple computer program.
q10. The agent seemed aware of its own behaviour.

Engagement ql1. I enjoyed playing with the agent.
q12. I had the feeling that I was really playing with the agent.
ql13. Playing the game with the agent was easy.

Believability q14. The agent’s behaviour made me think of human behaviour.
ql5. I don’t think that the agent was behaving like a real person.
ql16. I had the impression that the agent was controlled by a human.
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The questionnaire contained sixteen statements (each used a 6-point Likert
scale: 1 = disagree strongly; 6 = agree strongly) grouped according to the four
dimensions we have retained. Six of them are based on the definition of cou-
pling presented in [1] and then they are related to the feeling of regularities and
surprises during the interaction. OQur evaluation of co-presence drew inspiration
from a questionnaire proposed in [3]. Level of engagement was evaluated accord-
ing to how enjoyable the agent interaction was for the participant, the ease of
the interaction, and whether the user felt involved in the game. We also recorded
the length of each interaction with the aim of collecting additional information
on the users’ engagement since more engaging interactions last longer. To assess
the perceived believability of the agent’s behaviour, the questionnaire addressed
the closeness of the agent’s behaviour to human actions.

4 Results

Each questionnaire was analysed by evaluating each statement within the con-
text of the three condition scenarios (C1, C2, and C3). We compared the answers
to each question pairwise, by considering each pair of different conditions. For
this we utilized the Wilcoxon test, a non-parametric equivalent of the t-test. All
our hypothesis analyses were one-tailed because the direction of each expected
difference was specified. The results were significant for several of the statements,
particularly for those that evaluated the feeling of coupling. Subjects easily rec-
ognized that the agent suggested fewer new movements (¢I) in condition C1
than in C2 (p < .01) or C3 (p < .01), and less in C2 than in C3 (p < .01).
They also noticed when the agent was following the user more closely (¢2) in
condition C1 rather than in C3 (p < .01), and more in C2 than in C3 (p < .01).
Participants felt a stronger connection between their behaviour and the agent’s
(¢8) in C1 than in C3 (p < .01), and in C2 rather than in C3 (p < .01). In ¢4
(question 4), the agent was judged as taking the subject’s behaviour more into
account in condition C1 than in C3 (p < .01), and more in C2 more than in C3
(p < .01). The subjects were more surprised by the agent’s behaviour (¢6) in C3
than in C1 (p < .05).

These results show that we did not find many significant differences between
conditions C1 and C2. This is not surprising, particularly for those questions
that asked the subjects if they felt that the agent was following them (¢2 and
q5), or if they felt a connection with the agent (¢%), or if the agent was taking
their movements into account (¢4 ), since the agent imitates the subjects in both
conditions. However, the agent imitates less in condition C2, and people do tend
to feel it, as shown in the box plots diagrams in Fig. 2. The diagrams of ¢2 and ¢5
shows that the subjects were more aware of the agent imitation in condition C1
than in C2. The diagram for ¢4 shows that people tend to believe that the agent
takes their movements into account less in condition C2 than in C1. The agent
seems a little more surprising in C2 than in C1, as shown by the box plot diagram
of g6. The diagram for ¢& indicates that people feel slightly less connected to
the agent in condition C2 than in C1. It is more surprising that the subjects
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also feel quite connected to the agent in condition C3 (even though there is a
significant difference between the other two conditions). Perhaps this condition
scenario forces people to try harder to play (since the agent doesn’t interact at
all), and the increased effort causes the players to imagine a connection that
isn’t there.
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Fig. 2. Box plot diagrams of the coupling questions

None of the questions regarding agent believability produced significant re-
sults, and the questions regarding co-presence contained almost no significant
results. Participants felt that the agent was aware of its own behaviour (¢10)
more in condition C3 than in C1 (p < .01) and C2 (p < .05), and more in
C2 than in C1 (p < .05). No significant results were obtained for the feeling
of engagement, except in question 12, where the subjects had the impression of
playing with the agent more in condition C3 than in C1 (p < .01).

Co-presence and engagement are very hard to evaluate solely through a ques-
tionnaire, although we did hope to find that a feeling of co-presence and en-
gagement are linked to the level of coupling between the human and the virtual
agent. Consequently, we built a correlation matrix between all the questions
(disregarding the condition) by utilizing Spearman’s Rho correlation coefficient.
The two-tailed significance level of the correlation was measured to determine
if it was significantly different from a zero-correlation in the positive or nega-
tive directions. Indeed, some of the questions were correlated (see Table 2). We
also checked for a correlation between the questions and interaction duration,
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but only a weak result (Rho=0.268, p < .05) was obtained for question 12. It
seems that the subjects interacted longer when they had a stronger impression
of “playing” with the agent. Even without significant results for the agent’s be-
lievability, correlations were detected between the questions on co-presence and
believability and the questions on engagement and believability.

Table 2. Results of Spearman’s Rho correlation coefficient for N=41

Pair of Spearman’s Pair of Spearman’s
questions Rho questions Rho
coupling- ql-q10 0.757 p<.01 q4-ql0 0.319 p < .05
co-presence ql-g8 -0.296 p < .05 q5-q8 0.352 p < .05
q2-g8 0.428 p<.01 g5-ql0 -0.299 p < .05
q2-q10 -0.407 p < .01 q6-q7 0.507 p<.01
q3-q8 0.334 p<.05 g6-ql0 0.306 p <.05
q4-q8 -0.324 p < .05
coupling- ql-q12 0.35 p<.05 g6-qll 0.311 p < .05
engagement q3-ql3 0.415 p<.01 g6-ql2 0.383 p<.01
co-presence- (7-qll 0.438 p<.01 q9-qll -0.408 p<.01
engagement q7-ql2 0.619 p<.01 q9-ql2 -0.29 p < .05
q8-ql1 0.283 p < .05 qlO-ql2 0.312 p <.05
co-presence- (7-ql4 0.33 p<.05 q7-ql5 -0.375 p<.01
believability q10-q14 0.481 p < .01
engagement- qll-ql5 -0.263 p<.05 ql3-ql4 0.475 p<.01
believability ql2-ql4 0.323 p < .05 ql3-ql6 0.367 p <.05
ql5-q12 -0.475 p <.01

5 Discussion

As for the first hypothesis, the experimental setup clearly allows coupling to
emerge, and C2 gives the users the best feeling of coupling. Another property
of C2 is its balance between surprise and regularity. For instance, g6 shows
that C2 encourages more surprise than C1 and less than C3 (where the agent’s
behaviour is unconnected to the human’s). Similarly, ¢! shows that C2’s be-
haviour is felt to lie somewhere between that of a passive agent (C1) and a
directed agent (C3). A consideration of the questions concerning believability,
co-presence, and engagement shows that C2 represents a balance between low
and high autonomous behaviours (¢q10). No other significant results concerning
the discriminatory role of C2 were found, for which there are two possible ex-
planations: 1.) feelings like co-presence and engagement are difficult to assess
solely with a questionnaire, and 2.) some questions are victims of alternative
interpretations, or were inadequate for discriminating our types of interaction.
The second case was particularly true for the statements involving believability.
All of our condition scenarios present agent behaviour intrinsically similar to
that of a real human: the agent is solely driven by the user in C1, the agent
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partly reproduces the behaviour of the user in C2, and the agent plays back a
behaviour generated by another human in condition C3. When considered this
way, users can judge all the agent’s behaviours to be human-like.

Condition C3 produced an interesting result. We did not expect any connec-
tion to be established between the subject and the agent, so initially thought
that C1 and C2 would generate stronger engagements. However, ¢12’s results
show that users believe they are playing with the agent more in C3 than in C1.
It appears that when a subject is imitating the agent, they also believe that
they are playing the game together, and so feel an increased connection. The
subjects seem to actively look for this connection since it is the goal of the ex-
ercise. This indicates how a goal’s role in this type of study can have a strong
impact on the users’ sense of engagement. There is a real difficulty in finding a
balance between the fact that the subject must do something with the virtual
character to induce coupling and how the user can become so focused on their
role that the precise behaviour of the agent becomes less important. To test our
last two hypotheses, we looked at the correlation between questions (indepen-
dent of the experimental conditions). We examined the subjective links between
human feelings, which are not necessarily related to the objective behaviour of
the virtual character. Most of the questions about coupling correlate with one
or more questions about co-presence (Table 2). From the user’s point of view,
the agent seems to be aware of the subjects’ presence when it takes their move-
ments into account and follows them, and this regularity is what people expect.
Subjects feel the agent’s presence strongly when its behaviour surprises them,
so a balance between regularity and surprise increases a sense of co-presence.
Even if people cannot objectively define what condition makes the feeling of
co-presence stronger, they can subjectively feel that such a feeling has increased
when coupling emerges. This confirms part of our second hypothesis. The other
part, concerning the link between coupling and engagement, is harder to sustain
since the only relevant correlations are between ¢/1 and ¢6, and between ¢q12
and ¢6. Clearly, surprise triggered by an agent’s behaviour has an effect on a
user’s engagement because it increases the game’s enjoyment, and heightens the
impression of playing with the agent. This result may not be enough on its own
to show a link between coupling and engagement, but it connects engagement
with surprise as a component of coupling.

Table 2 shows several correlations between questions about co-presence and
those on engagement. When a subject enjoys playing with the agent, they feel
more involved in the game, feel the agent’s presence, and form an impression
that the agent is perceiving them. As a consequence, the agent is not seen as
a simple computer program. Although there is a clear link between the feel-
ing of co-presence and engagement, the subjects do not find it easy to judge
which condition scenario provokes a stronger sense of co-presence and engage-
ment, but they do subjectively connect these two dimensions. Our hypotheses
did not consider how the feelings of co-presence and engagement can influence
the believability of agent behaviour, but a strong correlation between questions
on co-presence and engagement, and questions on co-presence and believability
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was found (see Table 2). When users feel the agent’s presence, or enjoy playing
with it, they also judge its behaviour to be more human-like.

These correlations stress the link between subjective feelings and objective
conditions. For example, C2 and C3 are objectively different, but no statistical
difference was found between them regarding the feeling of co-presence. How-
ever, there are correlations between the feeling of co-presence and the feeling
of coupling. This can be explained by how a person will construct a feeling of
coupling with an agent even when such a connection does not really exist (see
Fig. 2.c). For instance, the agent in C3 is constantly proposing new movements,
but because the participants knows that the goal of the game is to imitate and
be imitated, they try to create a (fake) coupling. They feel coupling because they
want to, and once they think they are coupled with the agent, they also begin
to feel its presence. To confirm this notion, we checked the correlations between
coupling and co-presence in C3 and several interesting results were revealed. For
example, ¢8 (“I had the feeling that the agent was aware of my presence”) cor-
relates with almost all the questions on coupling: ¢ (Rho=-0.541, p < .05), ¢2
(Rho=0.765, p < .01), ¢4 (Rho=-0.74, p < .01), and ¢5 (Rho=0.815, p < .01),
for N=13; ¢9 and ¢4 also correlate (Rho=0.618, p < .05), indicating that the
agent is perceived as less like a simple computer program when it takes the
user’s movements into account. The correlation between co-presence and cou-
pling, which was found independent of the game condition, indicates that there
is a “hidden” correlation phenomena at work. Perhaps there are two types of
user: those who try to “play the game” by introducing a coupling, and so feel
coupling and co-presence by the end of the experiment, and those users who do
not “play the game” and so are denied those feelings.

6 Conclusions

We have presented a study on human-virtual agent body interaction with four
dimensions investigated: coupling, co-presence, engagement, and believability.
Our results show that coupling is easily recognized by the participants, but
the other three dimensions are harder to assess solely through a questionnaire.
However, result correlations were found between coupling and co-presence, and
between coupling and engagement. It seems that people do feel a sense of co-
presence and heightened involvement when they feel coupled with the agent.
There is a link between co-presence and coupling for subjects who make an
effort to create coupling. This desire for interaction provokes a fake feeling of
coupling which improves the feeling of co-presence. There may be an objective
measure of this “coupling willingness”, developing such a measure presents our
next challenge.

Our results suggest that cognitive architectures must include coupling capa-
bilities, as in [6], in agents intended to engender a strong sense of co-presence
and engagement with users. As our work shows, when these two dimensional
values are increased, then so does the believability of the agent behaviour. We
also introduced the importance of interaction willingness and we propose a link
between action and co-presence.
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Improving Motion Classifier Robustness
by Estimating Output Confidence
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1 Introduction

Embodied conversational agents that can sense and respond to multiple modal-
ities of user communication, like speech, gesture, and facial expressions, create
a better impression and facilitate communication [1,2]. Responding to a user’s
gestures entails classifying the content and quality of each gesture, but classifi-
cation performance is dependent on the selection of input sequence boundaries.
Small changes in the boundaries of an input sequence can have a large effect
on classifier output. Failing to correctly classify a user’s gestures may cause an
agent to respond incorrectly, which can negatively impact the agent’s ability to
communicate.

Motion classifiers must be robust to changes in input boundaries to create
effective conversational agents. This poster outlines a method of modifying any
learning based motion classifier to estimate the confidence of the classifier’s out-
put. The method calculates confidence by using multiple classifiers that are sen-
sitive to different input sequence boundaries. Preliminary results show that the
classification rate of a motion classifier improves by selecting input sequences
with highest confidence estimation.

2 Model

The error rate of a motion classifier is dependent on the location of the input
motion sequence’s boundaries. A shift of a single frame in either the start or
end boundary of an input motion sequence can have a negative impact on the
classifier’s error rate.

The effect of input sequence boundary shift on a motion classifier’s error rate
is a result of the selection of the boundaries of the training motion sequences. For
example, if two identical classifiers are trained with the same motion sequences,
except the start boundary of every training sequence is shifted by one frame
forward or backward, then one classifier will have a lower classification error
rate. If, however, the boundaries of input motion sequences are shifted the same
way as the boundaries of the training motion sequences, then the output of the
two classifiers is similar.

The similarity between two classifiers trained with the same motion sequences,
but with different boundaries, can be used to estimate the confidence of a motion
classifier. The less similar the outputs of the two classifiers are, the less likely it
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Table 1. Classifier Error Rates

(a) Static Boundary (b) Variable Boundary

Training Testing Training Testing
0.09 0.35 0.08 0.12

is that the outputs are correct. The similarity of the two outputs is a measure of
the confidence of their combined output. Furthermore, if there are more than two
classifiers, trained with different permutations of boundary shift, the probability
that all of the classifiers will produce the same incorrect output is low.

A compound classifier, multiple motion classifiers trained with different per-
mutations of boundary shift, is used to search for input sequence boundaries
with the highest output confidence. The confidence of the compound classifier’s
output, ¢, is the reciprocal of the average deviation of all of the sub-classifiers

and is calculated as
11 11

c=121/(3 3 la - o) 1)
i=1 j=1

where o is the output of a sub-classifier and a is the average output of all of
the sub-classifiers. The compound classifier uses 121 sub-classifiers because the
effect of boundary shift plateaus at 5 frames of total boundary shift and there
are 121 permutations of shifting an input sequence’s start and end boundaries by
5 frames or less. The average output of the classifiers with the highest confidence
is the final output of the variable boundary compound classifier.

3 Preliminary Results

The variable boundary compound classifier is tested with a feed-forward neural
network that uses simple kinematic features, such as average velocity and ini-
tial acceleration, to classify Laban Movement Analysis (LMA) Effort factors of
motion capture data. Zacharatos et al.[3] demonstrated the ability and utility of
classifying the LMA Effort factors of movements.

Table 1 summarizes the 24-fold cross validation error rates of the variable-
boundary compound classifier and the static-boundary simple classifier. The
288 non-emblematic training motions represent a diversity of movements as de-
fined by LMA. Note that the error rates of the static-boundary classifier and
variable-boundary classifier are similar for the training set but are different for
the testing set.

The training set error rates of the two classifiers are similar because the classi-
fiers are sensitive to the boundaries of the training motion sequences. The testing
set error rates are different because the compound variable-boundary classifier
is more robust to the segment boundary shifts in sequences on which it was not
trained. Note that the difference between training and testing error rates is 0.26
for the static-boundary simple classifier, but is 0.04 for the variable-boundary
compound classifier.
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The variable-boundary compound classifier is more robust to variability in
input sequence boundary selection for an LMA neural network classifier. Future
work will evaluate the impact of interacting with a conversational agent that
uses a variable-boundary compound classifier. The compound classifier’s con-
fidence may also be useful in creating more sophisticated conversation agents.
For example, a conversational agent should respond differently to a user who is
definitely nervous than to a user who is potentially nervous. Future work should
also evaluate using classifier confidence to create more nuanced conversational
agents.
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Abstract. We are working towards computational models of mind
of virtual characters that act as suspects in interview (interrogation)
training of police officers. We implemented a model that calculates the
responses of the virtual suspect based on theory and observation. We
evaluated it by means of our test, the “Guess who you are talking to?”
test. We show that this test can contribute to building response models
for believable virtual agents.

Keywords: Response Model, Evaluation, Virtual Agent.

1 Introduction

We work towards a virtual agent that can play a suspect in a serious game
that can be used by police students to hone their skills in police interviewing.
A virtual agent needs three main components to be able to have a meaningful
interaction. The actions of the user have to be sensed and interpreted (e.g. the
user says “Confess, criminal!” which is dominant and aggressive behaviour).
This interpretation provides the input to a response model that provides the
reasoning of the agent (e.g. the user is dominant and aggressive which makes
me sad and angry). A response model should take into account the specific role
that the agent plays. In this case that is a suspect with all the tactics and
psychological manoeuvring that is involved. A response model based on human
behaviour can be used to make the behaviour of a virtual agent more believable
to humans [5]. Based on the state of the response model the agent can select
the most appropriate behaviour in its repertoire (e.g. make a sad face and say
“You're not nice!”). The human responds to the agent and the cycle continues.

In this paper we discuss a method to evaluate response models. We focus
on the consistency with which a response model (and thus an agent using this
response model) can portray a personality. We present a way to evaluate only
the response model, in an abstract interaction without actual linguistic content.
We report the evaluation of a suspect response model based on the work in [3].

2 Method for Evaluation of Response Models

In this Section we present our method for evaluating response models and we
show the viability of this method by evaluating a response model. The response
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model is based on the work in [3] where we analysed the DPIT-corpus [1] to
get insight into the social behaviour of police officers and suspects in the police
interview setting. We collected terms that people use to describe the interactions
in the corpus. A factor analysis revealed factors that could be interpreted as
relating to the theories of interpersonal stance [4], face [2], and rapport [6] and
the meta-concepts information and strategy. Our response model can portray a
persona based on settings in the response model that are based on these theories.

We want to know whether a response model can portray a persona in a
recognizable and consistent way using our “Guess who you are talking to?”
test. Participants interact with the response model and have to guess which of
a selection of personas is portrayed by the system. In our method, we evaluate
the response model in an abstract manner, without the ambiguity of specific
utterances that stem from the semantics of the utterances rather than the
emotional and pragmatic variables that the model is intended to account for.
Evaluating a response model using utterances that have a subjective quality
introduces two sources of ambiguity related to the experiment: during the creation
of the utterances (e.g. by the virtual agent) and during the interpretation of the
utterance (e.g. by the user). The following examples show an interaction of two
utterances (1u and 2u) that are ambiguous and the ‘intended’ interpretation of
these utterances in terms of the response model (11 and 2i):

iu Police: “Why did you hide the body?”

1i Intention of the Police in terms of the response model: “Open Question, Dominant
Stance, Politeness is Direct, Indication of Guilt, ..., Case Related Frame”

2u Suspect: “None of your business!”

2i Intention: “Aggressive Stance, Short Answer, Strategy Avoiding, ..., Unfriendly”

Some utterances leave room for interpretation and the reader might interpret
these sentences different from how they should be interpreted according to the
writer. In our method, participants interact with a response model in an abstract
manner. This means the interaction takes place in the terms of the response
model: the user is his own wizard of Oz. This way there is no confusion between
what a writer meant and what he wrote down, and what the participant read
and what he thought the writer meant. However, this comes at a cost. The
participants need to be instructed on the abstract factors that the model uses
and the personas that are portrayed by the model.

The participants have at least two sessions of interactions with the response
model, once with one of the personas and once with a random response generator
(not based on a persona or response model). During each session they are asked to
indicate with which of the personas they think they are interacting. In addition,
the participants are asked how confident they are about their choice, how realistic
they found the interaction, and how familiar they are with the concepts and
terms used in the response model. Finally, after each session they are asked
about their experiences during the interaction.

Our Response Model Tester consists of two graphical frames that users see and
use during interactions with the ‘suspect agent’. These frames handle all input
from and output generation to the user. The input the user gives in the police
frame is the police contribution to the interaction. This input is given in the
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terms of the response model, see example 1i above. The input is passed to the
response model that calculates the suspect behaviour. This suspect behaviour is
depicted in the suspect frame again in terms of the response model, see example
2i above. All response model input and output, and the participant’s choices,
confidence, and realism ratings are logged.

2.1 Participants and Evaluation

For our evaluation, 48 participants (42 male, mean age 24.8 with SD 3.7)
volunteered to take part in the study.

Three personas were created, based on personas from the DPIT-corpus [1, 3].
Each persona was introduced in a short text. Participants received elaborate
explanation of the factors in the response model (e.g. stance) and the aspects of
the contributions of both the police and suspect (e.g. an aggressive stance). Each
factor was explained and illustrated with several examples. Participants were
encouraged to ask questions if something was unclear to them. Once everything
was clear, they could start playing with the response model.

2.2 Results and Discussion

A total of 39 (81.25%) participants guessed correctly with which persona they
were interacting after eight interactions. Participants who were correct were
(significantly: Z = —2.001,p < 0.1) more confident (4.41) compared to the
participants who were incorrect (3.67) (rated on a 5-point Likert scale (1=strongly
disagree, 5=strongly agree)). The realism rating was similar: 3.90 for correct
compared to 3.89 for incorrect. In the interactions where the responses of the
system were random we might expect that each of the personas would be chosen
an equal number of times (33%). However, the distribution of choices for the
personas was 62.5%, 20.8%, and 16.7%. The average confidence level for
interactions with personas was significantly higher 4.27 (SD = 0.76) compared to
3.46 (SD = 0.77) for the random interactions (Z = —4.2,p < 0.00). The average
level of realism for personas was significantly higher 3.90 (SD = 0.52) compared
to 3.35 for random rounds (SD = 0.89) (Z = —3.7,p = 0.001).

After the experiment, we informally asked participants about their experiences
during the experiment. People who interviewed the random generator first
reported that they started doubting their decision on the first persona after
they had interacted with the second persona. They felt more confident about
choice for the second persona. They also felt the first to be more random after
they had interviewed the second. They reported the second persona met their
expectations of one of the three personas. Some participants struggled with the
feeling that when they had chosen a persona for the random output they felt
they could not pick that persona again at their second run. They felt this way
because the output was different from the first and they did feel some sort of
confidence about their first choice. This led to some people mistakenly choosing
a different persona from the one they chose earlier. People tended to base their
decision on parts of the output generated by the persona, they did not always
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look at all the output. They tried to rationalize ‘weird random output’ and
actively tried to find reasons to consider it as correct and realistic. Also, we
asked on which aspects of the suspect response they based their decision. Most
participants based their output only on parts of the suspect response. However,
the part they focussed on differed and across all participants all of the suspect
response output was used.

3 Conclusion

The results of this “Guess who you are talking to” test give an indication that our
response model generates responses to user actions in such a way that the user
is able to recognize a persona. This gives evidence of the validity of the response
model and it promises that the model can be used in the implementation of
believable virtual suspect characters with various personal characteristics as we
encountered in our police interview corpus.

The method of evaluation of response models gives insight into the consistency
with which a response model can portray a personality. It provides hints for
improvements of the response model. Investigating which aspects of the model’s
response participants that ‘guess wrong’ focus on can provide hints for
improvements of the model on these aspects. It is possible to investigate how
each part of the response model’s response contributes to a ‘correct guess’ of
participants by showing only some parts to different participants and comparing
their ‘correct guess-scores’. In addition, when comparing several settings for
a persona our evaluation method can show which setting is recognized most
consistently as this persona, thus showing the ‘optimal settings of the persona’
in the response model.
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Abstract. Communicative feedback in dialogue is an important mechanism that
helps interlocutors coordinate their interaction. Listeners pro-actively provide
feedback when they think that it is important for the speaker to know their mental
state, and speakers pro-actively seek listener feedback when they need informa-
tion on whether a listener perceived, understood or accepted their message. This
paper presents first steps towards a model for enabling attentive speaker agents
to determine when to elicit feedback based on continuous assessment of their
information needs about a user’s listening state.

Keywords: Communicative feedback, feedback elicitation, dialogue.

1 Introduction

Much work has been directed towards producing ‘active listening’ behaviours in vir-
tual conversational agents. Virtual agents, however, often also come to contribute and
provide information in the role of the speaker in dialogue. In previous work, we de-
scribed abilities that conversational agents need in order to be ‘attentive speakers’ [5].
Such agents should be able to attend to and to interpret multimodal communicative feed-
back (short verbal/vocal expressions such as ‘uh-huh,” ‘okay,” etc., head gestures, facial
expressions and gaze) from their users. They should then be able to make inferences,
based on these feedback signals, reason about the users’ listening-related mental state
and to adapt their ongoing utterances to the users’ specific needs. If the evidence and in-
formation is insufficient, e.g., because a user is not a very active listener and gives only
limited informative feedback, attentive speaker agents should also seek user-feedback
pro-actively. That is, they should elicit communicative feedback from their users when-
ever knowledge of a user’s state of dialogue processing might be helpful to their (the
agent’s and the user’s) ‘joint project’ [7].

In this paper, we propose that one factor in determining when to elicit feedback from
users is an agent’s ‘information needs.” Effective communicators tailor their utterances
to their addressees, and want to make sure that their message is conveyed optimally
at any point in time. The assumption is that an agent has a good understanding of
how a message is likely to be received by the interaction partner. At given points in
the dialogue, the agent may be sufficiently certain of a user’s listening-related mental
state. In these cases, additional feedback by the user might not actually be informative.
In other situations, however, the agent’s uncertainty about a user’s listening state may
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not warrant well-grounded choices in language generation, or may even be completely
unknown. Furthermore, when choices for strategies and mechanisms for adaptive gener-
ation are limited, the agent needs to know in which — of a number of the states it knows
how to deal with — a user can most likely be found. Given that such information needs
occur, eliciting feedback from the user is one strategy to ensure and achieve an effective
dialogue.

We present first steps towards a model that enables virtual conversational agents to
determine when to elicit feedback by assessing their information needs about a user’s
mental state when processing an utterance. After reviewing research on feedback elicita-
tion and explaining our current approach to modelling a user’s listening-related mental
state in Sect. 2, we present an extension of a model that captures the temporal dynamics
of this process during ongoing utterances in Sect. 3. In Sect. 4 we then discuss ap-
proaches to utilising this dynamic model to quantify an attentive speaker agent’s infor-
mation needs and give an example of how these needs evolve over time in a simulated
dialogue situation. Finally, in Sect. 5, we discuss the proposed model and conclude
this paper.

2 Background

2.1 Feedback Elicitation

An assumption commonly made in research on backchannels and communicative feed-
back is that listeners in dialogue produce feedback, at least partly, in response to be-
havioural ‘elicitation cues’ by their interaction partners!. These cues have been analysed
extensively. It has been found that acoustic features [9,12,22], syntactic information
[9,12], gaze [3], as well as head gestures [10] play a role in eliciting feedback responses
from listeners. The mechanism used to identify feedback elicitation cues used in these
studies, however, is problematic for two reasons. Firstly, only cues that were actually
followed by listener feedback were analysed (i.e., only those cues to which listeners
responded). Secondly, speech that preceded listener feedback signals was assumed to
contain a cue (i.e., the possibility that the listener produced the feedback signal without
being cued by the speaker is not allowed). Consequently, these types of analyses miss
some of the cues that speakers actually produced, while categorising behaviours as a
cue that were not intended as such.

These problems have been addressed by having multiple listeners respond to the
same speaker behaviour in either a ‘parasocial interaction’ setting [11] or by creating
the illusion of being in a one-on-one interaction with the speaker for more than one
listener simultaneously [13]. These methods seek to remedy the first problem by in-
creasing the range of available cues (different listeners responding to different cues).
Similarly, the second problem may be remedied by clustering feedback (places in the
speaker’s speech that are followed by feedback signals from multiple listeners are more
likely to contain a cue). Nevertheless, the form-features in feedback elicitation cues

I 1t should be noted that communicative feedback serves functions for listeners as well, e.g., they
can signal comprehension problems early on so that speakers can address them before they get
worse.
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have proven informative enough to enable automatic detection of feedback elicitation
cues in audiovisual data-streams and have been successfully used to model the feedback
behaviour of virtual agents [17,20].

A different line of research has shown that conversational agents producing synthetic
feedback elicitation cues while speaking, received feedback responses from their hu-
man interaction partners. Elicitation cues were either generated using an HMM-based
speech synthesis system trained on a corpus of acted speech containing elicitation cues
at interpausal unit (IPU) boundaries [15,16], or by adding prosodic and non-verbal cues
to the behaviour repertoire of a virtual agent [18].

What is not proposed by either of these two approaches — nor in the literature on
feedback — is a theory of when and why speakers produce feedback elicitation cues. Em-
pirically, this is due to the problems involved in identifying elicitation cues as described
above. From a theoretical point of view, cues are produced at different levels of inten-
tionality. They can be fully intentional, e.g., when the speaker wants to know whether
the listener understood what was said. They can also be produced by convention, e.g.,
by inviting a backchannel at the end of an IPU. Additionally, they can also occur purely
coincidentally, e.g., a breathing pause by the speaker might be taken as a backchannel
opportunity. In the following, we will concentrate on intentional feedback elicitation
cues strategically produced by speakers with the aim of obtaining more — possibly new
— information about their listeners’ state of understanding (i.e., cues produced out of ‘in-
formation needs’), most likely to reduce the uncertainty about the state of the dialogue.

2.2 Attributed Listener State

Another common assumption is that communicative feedback and backchannels are one
and the same, and that listeners, when giving feedback, merely communicate that speak-
ers can continue speaking. Under this assumption, it would be sufficient for feedback
elicitation cue placement to be governed by simple rules. Backchannels are, however,
just one type of feedback (termed a generic listener response by Bavelas and colleagues
[2]). Feedback signals can be much richer in their form [21] and often fulfil specific func-
tions [2] that go beyond the backchannel. By strategically placing feedback elicitation
cues in a turn, speakers can thus use them as a way of querying information from listeners.
According to Allwood and colleagues, listeners use feedback to communicate
whether they are in contact with the speaker, whether they are willing and able to per-
ceive what the speaker is saying, or whether they are willing and able to understand
the speaker’s message. They also convey attitudinal reactions such as acceptance or
agreement with the speaker’s message [1]. As such, listeners partially reveal their men-
tal state — the ‘listener state’ [5,14] — which in turn allows speakers to reason about
possible communication problems and common ground, and provides a basis for repair
processes and adaptation of language to the listeners’ needs. Based on this listening
state, we proposed earlier [5,6] that an attentive speaker agent should maintain an ‘at-
tributed listener state’ (ALS) about its dialogue partners that tracks their actual listener
state based on an interpretation of their feedback behaviour and the dialogue context.
This ALS is modelled probabilistically as a Bayesian network consisting of five vari-
ables C, P, U, AC, AG. These variables represent whether the speaker agent believes the
listener to be in contact, and whether it believes the listener to perceive, understand, or
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Fig. 1. Dynamic version of the Bayesian network model of the listener [6]. Posterior distributions
of attributed listener state variables C, P, U, AC, AG, GR calculated at time ¢; are taken as prior
feedback [19] at time #;, | and influence their corresponding variables C’, P', U’, AC’, AG’, GR'.

A

accept an utterance and to agree with its proposition, respectively. See Figure 1 — either
the left or the right time slice — for a simplified graphical depiction of the model. The
domain of each of the ALS-variables consists of three elements: low, medium, and high,
and represent whether the listener’s understanding (for example) is believed to be low,
medium, or high, respectively (see [6] for details). A probability assigned to this element
(e.g., P(U = high) = 0.3)is interpreted as a speaker’s degree of belief that a listener’s un-
derstanding is high. A probability distribution over this variable (e.g., P(U = low) = 0.2,
P(U = medium) = 0.5, P(U = high) = 0.3) is thus considered to be a speaker’s belief
state about this variable.

The ALS-variables influence each other according to the hierarchy of feedback func-
tions [1] and are influenced by variables that model the listener’s behaviour, the speaker’s
utterances and expectations as well as the dialogue situation (for simplicity these factors
are collapsed in the boxes ‘feedback’ and ‘context’ in Figure 1; see [6] for details). This
allows for a context-sensitive interpretation of the listener’s feedback behaviour. Further-
more, the five ALS-variables contribute to an inference about the grounding status of the
utterance (GR) thus interpreting the listener’s feedback as ‘evidence of understanding’

[8].

3 Temporal Dynamics of Attributed Listener State

A limitation in Buschmeier and Kopp’s [6] Bayesian model of attributed listener state
is that it analyses feedback signals and their dialogue context at independent intervals
(increments of the speaker’s utterance similar to intonation units). Listener state attri-
bution is repeated for subsequent increments of the utterance [4], but information from
previous increments is not carried over. Thus, the model assumes that a listener’s men-
tal state at a point #; is independent from — i.e., has no influence on — the mental state at
a subsequent point at time #; 1.
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This assumption is a considerable simplification. Consider a case where a listener
does not provide feedback at a given interval. The model either needs to maintain the
last belief state where feedback occurred (which becomes implausible when feedback
is absent for several intervals) or immediately change to a default belief state (which is
implausible if the previous belief state was decidedly positive or negative). A more plau-
sible assumption would be a combination of these two behaviours, i.e., neither main-
taining the last belief state indefinitely nor changing abruptly, but instead developing
slowly and continuously from the last towards a default belief state. This behaviour
would capture the intuition that listeners that understand well can be assumed to still
have a good understanding even when not providing feedback for a certain period of
time. If, however, feedback is absent for extended periods of time, the belief in their
high understanding will vanish over time.

In order to track how a listener’s mental state changes over time, we extend the static
model of attributed listener state [6] to include a temporal dimension. This is achieved
by transforming it into a two time-slice dynamic Bayesian network (see Figure 1). In this
network, one slice represents the current point in time #;; |, and the other slice represents
the preceding point in time f;. Temporal influences are modelled by linking some of the
variables at time-slice #;;; with variables at time-slice #;: The five ALS-variables C, P,
U, AC, and AG as well as the groundedness variable GR at time #; serve as temporally
persistent variables and are directly linked to their counterparts at time ¢, (C’, P, U’,
AC', AG', and GR'). Thus P, for example, is not just influenced by C’, listener feedback
and dialogue context, but also by P.

Development over time is modelled with a step-by-step unrolling of the network. At
each step, Bayesian network inference is carried out on time-slice ¢#;, and the resulting
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Fig. 2. Temporal dynamics of the speaker’s degrees of belief in the ALS-variables P, U, and AC
in three simulated feedback conditions. Dotted vertical lines visualise verbal-vocal listener feed-
back. (a) the listener does not provide feedback and looks away from the speaker; (b) the listener
provides understanding feedback at 7, and #3, expressing a high certainty at 73 and additionally
gazing at the target object at 73 and 14, at #4 the listener provides acceptance feedback; (c) the
listener provides negative perception feedback at #5 and gazes at the speaker at #¢.
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marginal posterior probabilities of the temporally persistent variables are calculated.
Since the network makes a first order Markov assumption, previous time slices are not
considered further. Links to them, as well as to non-persistent variables are cut off. The
calculated posterior distributions are then used as ‘prior feedback’ ([19]; i.e., simply
interpreted as prior distributions of those variables that are used as evidence nodes)
to the subsequent time slice #;;1). The ALS-variables in time-slice #; thus implicitly
represent the history.

To demonstrate how this model simulates the temporal dynamics of the attributed
listener state, Figure 2 shows three simulated examples of ten time steps each (only the
variables P, U, and AC are plotted). Each graph shows how the probabilities for each
of the different values of the respective variables change over time (magenta coloured
lines show P(X = low), yellow coloured lines P(X = medium) and cyan coloured lines
P(X = high) for X € P,U,AC).

Figure 2a shows an interaction where the listener does not produce any feedback and
even looks away from the speaker (these behaviours are fed into the input nodes). Over
time, the degree of belief in the listener’s ability and willingness to perceive quickly
shifts from an initial guess of medium towards low perception. Similar shifts can be
observed in the belief states of the listener’s willingness and ability to understand and
accept the speaker’s message.

Figure 2b shows a more complex interaction in which the listener provides under-
standing feedback from #, to #3, expressing high certainty at f3, and additionally gazes
at the target object in the visual domain at #3 and #4. Additionally, the listener provides
acceptance feedback at 7. As soon as feedback occurs, a medium to high level in percep-
tion and understanding becomes more likely. This level persists even when no feedback
occurs at f5. Acceptance, however remains low, as feedback of the type indicating un-
derstanding is a sign of not accepting the message [1]. As soon as the listener provides
acceptance feedback at 7, a large shift in the belief state of the listener’s willingness
and ability to accept happens, also impacting understanding and perception.

Finally, Figure 2c shows the temporal dynamics of the ALS when a listener provides
negative perception feedback at #s5, and gazes at the speaker. Similarly to the example
in Figure 2a, the belief state in the listener’s ability and willingness to perceive, under-
stand and accept shifts from medium towards low and the listener’s negative perception
feedback further strengthens this judgement.

4 Modelling the Speakers’ Information Needs

Our assumption for modelling when speakers elicit feedback is that they do so in situa-
tions where they have specific ‘information needs’ that can be fulfilled by listeners by
providing feedback (Sect. 2.1). When seeking to identify these information needs, both
the attributed listener state at the current point in time, as well as how it developed into
this state, are relevant. We propose the following three criteria for assessing whether an
agent has an information need. It needs feedback from the user when

1. its belief about the user’s mental state is not very informative (i.e., when the at-
tributed listener state has high entropy);
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2. its belief about the user’s mental state is static over an extended period of time (i.e.,
when no feedback was received); or

3. its belief about the user’s mental state is different from a desired mental state (e.g.,
sufficient understanding, high agreement) than is intended as the result of a specific
communicative action by the agent or interactive adaptation in a previous utterance
(i.e., when the attributed listener state diverges, by a given degree, from a given
‘reference’ state).

A maximal uncertainty about the mental state of a user would manifest in a uni-
form probability distribution across the elements of (one or more) variables, e.g., when
P(U = low) = 0.33,P(U = medium) = 0.33,P(U = high) = 0.33. Conversely, uncer-
tainty would be minimal in a maximally pointed distribution such as, e.g., P(U = low) =
0.0, P(U = medium) = 0.0, P(U = high) = 1.0. This way of measuring uncertainty, i.e.,
related to entropy, assumes that the underlying state of the user is of a discrete nature,
rather than fuzzy and with considerable variance persisting over time. We therefore com-
bine the first, entropy-based, criterion with an operationalisation of the third criterion
by quantifying the distance between the probability distributions of the current state of
a variable and a ‘reference state’ such as, for example, a state that represents very good
or very bad understanding. This difference can be measured by the Kullback-Leibler
divergence

i)

)
which returns a scalar value greater or equal to zero, with Dy, (P||Q) = 0 for P = Q,
i.e., the more similar the two distributions are, the smaller the KL-divergence.

Figure 3 shows an example of how the Kullback-Leibler divergence between the cur-
rent ALS-variables and a reference state of these variables (one for positive: P(P/U/
AC = low) = 0.001,P(P/U/AC = medium) = 0.3,P(P/U /AC = high) = 0.69; one
for negative perception/understanding/acceptance: P(P/U /AC = low) = 0.69,P(P/U/
AC = medium) =0.3,P(P/U /AC = high) = 0.01) changes over time (b), alongside the
temporal dynamics of the ALS-variables P, U, and AC themselves (a). The listener gives
positive understanding feedback at #; and gazes near the target object until #,. No more
feedback is received after this. The plots of the KL-divergence show that understanding
is believed to be mediocre with a tilt towards low understanding and with some volatility
at the beginning when feedback was received. The difference between the distributions
of the variable U and the positive and negative reference distributions is not very large,
however. In contrast, perception clearly changes toward low, and acceptance is believed
to be low almost from the beginning. The KL-divergence with the negative reference
distributions is almost 0.

Based on this, we can determine the speaker’s information needs by looking for
points where (1) the KL-divergence to a ‘positive’ reference distribution (representing
an ALS with sufficient certainty and positive listener attributes) has a value higher by a
given amount ¢« than what is desired (criterion 3),

Dra(Pl0) = SP(0)n gﬁ

D, (pdf(P/U /AC),[0.01,0.3,0.69]) > ot, =10
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Fig. 3. (a) Temporal dynamics of the speaker’s degrees of belief in the ALS-variables P, U, and AC
in a simulated feedback condition where the listener provides understanding feedback of medium
certainty at 71 (visualised by the dotted vertical line), simultaneously gazing near the target object
until 7. (b) Kullback-Leibler divergence between the distribution of the ALS-variables and the
positive/negative reference distributions. (c) Entropy of the ALS-variables. The solid vertical
line at 7¢ visualises a condition where the speaker can elicit feedback. Dashed lines show how
the speaker’s degrees of belief would develop when the listener immediately responds with non-
understanding feedback of medium certainty while gazing towards the speaker.

and (2) where changes in the KL-divergence from one step to the next are smaller than a
given value 8, i.e., when the values converge and the belief state becomes almost static
(criterion 2):

Dl (pdf(U),[0.01,0.3,0.69]) — Dl (pdf(U),[0.01,0.3,0.69]) < 6, &=0.1

These can be regarded as points where a speaker requires new information in order to
know how to deal with the dialogue situation. This principle is applied to the example in
Figure 3 to determine a point in time to elicit feedback. The criteria match at time 7 with
o =1.03 and 6 =0.077 and result in a feedback elicitation cue being produced. Figure 3
also visualises the contrast in the development of the belief state in two situations: when
the feedback elicitation cue is responded to by the listener with negative understanding
feedback (solid lines), or when the elicitation cue does not result in feedback behaviour
by the listener (dashed lines).

5 Conclusion

In this paper we have presented further steps towards creating attentive speaker agents
that take into account their users’ listening-related mental state, even while they are
presenting information and making contributions to the dialogue. We have described an
extension to our attributed listener state model [6] which enables it to deal with aspects
of the temporal dynamics inherent to dialogue. The resulting dynamic Bayesian network
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keeps track of a listener’s contact, perception, and understanding, as well as acceptance
and agreement of the speaker agent’s utterances. One goal here is to utilise this model
to assess the information needs a speaker agent faces when it seeks to be cooperative
in dialogue. When information about a user’s mental state is insufficient or hints to
upcoming problems that may lead to undesirable dialogue states (e.g., necessitating
repair), the attentive speaker agent may use this information to decide when to elicit
communicative feedback from the user in order to improve its own information basis
and therefore take appropriate cooperative action.

We are currently implementing the model in a virtual conversational agent to enable
user studies that can not only inform further development of the model, but also eluci-
date the coordination mechanisms required for attentive and pro-active dialogue agents.
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Abstract. The SAIBA framework proposes two interface languages to repre-
sent separately an intelligent agent’s communicative functions (or intents) and
the multimodal behavior determining how the functions are accomplished with a
particular multimodal realization. For the functional level, the Function Markup
Language (FML) has been proposed. In this paper we summarize the current sta-
tus of FML as discussed by the SAIBA community, we underline the major issues
that need to be addressed to obtain a unified FML specification, we suggest fur-
ther issues that we identified and we propose a new unified FML specification
that addresses many of these issues.

Keywords: function markup language, communicative function, multimodal
communication, embodied conversational agents.

1 Introduction

Over the past decade many Embodied Conversational Agent (ECA) systems [1,2,3,4,5,6]
adopted an abstraction approach to multimodal behavior generation that separates com-
municative function or intent from its behavioral realization. This design and the need
for sharing working components motivated the SAIBA framework [7]. SAIBA supports
this separation through two interface languages named Function Markup Language
(FML) [8] and Behavior Markup Language (BML) [7,9] respectively. A first version
of BML has been adopted internationally [7,9], but a common unified FML specification
has not yet emerged, although several specialized contributions exist [6,10,11]. There is
an ongoing discussion about several issues that FML needs to address [8]. In this paper
we summarize the status of FML based on discussions within the SAIBA community,
we underline the major issues that need to be addressed to obtain a unified FML spec-
ification and suggest further issues that need to be tackled. Finally we propose a new
unified FML specification that addresses many of these issues.
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2 Current Status of the FML Discussion

The first attempts to define the FML standard were based on various existing ECA
systems. This included the REA system [1] and the systems that followed it: BEAT
[3] and Spark [4]. Also the Multimodal Utterance Representation Markup Language
(MURML) [12] used in the MAX system and the FML-APML mark-up language [11]
developed for the Greta framework [2] provided inspiration. Other important systems
that featured in the various discussions on FML were The Tactical Language and Cul-
ture Training System (TLCTS) [10] and the Virtual Human Toolkit [5] developed at
the Institute of Creative Technologies (ICT) which uses FML-like concepts in the Non-
Verbal Behavior Generator module. These systems attempted to adopt a clear separa-
tion between communicative function representation and corresponding behavior that
would accomplish those functions. However, these systems focused on domain specific
issues such as representation of emotions [11], cultural and other contextual information
[6,10] and subsets of communicative functions [5]. In this paper we propose a new uni-
fied FML specification that builds on these earlier contributions and the current status
of the FML discussion.

There has been an ongoing discussion about FML through a series of targeted work-
shopsl. The work in [8] summarizes the discussions to date, and outlines the most im-
portant components of FML, including the following.

Contextual information and person characteristics. The former includes cultural
and social setting, environmental information (e.g. time of the day), history of interac-
tions and topics discussed. The latter, referring to a participant performing communica-
tive functions, are organized in two main dimensions: person information (e.g. identi-
fier, name, gender, role) and personality.

Communicative actions include dialogue acts, grounding actions and turn taking.
Formal (logical) languages have been proposed to represent propositional content and
a certain organization of propositions has emerged at both sentence level (emphasis,
given/new information, theme/rheme) and discourse level (topics and rhetorical rela-
tions between different parts of the discourse). It is assumed that extra-linguistic or
certain non-linguistic actions, such as picking up a glass of water, can also perform
certain communicative functions.

Emotional and mental states are believed to contribute to the motivation of a com-
municative intent. Emotions are divided between felt, faked and leaked. Mental states
are defined as cognitive processes such as planning, thinking or remembering.

Social psychological aspects and relational goals are also considered. The concepts
of interpersonal framing (e.g. showing empathy in comforting interactions) and rela-
tional stance (e.g. warmth) functions are introduced to affect the behavior produced by
an agent with those goals.

3 Outline of Important FML Issues

Defining and Separating Contextual Information. Some contextual information may
be necessary, but how much and how should it be represented? Do we need a new

U At Reykjavik in 2005, AAMAS 2008, AAMAS 2009, ICT and Paris in 2010.
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language to represent this information (e.g. CML as proposed in [10])? In addition to
the two dimensions of person characteristics proposed earlier (person information and
personality), what do we mean by enough context? The contextual parameters have
been shown to be important for the generation of behavior, for example, with respect
to the environmental context (greetings depending on the time of the day), cultural
background or socio-relational goals. It is also important to consider how context could
affect the planning of functions.

Defining and Classifying Functions. A communication function might arise from an
action that does not have propositional content, these functions have been classified
more generally as communicative actions. The main concern is what to consider as a
communicative action. Choosing a classification scheme that embraces all prevailing
perspectives on communicative function is not easy, but it will aid the designers of
ECAs to use FML at different levels. At a higher level it will be possible to obtain a
general outline of the human communicative capacity of a system by noting what gen-
eral kinds of function specification are available. At a lower level, a designer can expect
that functions belonging to the same category will share some specification character-
istics and parametrization [13]. The main question that arises is how many groups and
categories of functions are needed.

Characterizing and Separating Conscious vs. Unconscious Intents. Contextual in-
formation does not represent the only determinant for generating communicative func-
tions. A broader distinction needs to be made between consciously planned intents and
communicative functions resulting from unconscious determinants such as mental and
emotional states. We may also want to support a direct path from perception to the real-
ization of behavior as in FML-APML [11], but this raises the issue of possible conflict
between unconscious/reactive intents and conscious planned intents.

Defining Temporal Constraints and a Prioritization Scheme. Assigning timing in-
formation to communicative functions and supporting the temporal coordination among
them are important issues to consider as suggested by [11]. [13] suggested that temporal
constraints at the functional level of description should be much more coarse-grained
than those at lower levels since it becomes hard to specify exactly how long it will take
to accomplish a specific function. In addition to supporting the specification of tem-
poral constraints, an advantage of cutting FML in “smaller chunks” [14] or “chunk
plans” [13] is that they could be processed separately allowing faster generation of
corresponding BML compared to a larger FML input (i.e. containing several commu-
nicative functions). When dealing with real time reactions (e.g. back channel feedback)
a large amount of communicative functions processed as a whole could create an unac-
ceptable delay that would slow down the system’s response and make the whole interac-
tion feel unnatural from the user’s point of view. However, assuming that FML chunks
are adopted, several issues need to be resolved. First we have to come up with a precise
definition of an FML chunk, keeping in mind what constitutes a useful semantic unit.
Secondly, what timing primitives will suffice to temporally coordinate chunks? Finally,
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what kind of conflict resolution scheme is needed when chunks collide? For example,
FML-APML proposed an “importance” attribute to help with this.

Defining an FML Representation Structure. Previous representation languages
mainly adopted an XML-like syntax and assigned a nested structure to the specified set
of tags (cf. [11,10]). While it is tempting to adopt a similar structure for a unified FML
representation, one may wonder whether this is still a valid solution, and if so, what are
the rules that govern the embedding of a set of tags into others. At the current stage of
the work, the discussion has been kept on a theoretical level, but this is an important
issue when it comes to practically defining a structure for an FML representation.

Single or Multiple Agents? An instance of FML could refer to a single or multiple
ECAs. Dealing with individual ECAs might offer scalability and improved performance
through distributed processing while mixing ECAs may require central processing,
which does not scale well. But the latter makes it easier to solve complex highly co-
ordinated interactions.

Multiple Interaction Floors and Roles of Participants. A person may be engaged in
more than one conversation at the same time and assume different roles, including by-
stander. This moves from dyadic settings towards more complex scenarios. Specifying
the configuration of interactions at the functional level ensures that behaviors can take
this into account. Some examples of configurations might be simple /-fo-1 interactions
(for example dyadic), /-to-many (for example when describing a public speech) and
many-to-many (two groups interacting as a whole with each other).

4 A Unified FML Specification

This section summarizes the complete proposed specification 2. First some key terms:

Participant An entity (e.g. virtual agent or user) participating in an interaction and
carrying out or being affected by communicative functions.

Floor A participant can be engaged in several interactions with other participants that
we name floors. A metaphor for the social contract that binds participants together
in the common purpose of interacting.

FML chunk The smallest unit of FML functions associated with a single participant
that is ready to be turned into supporting BML-specified behavior.

4.1 Overview

Representation Structure and Target. A single FML representation instance includes
functions that several participants want to accomplish. It is divided in two main sec-
tions: a declaration (described in Section 4.2) and a body (Section 4.3), as illustrated
in Figure 1. The declarations incorporate contextual information, whereas the body in-
cludes all participants’ generated functions grouped in FML chunks and belonging to

2Seehttp://secom.ru.is/fml/ for full specification.
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three different tracks (named interactional, performative and mental state) as a result of
our functions categorization described below.

Contextual Information and Multiple Interaction Floors. We divided contextual in-
formation in two components: a static component describing participants information
(e.g. gender, age, personality, etc...) and a dynamic component providing information
about the active floors (e.g. participants in each floor and their attitudes). Participant
information is labeled as static since it is meant to endure over time. It affects all active
floors in which the participant is involved. This specification supports the co-existence
of multiple active floors for each participant and each floor involving one or more par-
ticipants. The floors information supports the specification of the active floors that the
FML instance describes. It is labeled dynamic since the information included is meant
to be temporarily associated with a particular floor.

Functions Categorization and Body Tracks. The body of an FML representation is
divided into three sub-sections or “tracks”. This design reflects the choice of categoriz-
ing the communicative functions as suggested by [15]. The first category of functions
(named interactional) deals with establishing, maintaining and closing the commu-
nication channel, instantiated with a floor, between participants. The second category
(named performative) covers the actual content that gets exchanged across the com-
munication channel. The third category deals with functions describing mental states
and emotions (for simplicity it has been named mental state).

Temporal Constraints and FML Chunks. Splitting the body up into separate tracks
requires an overall orchestration of the functions in relation to each other. The order of
appearance of functions in the FML instance does not necessarily imply delivery time.
Coarse-grained temporal constraints (described in Section 4.3) allow synchronization
and relative timing among chunks across all the tracks.

Unconscious Intents. The mental state track assumes a particular meaning that ad-
dresses the issue of representing functions that are not deliberately planned by a par-
ticipant. Every participant has a ground state that comprises his mental and emotional
states (mood could be considered as well). Only functions in the mental state track can
change the participant’s ground state for a limited or unlimited time depending on the
particular temporal constraint adopted. In essence, the ground state provides additional
contextual information about the participant that can affect the generation and realiza-
tion of multimodal behavior in the later stages of the SAIBA generation process.

4.2 FML Representation: Declaration

The declaration section stores contextual information in two separate sub-sections for
participant’s information and floors configurations as shown in Figure 2.

The identikits tag contains an <identikit> for each participant including person
characteristics (e.g. a human readable name and gender). Each tag supports the inclu-
sion of embedded information about the participant. We provide <personality>
and <relationship> as examples. The former is based on the Big 5 [16] model
dimensions (other models can be supported). The latter specifies a relationship level
with other participants. The example scenario described in Section 4.4 shows the use of
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FML Declarations
Participants information
(static: affect all floors) ~ Contextual information
Floors information
(dynamic: affect each floor separately)

J\

FML Body

Transformation from FML to BML |

Interactional track I

Functions to accomplish

Performative track

s Grouped in FML chunks
Coordinated by timing info.

Mental state track

Fig.1. An overview of our proposed FML specification. A representation instance is divided
in declarations and body sections, respectively, for contextual information and communicative
functions. Contextual information can affect all communication floors (participant information)
or selected ones (floors information). The communicative functions are temporally coordinated
in FML chunks.

FML Declarations

Identikits

Identikit 1
Participants information “deh"fl’]ﬂ"”a"“"

Identikit N

Participant 1 [identikitRef]

Floors information Participant 2 [identikitRef]
. Participant N_[identikitRef]
it s

Fig. 2. The declarations section of an FML instance stores contextual information divided in
participants information (identikits) and floors configurations (floors).

these tags. This part of the declaration section can be created once and then cached for
later usage since it contains static information.

The floors tag describes each active floor in the FML instance. Each floor described
has a floor-cfg attribute that specifies its configuration. We identified four possible con-
figurations: individual, unicast, broadcast and multicast (naming inpsired by network
protocols). An individual configuration describes a single entity (i.e. participant), uni-
cast represents the classical dyadic interaction, broadcast describes an individual entity
interacting with a group and multicast characterizes two groups, as a whole, interacting
with each other.

A <floor> can include one or more <participant> tags depending on the
number of participants involved. These tags have an entity attribute describing whether
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in the given floor configuration the participant is an individual or a group. A role at-
tribute specifies the role assumed by the participant in the given floor, currently inpsired
by Goffman’s participation framework [17]. According to Goffman, participants can
have a speaker or a hearer role. Two types of hearers are identified in this frame-
work: ratified (official) and unratified (unofficial) participants. Ratified participants are
subdivided into addressed and unaddressed recipients, and unratified participants or by-
standers are subdivided into eavesdroppers and overhearers, based on their intent and
degree of interest.

Furthermore, a <participant> tag can embed some contextual information. As
an example, we defined <attitude> tags to specify the attitude that the participant
has toward another participant in any given floor according to Argyle’s status and affil-
iation model [18] (see the full example in Section 4.4).

4.3 FML Representation: Body

The body of an FML instance is divided in three tracks. Each track includes FML
Chunks that are timed with relative Temporal Constraints. FML Chunk tag: Each
<fml-chunk> refers to a single participant’s identikit with the participantRef at-
tribute. The first element within a chunk can be a single occurrence of a <timing> tag
followed by any number of functions defined for the track in which the chunk appears.
The <timing> tag temporally constrains the whole chunk relative to other chunks.

Temporal Constraints: Temporal constraints work on a chunk level with the fol-
lowing design principles: (1) the chunks’ order of appearance in the body of an FML
instance is not meaningful, (2) unless specified by the <timing> element an FML
chunk should be scheduled for later processing (i.e. transformation to BML) “as soon
as possible” and (3) the order of appearance of functions within a chunk is not mean-
ingful and they will be considered in arbitrary order at later stages. The <timing>
tag has a primitive attribute to specify the temporal relationship between the current
chunk and the referenced one. Possible values are: immediately, must_end_before, exe-
cute_anytime_during, start_immediately_after, start_sometime_after, start_together.

FML Functions Specification: All FML functions tags have in common a unique
identifier and a floorID attribute for referencing the floor in which the communicative
function is meant to be accomplished.

Interactional track functions. This track supports the specification of a category of
communicative functions that serve to coordinate a multimodal interaction. Table 1
shows the possible functions that can appear within an FML chunk in this track. The
first column on the left side represents a broad category of interactional functions and it
is also the name adopted for the corresponding tag. These tags have a common attribute
named fype that narrows down the specification of functions within the category. Some
of the functions (marked with a “*”) require the specification of the addressee attribute
indicating the participant to which the function is addressed.

The initiation and closing categories describe the communicative functions, respec-
tively, to manage the initial and termination phases of the interaction. In particular,
the different available types of initiation and closing functions are based on the stages
of a greeting encounter as suggested by Kendon’s greeting model [19]. As starting
point, the turn-taking, speech-act and grounding functions have type attribute values
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Table 1. Interactional functions: suggested tag names on the left and possible type attribute values
on the right. Functions marked with “*” have an addressee attribute.

Function Category Type Attribute
initiation* react, recognize, salute-distant, salute-close, initiate
closing* break-away, farewell
turn-taking* rake, give, keep, request, accept
speech-act inform, ask, request

grounding request-ack, ack, repair, cancel

following the suggestions in [15]. All tags in this track can be linked to others in another
track (e.g. speech acts linked with a performative tag) by using the temporal constraints.

Performative track functions. The various functions in this category can be divided
across different organizational levels, from the largest organizational structure of a dis-
course down to the specification of each proposition. In our proposal, the performative
track acts as place holder for further embedded extensions of FML specifically targeted
to describe performative functions. Therefore, chunks in this track can host one or more
<performative-extension> tags.

This tag is merely a stub and the description of an extension that will handle its
contents is out of the scope of this paper, though we foresee an extension mechanism
similar to BML’s®. Following the recommendations in [15], Table 2 suggests a set of
possible function categories and their specific types that could be included within this
tag. Similarly to interactional functions, an addressee attribute specifies to which par-
ticipant the included performative act is directed to.

Table 2. Performative functions: suggested tag names and type values

Function Category Type Attribute

discourse-structure fopic, segment, . ..
rhetorical-structure elaborate, summarize, clarify, contrast, emphasize, . ..
information-structure rheme, theme, given, new, . ..

proposition any formal notation (e.g. “own(A,B)”)

Mental State Track Functions. Functions in this track are the only ones capable of
changing the ground state of a participant. The concept of ground state is kept at ab-
stract level in this proposal, but the idea is that it may affect the manner in which other
functions get realized, thus modeling the unconscious side of a participant. We do not

3 http://www.mindmakers.org/projects/bml-1-0/wiki#Extensions
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specify how the ground state should be modeled and how it should affect the behavior
generation and realization in later stages. However, we provide several design ideas as
a starting point, we propose functions describing mental states and emotions (as shown
in Table 3).

First, multiple functions can occur simultaneously in this track. We propose a weight-
Factor attribute ranging from O to 1 to establish the impact that each single one has on
the ground state. Secondly, we propose that every function appearing in this track gets
sustained by default and unless specified with a temporal constraint
(e.g. must_end_before), it changes the ground state permanently. However, reverting to
a previous state or voiding the effect of a sustained emotion will be possible by speci-
fying the same function again with the same weightFactor as it was before or zeroing
it. Finally, by using the temporal constraints it is possible to sustain mental states or
emotions only during the accomplishment of a function in another track.

Table 3. Mental and emotional state functions: suggested tag names and possible types

Function Category Type Attribute

cognitive-process remember; infer, decide, idle . ..

emotion anger, disgust, embarrassment, fear, happiness, sadness, surprise,
shame . ..

We based the specification of the <emotion> tag on FML-APML [11]. So each
<emotion> has two attributes that specify the infensity and regulation of the emotion.
The regulation can be: felt (a felt emotion), fake (an emotion that the participant aims
at simulating) and inhibit (the emotion is felt by the participant but is inhibited as much
as possible).

4.4 Example Scenario

We now use the proposed specification to describe the communicative functions of an
example scenario about ordering a cheeseburger in a diner, a scenario that has been
subject of discussion in earlier FML workshops. The following declarations describe
a two floors interaction among three individuals: Gilda, Pete and George. Gilda is a
customer, Pete is the cashier taking orders and George makes the burgers.

We assume that Gilda, after having approached the cashier, has already placed her
order. Thus, the FML describes a floor where Pete acknowledges the order just placed
by Gilda and another floor where Pete requests George to make a cheeseburger. Gilda
has a friendly attitude towards Pete and acts as by-stander in the second floor between
Pete and George.

Declaration Section. First we show the declaration section in Listing 1.1. Contextual
information appears in the participants’ identikits. In particular, Pete’s
personality is defined as LOW for the extraversion trait and his
relationships with other participants are specified. Both Pete and George work in
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the same place, therefore we assumed that they are friends. The relationship information
of the other two participants is left out but can be specified similarly.

As for the floors, they describe a unicast configuration. In £1loor1 both Pete as-
sumes the role of speaker and Gilda has addressed-hearer role. Furthermore, Gilda
has a FRIENDLY attitude towards Pete. In £1o00r2, Pete is the speaker, George is an
addressed-hearer while Gilda is an unaddressed-hearer. They are all represented as
individual entities in the two floors described.

<declarations>

<!— Participants identikits —>
<identikits>

<identikit id="PET" name="Pete" gender="male">
<personality extraversion="LOW"/>
<relationships>
<relationship level="STRANGER" with="GIL" />
<relationship level="FRIEND" with="GEO" />
</relationships>
</identikit>

<identikit id="GIL" name="Gilda" gender="female" />
<identikit id="GEO" name="George" gender="male" />

</identikits>

<!— Floors configuration —>
<floors>
<!— Floorl is between Pete and Gilda —>

<floor floorID="£floorl" floor—cfg="unicast">
<participant identikitRef="PET" role="speaker" entity="individual" />
<participant identikitRef="GIL" role="addressed-hearer" entity="individual™"
>
<attitude affiliation="FRIENDLY" status="NEUTRAL" towards="PET" />
</participant>
</floor>

<!— Floor2 is between Pete and George with Gilda as by—stander —>

<floor floorID="floor2" floor—cfg="unicast">

<participant identikitRef="PET" role="speaker" entity="individual"/>

<participant identikitRef="GEO" role="addressed-hearer" entity="individual"/
>

<participant identikitRef="GIL" role="unaddressed-hearer" entity="individual
">

</floor>

</floors>

</declarations>

Listing 1.1. The <declarations> section of the cheeseburger example

Body Section. Listing 1.2 shows the body section of our example. Pete acknowledges
the order just placed by Gilda with a grounding function, as can be seen in the chunk
at line 6. This must_end_before the beginning of the second chunk described at line 11.
Within this second chunk, Pete switches to the floor with George, he fakes the turn
and performs a speech act in the form of a request.

Starting immediately_after, Pete tells George to make a cheeseburger as described in
the performative track (see 26). The two chunks in the mental state track
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accomplish this function with a fake emotional state of anger (see at line 39). This
Pete’s emotional state is sustained only for the duration of the performative act, af-
terwards it gets voided as we can see at line 45. Finally, immediately_after that Pete
requests George to make a cheeseburger, Pete gives the turn away as shown at line 17.

I <body>

S

3 <!— Interactional track —>
| <interactional>

6 <fml—chunk actID="ACTO1" participantRef="PET" >

7 <timing primitive="must_end before" actRef="acT02" />
8 <grounding floorID="floorl" id="idl" type="ack" />
9 </fml—chunk>

11 <fml—chunk actID="ACTO02" participantRef="PET" >

12 <timing primitive="start_sometime_after" actRef="AcTOl1l" />
13 <turn—taking floorID="£floor2" id="id2" type="take" />

14 <speech—act floorID="floor2" id="id3" type="request"/>

15 </fml—chunk>

17 <fml—chunk actID="ACTO03" participantRef="PET" >

18 <timing primitive="start_immediately after" actRef="ACT04" />
19 <turn—taking floorID="floor2" id="id4" type="give" />
20 </fml—chunk>

2  </interactional>

24 <!— Performative track —>
»s  <performative>
26 <fml—chunk actID="ACT04" participantRef="PET" >
27 <timing primitive="start_immediately after" actRef="ACT02" />
28 <performative —extension id="id5" floorID="£floor2" addressee="GEO">
29 <discourse—structure type="topic">
30 George make a <rhetorical —structure type="emphasis">cheesburger</
rhetorical —structure>
</discourse—structure>
32 </performative —extension>
33 </fml—chunk>
34 </performative>

36 <!— Mental state track —>
77 <mental—state>

39 <fml—chunk actID="ACTO5" participantRef="PET" >

40 <timing primitive="start_together" actRef="ACTO03"/>

41 <emotion floorID="floor2" id="idé" type="anger" regulation="£fake"
12 intensity="0.7" weightFactor="1.0" />

43 </fml—chunk>

45 <fml—chunk actID="ACTO06" participantRef="PET">

16 <timing primitive="start_immediately after" actRef="ACTO03"/>

17 <emotion floorID="floor2" id="id7" type="anger" regulation="£fake"
48 weightFactor="0.0" />

49 </fml—chunk>

</mental —state>

53 </body>

Listing 1.2. The <body> section of the cheeseburger example
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5 Conclusions and Future Work

In this paper we outlined the issues that an FML representation should address and
we proposed a unified specification within the SAIBA framework. A preliminary in-
terpreter for a subset of this specification has been implemented used to generate ECA
behavior for a few sample scenarios [20].

The proposed FML specification is preliminary and has many limitations. The con-
textual information needs the inclusion of other important determinants discussed ear-
lier, such as participant’s culture and socio-relational goals. We think that the logical
separation we have made in the declaration section will easily allow the inclusion of
such information, for example culture and age could be part of the identikit, while
socio-relational goals can be specified per floor basis.

We merely introduced the concept of ground state and we have suggested a simple
mechanism (i.e. mental state track functions) to affect this state. However, where the
ground state information is stored and the format needs to be defined. We introduced a
simple prioritization schema for mental state functions with the weightFactor attribute,
however an overall prioritization across the three tracks also needs to be defined.

The process of analyzing all the issues to address and the design of this specification
led us to some final important considerations. First, modeling functions and categoriz-
ing them, separating and defining contextual information, and in general, dealing with
all the aspects of human communicative functions when shaping this proposal required
the adoption of a theoretical stance. For example, we adopted specific models of per-
sonality (Big 5) and interpersonal attitude (Argyle) to define contextual information. We
also assumed that a communicative function can arise either from a consciously planned
communicative intent that the participant aims to accomplish or unconsciously, for ex-
ample, due to the participant’s mental-emotional state. In either case (i.e. intentionally
or unintentionally planned) our assumption is that a communicative function represents
a goal to achieve in multimodal interaction and based on this assumption we designed
our FML representation. These aspects certainly need agreement among the commu-
nity, considering also the alternatives (for example other personality models) and the
advantages of adopting specific models rather than others.

Secondly, we underlined that contextual information (or ground state of a partici-
pant) can have impact across different stages of the SAIBA framework. At functional
level they can impact the production of functions (i.e. FML), at behavioral level they
can impact the generation of multimodal behavior (i.e. BML) and how this behavior is
realized (i.e. realization parameters). For this proposal we have chosen to deal with the
last two when transforming from FML to BML. However, there seems to be a demand
for inclusion in the SAIBA framework of an external standardized mechanism to handle
this transformation and also a specification that goes beyond the mere representation of
the two interface languages (FML and BML) is needed. In general, our recommenda-
tion is that SAIBA should not only provide standardized interface languages but also
techniques and best practices that enable proper transfer between SAIBA components.

In conclusion, the FML specification proposed with this paper needs community
feedback as part of an iterative process aimed at validating and improving it with further
suggestions. We plan to keep working on top of this concrete specification and (1) add
the missing tags to represent a wider set of communicative functions, (2) complete the
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specification of the ground state concept in the mental state track and possibly adopt
a wider standard to express emotions (e.g. W3C EmotionML), and (3) provide a more
detailed ontology to describe contextual information (e.g. incorporating participant’s
mood and environmental information to be used in case of iconic gestures).
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Abstract. To help guide design and development of embodied conversational
agents, this study reviews the evolving qualities of naturalistic agents by identi-
fying and tracking their most relevant features. The study extends prior tax-
onomies of characteristics of ECAs, developing a rubric that distinguishes
agents’ visual and functional characteristics. The study applies the rubric to 15
agents representing different genres of games, distinguishing agents in terms of
their naturalistic qualities. The study explores changes in qualities of agents as a
function of time.

Keywords: Embodied conversational agent, taxonomy, rubric.

1 Introduction

Embodied conversational agents (ECAs) (Cassell, 2007) have changed the way hu-
mans interact with virtual environments and software products. In this paper, to help
guide design and development of ECAs, we review the evolving qualities of naturalis-
tic agents by identifying and tracking their most relevant features. In our study, we
examined what qualities make a more naturalistic agent by assessing ECAs from vid-
eo games based on their visual appearance and their functionality. We then assigned
weights to the most important capabilities and compared 15 representative ECAs.

The qualities of embodied conversational agents have been analyzed independently
(e.g., Pelachaud, 2005; Isbister & Doyle, 2002), but our review did not disclose a
comparison of these qualities that developed a comprehensive set of guidelines for
evaluation across agents. Existing rubrics include perception domain (context-
related), interaction domain (turn-taking), and generation domain (display of expres-
sive synchronized visual and acoustic behaviors) (Pelachaud, 2005). A proposed tax-
onomy of “Design and Evaluation of Embodied Conversational Agents” suggested
measures for describing and evaluating ECAs (Isbister & Doyle, 2002). However,
some of the measures were subjective or non-quantifiable, and no agents were eva-
luated. We propose an improved taxonomy that adds quantitative categories, and we
use the taxonomy to evaluate a set of representative agents. Our taxonomy groups the
features into two categories, visual and functional. In applying the taxonomy, we
weight feature scores to reflect the features” importance and to account for composite
features that can only exist in conjunction with others.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 95-98, 2014.
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2 Methodology

We look first at the visual features of ECAs. We identified five key visual features:
human likeness, realism, facial expressions, first vs. third person, and motion. Second,
we look at the functional features of ECAs. We identified eight key functional fea-
tures: non-scripted dialogue, verbal communication, level of interaction, group social
skills, artificial intelligence level, environment interaction, persona, and nonverbal
reaction.

Some agents had been updated across different versions of the games and others
remained the same. For example, the agent Navi from the game “The Legend of Zel-
da” remained constant from its first incarnation at the game’s release in 1998 through
its last release in 2012. As different versions of the game were released, the agent’s
characteristics (and our assessment of the agent’s realism) did not change. The first
version of Navi apparently served its purpose and did not require updates of its ap-
pearance or functionality. Other agents were updated. For instance, the agent Cortana
from the videogame “Halo” has had several appearance updates that increased her
quality as an agent, becoming more realistic in her looks. In considering Cortana, we
evaluated both the original and updated versions.

We applied our taxonomy of characteristics to 15 ECAs; the agents selected are
presented in Figures 1 and 2. We chose agents based on how representative they were
in their specific genre and whether they represented milestones in the game industry
when they were introduced. Our evaluation of an ECA was based on our personal
experiences of interacting with it and, when an ECA was not available for personal
gameplay, on recorded gameplay. The games we were able to play were played in
their entirety to provide a full basis for judging agents’ quality. We also considered
reviews by game critics and the consensus from players generally. From our 8 key
visual and 15 key functional features, we developed a qualities rubric. Agents with
scores of 5 for the visual features and 8 for the functional features, for a total of 13
points, would represent the highest-quality, most naturalistic agent.

3 Results

Figure 1 presents a scatter plot for the 15 agents in terms of their visual and functional
scores, with the points in plot coded by color for the year the agent was originally
released. Darker colors represent more recently released agents. Figure 2 presents a
similar scatter plot for the agents in their latest release.

We calculated the mean visual, functional and total scores for the agents’ original
and latest versions. Bearing in mind that the evaluated agents do not represent a ran-
dom sample of the population of commercial ECAs, we note that the agents, on aver-
age, improved modestly in visual, functional, and total quality. This improvement,
though, came entirely from 3 of the 15 agents: Cortana, Glados, and Milo had a mean
increase in score of 0.92 points, while the other agents had no increase in score.

To determine whether the quality of an agent was a function of its year of release,
we calculated the correlations between the visual, functional and total scores and the
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years of original release and latest release. For the agents as originally released, the
data suggest that agent quality—visually, functionally, and overall—has increased
over time as new agents were developed. That is, newer agents tend to be better
agents. But for the agents in their latest versions, there appears to be no significant
relationship between quality and time, probably because most recent releases of all
but three of the agents were basically the same as their original versions.
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Our analysis is subject to several limitations. First, the choice of agents was per-
sonal, reflecting the our impressions of game genres and of development milestones
for ECAs. The agents we analyzed likely do not represent a true cross-section of
ECAs. Indeed, defining such a cross-section would be difficult. A wider range of
agents could have presented a fuller picture of characteristics of agents in video
games. Second, we did not contact the agents’ developers to obtain explanations of
how and why they designed the agents with their particular qualities. Third, some
agents, such as Sheva and Navi, were apparently developed more for playability than
for realism. In a game, a realistically human-like but unusable agent might be interest-
ing to researchers in our field but would be of little interest to actual players.

The rubric, too, has limitations, chief among these that the one-point allocation to
each factor is arbitrary. We also tried a version of the rubric that allocated a point to
each of the five sub-features in the complex features, but this, even more arbitrarily,
gave the complex factors five times more weight than the other factors. A better ru-
bric could be based on a study of users’ perceptions that explores the relative impor-
tance of the features.

Even with these limitations, the agent-quality rubric could guide development of
ECAs not just in videogames but in ECA-based applications more generally. In our
current work, we are using the rubric to score and improve the ECAs being developed
in our own lab (e.g., Novick & Gris, in press).
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Abstract. We propose in this paper new techniques for correction and
parameterization of motion capture sequences containing upper-body ex-
ercises for physical therapy. By relying on motion capture sequences we
allow therapists to easily record new patient-customized exercises intu-
itively by direct demonstration. The proposed correction and parameter-
ization techniques allow the modification of recorded sequences in order
to 1) correct and modify properties such as alignments and constraints,
2) customize prescribed exercises by modifying parameterized properties
such as speed, wait times and exercise amplitudes, and 3) to achieve
real-time adaptation by monitoring user performances and updating the
parameters of each exercise for improving the therapy delivery. The pro-
posed techniques allow autonomous virtual therapists to improve the
whole therapy process, from exercise definition to delivery.

Keywords: virtual therapists, motion capture, virtual humans.

1 Introduction

The motivation of this work is to improve the usability of virtual humans serving
as virtual therapists autonomously delivering physical therapy exercises to pa-
tients. We focus on the problem of automatic correction and parameterization of
motion capture sequences defining upper-body exercises. Customized exercises
per patient can be intuitively recorded from therapists by direct demonstration
using the Kinect sensor or any other suitable motion capture device. Given a
captured exercise, we propose correction and parameterization techniques that
allow 1) fine-tuning of key characteristics of the exercise such as alignments and
constraints, 2) customization of the exercises by modifying parameterized prop-
erties such as speed, wait times and amplitudes, and 3) real-time adaptation
by monitoring user performances and updating exercise parameters in order to
improve therapy delivery.

The presented techniques greatly facilitate the process of defining exercises
by demonstration, allowing the customization of exercises to specific patients.
We focus on providing parameterization while at the same time reproducing, to
the desired degree, any small imperfections that are captured in the motion in
order to maintain the humanlike behavior of the virtual therapist during therapy
delivery. As a result the proposed methods produce realistic continuous motions
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Fig. 1. Ilustration of the system being used in practice

that can adapt to user responses in order to improve the overall experience of
performing the exercises.

2 Related Work

The use of new technologies to overcome the limitations of standard approaches
to physiotherapy is becoming increasingly popular. A typical approach in some
applications is to track user movements while a virtual character displays the
exercises to be executed. The representations of the user and virtual trainer are
usually displayed side by side or superimposed to display motion differences,
improving the learning process and the understanding of the movements [5,16].
Automated systems often allow parameterization capabilities. For instance,
Lange et al. [7] describe core elements that a VR-based intervention should
address, indicating that clinicians and therapists have critical roles to play and
VR systems are tools that must reflect their decisions in terms of a person’s
ability to interact with a system, types of tasks, rates of progression, etc [8,4].
The key benefit of adopting a programming by demonstration approach is to
allow the intuitive definition of new exercises as needed. The overall approach has
been adopted in many areas [2,14,10], and it involves the need to automatically
process captured motions according to the goals of the system.
Velloso et al. [15] propose a system that extracts a movement model from
a demonstrated motion to then provide high-level feedback during delivery,
however without motion adaptation to the user performances. The YouMove
system [1] trains the user through a series of stages while providing guidance,
however also not incorporating motion adaptation to the user performances.
We propose new motion processing approaches to achieve adaptive motions
that are both controllable and realistic. While motion blending techniques with
motion capture data [12,6,11,2] provide powerful interpolation-based approaches
for parameterizing motions, they require the definition of several motion exam-
ples in order to achieve parameterization. In contrast our proposed techniques
are simple and are designed to provide parameterization of a given single exercise
motion. We rely both on structural knowledge of exercises and on generic con-
straint detection techniques, such as detection of fixed points [9,13] and motion
processing with Principal Component Analysis (PCA) [3].
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3 Detection of Constraints and Parameterizations

Given a new exercise motion demonstrated to the system, the system will analyze
the motion and detect the parameterizations that can be employed. An input
motion is represented as a collection of frames M;,i € {1,...,n}, where each
frame M; is a vector containing the position and the joint angles that define one
posture of the character in time.

3.1 Detection of Geometrical Constraints

Our constraint detection mechanism is designed for three specific purposes: to
inform motion parameterization, to help correcting artifacts and noise in the
motions, and to provide metrics for quantifying motion compliance. The metrics
are used to provide visual feedback to the user, to inform the correctness of per-
formed motions, to make decisions during the real-time adaptation mechanism,
and to achieve an overall user performance score for each session.

Appropriate constraints are not constraints which are to be absolutely fol-
lowed. Recorded motions may have unintended movements and imperfections
introduced by the capture system. Constraints must be detected despite these
fluctuations, and should be softly enforced so the motion can be made to look
correct and also natural.

We analyze the position in space of a specific joint with respect to a frame of
reference F' which can be placed at any ancestor joint in the skeleton structure.
The detection framework can accommodate any desired type of constraint but
in this paper we focus on two types of constraints: Point and Planar.

e A Point Constraint (Fig-
ure 2) describes a child
joint that is static relative
to its parent. Let’s P;,i €
{l,...,k} be the cloud of
points formed by a joint tra-
jectory with respect to a lo-
cal frame F' generated by re-
sampling linearly the motion
frames with constant frame Fig.2. Point Constraint. The yellow sphere repre-
rate. The standard deviation sents the detection of a point constraint at the elbow
joint. From left to right: the wrist motion trajectory
(depicted in green) is corrected to the mean point
with 0%, 50%, and 100% correction.

of the cloud of points o is
calculated and subsequently
checked against a specific
threshold a. When the condi-
tion is met the current joint
is marked as a point constraint and it is represented by the specific point located
at the mean . When a point constraint is detected the ancestor(s) can be then
adjusted to enforce the constraint.
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e A Plane Constraint
(Figure 3) detects if a
joint moves approximately
within a plane. Similarly
to the point constraint
detection a point cloud
is first generated. Then,
PCA is applied to the
set of points to determine
a proper orthogonal de-
composition considering
the resulting Eigenspace
from the covariance. A
planar surface is then re-
trieved considering the two Eigenvectors with higher Eigenvalue A (the magni-
tude of A is used to validate the plane). The average distance of the points from
this plane is then checked against a threshold 8 to determine if a plane constraint
is appropriate for the given joint.

Fig.3. Plane Constraint. The blue axis is the normal
direction of the detected plane constraint affecting the
shoulder joint. From left to right: correction level (from
0% to 100%) where the elbow trajectory (green trajecto-
ries) is gradually collapsed into a plane.

3.2 Geometrical Constraint Alignment

Let ¢ be the index of the frame currently evaluated. Let p; be the position in
space of the current joint and ¢; be a quaternion representing the current local
orientation. A point constraint is defined considering the orientation g, in the
local orientation frame that represents the vector defined by the local point
constraint. A point constraint is enforced through spherical linear interpolation
between ¢; and ¢.,,. Figure 2 shows the trajectories generated by the wrist joint
collapsing into a point constraint.

To apply the plane constraint, we identify the orientation defined by the pro-
jection of each point p; to the plane discovered during the detection phase. The
plane constraint is then enforced, similarly to the point constraint, by interpo-
lating the equivalent orientations. Figure 3 shows the trajectories generated by
the elbow joint aligning into a plane constraint.

3.3 Detection of Exercise Parameterization

Consider a typical shoulder flexion exercise where the arm is raised until it
reaches the vertical position or more (initial phase); subsequently the arm is
hold for a few seconds (hold phase) and then it relaxes back to a rest position
(return phase). This is the type of exercise that we seek to parameterize.

The analysis procedure makes the following assumptions: a) each motion M
represents one cycle of a cyclic arm exercise; b) the first frame of a motion
contains a posture representing the starting point of the exercise; ¢) the exercise
will have distinct phases: the initial phase (M;pi:) is when the arm moves from
the initial posture towards a posture of maximum exercise amplitude, then the
exercise may or not have a hold phase (M}p4) but at some point the exercise
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t=0s=time(M,) t=1.35s t=1.9s t=3s t=4.855 t=5.55s t=6.255  t=7.55s=time(M,)

Fig.4. Example of a typical exercise captured from a therapist in one of our tests
with the system. The shown trajectory is the trajectory of the right wrist joint along
the entire motion. The initial phase happens between t=0s and t=3s. Then, between
t=3s and t=4.85s there is a hold phase at maximum amplitude where the therapist is
static (but small posture variations are always noticeable). Then, between t=4.85s and
t=7.55s we can observe the return phase.

must enter the return phase (Menq), where the exercise returns to a posture
similar to the starting posture. In addition, if the motion contains a hold phase at
the point of maximum amplitude, it will mean that an approximately static pose
of some duration (the hold phase duration) exists at the maximum amplitude
point. We also consider an optional 4" phase that can be added to any exercise,
the wait phase (My,q4¢), which is an optional period of time where the character
just waits in its rest pose before performing a new repetition of the exercise.
Figure 4 illustrates a typical exercise that fits our assumptions.

The analysis if the exercise can be parameterized has two main steps: first the
arm to be parameterized is detected; and then the two motion apices are detected.
The apices, or the points of maximum amplitude, are the intersection points be-
tween the initial and return phases with the hold phase (framest = 3sand t = 4.85
in Figure 4). These points will be a single apex point if the motion has no hold phase
in it. If the phases above are executed successfully the input motion is segmented
in initial, return and an optional hold phase, and the motion can be parameterized.

In order to detect which arm to parameterize we extract the global positions
of the left and right wrists along their trajectories. Let L; and R; respectively
denote these positions. Since our focus is on arm exercises the wrist represents
an obvious distal joint of the arm kinematic chain to use in our parameteri-
zation analysis algorithm. For each wrist trajectory L and R we compute the
3D bounding box of the 3D trajectory. The bounding box dimension is used to
determine which arm is moving and if the motion can be parameterized. As a
result of this process, the analysis will return one of the following four options: a)
the motion cannot be parameterized; b) the motion will be parameterized by the
left /right arm; or d) the motion will be parameterized by both arms (targeting
symmetrical exercises).

4 Exercise Parameterization

If the motion can be parameterized and its type is determined, we then search
the motion for the points of maximum amplitude. To detect one apex point we
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search for a frame that indicates a sharp turn in trajectory. Since the motion
may or not contain a hold phase, we perform the search in two steps: a forward
search starting from M7, and a backward search starting from M,,.

Let i be the index of the current frame being evaluated (M;). Let T represent
the trajectory of the left or right wrist joint, that is, T; will be R; or L; (the
trajectory is first smoothed through moving mean to reduce sensor noise). In
order to determine if M; represents an apex point we perform the following
steps. We discard the initial points until the distance between two consecutive
points becomes greater than a specific threshold d; (a threshold of 5¢cm worked
well in practice). We first compute the incoming and outgoing direction vectors
with respect to Tj;, respectively: a = T; — T;—1, and b = T;11 — T;. ff a or b
is a null vector, that means we are in a stationary pose and we therefore skip
frame M; and no apex is detected at position i. Otherwise, the angle o between
vectors a and b is computed and used to determine if there is a sharp change in
direction at position i. If v is greater than a threshold angle, frame 7 is considered
a probable apex point, otherwise we skip and proceed with the search. We are
using a threshold of 75 degrees and this value has worked well in all our examples
with clear detections achieved. To mark an apex to be definitive we consider the
distance between the following k& frames to be less than d;.

The test described above is first employed for finding the first apex point by
searching forward all frames (starting from the first frame). The first apex found
is called Apex 1 and its frame index is denoted as a;. If no apex is found the

(@) (b) c) (e) (f)

Fig.5. The red trajectory shows the initial phase M;ni:. The blue trajectory shows
the return phase M,.;. The input motion is the same as Figure 4. (a) The full (100%)
amplitude of the input motion is shown by the trajectories. Two black crosses at the
end of the trajectories (in almost identical positions) mark the positions of Apex 1
and Apex 2. (b) The two black crosses now mark the maximum amplitude points in
the initial and return trajectories at 75% amplitude. (c,d) In this frontal view it is
possible to notice that the postures at 75% amplitude in the initial and return phases
are different. The hold phase will start by holding the posture shown in (¢), and when
the hold phase is over, we blend into the return motion at the posture shown in (d) in
order to produce a smooth transition into the return phase. (e,f) Lateral view.
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motion cannot be parameterized. If Apex 1 is successfully found, then the search
is employed backwards starting from the last frame, however not allowing passing
beyond Apex 1. The second apex found is called Apex 2 (az2). Note that Apex 2
may be the same as Apex 1, in which case no holding phase is present in the input
motion. After the described analysis, the main three portions of the motion have
been detected: a) the initial phase is defined by frames {1,2,...,a;} (motion
segment M;p;:); b) the hold phase is defined by frames {a1,a1 + 1,..., a2},
if az > a1, and nonexistent otherwise; and c) the return phase is defined by
frames {ag2,a2 + 1,...,n} (motion segment M,.;). Once an input motion M is
successfully segmented, it can then be parameterized.

Amplitude and Hold Phase Parameterization. We parameterize ampli-
tude in terms of a percentage of the wrist trajectory: 100% means that the full
amplitude observed in the input motion M is to be preserved, if 80% is given
then the produced parameterized motion should go into hold or return phase
when 80% of the original amplitude is reached, and so on. Let h be the time
duration in seconds of the desired hold duration. When the target amplitude
is reached, the posture at the target amplitude is maintained for the given du-
ration h of the desired hold phase. When the hold phase ends, the posture is
blended into the return motion M,.; at the current amplitude point towards
the final frame of M,.;. See Figure 5. The described operations are enough to
achieve a continuous parameterized motion, however two undesired effects may
happen: a noticeable abrupt stop of Mj,;; or an unnatural start of M.,..;, because
the parameterization may suddenly blend motions to transition at points with
some significant velocity. To correct this we re-time the segments so that motion
phases always exhibit ease-in or ease-out profiles.

Behavior During Hold and Wait Phases. In order to improve the realism,
we add a small oscillatory spine movement mimicking a breathing motion, which
is applied to spine joints during the hold and wait phases. One particular problem
that is addressed here is to produce an oscillatory motion that ends with no
contribution to the original pose at the end of the oscillation period. This is
needed so that, after the oscillation period, the motion can naturally continue
towards its next phase and without additional blending operations. We thus have
to produce oscillations of controlled amplitude and period. This is accomplished
with the following function: f(t) = dsin(tw/d), if d < 1, and sin(tw/(d/ floor(d)))
otherwise; where d > 0 is the duration of the oscillation period, which in our
case will be the duration of the hold or wait periods.

At the beginning of a hold or wait phase we save the joint angles of the spine
in a vector s, and then apply to the spine joints the values of s + cf(t), where
t € [0,d], and ¢ is an amplitude constant. We obtained good behavior with
¢ = 0.007, and only operating on one degree of freedom of two spine joints: one
near the root of the character hierarchy, and one about the center of the torso.
The used degree of freedom is the one that produces rotations on the sagittal
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plane of the character. The achieved breathing behavior can be observed in the
video accompanying this paper.

Overall Parameterization. The described procedures allow us to parameterize
an input motion M with respect to up to four parameters: amplitude a (in
percentage), hold time A (in seconds), wait time w (in seconds), and speed s (as
a multiplier to the original time parameterization). Given a set of parameters
(a, h,w, s), the input motion can be prepared for parameterization very efficiently
and then, during execution of the parameterized motion, only trivial blending
operations are performed in real-time.

5 Real-Time Adaptation

When the adaptation mechanism is enabled the system collects information from
the patient’s performance in real-time and adapts the current exercise in its next
repetition. In addition, visual feedback is also provided: arrows showing direction
of correction for improving motion compliance, constraint violation feedback and
also an overall performance score with explanatory text (see Figure 6).

Fig.6. The red character displays the user’s motion and the blue one the target
exercise. Left: no violated constraints. Center: user is reminded to correct the elbow.
Right: arrows show direction of correction to improve compliance.

Four types of adaptation mechanisms are provided:

e Amplitude Adaptation The range can vary from 75% to 100% of the
target amplitude. The system tracks the distance between the patient’s active
end-effector and the apex at the target amplitude position. If the minimum
distance is larger than the amplitude compliance parameter specified by the
therapist, the next exercise execution will have the target amplitude lowered
to become within the compliance range. If in a subsequent repetition the user
reaches the current (reduced) target amplitude, then the next target amplitude
will be increased towards the original target amplitude.

e Hold Time The hold phase adaptation is designed to adapt the time at
hold stance to improve resistance, usually in a posture that becomes difficult to
maintain over time. The maximum distance between the target hold point and
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the performed end-effector position is computed. If above a threshold, the patient
is having difficulty in maintaining the posture and the next exercise repetition
will have a shorter hold phase duration. If in a subsequent repetition the patient
is able to well maintain the hold posture, then the hold duration is gradually
increased back to its previous value.

e Speed Execution During patient monitoring, the active position of the
patient’s end-effector is tracked and its distance to the demonstrated exercise
end-effector is computed for every frame. If the average distance computed across
the entire exercise is above a given trajecory compliance threshold (see Figure 7),
the next exercise execution speed is decreased. If in a subsequent repetition the
difference is under the threshold the speed will be gradually adjusted back.

o Wait-Time Between Exercises The initial wait time specified by the ther-
apist is decreased or increased in order to allow the patient to have an appropriate
time to rest between exercises. A performance metric based on averaging the tra-
jectory compliance and the hold phase completion metrics is used to determine how
well the patient is being able to follow an exercise. If the user is well performing the
exercises a shorter wait time is selected, otherwise a longer wait time is preferred.
In this way wait times are related to the experienced difficulty in each exercise, and
they adapt to specific individuals and progress rates.

Fig. 7. From left to right: high, medium and low trajectory compliance

6 Results and Conclusions

The described algorithms have been tested for constraint detection and motion
parameterization with a variety of arm exercises and different users. The ob-
tained results were always as expected, within reasonable compliance with the
defined exercise structure. All presented methods are very efficient for real-time
computation. While this paper focuses on motion processing techniques, the de-
scribed adaptation strategies have been specified from many discussions with
therapists according to their needs while experimenting with our prototype sys-
tem. Many variations and adjustments are possible, a final version will only be
determined after the system and its several features are evaluated in practice.
A supplemental video is available to demonstrate the obtained results. In sum-
mary, we present contributions on new motion processing approaches for single
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motion parameterization, and as well on novel strategies for motion adaptation
to users during real-time exercise delivery.
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Abstract. While human communication involves rich, complex and ex-
pressive gestures, available corpora of captured motions used for the
animation of virtual characters contain actions ranging from locomotion
to everyday life motions. We aim at creating a novel corpus of expressive
and meaningful gestures, and we focus on body movements and gestures
involved in theatrical scenarios. In this paper we propose a methodology
for building a corpus of full-body theatrical gestures based on a magician
show enriched with affective content.

We then validate the constructed corpus of theatrical gestures and
sequences through several perceptual studies focusing on the complexity
of the produced movements as well as the recognizability of the additional
affective content.

1 Introduction

Gestures and movements are increasingly exploited in advanced interactive sys-
tems populated with virtual agents. Application domains include entertainment,
pedagogy and artistic performance. However, while human-to-human communi-
cation involves rich, complex and expressive gestures, often linked to verbal
languages [11], available corpora of captured motion used for virtual characters
usually comprise actions such as locomotion or everyday life motions, but not a
large range of examples of expressive gestures.

Our aim is to study these so-called expressive gestures, i.e., gestures con-
veying some meaningful information and ezxpressive content. Expressive content
refers to aspects of motion related to feelings, moods, affect, or intensity of emo-
tional experience. Analysis of expressive content has been conducted for artistic
performances [4], everyday actions such as knocking or drinking [19], and in-
teractive embodied conversational agents [17]. More specifically, we focus on
theatrical gestures because they have to constantly and deliberately attract at-
tention and use body language to express some meaningful scenarios with an
emotional intent [12]. We are also interested in the spatio-temporal properties of
those gestures, as we make the assumption that they have a richer and enhanced
kinematics compared to everyday life actions.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 109-119, 2014.
© Springer International Publishing Switzerland 2014
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In this paper we propose a methodology for designing a corpus of theatrical
gestures in the context of three magic tricks. Experiments have been defined
to carry out perceptual evaluations in order to select and characterize relevant
gestures and their expressiveness for further analysis and synthesis studies.

The outline of the paper is as follows: section 2 briefly summarizes the ex-
isting expressive and non-expressive motion capture databases. Sec. 3 describes
the composition and the capture protocol of the theatrical mocap corpus we
propose. Sec. 4 describes the perceptual evaluations used to validate our corpus
and protocol. Finally Sec. 5 summarizes our contributions.

2 Related Work

Different motion capture databases have been designed to study human behav-
ior. Among them, we can identify those publicly available and largely used by
the academic research community for motion analysis, recognition, or synthe-
sis: the HDMO05 database [16] provided by the Max Planck Institute, the CMU
database provided by the Carnegie-Mellon University [5], and the UTA database
provided by the University of Texas at Arlington [24]. These databases comprise
a wide range of mocap data from diverse categories including locomotion, sport
activities, and everyday life motions.

Even though these databases are useful for analyzing the social and
relational behaviors of virtual agents, they lack of expressive data carrying in-
formation about the meaning conveyed by body movements [6] and the expres-
sive content. Recently, an increased interest for expressive variations of body
movements has led to the design and construction of affective motion capture
databases. Among them, two categories may be considered: i.) Portrayed emo-
tional gestures, where expressions are produced by actors upon instructions.
This category consists of explicit affective archetype gestures where the subjects
are instructed to perform short actions or adopt postures that explicitly repre-
sent a given emotion [10], [23]. ii.) Induced emotional expressions occurring in
a controlled setting. In this category we find databases recorded for emotional
dance studies, used either for emotion detection [18] or style synthesis [22], and
databases used for emotion recognition [3], [13]. Our research objectives belong
to the latter. More specifically, we focus on full-body gestures and their varying
forms in theatrical scenarios. The gestures are regarded as actions that manifest
deliberate expressiveness induced by the emotional state of the actors.

3 Building the Corpus of Expressive Theatrical Gestures

When designing our expressive gesture corpus, we started by defining a theatrical
context. A motion lexicon was defined as well as sequences of actions following
a meaningful body language associated to a narrative scenario. In this section,
we present the reasons that form the basis of our work and describe the selected
theatrical scenario.
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3.1 Motivation

Identifying and producing expressive gestures, i.e., body movements carrying ex-
pression, meaning and intent, can be a highly subjective and context-dependent
process. Gestures that are meaningful for one observer in a given situation can
also be considered movements with no expression by a different observer.

When looking for possible sources of widely known expressive gestures, the
performing arts (theater, dance, magic, mime, etc.) are a good starting point [12]
since they aim at expressing emotions and thoughts through different means (e.g.
body, voice, objects). As our primary interest is full-body motion as a medium
for expressing affect and meaning, we propose a mime theatrical scenario where
stories, ideas, and feelings can be solely conveyed by bodily movements [8].

In addition to providing a new source of expressive gestures in a mime theater
context, we also aim to provide a new motion capture dataset that will be useful
for research in human motion analysis, recognition and synthesis. This goal has
strongly influenced many of the decisions that will be presented in this section.

3.2 Selected Scenario and Gestures

We propose a mime theatrical scenario based on a magician performance. The
reasons behind this choice of context are threefold. Firstly, by constraining the
actors to portray ideas, emotions and meanings through their body only, we
expect they will perform gestures for which the main purpose is to be seen and
understood by the whole audience. We assume that those gestures will carry more
information and thus involve a higher kinematic and dynamic complexity [12].

Secondly, classical mime performances use bodily movements and facial ex-
pressions to portray a character and his emotions [2]. As we are solely interested
in body, we need a scenario in which everything has to be shown through hand
and body motions. Lastly, a magician is an artist of misdirection. He must thus
master and use his entire body to mislead the senses of the spectator while per-
forming [9], [14]. Therefore, we consider it an interesting trial case for the kind
of scenario we are looking for.

We developed a scenario in which a magician will perform 3 magic tricks: the
disappearing box, pulling a rabbit from a hat, and appearing scarves in an empty
jacket. Each magic trick involves 3 stages: i) Introduction: the magician makes
his appearance and introduces him-self to the audience. i) Preparation: the
magician shows each object he is going to use in his magic trick to the public.
This stage ends when the magician invokes his magical powers. iii) Conclusion:
the magician shows the result of his trick and makes a bow to the audience. In
total the proposed scenario has 3 sequences consisting of 17 isolated gestures.

3.3 Expressive Variations

As stated before, we think that the gestures in our scenario are spatially and
temporally more significant, because they must convey meaning, emotion and
intent through bodily movements. In order to enhance this kinematic diversity,
it is possible to introduce new sources of variation into the corpus by taking
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into account the style, personality and emotional state of the actor. Although
we cannot directly influence the style and personality of the actor, we think that
it is possible to elicit certain emotional responses that will produce additional
spatio-temporal characteristics. Those characteristics may affect the spatiality,
the timing, or the fluidity of the performed gestures. Thus, through eliciting
different emotions in the performance of the actor we can increase the diversity
and expressive richness of the proposed scenario and corpus. A set of 4 emotional
states was chosen using the circumplex model of affect proposed by Russell [21]:
happy, sad, stress, and relaxed. A neutral state was added to categorize the
motions in which no emotion was intended.

3.4 Experimental Motion Capture Protocol

To produce a new motion capture database that can be used for the analysis,
recognition and synthesis of expressive gestures, special care must be given to
the number and variety of recorded gestures and sequences.

Technical Setup: the understandability and expressiveness of gestures re-
quire accuracy and high definition in the recording of captured motion. A Qual-
isys motion capture system composed of 8 Oqus400 cameras [20] was used.
All full-body actions and hand movements inside a 2.5mx2mx2m volume were
recorded. A total of 64 passive markers were placed on the body of the actor in-
cluding 5 markers on each hand and 2 facial markers. The markers on the hands
enabled capturing all the grasping movements involved in a magic performance,
and the facial markers gave a more accurate idea of the direction of the head of
the actor. We used a 200Hz capture frequency to correctly capture hand motion,
since this kind of motion requires a higher accuracy.

Number of Actors and Repetitions: for the analysis and recognition of
human motion, numerous repetitions of a set of actions performed by several
subjects are needed. Each magic trick was recorded twice per emotional state.
In addition, the most representative gestures (8 in total) were selected among the
initial 17. For each selected gesture, 2 sequences of 5 repetitions per emotional
state were recorded. Currently, our database contains the motions of 2 skilled
amateur actors (1 man and 1 woman). For each actor, 110 motion capture files
were produced. We intend to further record 8 additional actors.

Emotion Elicitation: another challenge concerns how the instructions for
performing the scenario are given to the actor and how the emotional state
is induced. First, a video of each magic trick was presented to the actors the
day before the capture. This made possible for the actors to learn the gestures
and perform more fluently. Second, on the day of the capture, the actors were
asked to perform each magic trick several times before we started to record. By
doing so, we could correct all possible doubts about how each gesture should
be performed. Last, an emotional state was randomly chosen and the emotion
elicitation was done using an imagination mood induction procedure. During the
elicitation process, each actor was instructed to remember an emotional event in
their lives that corresponded to the selected emotion. After performing the whole
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scenario, i.e., the 3 sequences plus the 8 isolated gestures in a given emotional
state, a debriefing was done to re-establish the initial emotional state of the actor

4 Experiments and Results

Three perceptual experiments were performed to validate the suitability of the
chosen scenario, and the effectiveness and efficiency of our experimental motion
capture protocol. The experimental setup also enabled evaluating the usability of
the produced mocap data for tasks such as motion analysis, motion recognition
and motion synthesis. We were aiming to answer the following questions:

1. Do people perceive theatrical gestures as being more kinematically and
dynamically significant than daily actions? Do people perceive theatrical gestures
as motions conveying more information?

2. Can observers associate the spatio-temporal variations introduced through
the elicitation of emotional states to one of the five selected emotions? If they
can do so, how expressive do they find the theatrical gestures?

4.1 Stimuli Creation

For the theatrical gestures, 1 realization for 8 theatrical gestures and for 2 magic
tricks were chosen per emotion and per actor. Additionally, the actors were asked
to perform 8 daily actions that we consider are the most frequently found in
available mocap databases (cf. Table 1 for a list of the chosen stimuli).

Table 1. Stimuli used for the perceptual evaluations

Daily gestures Theatrical gestures Sequences

Lifting Show empty jacket The disappearing box
Waving Take scarves out of jacket Scarves appear in a jacket
Kicking Invoke magic with wand

Hand shake Show box disappeared

Walking Cover box

Knocking Invoke magic with hand

Throwing Introduction bow

Punching Final bow

All stimuli were played on a of point-light like character (cf. Figure 1). We
chose this kind of representation as we did not want to convey any additional in-
formation about the avatar’s gender and appearance that might influence the cat-
egorization of the selected emotions. Additionally, previous studies have shown
that this type of representation does not stop observers from perceiving any
emotional state at any intensity [1], [15].

For the theatrical gestures and the daily actions, individual video clips of the
same duration (10s) were created at 25Hz. For the magic trick sequences videos
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Fig. 1. Marker set and posture examples

of 42s were also produced. The character was displayed in the center of the
screen, facing forward at the beginning of each clip. Video clips were presented
at 1280x1024 resolution and 116 videos were generated in total.

4.2 Participants and Duration of Each Study

Twenty participants took part in the studies we will detail in the following
section, a total of 100 different individuals contributed to our experiments. Par-
ticipants came from various educational backgrounds and were all naive to the
purpose of the experiment. They only knew they would watch some avatar videos
and answer a few questions about what they perceived from those videos. De-
tailed informations about the gender and age distribution of each group of par-
ticipants and the duration of each study are presented in Table 2.

Table 2. Information about each study’s participants and duration in minutes

Study Gender Mean age Duration
Daily actions vs theatrical gestures 11M, 9F 24.04+10.0 15
Isolated gestures (emotions male actor) 10M, 10F 23.5+6.0 40

Isolated gestures (emotions female actor) 15M, 5F 23+7.0 40
Gestures sequences (emotions male actor) 13M, 7F 21.64+7.5 15
Gestures sequences (emotions female actor) 13M, 7F 25.0+13.0 15

4.3 First Experiment: Everyday Life Movements vs. Skilled
Theatrical Movements

In our first experiment we wished to determine whether observers perceived
theatrical movements as more kinematically and dynamically significant than
everyday life movements. Additionally, we wished to investigate whether par-
ticipants regarded theatrical gestures as motions conveying more information
compared to everyday life actions.

For this study, we presented participants with 32 video clips of 10s duration,
depicting 8 daily actions and 8 theatrical movements for each actor. Participants
viewed each video clip in a random order, played it as many times as they wished,
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and after each clip were asked to rate on a scale of 1-7 whether the performed
action was considered as current, spontaneous and habitual (1 on the scale) or
as skilled, meaningful and elaborated (7 on the scale).

Since the answers of the participants were nominal variables, we did not think
the data fits the assumptions of an ANOVA. Results for this study were analyzed
using Kruskal-Wallis one-way of variance and paired T-Tests for all post-hoc
analyses. We found that the gender of the participants and actors had no effect
on the ratings of daily actions and theatrical gestures. A significant difference
(H = 158.5377,1d.f,p < 0.001) between the mean rank scores of the two types
of gestures was found. As we confirmed a significant divergence between the two
categories of gestures, we were then interested in identifying which particular
motions were considered more kinematically significant and conveying more in-
formation. The results of the Kruskal-Wallis test (H = 270.15, 15d. f, p < 0.001)
were significant; the mean ranks scores of 7 of our 8 theatrical gestures were
significantly different among the 16 different movements presented to the par-
ticipants. For daily gestures, we found that kicking and punching gestures were
perceived as the most kinematically significant actions among the everyday mo-
tions. A possible reason for this could be that both actions are considered more
sportive actions than everyday motions, thus a higher kinematic variance can be
attributed to them. Mean rank scores for both categories and for the 16 gestures
are shown in Figure 2.
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Fig. 2. Mean ranks scores for each category and each one of the sixteen presented
actions

4.4 Second and Third Experiment: Perception of Emotion in
Isolated Gestures and Sequences

In this study, we take into account the fact that emotional states are expressed
differently depending on the subjects and that such states might be more easily
recognized over longer stimuli. For this reason, we used 4 separated groups.
Two groups rated the emotions of our male character and female character over
isolated gestures, and the 2 other groups did the same over the sequences.



116 P. Carreno-Medrano et al.

We wished to determine whether the 5 emotions portrayed in our theatrical
gestures could be recognized among a 6 non-forced-choice list of emotions (the
5 emotions already listed plus the other option). Additionally, we wished to
investigate the intensity with which each emotion was perceived.

For the isolated gestures, we presented participants with 8 video clips of 10s,
representing our 8 theatrical gestures (cf. Table 1 for a detailed list) in each one
of the 5 emotional states, where each gesture was presented twice. Participants
viewed each video clip in a random order as many times as they wished and
were asked to choose an emotion among the 6 possible options (also randomly
presented). They were also asked to rate the intensity of the selected emotion
on a scale from 1 (not intense) to 7 (very intense)

For the magic trick sequences, we followed the same methodology applied in
the evaluation of isolated gestures. However, instead of using short videos of a
unique gesture, we presented participants with a whole realization of a magic
trick. For this study only the recordings of the disappearing box and appearing
scarves in an empty jacket were considered.

Results for these studies were analyzed using standard analysis of variance
(ANOVA) and paired T-Tests for all post-hoc analysis. As done in [7], we calcu-
lated and analyzed the accuracy rate for emotion, i.e., how many emotions were
correctly recognized for each participant. We found no effect of participants and
actors gender on the accuracy of emotion identification.

For the isolated gestures experiment we found a main effect of emotion (F' =
18.68,4d.f,p < 0.001). Post-hoc tests showed that the 5 emotional states were
recognized with means ranging from 29% to 64%. The most accurately identified
emotions were stress and sadness. No main effect of actor gender and type of
action were found. However, an interaction between these 2 factors was shown
as significant (F' = 2.81,7d.f,p < 0.007). This interaction might be due to both
actors having different acting qualities for each type of emotion and action.

For the sequences experiment we also found a main effect of emotion (F =
6.04,4d.f,p < 0.001). Post-hoc tests showed that the 5 emotional states were
recognized with means ranging from 40% to 70%. Contrary to the isolated ges-
tures experiment, in this study participants were more accurate in emotion
categorization. This could be explained by the length of the stimuli presented
to participants. We found that the most accurately identified emotional states
were stress and sadness, followed by relaxed and neutral. As for the isolated
gestures, no main effect for actor gender and action type were found. How-
ever, an interaction between the emotion and actor factors was again observed
(F = 4.75,4d.f,p < 0.001). We believe this interaction might be due to the
acting qualities of our two actors.

To have a better insight of where the miscategorizations happened, the confu-
sion matrices of both studies is shown in Table 3. For both studies, the accuracy
rate of the participants is above chance (16.6%) and the results obtained for
neutral and sad emotional states are consistent with previous works [7], [25].
Additionally, stress, an emotional state that is not frequently used, has the
highest recognition rate. However, the happy and relared emotional states were



Corpus Creation and Perceptual Evaluation 117

Table 3. Confusion matrices

Isolated gestures
Correct answer Relaxed Happy Neutral Sad Stress Other

Relaxed 29.22% 13.44% 28.13% 14.06% 5% 10.16%
Happy 16.41% 35.31% 16.72% 2.03% 16.09% 13.44%
Neutral 17.03% 18.44% 38.91% 5% 10.16% 10.47%
Sad 8.44% 1.56% 15.63% 49.84% 8.91% 15.63%
Stress 2.81% 6.72% 5.47%  2.34% 64.69% 17.97%
Sequences

Correct answer Relaxed Happy Neutral Sad Stress Other
Relaxed 50.63% 10% 13.13% 11.88% 4.38% 10%

Happy 11.88% 52.50% 13.75% 1.25% 13.75% 6.88%
Neutral 20% 19.38% 40% 3.13%  7.5% 10%

Sad 11.88% 1.88% 13.75% 53.13% 1.88% 17.50%
Stress 8.13% 7.50% 6.88%  2.50% 70.63% 4.38%

frequently misclassified between them or with the neutral state. We think pos-
sible reasons for this could be the proximity of these 3 emotional states in the
circumplex model [21], the utilization of gestures whose sole purpose is not to
convey emotional cues, and the recording of non-professional actors. Further-
more, as we are using gestures that are already spatially and temporally rich,
we think it is also possible that the variations added by those 3 emotional states
were perceived by the participants as indistinct.

To identify possible significant differences in the intensity of the emotional
states, Kruskal-Willis tests were applied. We found no difference between the
emotional intensities portrayed for both actors and for each action or sequence.
For both studies, the emotions rated as the most intense are those the most
accurately categorized (H = 30.82,4d.f,p < 0.001 for the isolated gestures and
H =14.09,4d.f,p < 0.001 for the sequences).

5 Conclusions

To date the existing motion capture databases consist of everyday actions with
few expressive variations. In this paper, we have proposed a new motion capture
corpus composed of 17 theatrical gestures, in the context of a magic performance,
into which emotional variations were added.

Three perceptual studies were conducted in order to validate the suitability
and usability of our mocap data as well as the relevance of the capture proto-
col. We found that theatrical gestures can be globally considered more skilled,
meaningful and elaborated gestures compared to everyday life actions. We also
established that for the selected theatrical scenario, emotional states can be
successfully elicited in the laboratory setting, and most importantly that our
recognition results are very close to those of previous studies in which archety-
pal affective actions and more complete visual clues were used [15].
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We will improve our set of emotional states and our emotional elicitation
procedure. We plan on recording more actors in order to provide a better insight
about the influence of acting skills, gender and personal style in the perception
of the expressiveness of theatrical gestures.
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Abstract. In this paper, we present a model and its evaluation for ex-
pressing attitudes through sequences of non-verbal signals for Embodied
Conversational Agents. To build our model, a corpus of job interviews has
been annotated at two levels: the non-verbal behavior of the recruiters as
well as their expressed attitudes was annotated. Using a sequence mining
method, sequences of non-verbal signals characterizing different interper-
sonal attitudes were automatically extracted from the corpus. From this
data, a probabilistic graphical model was built. The probabilistic model
is used to select the most appropriate sequences of non-verbal signals
that an ECA should display to convey a particular attitude. The results
of a perceptive evaluation of sequences generated by the model show that
such a model can be used to express interpersonal attitudes.

1 Introduction

Embodied Conversational Agents (ECAs) are increasingly used in training and
social coaching, in applications such as science teaching [17] or education against
bullying [5]. Empathic ECAs have been proposed [28] and it was shown that they
can be successful in regulating the emotional state of users in a learning context,
effectively affecting the learning outcome of the users [29].

In the TARDIS project!, we aim at building a virtual recruiter to train job
seekers to improve their social skills. Such a virtual recruiter should be able to
convey different interpersonal attitudes (or interpersonal stances). Interpersonal
attitudes can be defined as “spontaneous or strategically employed affective styles
that colour interpersonal exchanges” [34]. A common representation for interper-
sonal stances is Argyle’s bi-dimensional model of attitudes [3], with an affiliation
dimension ranging from hostile to friendly, and a status dimension ranging from
submissive to dominant.

Most modalities of the body are involved when conveying interpersonal atti-
tudes [9]. Smiles can be signs of friendliness [9], performing large gestures may
be a sign of dominance, and a head directed upwards can be interpreted with
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a dominant stance [11]. However, when interpreting non-verbal behavior, the
sequencing of non-verbal signals can be significant: for instance, while a smile
is a sign of friendliness, a smile followed by a gaze and head aversion conveys
embarassment [21]. While it has been observed that the sequencing of non-verbal
signals influences how they are perceived [37], the literature on the topic is still
limited. In this paper, our goal is to build a model for non-verbal behavior gen-
eration, which computes a sequence of non-verbal signals that an ECA should
display given an input attitude to express and an input text that the ECA should
say.

To build a model that takes the sequencing of signals into account, we use a
data mining technique to extract sequences of non-verbal signals from a corpus
of job interviews we annotated at two levels: the non-verbal behavior and the
expressed attitude of the recruiter. The generation model uses a probabilistic
framework to compute a set of candidate sequences and then selects the best
sequence for expressing the given attitude using a classification method based
on the frequent sequences previously extracted from the corpus. The model was
evaluated with an perceptual experiment.

The paper is organized as follows. In Section 2, we present related models
of interpersonal attitude expression for ECAs and their limitations. We then
describe in Section 3 the multimodal corpus we collected and how it was anno-
tated. Section 4 details the data mining process we used to gather knowledge
about how sequences of non-verbal behavior are perceived. Section 5 discusses
a method for generating and selecting behavior sequences using the extracted
data. In Section 6, we describe the study we conducted to evaluate whether
the generated sequences convey the desired attitude. Finally, the results of the
evaluation study are discussed in Section 7.

2 Related Work

Models of interpersonal attitude expression for virtual agents have already been
proposed. For instance, in the Demeanour project [6], postures corresponding
to a given attitude were automatically generated for a dyad of agents. Lee and
Marsella used Argyle’s attitude dimensions, along with other factors such as con-
versational roles and communicative acts, to analyze and model behaviors of side
participants and bystanders [23]. Cafaro et al. [10] conducted a study on how
smile, gaze and proximity cues displayed by an agent influence the first impres-
sions that the users form on the agent’s interpersonal attitude and personality.
Ravenet et al. [33] proposed a user-created corpus-based methodology for choos-
ing the behaviors of an agent conveying an attitude along with a communicative
intention. The Laura agent [7] was used to develop long term relationships with
users, and would adapt the frequency of its gestures and facial signals as the
relationship with the user grew. However, dominance was not investigated, and
the users’ behaviors were not taken into account as they used a menu-based
interface when interacting with the agent. Prepin et al. [32] have investigated
how smile alignment and synchronisation can contribute to stance building in
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a dyad of agents. These models, however, only consider the expression of a few
signals at a given time, and do not consider how signals are sequenced.

The importance of the dynamic features of expressions has been highlighted
in previous works. Keltner et al. [21] found that the sequencing of head aversion,
gaze aversion and smile differentiate between embarassment, amusement and
shame. With [37] found unique characteristic behavioral sequences for the ex-
pression of enjoyment, hostility, embarassment, surprise and sadness. Recently,
models for displaying emotions for ECAs as sequences of signals have been
proposed. Niewiadomski et al. [30] propose a representation for multimodal se-
quences of signals based on temporal constraints between signals, for instance
signal; precedes signals. Their representation schema, applied to annotated
videos, allows a virtual agent to express several emotions. Pan et al. [31] proposed
another approach that makes use of motion graphs. In such graphs, arcs are mo-
tion clips (possibly containing facial expressions and/or head movements) and
nodes are transitions between them. They trained a motion graph using video
clips labelled with mental states (e.g. interest), and appropriate paths in the
graph for each mental state are selected using dynamic programming. Finally,
Lee and Marsella [24] proposed a model of head nods prediction based on Hidden
Markov Models (HMM). The input of these HMMs is a sequence of words with
associated linguistic features (e.g. part of speech, emotion label, noun phrase
start...). Using an annotated corpus, they trained the prediction of head nods
on trigrams, i.e. sequences of three words. Though they effectively adopted a
sequential representation for their model, the sequential relationship between
different head behaviors was not modelled (only linguistic features), and their
work was limited to head movements.

Even though models of interpersonal attitude expression for ECA have already
been proposed, they typically do not consider how the sequencing of signals
influence attitudes, and only consider a limited number of modalities. In the next
section, we present the corpus of job interviews we collected and annotated, and
which was used subsequently to extract frequent sequences of non-verbal signals
expressing interpersonal attitudes.

3 Multimodal Corpus

As part of the TARDIS! project, a corpus of simulation of job interviews be-
tween human resources practitioners and youngsters was collected. We decided
to use these videos to investigate the sequences of non-verbal signals the re-
cruiters use when conveying interpersonal attitudes. The non-verbal behavior of
the recruiters, their perceived attitudes and the turn taking were then annotated
manually on 3 videos, for a total of slightly more than 50 minutes. Our sequence
mining method (see Section 4) being relatively simple, we found this amount
of data to be sufficient for our purpose. Of course, more data would allow for
achieving more precision and for using more complex models.

For the non-verbal behavior annotation, we adapted the MUMIN multimodal
coding scheme [2] to our task and our corpus. The following modalities were con-
sidered : gestures (e.g. adaptors, deictics), hands rest positions (e.g. over or under
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table, arms crossed), postures (e.g. leaning backwards), head movements (e.g.
nods, head tilted downwards), gaze (e.g. looking at interlocutor, downwards),
facial expressions (since the videos were recorded from the side, we only consid-
ered simple facial expressions, e.g. smiles, eyebrow movements). Full details on
the coding scheme can be found in [12]. We used Praat [8] for the annotation of
the audio stream and the Elan annotation tool [38] for the visual annotations.
A single annotator fully annotated the non-verbal behavior for the three videos.
A second annotation on 10% of the total annotated video length was performed
one month after the initial annotation to measure the reliability of the coding.
Cohen’s Kappa measures were computed across the two annotations and were
found to be mostly satisfactory: e.g. k = 0.80 for gestures, kK = 0.93 for pos-
tures. The lowest score was found for eyebrow movements (k = 0.62), which we
had anticipated considering the video setup (the video camera captured the full
scene, thus the faces of the people are small in the video).

As the interpersonal attitudes of the recruiters vary through the videos, we
chose to use GTrace, successor to FeelTrace [14]. GTrace is a tool that allows for
the annotation of continuous dimensions over time. We adapted the software for
the interpersonal attitude dimensions we considered. The speech was rendered
unintelligible, as we focus on non-verbal behavior and did not want the content
of the recruiters’ utterances to affect the annotators’ perception of attitudes.
We asked 12 persons to annotate the videos with this tool. Each annotator had
the task of annotating one dimension for one video, though some volunteered to
annotate more videos. With this process, we collected two to three annotation
files per attitude dimension per video. More details about the attitude annotation
can be found in [13]

In a nutshell, the corpus has been annotated at two levels: the non-verbal be-
havior of the recruiters and their perceived attitudes. Our next step was to iden-
tify which sequences of non-verbal signals characterize interpersonal attitudes.
As a first step, we have focused on the non-verbal signals sequences expressed by
the recruiters when they are speaking. In the next section, we describe a method
for extracting frequent non-verbal signals sequences from the multimodal corpus.

4 Mining Frequent Sequences Characterizing Attitudes

In order to extract significant sequences of non-verbal signals conveying interper-
sonal attitudes from our corpus, we chose to use a sequence mining technique.
Such techniques have been widely used in tasks such as protein classification
[15], and they have been recently used in computer-human interaction to find
sequences of video game players’ key presses correlated with affects such as frus-
tration [27]. To the best of our knowledge, this technique has not yet been applied
to analyse sequences of non-verbal signals.

Frequent sequence mining techniques require a dataset of sequences. Since
we investigate which sequences of signals convey attitudes, we decided to seg-
ment the non-verbal behavior data using the timestamps in the annotations files
where an attitude dimension begins to vary. We call these instants attitude vari-
ation events. Once the data was segmented with these events, we kept only the
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Table 1. Cluster centers, segment counts per cluster and frequent sequences per cluster

Large Decrease Small Decrease Small Increase  Large Increase
Friendliness 0.34 /68 /8 0.12 /66 /72 -0.11 /77 /104 -0.32 /36 /67
Dominance 0.23 /49 / 141 0.09 / 66 / 244 -0.13 / 80 / 134 -0.34 / 24 / 361

segments where the recruiter is speaking. Since we found that the attitude vari-
ation events came with a wide range of values, we chose to differentiate between
small and strong attitude displays. Therefore we used a K-means clustering al-
gorithm with & = 4 to identify clusters corresponding to small increases, strong
increases, small decreases and strong decreases. The amount of segments per
attitude variation type and the associated clusters are described in table 1.

The next step consisted of applying a frequent sequence mining algorithm to
each set of segments. We used the Generalized Sequence Pattern (GSP) frequent
sequence mining algorithm described in [35]. This algorithm extracts sequences
without temporal information, ¢.e. it only represents that behaviors happened
after another. It is not be able to differentiate between short and long gestures.
It also cannot represent simultaneous events (e.g. a smile and a nod happening
simultaneously). More recent sequence mining techniques exist that take tem-
poral information into account [16], [18]. However, as a first step, we decided to
choose a simpler model and focus on the sequential representation, as a higher
model complexity would require more data to learn and would be harder to ap-
ply to our generation problem. Our model could potentially be complemented by
related works considering simultaneous signals, such as [33]. The GSP algorithm
requires as an input a minimum support, i.e. the minimal number of times that
a sequence has to be present in the corpus to be considered frequent, and its
output is a set of sequences along with their support. For instance, using a min-
imum support of 3, every sequence that is present at least 3 times in the data
will be extracted. The GSP algorithm based on the Apriori algorithm [1] follows
two steps: first, it identifies the frequent individual items in the data and then
extends them into larger sequences by iteratively adding other items, pruning
out the sequences that are not frequent enough. Having acquired a set of fre-
quent sequences for each type of attitude variation, we can characterize each of
these sequences with several quality measures: Support, that is how many times
the sequence appears in the data ([0; 0o] € N) ; Confidence, which represents the
proportion of a sequence’s occurrences that happen before a particular type of
attitude variation ([0;1] € R, 1 meaning this sequence only occurs before this
attitude variation) ; Lift, which can be seen as how strong the confidence of a
sequence is, compared to the random co-occurrence of sequence and the attitude
variation, given their individual support ([0; co] € R, a higher value representing
a stronger association).

In Table 2 we show examples of extracted sequences. The Sup column corre-
sponds to the support of the sequence and the Conf column to the confidence
of the sequence. Using a minimum support of 10, we extracted a set of 879 se-
quences for dominance variations and 329 for friendliness variations. In the next
section, we describe an algorithm for generating non-verbal signals sequences
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Table 2. Example sequences obtained with the sequence mining process

Sequence Attitude Variation Sup Conf Lift

BodyStraight -> ObjectManip  Friendliness Large Decrease 13  0.31 2.09

HeadNod -> Smile Friendliness Large Increase 32  0.59 2.09

HeadNod -> RestHandsTogether Dominance Large Decrease 13  0.31 2.90
-> Smile

EyebrowsUp -> RestOverTable  Dominance Large Increase 21  0.33 1.54

conveying attitudes, that makes use of the frequent sequences we presented in
this section.

5 Model of Non-verbal Signals Sequences Generation for
Expressing Attitudes

Given an input attitude that an ECA should express and an input utterance
tagged with communicative intentions that the ECA should say, the objective
of our model is to generate a sequence of non-verbal signals that conveys the
desired attitude. We place ourselves within the SAIBA framework [36], where
our model fulfils the role of the Behavior Planner module, whose role is to
translate communicative intentions into multimodal behaviors and to schedule
them. Input utterances and intentions are defined in the Functional Markup
Language (FML) [25], and output sequences of scheduled non-verbal signals are
defined in the Behavior Markup Language (BML) format [36].

In a nutshell, our algorithm follows three steps, which are detailed in the
following subsections. First, for each communicative intention contained in the
input FML message, we retrieve all the signals that can express this intention,
and build all the possible combinations of signals that can express the input’s
communicative intentions (Section 5.1). Secondly, for each of these combinations,
the algorithm then finds all the time intervals where additional signals can be
inserted, and builds a set of larger sequences by inserting additional signals in
the available time intervals using a probabilistic framework (Section 5.2). These
signals will enable the agent to display its interpersonal attitude. The third step
(Section 5.3) consists of selecting the best sequence out of all these candidate
sequences, by using a classification method trained on the frequent sequences
that were extracted using the method described in Section 4.

5.1 Building Minimal Sequences Expressing the Input FML

In a conversation, communicative intentions can be expressed through non-verbal
behavior as well as through speech. For instance, in Western culture, it is possible
to convey uncertainty by squinting the eyelids, tilting the head, or performing a
particular hesitation gesture. When emphasizing a word, it is common to make
a quick head movement downwards, and to raise one’s eyebrows.

The FML language [25] represents such communicative intentions. The first
step in our algorithm consists of retrieving all the possible non-verbal signals that
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can be used to express the intentions contained in the input FML message. For
this purpose, we used Mancini’s framework [26], in which each communicative
intention is characterized by a behavior set. A behavior set is the specification
of the different non-verbal signals that can be displayed by an ECA to express a
communicative intention. We can build a non-verbal signals sequence expressing
an input message by selecting one signal in the behavior set of each commu-
nicative intention of the input message. Such a resulting sequence is called a
minimal sequence. In our model, we only consider communicative intentions for
altering the speech prosody (i.e. pitch accents and boundaries) and communica-
tive intentions related to the speech semantics (i.e. spatio-temporal information
which will trigger deictic gestures, particular meaning which will trigger iconic
gestures, and performatives such as asking a question). Once all the minimal se-
quences have been computed (i.e. all the different combinations of signals from
the behavior sets have been collected), the next step consists of enriching these
sequences with additional signals to convey the interpersonal attitude.

5.2 Generating New Sequences

For every minimal sequence obtained in the previous step, we start by looking at
all the time intervals where it is possible to insert other signals. For instance, if
there is enough time between two head signals, we might insert a head nod, or a
head shake. Since the signals chosen for the minimal sequences are only related to
speech prosody or to certain speech semantics, we make the hypothesis that the
inserted signals will not conflict with the original communicative intentions, and
that only the inserted additional signals will contribute to expressing attitudes.
For this purpose, we represent the extracted frequent sequences (Section 4)
with a probabilistic model: a Bayesian Network (BN). The nodes of the network
represents the non-verbal signals and the interpersonal attitudes (Figure 1).
The edges define a conditional dependence between two variables. The Bayesian
Networks enable us to represent the causal and non deterministic relation of the
attitudes on the signals (e.g. there might be more smiles for friendliness increases,
or more arms crossed for friendliness decreases) and the sequences of signals (e.g.
hands rest pose changes typically appear after a gesture). In our case, we note
that P(S;+1|Si, Si—1, .., 51, A) = P(Si+1|5:, A), where S represents signals, ¢ is
the index of a signal in the sequence, and A is the chosen attitude variation.
Note that some paths are impossible (e.g. HeadAt — HeadAt or BodyStraight —
BodyStraight), and we made sure that such paths do not exist in the network.
An interesting feature of this model is that non-verbal signals sequences that
did not occur in our data can still be generated, and their likelihood can be eval-
uated. Indeed, the representation of the sequences might lead to new sequences
in the network. These new sequences are valuable as they can help improving the
variability of the recruiter’s behavior beyond the sequences that were observed
in the corpus. To evaluate a new sequence, we can use the method described in
[20] which classifies a new sequence with a majority-voting technique using its
k sub-sequences contained in the new sequence that have the highest confidence
score in the corpus. We trained a BN for dominance variations and another BN
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Fig. 1. A “rolled” representation of the Bayesian Networks we use for generating new
sequences of behavior.

for friendliness variations. As a first step, we consider the attitudes of friendli-
ness and dominance independently. A next step will consist in analysing how to
combine attitude variations in the two dimensions simultaneously. We used the
Weka open-source machine learning software [19] to train the networks, using
our multimodal corpus as input data. The constructed models are then used to
compute the sequences of non-verbal signals conveying a particular attitude.

The generation of the sequences starts with the minimal sequences obtained
after the previous step (Section 5.1), and uses the Bayesian Networks to add
new signals in the available intervals. Thus, it is ensured that every generated
sequence contains signals that express every input communicative intentions.
Also, the maximum sequence length (i.e. how far we “unroll”) is the amount
of time intervals contained in the original FML message. In order to reduce
computing time and to sort out sequences that are too unlikely, we compute
the overall probability of every generated sequence, and only keep those whose
probability is above a certain threshold A. For our evaluation, we chose A to be
equal to P(minimalsequence)*a where P(minimalsequence) is the probability
of the original minimal sequence and « is a coefficient, which we set to 0.005 after
trial-and-error showed it to be an adequate compromise between the amount of
generated sequences and computing time. The generated sequences that are left
after this pruning process are called candidate sequences. Having computed all
the candidate sequences, the final step consists of selecting the one that is most
likely to convey the input attitude.

5.3 Selecting the Final Sequence

For selecting the final sequence, we compromise between having a sequence with
a high likelihood to appear in the data, and a high confidence for conveying the
appropriate attitude. We defined a score variable of a candidate sequence s as
Sc(s) = P(s) *x Conf(s), where P(s) is the probability of s computed by the
appropriate Bayesian Network (BN for dominance or friendliness depending on
the input attitude). If the sequence s has been extracted in the frequent sequence
mining process, then Conf(s) is equal to the sequence’s confidence (see Section
4). If not, we compute Conf(s’) for every subsequence s’ contained in s, and
we define Conf(s) = XConf(s")/n where n is the number of subsequences of
s. Finally, we select the sequence with the highest score Sc. Note that for a
particular input utterance, the chosen sequence will always be the same with



128 M. Chollet, M. Ochs, and C. Pelachaud

Reference video Video 1/8 Comparison video

Fig. 2. The main screen of the online study.

this method. In the future, we plan to add a factor to weigh down sequences
very similar to previously played sequences.

In the next section, we present an evaluation study we realized to assess
whether the generated sequences convey the expected attitudes.

6 Evaluation

In order to evaluate our model, we conducted a study to verify that non-verbal
signals sequences generated by the model with a certain input attitude are per-
ceived as conveying the same attitude , and are perceived with the same intensity.
In the following sections, we describe the study design and we then report the
results of the study.

6.1 Study Design

The study was conducted online. The platform of the study was developed using
Adobe Flash technology. Participants were asked to compare 8 pairs of videos of
a virtual character acting as a job recruiter expressing non-verbal signals when
speaking (see Figure 2). For every pair of videos, the virtual recruiter said a
different job interview question (e.g. “In your previous professional experiences,
did you ever have to deal with difficult situations?”). The 8 different questions
were always presented to the users in the same order. The character’s speech was
identical in both videos, and was produced in English with the Cereproc Text-To-
Speech engine [4]. The non-verbal behavior of the recruiter was however different
in the two videos of every pair. Since the speech content was identical in both
videos, and since we asked user the difference in attitude between both videos,
we considered the utterances’ content did not have an impact on the results.
Each of these 8 pairs of videos corresponded to a testing condition, namely
one of the 8 following attitudes: high dominance, low dominance, low submis-
siveness, high submissiveness, high friendliness, low friendliness, low hostility,
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high hostility. On the right video (Figure 2), the ECA displayed sequences of
non-verbal signals generated with our model. To generate a sequence for a given
condition, we used as an input the corresponding attitude variation, for instance
for low hostility our input was small friendliness decrease. On the left video,
the virtual character’s behavior was generated with a neutral attitude. For this
purpose, our model only went through the first step of our algorithm (Section
5.1), and selected randomly one of the minimal sequences for the input question.
While such a sequence could effectively express an attitude, we hypothesised that
the attitude expressed in these videos would be considered more neutral than
the attitude expressed in the videos generated with the attitude model. All in
all, 64 distinct sequences were evaluated with our study (8 questions said by the
ECA « 8 attitudes), and 72 videos were generated for this purpose: (64 4+ 8 neu-
tral). For every pair of videos, the participants answered the following questions:
Q1: “Compared to the Reference Video (left), the character on the Comparison
video (right) is:”, with the possible answers being : “Much less dominant”, “Less
dominant”, “Equivalent”, “More dominant”, “Much more dominant”, “Undecided”
(resp. friendly). If they had not chosen “Undecided”, they would then be asked
to give their opinion on the next question: Q2: “The intensity of the expressed
attitude on the Comparison video (right) is:”, with the possible answers being
: “Very low”, “Low”, “Medium”, “High”, “Very high”. In the following section, we
present the results of this study.

6.2 Results

Eighty-one participants took part in our study (43 Female, 38 Male). The par-
ticipants were mostly French (88%), and the mean age of the population was
32.4 years old (StdDev: 12.8).

In Table 3, we report the frequency table for participants’ answers for Q1. The
Mean values are computed by considering the answers are on an ordinal scale
(Much less friendly = 1, Much more friendly = 5, etc.). To assess the statistical
significance of our results, we performed x? tests for every condition, and all
were found to be significant (for all conditions x? > 23.5, p < 0.0001).

For @2, we performed Student’s T-tests between pairs of conditions of the
same type (i.e. increase or decrease of dominance or friendliness) but different
intensity (i.e. small or large). There was only a significant difference between
perceived intensity of large (Mean = 2.97) and small (Mean = 3.31) decreases
in friendliness (p = 0.016 < 0.05). Differences between increases in friendliness
(p = 0.62), decreases in dominance (p = 0.48) and increases in dominance (p =
0.73) were not found to be significant.

7 Discussion

Our evaluation study aimed at assessing whether our model can generate se-
quences of non-verbal signals that convey the appropriate attitude, and if the
generated sequences are perceived with the appropriate intensity.
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Table 3. Percentages table for attitude rankings for the 8 conditions

Friendliness Friendliness Dominance Dominance

Decrease Increase Decrease Increase
Much less (1) 3.73% 3.68% 2.26% 0.78%
Less (2) 45.5% 24.3% 24.1% 14.7%
Equivalent (3) 24.6% 38.2% 39.1% 20.9%
More (4) 20.9% 25.7% 27.1% 52.7%
Much more (5) 3.73% 8.09% 5.26% 9.30%
Undecided 1.04% 0% 2.26% 1.55%
Mean 2.71 3.10 3.02 3.50
X2 (4) 120.7 91.8 98.9 146.0

The results of @1 indicate that expressions of dominance were indeed per-
ceived as such. However, sequences for submissive attitudes were perceived as
equivalent to the neutral expression. Expressions of hostile attitudes were per-
ceived as less friendly than the neutral one. Moreover, the expressions of friend-
liness were perceived as conveying a more friendly attitude than the neutral
non-verbal behavior. In other words, the results of the study validate partially
our model. Indeed, our model seems to generate appropriate non-verbal signals
sequences for the expression of dominance, friendliness and hostility. However,
the model cannot be used to convey submissiveness.

For @2, the only significant difference was found between intensity of large
and small decreases in friendliness, however the videos generated for smaller
variations were found to be more intense than the videos generated for larger
variations. Therefore, it seems that our model cannot simulate attitudes of dif-
ferent intensities.

The analysis of the results brings some interesting considerations. One factor
that might have influenced the results of @1, is that speaking in a job interview
context can be viewed as a form of asserting control over the interaction. There-
fore it might be argued that a virtual recruiter cannot express submissiveness
while speaking. Similarly, interactions are not a one-way exchange, and the be-
haviors of the recruiter when the interviewee is speaking are certainly critical
to express friendliness. For instance, it is known that mimicking the behaviors
of an interlocutor is a sign of friendliness [22]. However, our evaluation protocol
did not allow us to study this effect. Moreover, while the non-verbal signals and
their sequencing were different between compared and reference videos, there
was no difference in behavior expressivity (e.g. gesture amplitude, smile inten-
sity). Also, the notion of intensity mentioned in @2 could have been interpreted
in other ways that we had anticipated (e.g. intensity of behaviors, whereas we
studied intensity of attitudes). These two factors might have been influenced the
participants in rating the videos with similar intensities. Finally, one caveat in
our evaluation protocol is that our model considers attitude variations, whereas
our study could only compare differences in attitude expression with neutral
behavior. To really assess whether the model can express attitude variations, we
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need to measure participants’ appraisals of our virtual recruiter’s attitude in full
length, uninterrupted job interviews.

8 Conclusion

In this paper, we presented a corpus-based model for expression of attitudes by
Embodied Conversational Agents and an evaluation study. From an annotated
corpus of job interview, frequent sequences for different types of attitude expres-
sions were extracted using a sequence mining technique. These were then used
as data for building our sequence generation model based on Bayesian Networks.

The evaluation study validated that our model can generate non-verbal sig-
nals sequences for appearing friendly, hostile and dominant. However, the model
was not able to express different attitude intensities. In future work, we plan
on taking our model one step further by considering the listening behavior of
the recruiter, and how the recruiter should react to behaviors of the interviewee.
We also want to investigate how behavior expressivity, such as gesture ampli-
tude or smile duration, is related to expressions of attitude and implement this
in our model. Extensions of the sequence mining method considering tempo-
ral information will be considered. We will also extend our sequence generation
and selection model to allow for simultaneously expressing variations of atti-
tude along both dimensions, dominance and friendliness. Finally, we plan on
evaluating our model in full-length, uninterrupted simulated job interviews, to
assess whether our model can express attitude variations through the course of
an interpersonal interaction. To this end, we will define a measure of similarity
between sequences, which will be used when selecting a new sequence to ensure
that the behavior remains varied.
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Abstract. We propose an integrated framework for social and emotional
game-agents to enhance their believability and quality of interaction, in
particular by allowing an agent to forge social relations and make appro-
priate use of social signals. The framework is modular including sensing,
interpretation, behaviour generation, and game components. We propose
a generic formulation of action selection rules based on observed social
and emotional signals, the agent’s personality, and the social relation be-
tween agent and player. The rules are formulated such that its variables
can easily be obtained from real data. We illustrate and evaluate our
framework using a simple social game called The Smile Game.

Keywords: Social Relationship, Framework, Game-Agents, Interactions.

1 Introduction

Taking Alan Turing’s famous question “Can machines think?” [16] to it’s logical
next step, researchers in computer science have started to challenge themselves
to build not only computers that can think but also ones that have a virtual
embodiment, can communicate and interact with humans, and “live” in a vir-
tual world. Such embodied conversational agents are applied in a wide range of
applications areas covering training and education [4], government and military
[5], medical and health [3], films, and gaming [11].

In the area of gaming, Intelligent Virtual Agents (IVAs) research has led to
major improvements in their believability. This is generally achieved by improv-
ing their visual appearance and more recently by making their behaviour more
realistic. Yet there remain a number of improvements and contributions to be
made including more natural expression of emotions [2], enhanced role of per-
sonality and social relations in the selection of the agent’s behaviour [11], and
better use of social signal processing [18] to drive the interaction.

In gaming applications, IVAs can be particularly interesting potential vehicles
of affect, because players naturally engage with agents as part of a game. Over
time, a pattern of interactions between player and agents may translate into a
relationship if the game and its IVAs are designed to allow for this. It is this

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 134-143, 2014.
© Springer International Publishing Switzerland 2014
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evolving relationship, expressed in terms of social signal that we propose to
include in our IVA architecture.

In the real world, social interaction between people involve the encoding and
decoding of social signals [18]. These signals are displayed through facial expres-
sions, body gestures, and voice. We propose to model our game agents exactly
like this: they will perceive and generate behaviour as we do, both when inter-
acting with a user as well as when interacting with other IVAs.

While a number of works have moved towards building realistic IVAs in games
(e.g. [11,15]), so far there exists no fully integrated framework for a social and
emotional game-agent, complete with the ability to develop simple social rela-
tions over time. Hence, in this paper we propose such a framework. In addition,
we propose a formulation of action selection rules based on the IVA’s personal-
ity, the social relation between player and agent, and the perceived (non-)verbal
actions to enhance the agents’ believability and the user’s interaction in a game
context. The rules are formulated so that they can be easily learned from data.

To illustrate the efficiency of our framework, we implemented a simple game
called the Smile Game. In this game, the player can play, interact, and build a
relationship with the agents (see Section 5).

2 Related Work

A number of IVA frameworks have been proposed to improve the social capabil-
ities of agents. For example: The SSI (Social Signal Interpretation) framework
[19] aims to integrate multi-modal affect recognition and interpretation. The
framework consists of several components that enabled affect recognition and
interpretation using tools that can recognise and interpret a user’s social signals
conveyed by their voice and face. The results of the recognition and interpreta-
tion can be processed as sensing information by the agents.

Another example of a fully integrated IVA framework is the SEMAINE frame-
work [14] [10]. SEMAINE is an open-standards-based framework for building
emotion oriented systems. It consists of a number of components that communi-
cate with each other using XML based messages.This framework emphasises non-
verbal behaviour, turn-taking, and back-channelling rather than understanding
the topics of conversation verbally.

A similar framework is the ICT Virtual Human [7] framework. It contains a
number of components that cover automatic speech recognition, emotion sen-
sors, natural language processing, and behaviour generation. This framework is
more complex than the SEMAINE Framework, incorporating a large number
of modules developed both by ICT USC as well as by third parties. Similar to
SEMAINE;, it uses XML messages in an ActiveMQ framework as the means of
communication between components.

A framework developed specifically for the gaming context is Koko [15]. Koko
describes a conceptual framework to integrate affect recognition into games. The
framework has seven components which communicate using arrays of vectors.
With these components, the framework allows the game system to manage the
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agent’s moods, user’s emotional state, and game environment information. Un-
fortunately, this framework can only serve as an architectural connector between
a game framework and other affective modules/frameworks, hence by itself it is
not sufficient for building complex games.

In addition to building a framework to improve the capability of the agents,
a formal model of the agents’ behaviour is essential to allow agents to reason
about their own behaviour. Ochs et al. proposed such a dynamic model for Non-
Player Characters (NPCs) in computer games [11], which studied the dynamics of
emotions, personality, and social relationship between the NPCs. In this model,
the agent’s behaviour is influenced by their emotions which in turn are affected
by their personality. For example: a negative emotion in ¢ induced by j decreases
the value of liking 4 has for j and vice versa. However, this model does not define
how the player’s relationship to the agents comes about in the first place.

In summary, while the existing frameworks focus on generic models of IVAs,
none are capable of modelling evolving social relations between users and agents,
and use these to generate behaviour rules.

3 The ERIiSA Framework

We propose a framework for game-agents that extends existing frameworks such

as SEMAINE or the ICT Virtual Human framework by including social relation-

ship as a variable as well as the ability to learn social interaction rules from data.

We adapt the framework for a game environment by adding components that

manage the game play dynamically. The framework consists of modular compo-

nents including sensing, interpretation, and behaviour planning (see Fig. 1).
The functions of the main components are as follows:

— The Sensing Component provides modules for Facial Expression Recog-
nition (FACS and six basic emotions [1]), Automatic Speech Recognition,
and Face Recognition. The Face Recognition module is used to recognise
a player’s face based on which an agent can build and interpret a social
relationship with a player.
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— The Interpreter Component receives data about the player’s utterances,
facial expressions, and identity. The player’s utterances are interpreted in
the Verbal Interpreter module, while the user’s emotions are interpreted by
the Non-Verbal Interpreter module.

— The Behaviour Component proposes an agent behaviour based on the
information of both verbal and non-verbal interpretation and the Interaction
Rules. The proposed behaviour is then sent to a SAIBA compliant embodied
system [9] by the Action Selector Module. Afterwards, the Action Manager
module updates all the states and rules including Internal States, Game
States, Interaction Rules, Game Rules, and Social Relationship.

— The Agent Components consist of Memories and a Social Relationship
module. Memories include Internal States, Internal Rules, and Personality.
The Interaction Rules are influenced by the agent’s internal states such as
personality, relationship , and emotion. The Social Relationship module man-
ages the relationship status between two entities such as agent A-player I,
player I - player II, or agent A-agent B.

— The Game Components consists of a Game Play module and related
Memories including Game Rules, and Game States. The Game Play module
regulates the game play from the Memories. The game play changes dynam-
ically based on the agent’s internal states.

An example in which the social relation is used in a game scenario is as fol-
lows: In an RPG game a player’s mission is to convince guard Maximus to let the
player pass the gate. The player has to do this by building a positive relation-
ship, avoiding conflict. Suppose the player has met Maximus three times before,
has a positive relationship with him, and Maximus has a high value of extraver-
sion. The player greets the guard with a smile while saying “hello”. The player’s
utterance and facial expression are captured and processed in the Sensing Com-
ponents, and interpreted in the Interpreter Components. The Action Manager
updates the values of the social relationship and the guard’s internal states. In
this case emotion is set to be more positive and the value of the social relation-
ship is increased as well. Finally, Maximus reacts based on the information from
the Interpreter Components and Interaction Rules.

4 Automatic Behaviour Modelling

Personality. We based our model on the OCEAN personality model [13]. This
model has been used in several works in the area of IVAs [11]. The values of the
traits are represented by a set of real numbers between -1 to 1, where 1 represents
the strongest possible value in that particular trait. For example: if the agent
has personality with an extraversion value of 0.65 and conscientiousness of -0.65
then the agent tends to be talkative and shows a lack of self-discipline.

P={0,C,E,A N} €[-1,1] 1)
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Social Relationship. In the social relationship model, we highlight 2 vari-
ables of social relationship: Likes and Knows. The change in the degree of Likes
(Likes; € [—1,1]) at time ¢ depends on the emotion E; of the agent towards
the player at that time (explained below), so a negative emotion at time ¢ will
lead to the decrease of Likes. The degree of Knows depends on how many times
the agent and the player met, which in our game scenario is measured in terms
of how often they played the game. The value of Knows is normalised to a real
number between 0 to 1 (Knowscyrr € [0, 1]). The value of the Social Relationship
at time ¢ ( Ry ) is calculated as:

R: = (Likes; x Knows) (2)

where

Like; = Likes;—1 + E; X a (3)

Emotion. Both personality and emotion play a role in the individual’s be-
haviour [8,12]. For example: an individual with high extraversion tends to ex-
press and perceive positive emotions, while an individual with high neuroticism
trait tends to express and perceive negative emotions. In addition to personality,
the social relationship also plays a role in the individual’s emotional behaviour.

Subsequently, the agent’s emotion at time ¢ (F;) is computed based on the
average of events Evt; at that time in addition to personality (Pg for extraver-
sion and Pg for neuroticism) and social relationship at time ¢ (R:). To model
the dynamic properties of emotion perception in a simple yet convincing way,
we implemented a decay function to our model. In the absence of any emotion
evoking stimuli, the value of an affective dimension is assumed to decay over
time [12]. The value of the decay rate r is set based on the agent’s personality.

Et = Etfl X G_Tt + ‘/t (4)

where

_ i Bvty "
n

Vi (Pe — Pn +Re) (5)

5 Experimental Methodology: The Smile Game

We implemented the proposed framework to create a simple game called The
Smile Game. The main aim of this project is neither to detect nor synthesise
laughter but to implement and evaluate the proposed framework and model that
considers the relation between personality, social relationship, and emotion to
enhance the agent’s believability and quality of user interaction. Recent work in
detecting and synthesising laughter can be found in the Ilhaire project ! [17].

! http://www.ilhaire.eu/
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The Smile Game is inspired by the “Don’t Smile” game that has two people
facing each other. The goal of the game is simple: make your opponent laugh
with jokes, and funny facial expression. The first person to smile uncontrollably
loses. In The Smile Game, we replace one of the players with an ECA. We use
two SEMAINE characters, Poppy and Spike [10] as the game agents. Poppy has a
high extraversion and low neuroticism personality (Pr = 0.5, Py = —0.1, while
Spike has a high neuroticism and low extraversion personality (Pg = 0.2, Py =
0.5). This game is considered to be a good case study since the game play is
simple yet elicits rich non-verbal interactions between the agents and the player.

5.1 The Smile Game Recordings

In order to study what type of behaviour people playing the Smile Game would
exhibit, we performed an experiment in which two people at a time play the game
whilst being video recorded. This will allow us to model typical behaviour and
replicate it in the agents. We recruited 10 participants, all of whom are students
in our institute (5 male; 6 Asian, 4 Caucasian). We conducted five recording
sessions, with a different number of games played per session.

During the game, there were three cameras recording both visual and audio
information. The first and second camera each record a player from the front
while the third camera records a profile perspective of both players. The images
are used for facial expressions analysis and the audio recording for discourse
analysis (i.e. presence of conversation, and who spoke first).

We annotated the recordings using the Facial Action Coding System (FACS)
[6] for the players’ facial expressions and created a transcript of the players’
utterances?. Next we selected utterances and facial expression that were used
for attacks to make the opponent laugh. These attack behaviours were then
implemented in the agent.

There were a total of 14 distinct FACS combinations that succeeded in making
the opponent smile/laugh. Unfortunately, not all FACS combinations can be
generated by the agents. There were ten utterances that succeeded in making
the opponent smile/laugh. Hence, we push all these utterances to the agents’
attack vocabulary. In addition we added twenty additional funny sentences from
various sources on the internet, such as “I feel like such a homo sapiens right
now” or “Don’t you have something better to do?”.

5.2 The Smile Game Flow

An overview of the game flow is shown in Fig. (2). When the system starts, it
searches for a face. When a face is detected, the agent tries if it can recognise
it from the current library of faces. Based on this, the agent greets the player
using the Welcome Dialogue Set. If the face is not recognised, the agent will ask
for the player’s name and will initialise a new entry in the face library as well
as a relationship value R. If the system recognises the face, it searches for the

2 The utterances in session 4 were in Indonesian, hence, we did a translation to English.
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corresponding relationship value R and updates it. Afterwards, the agent starts
a conversation using common topics such as the weather or news using the Chit-
Chat Dialogue Set. After a fixed period of time, the agent will ask whether the
player would like to play a game with the agent. If so, the game will commence
and continues until someone smiles. The player can also asks the agent to play
a game with them. When the game ends, the result of the game is saved by the
agent, in addition to updating the value of R. Both agent and player can ask
to repeat the game, if the player does not want to repeat the game, the agent
closes the interaction using its Goodbye Dialogue Set.

WELCOME CHIT-CHAT GAME
DIALOGUE DIALOGUE
il SETS > SETS
(INTRO) (INTRO)
WELCOME CHIT-CHAT
R>0.30 AND
| axonm , IERER oaLocue B DIALOGUE
o (CrosE) crose) (close)
WELCOME CHIT-CHAT GAME
; oo LI DlALOGUE DIALOGUE
- - -
Yes TIoN e (VERY cLosE) (VERY cLOSE)
£XIT, SAVE RESULT, UPDATE R
GOODEYE GAME START
DIALOGUE
SETS Iy

REPEAT, SAVE RESULT, UPDATE R, GAME_COUNTER++

Fig.2. Game flow. Action streams are selected based on the social relation value R
which is either ’very close’, 'close’. 'Intro’ is used when the user is unknown.

In addition to the personality, relationship, and emotion model from subsec-
tion 4, we define a model to determine when the agent will smile. The agent’s
urge to smile S is derived from the model of emotion F from subsection 4. The
difference is that while the model of emotion F considers all the possible player’s
verbal and non-verbal actions, the model of smile S only considers the possible
player’s verbal and non-verbal actions that could trigger the agent to smile.
Currently, the same rules used by the agent to attack an opponent will incur an
increase in .S when observed by the agent.

To model the dynamic properties of the agent’s smile in a simple yet convinc-
ing way, we again included a decay function to our model. This way the agent’s
urge to smile will diminish over time unless reactivated. Similar to the emotion
model, the value of the decay rate r on this model is also set based on the agent’s
personality.

St = St—l X 67” + ‘/t (6)

5.3 Evaluation

Before evaluating the system with real players, we created a simulation of the
game. We experimented with two SEMAINE characters: Poppy and Spike [10].
The relationship value R between the simulated player and the agent is set to
0.65 and decay rate r to 0.02 for both agents. We performed random attacks
to both characters for a certain time. Both characters were receiving the same
sequence of attacks.
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Fig. 3. Smile Simulation. The blue and purple lines show the character’s urge to smile
for Poppy and Spike, respectively. The orange line indicates the threshold to display a
small smile and the purple line the threshold for smiling uncontrollably.

Figure 3 shows the result of the simulation of the both characters urge to
laugh (S:) as a result of three strikes. The first strike was a series of medium
intensity attacks from the user from ¢ = 13 to 17 s, the second one was a series
of high intensity attacks from the user from ¢ = 25 to 31 s, and the last strike
was a series of low intensity attacks from the user from ¢t = 41 to 57 s.

The S1 line indicates the threshold of generating a small smile by the agent,
while the S2 line indicates the threshold for an uncontrollable smile, which means
the agent loses the game. In this simulation, we used the same value of both
thresholds for both agents. As we can see in the figure 3, from ¢ = 6 to 11 s,
Poppy who has a high extraversion value showed a small smile, and in the ¢t =
23 s, Poppy was unable to hold her smile, and she lost, while Spike who has a
high neuroticism only just showed a small smile at the second attack.

User Evaluation. In addition to the simulation, we performed a user evaluation
of the game. We recruited 16 participants (9 male; all Asian; mean age = 24.440;
age standard deviation = 3.759). All participants are students in our institute.
Each participant played two sessions of the game, and in each session they played
against both characters (Poppy and Spike). After the game, they were asked
to fill in a questionnaire to rate their perceived relationship with the agent,
the naturalness of the interaction during the conversation and the game, and
the agent’s response time. In addition, we also asked the participant to rate the
agent’s personality.

Figure 4 (a) and (b) shows the average scores for the social relationship and
the naturalness of the interaction during the conversation and the game, while
Fig. 4 (c) shows the score of the agents personality. A score of 1 is the lowest
score, 3 indicates average score, and 5 is the highest score. Except for the rating
of ’Social Relation’, all scores were identical for session 1 and 2.

From the limited questionnaire results, we can tentatively draw two conclu-
sions. Firstly, the users perceived the two characters to largely display the per-
sonality that we intended them to. Poppy was perceived to be twice as extrovert
as neurotic, and Spike the other way around (see Fig. 4 (c)) Secondly, and more
importantly, the participants were able to tell the changes in their social rela-
tionship with both characters over time. The average user score for the social
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Fig. 4. User Evaluation results of the smile game. Sub-figures (a) and (b) show the
perceived social relation, naturalness of behaviour, response time, and naturalness of
the game for the game characters Poppy and Spike, respectively. Sub-figure (c) shows
the results for perceived personality.

relationship between the agent and the player went from an average of about 1.5
at the first encounter, to 2.5 for the second encounter, when the agent was able
to recognise the player and used the relevant dialogues for people it knows. How-
ever, the changes in the relationship are not very high because the participants
only play with each character twice.

The rating of the naturalness in the interaction during the conversation is quite
low for both of the characters due to the response time of the agents. Upon further
analysis of the problem it turned out that this was caused by the low performance
of the Speech Recognition module. In contrast, participants gave quite high scores
for the naturalness of the interaction rating during the game.

6 Conclusion and Future Work

In this paper, we have presented an integrated framework for a social and emo-
tional embodied game-agent. It has been evaluated in The Smile Game, a social
game where the first person to smile loses. The results show that we success-
fully built an agent that is capable of creating and using the beginnings of a
social relation with a player. However, we achieved quite low ratings for the
naturalness in interaction during the conversation due to the low performance
of the Speech Recognition module. We aim to explore better context-specific
sensing components to enhance the interaction in our future work. Currently
the agent’s reactions are determined by simple hand-crafted interaction rules.
In future work we aim for automatic interaction rule generation and adaptation
by learning from (real-time) data obtained from actual interactions between the
player and the game-agents.
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Abstract. We conducted a study which investigated if we could overcome chal-
lenges associated with interpersonal communication skills training by building a
virtual human with back story. Eighteen students interacted with a virtual hu-
man who provided back story, and seventeen students interacted with the same
virtual human who did not provide back story. Back story was achieved through
the use of cutscenes which played throughout the virtual human interaction.
Cutscenes were created with The Sims 3 and depicted short moments that oc-
curred in the virtual human’s life. We found medical students who interacted
with a virtual human with a back story, when interacting with a standardized
patient, were perceived by the standardized patient as more empathetic com-
pared to the students who interacted with the virtual human without a back
story. The results have practical implications for building virtual human expe-
riences to train interpersonal skills. Providing back story appears to be an effec-
tive method to overcome challenges associated with training interpersonal skills
with virtual humans.

Keywords: virtual humans, back story, cutscenes, empathy.

1 Introduction

Virtual human experiences can be a useful tool for training interpersonal communica-
tion skills. An important component of interpersonal skills is empathy, which is the
ability to understand the feelings of another and be able to communicate that under-
standing. Empathy plays an important role in medical education and is considered a
core learning objective in a student’s medical education [1]. Encouraging empathy
with virtual humans is challenging. Prior research has shown that medical students
empathize with virtual humans with less sincerity and frequency than with a real
human [2].

In the medical field, one approach to foster empathy in medical students’ is
through Patient Shadowing: a technique in which medical students follow patients
through their clinical visits [3]. Patient Shadowing provides context to a patient’s
daily life typically not seen by medical students. Shadowing is a powerful tool; how-
ever, it requires patient consent and willingness to share private experiences.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 144-153, 2014.
© Springer International Publishing Switzerland 2014
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Informed by Patient Shadowing in the medical field, we wanted to apply this con-
cept to virtual humans. If virtual humans were given context to their personal life,
would this improve interpersonal communication skills? To investigate this, we added
back story to our virtual human. Back story was added to our virtual human through
cutscenes. Cutscenes, created with The Sims 3, are user-triggered and depict short
moments that occurred in the virtual human’s life.

We conducted a study in which 35 1% year medical students interviewed a virtual
human depression followed by interviewing a standardized patient actor with depres-
sion. Eighteen students interacted with a virtual human with a back story (VH-
Backstory), and seventeen students interacted with the same virtual human without a
back story (VH-Control). The results show students in VH-Backstory group, when
interacting with the standardized patient, were perceived by the standardized patient
as more empathetic compared to the students in the VH-Control group.

While the research presented in this paper considers only virtual patients with back
stories, the results presented have practical implications for building any type of vir-
tual human experience to train interpersonal skills. Providing back story appears to be
an effective way to overcome challenges associated with training interpersonal skills
with virtual humans.

2 Related Work

2.1  Patient Shadowing

Patient shadowing is an initiative by Patient and Family Centered Care Innovation
Center to produce a low-cost and effective way to follow (or shadow) patients as they
receive medical care [3].

The advantage of shadowing is that the shadowers see a side of patient care they do
not often see: the perspective of the patient in real-time. Patient shadowing is very
powerful because medical students have the opportunity to see patients as more than
just a diagnosis. Shadowing is the closest real-world counterpart to our approach of
providing back story through the use of cutscenes.

2.2 Virtual Humans with Back Story

Bickmore et al developed virtual humans with back story to increase user engagement
[4]. Participants were found to be more engaged with the virtual human when the
virtual human told a story in the first-person as opposed the story being told in third-
person. Back story was generated through text-based dialog and the study investigated
more into user reaction to virtual humans with back story.

2.3  Cutscenes

Cutscenes are heavily used in video games as a way to drive the narrative forward.
Cutscenes are almost always non-interactive, and just as in our system, are always
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triggered by the user in some way. Cutscenes in our virtual human interactions are
triggered when the user elicits a response from the virtual human that is also asso-
ciated with a cutscene. In video games, cutscenes can be triggered in many ways:
starting/finishing a level, reaching a checkpoint, or initiating a conversation with a
non-playable character.

2.4  Virtual to Real Behavioral Change

Another area of research looks at improving pro-social behavior through virtual expe-
riences. Rosenberg et al looked at how giving participants virtual “super powers”
would affect real world behavior [5]. Participants traversed a virtual city either flying
in a helicopter or having the power of flight. Participants were assigned to either help
a virtual diabetic child or just tour the city. Rosenberg found that participants who
were given the power of flight were more likely to help the experimenter in the real
world pick up spilled pens than participants who did not receive the power of flight.

3 Background

This research enhances pre-existing virtual human technology with cutscenes made
from the video game The Sims 3. There are many forms of virtual humans; however,
we use what are known as virtual patients.

The goal of this enhancement was to improve interpersonal communication skills
in medical students. In particular, empathy was the most important targeted skill.

Cutscenes were made to depict various moments from the virtual patient’s daily
life in order to properly convey how the patient’s medical condition was affecting
them. The following sections will discuss virtual patients, empathy, and The Sims.

3.1 Empathy

Empathy, in the context of patient care, is defined as “a predominantly cognitive (ra-
ther than emotional) attribute that involves an understanding (rather than feeling) of
experience, concerns and perspectives of the patient combined with a capacity to
communicate this understanding” [6].

Empathy is a very important interpersonal skill for everyone to have; however, it is
especially important for medical students to have strong empathy skills by the time
they begin their medical profession. A key motivator for doctors to have strong empa-
thy skills is that empathy is considered one of the best ways to improve patient com-
pliance as well as reduce medical malpractice lawsuits [7].

3.2 The Sims

The Sims is a life-simulation game in which the player creates and maintains a family
of Sims [8]. The Sims has various needs that reflect what humans need in the real
world. They need to eat, go to the bathroom, get a job, etc. The Sims features robust
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character creation allowing users to create virtual humans of different age, weight,
height, etc. In addition to the game component of The Sims, the game features a mov-
ie making component in which players can record Sims living their virtual life. The
movie making tool was used to create the cutscenes for the virtual human.

4 Study

We conducted the use of cutscenes in virtual human interactions as part of a study
involving 35 first year medical students. As seen in Figure 1, eighteen of the students
interacted with a virtual human suffering depression with a back story provided by
cutscenes and seventeen interacted with the same virtual human without a backstory.
All 35 medical students, immediately after interacting with a virtual human, interacted
with a human standardized patient actor who also suffered from depression. Because
the study involves both a virtual and real component, the following sections will dis-
cuss each component.

VH-Backstory Group

N=18, 1styear VH with Back
medical Story (15
students minutes)

&l Standardized
Patient (Actor)

VH-Control Group

N=17, 1styear
medical

VH without

Back Story (15 Patient (Actor)

students

minutes)

Fig. 1. Study Flow

4.1 Scenarios

Virtual. All students interacted with the same virtual patient suffering from depres-
sion. The virtual patient’s name is Cynthia Young. Cynthia is a 21 year old college
student whose depression has been affecting her life. Her cousin had recently passed 8
months ago. Cynthia Young has been used as a virtual patient in prior research [9].

All students were instructed to spend 15 minutes interacting with Cynthia and use
their best communication skills to obtain a patient history. Students interacted with
Cynthia using an online text-based interface. They conduct interviews as they normal-
ly would; however, they type want they want to say rather than speak it. The virtual
patient built for this study had approximately 500 unique character speeches and ap-
proximately 4500 speech triggers for the speech matching algorithm to process user
input.

Students were randomly assigned to one of two groups: a virtual patient interaction
enhanced with backstory (VH-Backstory) or a virtual patient interaction without
backstory (VH-Control).
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Real. After interacting with Cynthia Young, all 35 students interacted with Ryan
Higgins, a standardized patient actor. Ryan Higgins is a 25 year old soldier who has
been experiencing symptoms of major depression. His sister had recently died 3
months ago.

4.2  Cutscenes
Four cutscenes were incorporated with the virtual human and are listed below:

e Introduction: This cutscenes serves as an introduction to Cynthia Young. It opens
with Cynthia struggling to get out of bed in the morning. She is clearly sad and
does not really want to get ready for class. The introduction cutscene is 46 seconds
long and is played at the beginning of every cutscene enhanced virtual patient inte-
raction.

e Weight Gain: Cynthia is shown getting ice cream from the refrigerator to eat, and
after, she decides to take a nap. This cutscene is 14 seconds long and is played
when students ask about her eating habits or whether she has been gaining weight.

e Watching TV: In this cutscene, Cynthia is shown watching TV and eventually
falling asleep while the TV is still on. This cutscene is 12 seconds long and is
shown when students ask Cynthia about what she does when she wakes up or what
she does during the day.

e Crying: In this cutscene, Cynthia is in the kitchen washing her hands. After wash-
ing her hands, she sits at the kitchen table crying. This video is 15 seconds long
and is shown when students ask about her general mood.

%
.
o)

Fig. 2. Scenes from four cutscenes created

With the exception of the introduction, all cutscenes were triggered when the stu-
dent asked a question that had an associated cutscene to accompany the response. 32
of Cynthia’s responses had one of the three other cutscenes associated with it. 22 of
those 32 responses would play the “Crying” cutscene, 8 responses would play the
“Weight Gain” cutscene, and 2 responses would play the “Watching TV” cutscene.
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For example, a user could ask “Have you been gaining weight recently?” in which
Cynthia responds: “It feels like all I do is eat and sleep.” The weight gain cutscene
plays along with her response. This example is shown in Figure 3.

Cynthia Young

Type Here

Fig. 3. Chat Interface (Left) and Cutscene triggering during interaction (Right)

4.3 Evaluation

Empathy Rating. All students’ empathic responses to opportunities from patient
interactions (virtual and real) were rated with the Empathic Communication Coding
System (ECCS) [10]. Raters achieved an inter-rater reliability greater than 0.8 and all
interaction transcripts were blinded before rating began. The ECCS scale is a 0-6
scale in which 0 is a denial of patient perspective and 6 is a statement of shared feel-
ing or experience.

It is important to note that these empathy ratings were obtained from text-based
transcripts only. No non-verbal component was considered when rating students’
empathy.

Standardized Patient Communication Checklist. The standardized patients com-
pleted a communication checklist for all students which contained fourteen items
rating the medical students’ professional appearance, behavior, empathy, and rapport.
Checklists are a common way of evaluating medical students’ performance in an in-
terview setting, and some have become a part of the US Medical Licensing Examina-
tion [11]. Elements of this checklist were based on the Medical Student Interviewing
Performance Questionnaire which is a valid questionnaire for assessing medical stu-
dent performance in psychiatric patient interviews [12].

5 Results

All results are based on ECCS scores and the communication checklist. For ECCS
data, we ran a t-test between the 2 groups to compare means. For the checklist, Fish-
er’s exact and the Mann-Whitney U tests were performed.
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5.1 Standardized Patient Communication Checklist

There was statistical significance on two items of the communication checklist, and
both items were related to interpersonal communication skills. The checklist items are
as follows:

e The examinee offered encouraging, supportive, and/or empathetic statements.
e The students appeared warm and caring.

Although not statistically significant, there was also a difference for the item: “The
examinee developed a good rapport with me.”

The Examinee Offered Encouraging, Supportive, and/or Empathetic Statements.
There was statistical significance (p < 0.05) for this checklist item. Medical students
in the VH-Backstory group were more likely to offer encouraging, supportive, and/or
empathetic statements.

WITH CUTSCENES WITHOUT CUTSCENES

agrf
6%

Disagree

41%

Fig. 4. Results for “The examinee offered encouraging, supportive, and/or empathetic statements”

As seen in Figure 4, approximately 94% of students in the VH-Backstory group of-
fered empathetic statements as opposed to only approximately 59% of students in
VH-Control. Additionally, only one participant did not offer empathetic statements in
the VH-Backstory group. Seven participants in the other group did not offer empa-
thetic statements.

The Student Appeared Warm and Caring. There was statistical significance (p <
0.01) for “The student appeared warm and caring” checklist item. Medical students in
the VH-Backstory group were more likely to appear warm and caring to the standar-
dized patient.

As seen in Figure 5, approximately 67% (twelve students) in VH-Backstory ap-
peared warm and caring whereas approximately 35% (six students) in VH-Control
appeared warm and caring.
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Fig. 5. Results for “The student appeared warm and caring.”

The Examinee Developed a Good Rapport with Me. While not statistically signifi-
cant (p=0.18), there were some differences between groups for this checklist item.

About 94% of students in VH-Backstory developed a good rapport with the stan-
dardized patient as opposed the VH-Control group where only 76% of students devel-
oped a good rapport. Again, only one student in VH-Backstory did not develop a
good rapport with the standardized patient whereas 4 students in VH-Control did not
develop good rapport.

5.2 ECCS

ECCS results showed no statistical significance (p=0.89) in student empathy during
the standardized patient interaction. Students in VH-Backstory had a mean ECCS
rating of 2.26 while students in VH-Control had a mean ECCS rating of 2.29.

6 Discussion

The standardized patients perceived the students who interacted with a virtual human
with back story as more empathetic, and marginally better at developing rapport.
These results suggest that using cutscenes to tell back story in a virtual setting can
affect a person’s perceived interpersonal skills in a real-world setting.

The standardized patient was unaware as to what condition the student belonged to.
Given that the standardized patient considered the VH-Backstory group as more em-
pathetic and was blind to the conditions, this further supports the cutscenes’ efficacy
in telling back story and improving interpersonal communication skills.

Since the cutscenes’ total length was approximately 90 seconds, there is also evi-
dence to suggest that this form of telling back story requires very little alteration to
the original virtual experience to have a desired effect.

Students also did not know beforehand that they were going to interact with a VH
who provided back story. Furthermore, students were never made directly aware that
these cutscenes were depicting personal moments from the VH’s life. Based on the
results, this seems to indicate that students were able to use their gained insights from
the back story and apply that directly in the standardized patient interaction.
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Despite the lack of differences in ECCS ratings, differences in the checklist are
more encouraging as medical students are typically graded in standardized patient
encounters using some form of a checklist.

7 Limitation and Future Work

Our analysis found no statistical significance in ECCS ratings in the VP interaction as
well as no significance in the SP interaction; however, there are possible explanations
for the lack of differences. One, raters only looked at text while coding the student
transcripts. The standardized patients could consider tone of voice as well as other
non-verbal components such as eye contact and body language that play an important
role in interpersonal communication.

We do not have any self-reported empathy of the students; however, all students
were first year medical students who have received the same training. All students
had taken an 8 hours “Communication skills lab” which emphasized the importance
of empathy in the medical interview.

The results presented only look at the effect on interpersonal skills over a short pe-
riod of time. We would also like to see how much of an impact back stories have on
their interpersonal skills over time. For example, a future study could look at if
whether students came back at a later for another standardized patient interaction
would they still be more empathetic because of the back story provided by the virtual
human.

8 Conclusion

Providing back story to virtual humans is a simple and effective way to affect stu-
dents’ perceived real world interpersonal communication skills. Using back story, we
found that students were more likely to be empathetic with a standardized patient (a
real human actor) than students who did not have back story.

Our approach of building virtual humans with back story enhances the interaction.
Additionally, our method of providing back story, cutscenes, was only 90 seconds of
video which does not prolong the interaction. Just as in patient shadowing, we were
able to provide a way to show medical students that patients can be greatly impacted
by their ailments. The virtual human is given more character with back story, and for
medical students, helps convey to them that the virtual human is more than just a
diagnosis or puzzle for them to solve.

Our results suggest that building virtual humans with back stories is an effective
training tool for interpersonal communication skills. Skills such as empathy are es-
sential in various domains. Virtual human training simulations that span military,
education, or medicine application areas would likely benefit from virtual humans
with back stories. For each domain, the context gained by back stories can help
people become better communicators by applying what they learned in the virtual
experience to real experiences.
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Abstract. This paper presents a generic method to evaluate virtual
agents that aim at reproducing humans behaviors in an immersive virtual
environment. We first use automated clustering of simulation logs to
extract humans behaviors. We then propose an aggregation of the agents
logs into those clusters to analyze the credibility of agents behaviors
in terms of capacities, lacks, and errors by comparing them to humans
ones. We complete this analysis with a subjective evaluation based on
a questionnaire filled by human annotators to draw categories of users,
making their behaviors explicit. We illustrate this method in the context
of immersive driving simulation.

Keywords: Virtual autonomous agent, virtual environment, behavior
analysis, clustering and aggregation, logs explicitation.

1 Introduction

Intelligent virtual agents (IVAs) are used in several fields such as crowd simu-
lation [1] and virtual human listener [12]. In these simulations, agents have to
produce realistic behaviors. The notion of behavior can cover different views,
from low level actions (e.g. action units on human face [6]) to complex emerging
movements in crowds [1]. One specific aspect of IVAs is that they interact di-
rectly with human users in virtual environments ( VEs). In this context, providing
realistic behavior is a key issue to avoid breaking immersion in the VE [10].

In the domain of IVAs, several studies have already addressed the questions
of believability or credibility of IVAs behaviors. For instance, Campano et al. [4]
proposed evaluation methods for affective models. Pelachaud et al. [14] proposed
a credibility evaluation of the agent affective behavior model. These methods
rely on evaluation studies using participants judgment of the agent behavior
credibility. Only few research rely on “objective” analysis of simulation data,
and are mostly coming from the multi-agent systems (MAS) domain (e.g. [2])
in which the interaction context is very different.

T. Bickmore et al. (Eds.): IVA 2014, LNAI 8637, pp. 154-163, 2014.
© Springer International Publishing Switzerland 2014
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We propose a method for the analysis of the agents credibility that combines
human expertise and simulation logs analysis. We consider the specific case of
agents aiming at reproducing human behaviors in an immersive VE. We propose
to analyze the agents behaviors in terms of capacities, lacks, and errors with
respect to humans. First, human participants act in the VE. Their behavior is
logged and analyzed using objective methods from Al IVAs are then evaluated
by comparing their behaviors with the human participants ones in the same
situation. We complete this analysis with a Human Sciences evaluation.

The next section presents related works in the domain of objective and sub-
jective evaluation that was used in our research. Section 3 presents our method
based on data clustering and aggregation algorithms. Section 4 illustrates the
potential of this method in the context of a driving simulation.

2 Related Works

In our work, we want to evaluate the agents behavior at a strategic level: we
consider that the behavior is based on a choice of tactics and that it evolves
according to the dynamics of the environment, and to the mental state of the
person [9]. For this reason, we will distinguish action logs, which are only traces
of the behavior, from the behavior itself as it can be analyzed by a human. The
work presented in this section relate to this level of behavior.

2.1 Objective Approach

Analysis of simulation data for the evaluation of the behavior credibility is widely
used in the field of MAS. It consists in verifying through quantitative data that
agents behave as in a “real” situation. This validation method is generally used
at the macroscopic level [1]. However, having a valid collective behavior does
not imply that the individuals behaviors are realistic. This is the reason why
other researchers proposed to focus on the validation at the microscopic level.
Caillou [2] showed that data analysis is more complex at this scale and cannot be
done directly on the simulation logs due to the semantic gap between the noisy
raw data and the sought behaviors. Field experts are generally consulted to de-
termine high-level variables that describe the behavior to be analyzed through
the data. An automated clustering algorithm can then be used to classify the
agents behaviors [2]. For generic methods, as one does not have any information
on the domain-specific behaviors, they are unpredefined. Therefore, the cluster-
ing method has to be unsupervised with a free number of clusters.

It is also worth noting that, in the domain of interaction, Delaherche and
Chetouani proposed behavior traces clustering methods for the study of syn-
chrony [8]. However, their goal is not to evaluate the realism of an IVA.

The main limitation of this approach is that while it allows to see the dif-
ference between categories of behaviors, extracted from the logs (i.e. behavior
log clusters), it does not provide information beyond the used variables: it can-
not give a meaning to the obtained clusters. On the contrary, the subjective
approach, which relies on a higher-level analysis, offers this possibility.
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Fig. 1. Behavior analysis and evaluation method

2.2 Subjective Approach

The subjective approach for the evaluation of behavior similarity with human
beings has been widely used in the domain of IVAs [11,14]. It consists in eval-
uating immersion quality through questionnaires. When it comes to IVAs and
behavior analysis, the studies focus on the behavioral credibility [13], i.e. the
evaluation of how human and IVA behaviors appear similar.

In this approach, the IVAs are observed by the immersed participant. The
strength of this subjective approach is to characterize the adopted behaviors via
questionnaires and to catch high-level behaviors through human participants
annotations. One can regroup these behaviors based on these high-level descrip-
tions. We shall then speak of annotated behavior clusters.

However, it is difficult to process hundreds of agents with such a method,
since it requires a strong involvement of human participants.

Both logs clusters and annotations clusters aim at evaluating the adopted
behaviors. For this reason, objective and subjective approaches through simula-
tion data analysis and human expertise, complement each other. In our method,
we propose to combine them: we use automated data analysis and aggregation
method to build behavior log clusters, and human observers fill out a question-
naire about the adopted behaviors to build annotated behavior clusters.

3 Behavior Analysis and Evaluation Method

The method we propose is based on the combination of simulation logs analysis
(objective part) and answers to a behavior questionnaire (subjective part). The
simulation data are classified into behavior logs clusters. The behavior question-
naire allows us to define situation-specific users categories for both participants
and agents. We then evaluate the agents by analyzing the behaviors logs clus-
tering composition and make the behaviors explicit via the annotation clusters.

The general method is described in the Figure 1. It consists of 5 main steps:
1) collection of data in simulation and 2) annotation of these data, 3) data
preprocessing and automatic clustering, then 4) clusters comparison, and finally
5) composition analysis and explicitation.

In the following subsections, we present these different steps.
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Steps 1 and 2: Experiments

We use the human behaviors as the reference behaviors to analyze agents ones.
This is why the first step of our method is the collection of quantitative data
about human participants from an immersive simulation in a VE. We also pro-
duce new simulations in which the participant is replaced by an agent (i.e. placed
in an identical situation to that presented to participants) and then collect the
very same logs as for the participants. Different types of agents are generated by
exploring the parameter space such as normativity, experience, decision param-
eters. .. We call main actors both humans and IVAs gathered together. The raw
data from main actors experiments in the simulator are called simulation logs.
The second step is the subjective evaluation of the main actors behaviors. A
different set of participants annotates the video replays of all main actors simu-
lations via the behavior questionnaire. This step produces a set of annotations.

Step 3a: Logs Clustering

The first objective of the third step is to compare participants behaviors and
agents behaviors so as to report on the capability of the agents to reproduce
human behaviors. Our goal is to compute behavior categories that serve as ab-
stractions to the logs: each cluster shall regroup different logs representative of
the same type of high level behavior (see Figure 1).

To begin with, field experts are consulted to identify important domain-
specific indicators. The values for these indicators are computed from the sim-
ulation logs and then turned into scalars within a series of preprocessing as
described on the left part of figure 2.

Logs EXP9”|5| Indicators |
inds| x |[MA| x T Cascade K-means
Xx|MA| x T linds| x [MA| Yhe iR

Participants ———=

Std
Jinds| x [MA|

Mean
linds| x |[MA]|
I RMS |

Smoothing

Participants clustering

DTWs

linds| x [MA| x |MA| linds| x [MA| Agents Aggregation
Coords
linds| x [MA| Main actors clustering

Fig. 2. Logs preprocessing, clustering, and aggregation with the time (7), the number
of variables (X), of indicators (|inds|), and of main actors (|MA|)

The reason for this pre-processing it that most of the indicators are tempo-
ral and an identical behavior adopted by several main actors can occur with a
temporal offset. In order to take this into account, we use the Dynamic Time
Warping [16] algorithm (DTW') which computes mutual distances. The K-means
algorithm need the data to be in a dimensional space for which axes are perpen-
dicular. So as to include DTW similarities as new variables describing the main
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actors, we use a Multi-Dimensional Scaling algorithm (MDS) to place each main
actor in a dimensional space. We then process a Principal Component Analy-
sis to project the data on a hyperplane with non-correlated axes. The outcome
of this process is a set of indicators. In order to draw the behavior categories,
we use an automatic unsupervised clustering algorithm on these indicators. The
number of clusters is not defined a priori: we apply the K-means clustering al-
gorithm on the participants indicators, and use the Variance Ratio Criterion [3]
to determine the appropriate number of clusters K.

This first part of step 3 has already been published and more information can
be found in [7]. In this paper, we add a further building block to this method:
the aggregation of agents to the participants clusters.

Step 3b: Cluster Aggregation

During the clustering process, the addition of a main actor modifies the clusters
shape and may change the affectations. However, agents and humans should not
be considered with the same view, since the humans behaviors represent the
target to which we want to compare our agents behaviors. For this reason, we do
not want agents to modify the humans clustering. In order to keep the human
clusters intact, the k-means algorithm is applied on participants only. The agents
are then aggregated to the fixed human clusters if close enough or classified into
new agents clusters.

Our method works as follows. We define for each participants cluster C; € C
a threshold t; above which the agent a is considered as being too far from the
centroid m; to be aggregated. This threshold ¢; is defined on each dimension (i.e.
on each indicator ind) as the distance between the centroid m; and the farthest
participant p: ti"d =V p, maz(|mird — pnd|).

In order to allow the aggregation of the near neighbors, we enlarge t; by a
percentage of the mean of all thresholds ¢;, based on a tolerance rate e: this
allows to have singleton clusters (for which ¢; = 0) attracting other main actors.

Each agent a is aggregated to the participants cluster C; of which the centroid
is the closest among those under the threshold ¢; for each dimension. If some
agent(s) did not aggregate to any participants cluster due to the thresholds, the
first “remaining” agent creates its own cluster C1 which is added to the clusters
set C so that remaining agents can aggregate to it. Similarly, each remaining
agent tries to aggregate to one of the remaining agents clusters, following the
same threshold rule as for human clusters, or creates its own cluster if this is
not possible. Thus, as shown in Figure 2, we obtain a clustering composed of all
the main actors.

Step 3c: Annotation Clustering

The second objective is to analyze the behaviors through annotations, following
the subjective approach. We use the same methodology as for logs clustering:
identification of key indicators, unsupervised clustering on those indicators for
the human participants and aggregation of IVAs to the human clusters.
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The subjective approach requires manual annotation of replays: when the
number of IVAs increases, it becomes impracticable to annotate them all. Yet,
under the hypothesis that agents aggregated to a logs cluster of participants
should have been annotated in the same way as the participants of this cluster,
it is still possible to make these agents behaviors explicit via the participants
annotation. In this case, the combination of the objective approach and the
subjective one allows us to compare any number of agents and any number
of agent models with human participants. However, clusters composed only of
agents can no longer be explicited. For this reason, in the experiment presented
hereafter, and considering that we had only a limited number of agents, we used
manual annotation of all main actors.

The second difficulty for annotation clustering is to choose the right set of in-
dicators. We want these indicators to be both field-specific and situation-specific.
In general, behavior questionnaires allow to characterize the participant general
behavior, while the participant can adopt a specific (and different) behavior in
a local situation. For this reason, as will be shown in the next section, we adapt
domain-specific behaviors questionnaires to define the indicators for the situ-
ation annotation. Scale scores of questionnaires are calculated by adding the
scale-related questions, and normalized between 0 and 1.

We then classify the participants scores using the K-means algorithm with
the agents aggregation, which builds our annotation clusters.

Steps 4 and 5: Clusters Analysis

The fourth step of our method is the comparison of the two clusterings (logs
clusters with annotations clusters). As both evaluate behaviors, having a strong
similarity between them in terms of composition is a partial verification that the
logs clustering is meaningful in terms of situation-specific user categories, and
thus corresponds to task-related high-level behaviors. We evaluate the similarity
between them (dashed arrow) with the Rand Index (RI).

The fifth and final step consists in analyzing the IVAs. It is possible to distin-
guish three cluster types in terms of participant and agent composition: 1) The
clusters containing both humans and agents : They correspond to high-level
behaviors that are correctly reproduced by the agents. 2) Those consisting of
simulated agents only: They correspond to behaviors that were produced only
by the agents. In most cases it reflects simulation errors, but it can also be due to
a too small participants sample. 3) Those consisting of participants only: They
correspond to behaviors that have not been replicated by the agents. Thus, they
are either lacks in the agent model or due to a too small agents sample in the
parameter space. We then combine this human-agent comparison with the anno-
tation analysis to give explicit information (i.e. high-level characteristics) about
those agents behaviors and about the missing behaviors if any.
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Fig. 3. Application to the study of driving simulation

4 FEvaluation

This section illustrates our method with an application to the study of driving
simulation, and then presents the data analysis and discusses the results.

4.1 Case Study

We used the ARCHISIM road traffic simulator [5]. We want to evaluate the re-
alism and credibility of the agents driving behaviors. To do this, the participants
drive a car on a road containing simulated vehicles. The circuit (shown in Fig-
ure 3b) provides a driving situation on a single carriage way with two opposing
lanes. It corresponds to about 1 minute of driving. The main actor encounters
a vehicle at low speed on the right lane and oncoming vehicles on the left lane
with increasing distances between them.

The Driving Behavior Questionnaire (DBQ) [15] collects data about drivers
habits. In order to have a situation-specific questionnaire, we chose to base the
annotation on the DB(Q scales. The annotation questionnaire provides 5 Lik-
ert-type scales: slips, lapses, mistakes, unintended and deliberate violations. In
addition, it supplies a scale related to the accident risk.

During the simulation we collect the main actors logs. We collect each 300 ms
several variables such as the cap to the lane axis, the speed, and the topology.
The road traffic experts chose both high-level indicators (e.g. the inter-vehicles
distance, the time to collision, and the number of lane changings) and low-level
variables (like speed, acceleration, and lateral distance).

The 22 participants of our driving simulation experiment are regular drivers
aged from 24 to 59. Our experiment is carried out on a device comprising a
steering wheel, a set of pedals, a gearbox and 3 screens (see Figure 3a).

Firstly, a test without simulated traffic is performed for the participant to get
accustomed to the VE. Then, the participant performs the scenario, this time in
interaction with simulated vehicles. It should be noted that as the behavior of
simulated vehicles is not scripted, situations differ more or less depending on the
main actors behavior. The data are then recorded for the processing phase and
a video is made for the replay. Finally, 6 other participants fills the annotations
questionnaire after viewing the video replays (22 participants and 14 agents).
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Fig. 4. Comparison of main actors between logs clustering (with participants P and
agents A), and annotations clustering grouped together with the cluster numbers (a#)
being written just bellow the composition.

4.2 Results

We have compared the logs clustering and the annotations clustering (see Fig-
ure 4). The Rand Index between the two clusterings is 0.51. There are 2 behavior
log clusters and 4 behavior annotation clusters.

Logs cluster 1 contains 9 participants and all the 14 agents. The number of
lane changings indicator value is 0 meaning that these main actors did not try
to overtake the vehicle at low speed and preferred to follow it. As this cluster is
composed of both agents and participants, it is therefore a capacity of the agent
model to reproduce a human behavior which is to choose not to overtake.

Logs cluster 2 is only composed of participants. These 13 participants overtake
the vehicle at low speed after the 2 or the 3¢ oncoming vehicle. As there are
only participants, this human behavior can be considered as a lack in the agent
model: the agents cannot choose to overtake as some human do.

Annotation cluster 1 contains 3 participants and no agent. The annotators
consider that they are the more dangerous drivers with very high scores on each
scale and especially on the judgment scale. Since no agent was considered that
dangerous, and as the aim of the agents is to reproduce the most complete panel
of human behaviors, there is a lack of unsafe behaviors in the model.

Annotation cluster 2 is composed of both participants and agents. They are
annotated as very cautious drivers with the smallest scores on each scale. The
space parameter of these agents ensure more respect for the highway code and
smoother driving. The normative human behavior can therefore be considered
as partly reproduced.

Annotation cluster 8 is a smaller cluster composed of participants and agents.
The annotators considered them as ordinary drivers with medium scores. As for
the previous cluster, the average behavior is reproduced in this situation.

Annotation cluster 4 is only composed of participants. It has some high scores
on the specific memory and judgment scales. This behavior considered as slightly
dangerous is also not reproduced by agents.

4.3 Discussion

In the logs cluster 1, the indicators were not able to distinguish the annotations
cluster 1 from the rest of the main actors. The judgment scale is very high
and a video replay shows that these participants tried to overtake several times
unsuccessfully. Likewise, the participants of the annotations cluster / were not
separated from logs cluster 2. This might be due to the fact that they dared to
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overtake just after the second oncoming vehicle, which requires to pull back in
a short time frame. However, our indicators did not detect that difference.

Several behaviors can be annotated in the same way. This is an issue to analyze
the similarity between the annotations clustering and the logs clustering with
the RI measure. A solution could be compute the RI on logs clustering for which
logs clusters annotated in the same way will be merged into one cluster.

We have a significant similarity between annotations and logs clusterings,
meaning that we are able to classify our logs data into high-level behavior clus-
ters which are meaningful in terms of driving annotations. Nevertheless the two
clusterings are not identical with regard to the clusters composition. This could
be due to the few number of annotators. This problem may also come from the
clustering algorithm which is a classic but basic one. However, we already tried
other algorithms such as EM and HAC without better results. We have to test
with time-series based algorithms. Also, the experts of the domain have to be
consulted to understand what missing indicator could catch these differences.

The third type of cluster (which does not appear in this experiment) is com-
posed of agents only. In that case, we can consider - as no participant adopted
this behavior - that the agents behavior is inaccurate (i.e. is an error) and should
be investigated further. The method has to be applied in other situations in order
to verify this particular case.

5 Conclusion and Perspectives

This paper presents a method to study IVAs behaviors through an experiment
in a VE. This validation is original in coupling an objective analysis of the agents
behaviors through simulation logs, with a subjective analysis, coming from Hu-
man Sciences, of the situation-specific user categories through an annotation
done by participants. The objective analysis uses an unsupervised clustering al-
gorithm applied on simulation logs in order to classify participants behaviors,
and an aggregation method to compare agents behaviors to humans ones. This
comparison allows us to evaluate the agents behaviors credibility in terms of
capacities, lacks, and errors. It also provides an analysis of which VA param-
eter space produces which perceived behavior. The method is generic for VEs
where agents aim at reproducing human behaviors. When applied to a new do-
main, some of the tools have to be adapted, such as the choice of the behavior
questionnaire which is domain-specific.

Our validation method was applied to the road traffic simulation. This exper-
iment showed that the methodology is usable for mixed and complex VFEs and
that it is possible to obtain high-level behaviors from the logs via our abstraction.

Several tracks for further work remain to explore. On the clustering part,
the evaluation of multiple time series based algorithms should help classifying
the temporal data. On the aggregation part, the automation of the parameter
calibration will be beneficial to the agents aggregation accuracy.

Another research open issue is how the behaviors clustering evolve through
multiple situations of a longer scenario, whether the participants clusters remain
stable or change in number or composition.
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Abstract. Laughter is an important social signal in human communica-
tion. This paper proposes a statistical framework for generating laughter
upper body animations. These animations are driven by two types of
input signals, namely the acoustic segmentation of laughter as pseudo-
phoneme sequence and acoustic features. During the training step, our
statistical framework learns the relationship between the laughter hu-
man motion and the input signals. During the synthesis step, our trained
framework synthesizes automatically natural head and torso animations
from the input signals. Objective and subjective evaluations were con-
ducted to validate this framework. The results show that our proposed
framework is capable of generating laughing upper body movements.

Keywords: virtual character, head motion synthesis, torso motion syn-
thesis, Hidden Markov model, laughter, character animation.

1 Introduction

Embodied conversational agents, ECAs, are autonomous software characters
with a human-like appearance and communicative capabilities. Several mod-
els of ECAs have been proposed [1],[2] but very few works focus on animation
synthesis for laughing.

Laughter is frequently used in human communication. Laughter is strongly
linked to positive emotions and even more to cheerful mood [3]. Humans laugh at
humorous stimuli or to mark their pleasure when receiving praised statements[4];
they also laugh to mask embarrassment[5] or to be cynical. Laughter can act also
as social indicator of in-group belonging; it can work as speech regulator during
conversation; it can also be used to elicit laughter in interlocutors as it is very
contagious [4].

Laughter morphology involves facial expressions, body movements and vo-
calizations [6]. For hilarious laughter [5], muscular activities include mainly the
zygomatic major, mouth opening and jaw movement. Eyebrows may be raised
or even frown in very intense laughter [6]. Saccadic movements affect the whole
body. Torso may bend back and forth and shoulder may shake. Changes in res-
piration patterns are also prominent. Inhalation and exhalation phases are very
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noticeable. All these movements are done very rhythmically and they are also
highly correlated. Indeed they arise from the same physiological processes [6].

Darwin reported “During excessive laughter the whole body is often thrown
backward and shakes, or is almost convulsed” [7]. Ruch and Ekman [6] described
laughter movements as “rhythmic patterns”, “rock violently sideways, or more
often back and forth”, “nervous tremor ... over the body”, “twitch or tremble
convulsively”. Melo et al. [8] built a virtual character which “convulses the chest
with each chuckle”. It means that periodic motions of head and body are impor-
tant and well-known features during laughter. The periodicity of body motion
was used to distinguish between laughters in[9]. Ruch and Ekman [6] reported
that rhythmical patterns during laughter were usually characterized by frequency
around 5 Hz. Mancini et al. [9] observed 8 videos, which show people laughing
while watching funny images. Laughing persons produce rhythmic body move-
ments with frequencies in the range of [1.27Hz 3.66H z]. Using such findings
of laughing behaviours, our main objective is to build an animation synthesis
model of upper body movement during laughter.

The aim of this paper is to report head and torso animation synthesis for
a hilarious laughing character. To achieve our aim, a data-driven animation
model is proposed to first learn, from a collected laughter corpus, the relationship
linking the input signals and human motions; then, this trained statistical model
can be used as generator of laughter head and torso animations.

2 Dataset

We created a multimodal dataset of laughter. Three human subjects participated
in the collection of laughter data. During recording session, the subjects watched
funny movies for about 25-40 minutes. Since laughter motion occurs mainly
during social interactions [10], [11], we propose an interactive setup where two
subjects watch funny videos together. Only the movement of one person was
gathered. Three-dimensional torso and head movements and audio signal are
recorded by a motion capture system at 125 frames per second (fps) and a mi-
crophone at 44100 H z, which were synchronized using the approach described
n [12]. During data processing, all laughter episodes were manually extracted.
In total, we obtain 259 laughter episodes; each one lasts from 1 to 37 seconds.
Then phonetic transcription is extracted by Urbain et al [13], in which 12 laugh-
ter pseudo-phonemes are defined in reference to speech phoneme. Laughter in-
volves very specific sounds that cannot be translated as speech phonemes. For
simplicity, laughter pseudo-phoneme is called phoneme in this paper. Phonetic
transcription contains phoneme (text signal) and its duration. An intensity value
is also provided for each phoneme. Notice that, if one phoneme occurs succes-
sively several times, the sum of phoneme lasting time is viewed as one phoneme
duration. Finally, PRAAT [13] is used to extract acoustic signals at 125 fps
including pitch and energy.
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3 Head and Torso Motion Synthesis

We propose a system to produce head and torso motions featured by 3D rotation
angles (hence a 6 dimensional signal) from a number of input signals which are:
the pseudo-phoneme sequence together with their duration and their intensity
(low or high), and audio features (we use pitch and energy).

Animation Generator. To do so we consider building one model of generating
animation for every (phoneme, intensity) pair, we name a model for each pair an
Animation Generator (AG). Since silence phoneme is not labelled by intensity
and the other 11 phonemes are labelled by low or high intensities, we build 23
AGs. Each of these 23 AGs is learned independently from the training corpus
of corresponding (input, output) pairs where the input stands for all the above
input features and the ouput stands for a sequence of animation motion for the 6
data streams we want to learn to synthesize (the 6 dimensions of the animation
signal). Our modeling framework is based on three ideas that we detail now.

— Modeling one dimensional shaking-like movement with what we call Loop
HMM.

— Introducing speech influence on motion through transition probability pa-
rameterization, yielding what we call Transition Parameterized Loop HMM
(TPLHMM).

— Taking into account the dependencies between the 6 dimensions of the ani-
mation movements with coupled HMMs, yielding Coupled TPLHMM (CT-
PLHMM).

Modelling Shaking Motion with a Loop HMM. We propose a specific
HMM that we call a Loop HMM (LHMM) to model (and synthesize) a one-
dimensional shaking-like (and/or trembling) signal (Figure 1). It has an approx-
imate left-to-right chain structure where transitions are allowed from one state
to itself, to the previous and to the next state. Yet it is intended that the tran-
sition probability from one state to the previous state be very small so that a
likely state sequence will depict the entire chain form the first state to the last
state with some hesitation corresponding to few back transitions.

The HMM is designed so that an observation sequence produced along such a
state sequence will correspond to one shake pattern (with some trembling effect
coming from back transitions). There is one Gaussian distribution associated to
each state of the chain, which are set by hand rather than learned, as follows. We
first divide the range of the signal value in N intervals and define N Gaussian
Probability Density Function (PDF), one for each interval. The mean of the
Gaussian distribution for a given interval is the mean of this interval and its
variance is defined according to the width of this interval. Then we assign one
of the PDF to every state of the left-right HMM so that going from the first
state to the last state corresponds to a trajectory of a shaking movement. For
instance in Figure 1, the first state has PDF p, which outputs intermediate
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values in the observation space, the second state has PDF p3 which outputs
higher values, it is followed by a state with PDF ps, then by a state with PDF
p1 which outputs lower values. If a signal is produced by this HMM along a state
sequence that goes from the first (left) to the last (right) state it will correspond
to a shaking-like motion.

Finally, there is a loop from the last state to the first state to enable the repeti-
tion of such a shaking and trembling pattern. Figure 1 (top) shows one example
of a synthesized motion stream by a LHMM. As can be seen, the animation
inferred by a LHMM shows the repetition of a pattern.

Observation

Fig.1. A Loop HMM whose manual design allows us to model shaking and trembling
one dimensional movements

Taking into Account the Dependency with Speech. Some evidence about
the motion pattern may be gained from taking into account the dependencies
between audio signal and motion during laughter [14]. Audio signal (we use pitch
and energy) may then be used to shape the synthesized animation stream. In
addition to introducing some variability in the inferred animation such a strategy
makes animation look more realistic because of an increased consistency with
the audio signal.

To exploit such a correlation between speech and movements we developed
an extension of our LHMM, whose state transition probabilities depend on
acoustic features. We call these models Transition Parameterized Loop HMM
(TPLHMM). They may be used to model and synthesize one dimensional shak-
ing movements that are linked in some way with speech. We implemented this
idea in a similar way as proposed previously by [15] to take into account the
dependency of observations sequences in the HMM framework to what was
called contextual or external variables. The difference lies in that, while in
[15] contextual variables were used to alter Gaussian PDF means, we use the
speech features to alter the transition probabilities in our TPLHMMM. We con-
sider that transition probablities from state i to state j at time ¢ are defined
according to:
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where 6; and W’ are c-dimensional vectors. 6, stands for contextual features at
time ¢ (e.g. pitch and energy) and W’s are parameter matrices (to be learned from
data) associated to each possible transition. The parameters of a TPLHMM (the
W’s) are learned via likelihood maximization with a Generalized EM algorithm.
To ease learning it is initialized with a trained LHMM (HMM).

Isolated and Joint Modeling of the 6 Dimensional Animation Signal.
A first possibility to model and synthesize the 6 dimensional animation sig-
nal is to assume the 6 signals are independent from each others and to learn
independently one LHMM or one TPLHMM per dimension. Alternatively one
could consider jointly modeling head and torso motions. For example, Ruch and
Ekman [6] reported that the backward tilt of the head facilitates the forced
exhalations, while exhalation directly influences torso motion as being done in
DiLorenzo et al. [14]. Therefore, the relationship between head and torso motions
should be modeled jointly for, to be tested, augmenting naturalness of synthe-
sized animations. In our work, we used Coupled HMMs (CHMM) [16] which
have been designed to model multiple interdependent streams of observations.
In a CHMM with K streams of observations, there is one HMM per stream and
transition probabilities account for transiting from K-tuple of states (one state
in each stream’s HMM) to another K-tuple of states. In our experiments we use
6 trained TPLHMMs to initialize one CHMM, we then get a Coupled TPLHMM,
whose transitions are parameterized with speech features. After initialization it
is retrained through maximum likelihood estimation.

Animation Synthesis. Given a phoneme sequence of length 7', together with
their intensity and duration, we independently synthesize T segments of ap-
propriate duration. Each of the segment is synthesized with the corresponding
model of the (phoneme, intensity) pair, which is either a set of 6 LHMMs, or
a set of 6 TPLHMMSs, or a CTPLHMM with 6 streams. In case TPLHMMsS or
CTPLHMM are used the acoustic features are exploited to alter the transition
probabilities.

Whatever the models used, the synthesis is performed simply by randomly
generating a state sequence according to transition probability distribution, then
by synthesizing the most likely observation sequence given the state sequence,
which consists in the sequence of the means of the Gaussian distribution of the
states in the sequence.

4 Experiments

Animation synthesis model is built from human data of 2 subjects. The data con-
tains 205 laugh sequences and 25625 frames in total. Human data from another
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subject is used for validation through subjective and objective evaluation stud-
ies. It contains 54 laugh sequences and 6750 frames. Objective and subjective
evaluations are conducted to validate the proposed animation synthesis model.

4.1 Objective Evaluation

As described in Section 3, LHMM and TPLHMM treat separately each dimen-
sion motion of head and torso, while the coupled model can simulate the relation-
ship between them. We first investigate whether such a coupling is relevant; then
we compare the animations synthesized by LHMM, TPLHMM and CTPLHMM
with respect to few quantitative criterion.

Investigating Relation between Head and Torso. To investigate the rele-
vance of joint modeling of the 6 dimensions animation we tested the probabilistic
independency between the 6 random variables corresponding to the states that
are occupied at the same time in the 6 streams’ LHMMs. For each pair of streams
we built a contingency table for the two random variables of being in a state in
the HMM for stream 1 while being in a state in the HMM for stream 2, then
we computed a x? test to evaluate the independency between the two random
variables. We found that whatever the two streams are and whatever the model
is, i.e whatever the pair (phoneme, intensity) is, the two random variables were
found statistically dependent at a p-value lower than 0.001. This means jointly
modeling the multiple streams is actually relevant and should lead to improved
animation.

Furthermore to quantify the degree of dependency between the multiple
streams we computed relative mutual information. The mutual information be-
tween two random variables X and Y, I(X,Y"), equals the difference between
the entropy of X, H(X) and the conditional entropy of X given Y, H(X|Y).
If X and Y are independent, Y does not bring any information about X and
I(X,Y) = 0. Alternatively, if Y includes some information about X, the uncer-
tainty on X is reduced when knowing Y so that the conditional entropy H (XY")
is lower than H(X) and I(X,Y’) > 0. Furthermore one can measure the amount
of information Y brings on X by computing a normalized mutual information
I(X,Y) = I(X,Y)/H(X) where H(X) is the entropy of X. The normalized
mutual information belongs to the range [0, 1]. It equals 0 if X and Y are fully
independent, while it equals 1 if X may be deterministically predicted from Y.

In all the tests we performed we obtained normalized mutual information
between 17% and 22% which shows that some uncertainty exists between the 6
dimensions of the animation but that it is not fully random either.

As a conclusion, the 6 dimensions of the animation are not independent.
Hence, independent modeling of the 6 streams would be suboptimal, and these
are not deterministically linked, meaning that a pure synchronous modeling of
the 6 streams in a single LHMM or a single TPLHMM would not be a good
option either. Finally these resuts justify our choice of modeling the 6 dimen-
sional animation signal within a coupled HMM that enables modeling a weak
dependency between the streams.
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Similarity between Synthesized and Real Animations. We compared our
models by computing 3 criteria which allow evaluating the similarity between
a synthesized signal and a real signal. Basically we consider the quality of the
synthesized signal with respect to three features: the main frequency of the
signal, as extracted by the Periodicity Algorithm [17], the amplitude of this main
frequency, and the energy of this frequency. These criteria allow investigating if
the main features of a shaking-like movement are well modeled by the synthesis
system.

for

For each of the three features we computed a normalized error (e.g. ’ / SJ;Lf "

the frequency feature, where f* and f" stand for the frequency of the synthesized
and of the human animation signals averaged over all phonemes realizations. The
lower such a measure is the closer the synthesized signal is from the original one.
The frequency, amplitude and energy errors obtained for our various models are
reported in Figure 1. According to these measures, TPLHMM and CTPLHMM
do perform much better than LHMM while the difference of performance between
TPLHMM and CTPLHMM is less clear.

Table 1. Performance of the models with respect to the synthesis quality (frequency,
amplitude and energy errors). Performances are averaged results gained on 54 test
sequences (standard deviations are given in brackets).

Model frequency amplitude energy

LHMM  0.21 (0.074) 0.24 (0.100) 0.41 (0.071)
TPLHMM 0.17 (0.063) 0.19 (0.066) 0.34 (0.057)
CTPLHMM 0.17 (0.061) 0.20 (0.059) 0.31 (0.052)

4.2 Subjective Evaluation

Two subjective evaluations were conducted through an online web application.
First, we compare the animations synthesized by TPLHMM and CTPLHMM,;
then the best one is compared to human data. The participants were invited
to watch 5 videos of laughing virtual character and to answer few questions for
each video. They could control when to start the videos and could watch them
as many times as they wish. Our aim is to evaluate the behaviors animation
and not the appearance of the virtual agent. We used the same virtual agent to
display motion data for both subjective evaluations. Motion data displayed with
the virtual character consists of head and torso movements (motion capture or
generated data) and facial expression. Facial expression of laughter was com-
puted using our previous approach [18]. The 5 videos used in both subjective
studies last respectively 9s, 10s, 18s, 26s and 27s.

TPLHMM and CTPLHMM Comparison. To compare TPLHMM and CT-
PLHMM, both trained models were applied to the 5 test samples. For each test
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sample, a pair of videos was recorded in which the virtual agent’s head and torso
motions were driven respectively by these models. Each pair of video clips was
displayed on the same web page and randomly arranged on the right or on the
left. After watching each pair of video clips, participants were invited to select
the best animation along four dimensions: naturalness of the animation, synchro-
nization of head and torso movements with laugh sound, correlation of laughter
intensity and torso movements, inter-correlation of head and torso movement.

This evaluation study involved 120 participants, 67 males and 53 females
with age ranging from 18 to 65 years old (Mean=33.5 years, SD=9.6 years). We
computed 95% confidence intervals that show that CTPLHMM is significantly
better than TPLHMMs with respect to the 4 questions: we obtained a confidence
interval equal to [66% 77%] for CTPLHMM being better than TPLHMMS with
respect to Naturalness, [60% 72%)] for Synchronisation, [58% 70%)] for Intensity
correlation and [63% 74%)] for Head and Torso inter-correlation.

Synthesized and Human Data Comparison. With respect to the results
above, CTPLHMM is perceived as the best animation synthesis framework; so
we use the animations obtained with CTPLHMM in the comparison test with
human data. This subjective evaluation was conducted to investigate how sim-
ilar is the perception of the virtual agent displaying head and torso motions
synthesized by CTPLHMM to the perception of the virtual agent displaying
head and torso motions synthesized by CTPLHMM is similar to the perception
of the virtual agent animated directly by human data. As the previous study, a
comparison test was conducted.

In total, there were 80 participants consisting of 46 males and 34 females
with age ranging from 12 to 78 (M=40.65 years, SD=17.91 years). To verify the
hypothesis, 2 versions (conditions) of the virtual agent animations were created
for each selected test sample. They are human and synthesized motions. There
are a total of 10 video clips (5 input samples x 2 conditions). Each participant
watched 5 video clips, each of which is randomly selected from the 2 conditions.
Each video clip has been evaluated 40 times (i.e., by 40 participants). After
watching each video clip, each participant was invited to answer the same four
questions as in the first evaluation study, but this time the participant answered
using a 5 point Likert scale.

The results are shown in Figure 2. As can be seen, synthesized motion obtains
score less than human motions along the four dimensions: naturalness, synchro-
nization, correlation of laughter intensity and torso movements, inter-correlation
of head and torso movement. T-test shows that there are significant differences
in all terms between human and synthesized data.

4.3 Discussion

The objective evaluation for comparing LHMM, TPLHMM and CTPLHMM
shows that TPLHMM and CTPLHMM perform better than LHMM. It high-
lights that acoustic features and motions are linked. Thus acoustic features can
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Fig. 2. Averaged values of virtual agent animated by animations from human and
synthesized. Significant differences are identified by x (P < .05). The averaged values
are shown with an histogram and the standard deviation is specified in parenthesis.

be used to capture motion trajectories. In LHMM, inputs of text signals, such
as phoneme, intensity and duration, are global-level features. They do not con-
tain enough information to characterize dynamic motion variance at each time
frame. While, in TPLHMM and CTPLHMM, for each time frame, additional
acoustic features are used to characterize dynamic variance of human motion. In
LHMM and TPLHMM models, head and torso motions are modelled separately.
In other words, they are considered as being independent. However, through the
objective evaluation investigating the relation between head and torso, we found
that head and torso motions are dependent with each other; relationship which
is ignored in the other two models. In our work, coupled model is used to learn
this dependent relation between head and torso movements.

The subjective evaluation compared TPLHMM and CTPLHMM. CTPLHMM
obtains higher score than TPLHMM. In the subjective evaluation on comparing
synthesized and human motions, human data is perceived significantly better
than synthesized data in terms of naturalness, synchronisation, intensity and
correlation of head and torso movements. However the difference in perception
is not so severe (less than 1 on a 5 likert scale). This suggests that the proposed
CTPLHMM is somehow capable of synthesizing human-like head and body mo-
tions.

5 Conclusion

In this paper we have presented an approach to model laughter head and torso
movements, which are very rhythmic and show saccadic patterns. To capture
laughter motion characteristics, we have developed a statistical approach to re-
produce frequency movements, such as shaking and trembling. Our statistical
model takes as input such phoneme sequences and acoustic features of laughter
sound. Then it outputs the head and torso animations of the virtual agent. In
the training model, not only the relation between input and output features is
modelled, but also the relation between head and torso movements is captured.
Experiments show that our model is able to capture the dynamism of laughter
movement, but do not overcome animation from human data.
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Abstract. Although generally not appreciated, lying constitutes a great
part of human conversation. Thereby the nonverbal behavior plays a
crucial role, as so-called deception cues can reveal the real intention or
emotion by facial expressions or body movements. In this paper, we
examine facial cues of deception and present a preliminary perception
study with a humanoid robot that exhibits these cues. Initial results
indicate that the shown expressions affect the observer’s impression.

Keywords: Social Robots, Affective Computing, Facial Expressions.

1 Introduction

Most people would spontaneously not admit that they lie on a daily basis or
that they would appreciate being lied to. DePaulo and colleagues [1] investi-
gated this phenomena in more detail by testing daily deceptive situations. “As
predicted, lying was an everyday event.” Their results reveal, amongst others,
that 7students reported lying in approximately one out of every three of their
social interactions”[1].

When humans lie, deception cues often show unintentionally in their nonverbal
behavior. In principle, a humanoid robot could conduct a perfect lie, meaning
that no cues would show on its face or in its body movements. In this contribution
we address the question whether it is possible to convey subtle cues as shown
during lies with the limited channels of expression of humanoid robots. It should
be noted that a robot should not touch the domain of serious lies which could
be harmful to a human user. However, so-called social lies, as commonly used
for politeness reasons, might be a desirable feature of a humanoid robot.

Most related work on deceiving robots takes a game-theoretic approach to
model the robot’s strategic behavior by enhancing their decision by a deceptive
layer. Work has been carried out by Wagner and Arkin, e.g. [2], who developed
an algorithm to determine for an artificial system whether deception is warranted
in a social situation. Other work investigates the question whether a robot can
successfully deceive humans and presents studies where a robot showed behavior
against the user’s prediction [3]. In contrast, we do not target strategic lies but
focus on simulating socially desired behaviors. To the best of our knowledge,
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© Springer International Publishing Switzerland 2014
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no research has been carried out so far on showing subtle emotional expressions
such as deception cues with a humanoid robot.

In the area of virtual humans, facial deception cues have been investigated.
Buisine and colleagues [4] present the simulation of blended emotions on differ-
ent modalities of a virtual character along with the perception of these complex
emotions on human observers. In our own former work [5], we found that even
subtle expressions of deception can have a negative impact on the users’ percep-
tion of an agent. To this end, it is not certain whether the observations made
for virtual characters apply for humanoid robots as well.

2 Background

The most fundamental and influential work on lies and deception was presented
by Ekman and colleagues (e.g., [6,7]). Several modalities of human behavior can
be involved while lying. In this paper, facial expressions are further investigated.

According to Ekman and colleagues’ studies, there are at least four ways in
which facial expressions may vary if they accompany lies: (1) Micro-expressions:
A false emotion is displayed but the felt emotion is unconsciously expressed for
the fraction of a second. (2) Masks: The felt emotion is intentionally masked by a
not corresponding facial expression. (3) Timing: Facial expressions accompany-
ing felt emotions do not last for a very long time. Thus, the longer an expression
is shown the more likely it is accompanying a lie. (4) Asymmetry: Voluntarily
shown facial expressions tend to be displayed in an asymmetrical way.

In the research literature from the social sciences a real smile (often refered
to as Duchenne smile) contains not only lip movements but also movement in
the eye region. A so-called faked smile (or Pan-Am smile) vice versa lacks this
motion in the eye region, e.g., [6,8].

3 Facial Deception Cues for a Humanoid Robot

For our implementation, we use the Hanson Robokind robot Alice! which pro-
vides a silicon face that can be animated by internal motors. Our facial anima-
tions are based on the Facial Action Coding System (FACS) [9] that describes
over 40 Action Units (AUs) for a human face. We identified seven of the AUs that
can be simulated with the robot’s joints: Upper face: inner brows raiser (AU 1),
brow lowerer (AU 4), upper lid raiser (AU 5) eye closure (AU 43); Lower face:
lip corner puller (AU 12), lip corner depressor (AU 15), and lip opening (AU
25).

One facial expression was designed to simulate a real joyful face (Duchenne
smile) that serves as a basis for comparison with deceptive smiles. Another facial
expression simulates the faked smile (Pan-Am smile) where no movement in the
eye region is shown. According to Eckman [9] voluntary produced smiles are
often displayed asymmetrically. Following FACS, we created different intensities

! http://hansonrobokind. com


http://hansonrobokind.com

176 B. Endrass et al.

of asymmetric smiles varying in how far each lip corner is pulled upwards: AB,
AC, BC (A=trace, B=clearly visible, C=marked). In masks, different emotions
are blended on different parts of the face. Most commonly smiles are used to
mask real emotions. For our experiment we blended anger or surprise shown in
the eye-region with a smile. Micro expressions and timing were not investigated
for reasons such as too slow maximum speed of the joints or audible movements.
Figure 1 shows different variations of smiles on the robotic face. Please note,
that the motion into these final states is more expressive than the pictures.
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Fig. 1. Different smiles shown on the robotic face. Left: smile with eyes; middle-left:
smile without eyes; middle-right: asymmetric smile (AC), right: blended anger.

4 Preliminary Study

In a preliminary perception study we addressed the question whether users reac