
Flinovia - Flow 
Induced Noise and 
Vibration Issues and 
Aspects

Elena Ciappi · Sergio De Rosa
Francesco Franco · Jean-Louis Guyader
Stephen A. Hambric   Editors

A Focus on Measurement, Modeling,
Simulation and Reproduction of the 
Flow Excitation and Flow Induced
Response



Flinovia - Flow Induced Noise and Vibration Issues
and Aspects



Elena Ciappi • Sergio De Rosa
Francesco Franco • Jean-Louis Guyader
Stephen A. Hambric
Editors

Flinovia - Flow Induced
Noise and Vibration Issues
and Aspects
A Focus on Measurement, Modeling,
Simulation and Reproduction of the Flow
Excitation and Flow Induced Response

123



Editors
Elena Ciappi
INSEAN
Marine Technology Research Institute
National Research Council of Italy
Rome
Italy

Sergio De Rosa
Francesco Franco
Department of Industrial Engineering,
Aerospace Section

Università degli Studi di Napoli Federico II
Napoli
Italy

Jean-Louis Guyader
Laboratoire Vibrations Acoustique
INSA-Lyon
Villeurbanne Cedex
France

Stephen A. Hambric
Penn State Center for Acoustics
and Vibration

The Pennsylvania State University
State College, PA
USA

ISBN 978-3-319-09712-1 ISBN 978-3-319-09713-8 (eBook)
DOI 10.1007/978-3-319-09713-8

Library of Congress Control Number: 2014951334

Springer Cham Heidelberg New York Dordrecht London

© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must always
be obtained from Springer. Permissions for use may be obtained through RightsLink at the Copyright
Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

Every effort has been made to contact the copyright holders of the figures and tables which
have been reproduced from other sources. Anyone who has not been properly credited is
requested to contact the publishers, so that due acknowledgment may be made in subsequent
editions.



Preface

The first international symposium on Flow Induced Noise and Vibration Issues and
Aspects (flinovia) was held in November 2013 over 3 days in Rome, hosted by our
friends at the Italian Consiglio Nazionale delle Ricerche (CNR). This book contains
the recent work of 17 contributors from Italy, France, United States of America,
Canada, and China.

The proceedings of the conference truly span most issues and aspects of flow-
induced vibration and noise. Several authors describe experimental and numerical
methods for characterizing fluctuating wall pressures induced by turbulent fluid
flows, focusing primarily on turbulent boundary layers. Several other authors
examine the resulting vibrations of flow-excited structures. Finally, some authors
use structural vibrations to infer the behavior of the exciting flow.

The volume consists of 16 full chapters and a single extended abstract that
summarizes the interactions among the presenters and attendees and the mutual
refinements gained through oral presentations and discussions. That summary
succinctly reflects a shared vision of the field and its specific topics.

The following are the main areas in which the presentations can be categorized,
even if only for the sake of convenience, since most of the papers are largely
interdisciplinary. Only the last name of the first author of each chapter is used for
identification in this listing.

Opening Lecture

The flinovia keynote speaker, Dr. William Blake, opened the symposium with a
survey of papers by several authors who have examined the nature of TBL flow
over rough surfaces. Blake summarized both experimental and numerical studies,
including the use of time-accurate Large Eddy Simulation (LES) techniques.
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Source Characterization

Many authors have investigated TBL wall pressures over the past 50 years.
Juvé provides an overview of previous attempts to compute wall pressure auto-

and cross-spectra using computational fluid dynamics (CFD) methods. He also
emphasizes the importance of considering pressure gradients, which decelerate or
accelerate the flow, altering the boundary layer shape and resulting wall pressures.

Moeller also address pressure gradient effects, providing new measurements that
demonstrate the significant effects of adverse pressure gradients on boundary layer
shape, and therefore on the wall pressures. Their measurements also show the
dispersive nature of low frequency convecting wall pressures, establishing that
group velocities, not phase velocities, should be used in TBL wall pressure models.

Camussi provides a summary of both experimental and numerical investigations
of supersonic TBL flow wall pressures. While supersonic wall pressure autospectra
seem to scale similarly to subsonic spectra, there is still a need for more investi-
gations into the cross-spectra of TBL wall pressures, which span the shock cells that
appear in supersonic flow.

Using LES to simulate large-scale turbulent eddies, combined with Reynolds
Averaged Navier–Stokes (RANS) modeling for smaller turbulence, is becoming
quite common.

Juvé shows that these methods, as well as rigorous Direct Numerical Simulation
(DNS), are able to simulate accurate wall pressure spectra beneath simple TBL
flows.

Caro describes how time-accurate CFD combined with RANS, commonly called
Hybrid RANS-LES methods, are applied using the commercial software Star-CD to
simulate complex flows around automobiles. Caro shows that simply applying
boundary layer parameters in empirical models (such as that of Chase) to estimate
TBL wall pressure models, does not work well in complicated flows.

De Luca presents a simulation of the turbulent synthetic jets, which can have
important industrial applications in designing specific actuators.

Direct and Inverse Methods

Along with direct measurement and simulation methods, some authors are pursuing
inverse methods to either infer or synthesize TBL wall pressure fluctuations using
traversing microphones and panel vibrations. The goal is to synthesize the effective
TBL wall pressures in a test facility without moving fluid, usually using wave-
number filtering and an assumed field of partially correlated plane wave sources.

Aucejo and Robin describe approaches for simulating TBL wall pressures with a
single traversing source, using the acoustic holography technique or surface plane
wave decomposition. Different techniques were used demonstrating that the main
difficulty lies in the use of a large array of sensors. The decisive advantage of the
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proposed methods is associated with the synthetic antenna concept where one
moving sensor is used instead of an array.

Totaro attempts to use vibration measurements to identify the wall pressure
fluctuations responsible for a panel’s vibration. The method gives good results for
deterministic excitation even if the ill-conditioning, common in inverse methods,
must be corrected through regularization. For random excitation like TBL, the
method must still be improved to overcome limitations due to acoustic background
noise in test facilities.

Structural Vibration and Noise

Once turbulent sources are characterized, they must be applied to models of
underlying structures so that vibration, stresses, and radiated noise may be
simulated.

Chevalier outlined the importance of flow-induced noise for underwater struc-
tures, and by other authors, including Ichchou, for aerospace structures.

Several frequency-domain approaches for modeling flow-induced vibration are
summarized by Maxit, who also shows the effects of structural ribs on the resulting
vibration.

While the usual structural modeling approach is to use finite elements (FE), FE
becomes computationally infeasible for large structures excited by slowly moving
fluid due to the exorbitant mesh sizes required.

Ichchou suggests using energy methods to allow for coarser meshes, while still
providing sufficient spatial distribution of the results to visualize structural vibration
and energy distribution.

The overall structural response to TBL flow can also be used to infer equivalent
distributed source forcing functions. Similar in some extent to the synthetic array
methods described earlier, De Rosa pursues reconstructing the effective structural
forcing functions based on structural vibrations. The approach requires the under-
lying modal response functions to be represented properly. The underlying response
functions, combined with the spatial cross-correlation of the wall pressure fluctu-
ations, form the well-known joint acceptance functions of a structure and a source;
this latter can be approximated by using equivalent pseudo deterministic excitation.

Ciappi uses dimensional analysis with flow and structural variables to collapse a
large series of disparate structural vibration measurements into a somewhat uni-
versal curve. Her proposed scaling function normalizes structural response by the
autospectrum of the wall pressures, effectively providing the integration of the joint
acceptance functions.

While most investigators analyze flow-induced vibration and noise in the fre-
quency domain, sometimes time-domain analyses are required, particularly for
flows that are not statistically stationary or ergodic, or for cases where the acoustic
and/or structural waves couple with the flow.
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Leung describes the interaction of duct flow with liner vibration and acoustic
waveguide propagation, as he tries to explain experimental observations of reduced
duct silencer performance.

Finally, Hambric shows that time-domain calculations of fluctuating stress, along
with mean stresses, are required when assessing fatigue damage of structural
materials.

In the appendix, one more abstract is reported involving a contribution whose
full paper was not available to be included in this book. It belongs to Ceccio, who
investigated TBL flow under varying pressure gradients, but on the suction side of
lifting surfaces at very high Reynolds numbers. The lifting surface flows separate
from the trailing edge, generating another important turbulent source—shed
vortices.

Summary

The first flinovia was a great opportunity to gather together a diverse group of
international investigators of flow-induced vibrations and noise in an intimate set-
ting, with a single continuous session. This workshop model allowed for lively
discussion among all participants, both during the presentations, and during breaks
and social events.

Several authors mentioned ongoing efforts in flow-induced vibrations and noise,
showing that this field is still being investigated, and remains of great importance to
an impressive number of crucial communities, including the world’s navies, the
automotive industry, and the air and space industries.

We, the organizers, are hopeful that future flinovias will be held so that the state
of the art will continue to be discussed, and that we all may benefit from mutual
exchanges of discoveries and ideas. We want also to recognize and thank all the
CNR-INSEAN persons who greatly collaborated before, during, and after the
symposium to attain its best outcome.

June 2014 Elena Ciappi
Sergio De Rosa

Francesco Franco
Jean-Louis Guyader
Stephen A. Hambric
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The Acoustics of Flow over Rough
Elastic Surfaces

William K. Blake and Jason M. Anderson

Abstract This paper summarizes an analytical model approach for calculating flow
induced sound from either elastic or rigid surfaces with small roughness. The
analytical approach used here provides a result for both the wave number-frequency
spectrum of the structure’s excitation pressure and the structure’s response to that
pressure and can be applied to many types of uneven surfaces, such as those on
which are dispersed 2 or 3 dimensional deterministic or random geometric shape
irregularities. This paper is focused on 3 dimensional distributed roughness ele-
ments. The shape of the unevenness protrudes into the boundary layer above it,
acting as a flow spoiler and generating forces and wakes in the immediate region of
the roughness element. It is assumed that these shapes are small and in the range of
10 to several hundred viscous scales. We will discuss the effects of surface elasticity
on the ability of these sources to produce sound in regions both above the surface
(on the flow side for both elastic and inelastic surfaces) and below the surface on the
quiescent fluid side (in the case of elastic surfaces). A method for modeling forcing
functions will also be presented in the context of the overall theory. The unevenness
is presumed to be small enough, or of such a nature, as to not affect the basic
elasticity of the surface. In the subject case of rough walls, analytical results will be
compared with both aero-acoustics measurements made in multiple facilities and
large eddy simulations. All research was made possible by a recent program
sponsored by the U.S. Navy’s Office of Naval Research.
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1 Background

The subject of sound radiated by rough-wall turbulent boundary layers, and over
nonuniform surfaces in general, has been given sporadic study for many years. In
2007 a focused program to understand the essential physics of radiated sound from
rough-wall turbulent boundary layers on elastic or rigid surfaces was begun under
ONR sponsorship with a funded partnership of the Naval Surface Warfare Ctr.,
Virginia Tech, Florida Atlantic University, and the University of Notre Dame as
principal investigators. Thus multi-institution team approach resulted in a sequence
of numerical and physical models of a series of canonical rough surfaces for which
experimental numerical and analytical work was conducted. These numerical
simulations and the matching physical experiments were designed by the team
collaboration.

We will use the rough wall turbulent boundary layer as a particular example of the
more general problem of unevenness. In work prior to 2007, our knowledge base for
rough-wall turbulent boundary layer noise was under-pinned by experimental
observations in air of Hersh [19] and of Farabee and Geib [13], as well as the
analytical modeling of roughness on a rigid surface by Howe [22, 23]. Until 2007
predictions of roughness noise were constrained by the lack of a fundamental
understanding of how the roughness elements and the above boundary layer interact
to produce sound and how the elasticity of the surface beneath them modified the
sound. According to the premise of Howe [23], the roughness elements on the rigid
surface were represented as a spatial distribution of small aeroacoustic scatterers
beneath the turbulent boundary layer. It was assumed that the interstitial flow around
the roughness elements was of low enough magnitude that the flow-surface inter-
actions that might exist there were sufficiently overwhelmed by another mechanism
by which the pressure field induced by the upper flow was just diffracted by these
elements. The roughness elements in this semi-quiescent under-layer produce
pressure scattering sites to subsonically-convected hydrodynamic pressure due to the
turbulence above causing a diffuse set of dipoles at the roughness elements. In this
process the interactions are essentially inviscid and the experiments of Hersh [19],
conducted some years earlier, were used to evaluate certain numerical factors per-
taining to the incident field for which the theory was unable to account. Although the
experiments of Farabee and Geib [13], also on a rigid surface in air, expanded the
empirical database for the characteristics of wall pressure generated by roughness,
with regard to roughness noise the database did not seem firm enough to add much to
the already existing Howe-Hersh representation of the sound. So, given the data that
was reported, the Howe theory of diffraction did not appear to account for the
measured acoustic levels. Furthermore, given the measurement and numerical
capabilities of the day, the requisite measurements and associated computations
needed to fully clarify mechanisms would not have been practical.

Large eddy simulations (LES) of Yang and Wang [31–34] were conducted for a
fully-developed turbulent channelflowwith rigidwalls and regular geometric patterns
of roughness elements. The region of the flow that was most active in the creation of

2 W.K. Blake and J.M. Anderson



the roughness dipoles was that due to the turbulence-element interaction within an
inner layer of the flow. In the parallel work of Hong et al. [20, 21, 34], stereoscopic
observations disclosed 2 distinct layers which were characterized by spatial wave
number scales, either convected in the outer boundary layer or formed in an inner layer
by the roughness elements and their interstices. The general conclusion to be reached
from the combined results of Yang andWang and of Hong et al. is a view of a rough-
wall turbulent boundary layer that is made up of two layers: an inner layer that is
dominated by roughness-scale eddies and direct turbulence-element interaction, and
an outer layer dominated by a larger scale convected turbulent field for which simi-
larity rules are classically known and which is augmented over smooth wall intensity
by the roughness-activated turbulence from below. This “double-deck” structure of
roughness noise regimes is illustrated in Fig. 1, which depicts the element-dominated
flow near the wall and the outer flow with a blend region that extends from 2 to 5
roughness heights above the wall. Extension of this view to the surface forcing
suggests a wave number spectrum that contains contributions to these pressures at the
mean flow convection near k = kc, and a highwave number, for k near (kg)

−1, and a low
wave number acoustic domain caused by direct hydrodynamic lift and drag.

This view of the turbulence actually is anticipated by some of the earlier work.
The diffraction model of Howe was developed to account for the interaction of the
outer flow with the roughness elements and a local flow-spoiler model applies to
the direct roughness-scale interactions occurring at the roughness elements near the
wall. An accompanying empirical study using array-based measurement technology
undertaken by Glegg et al. [16], Glegg and Devenport [17], Devenport et al.
[10, 11], and Grissom et al. [18] and designed to support an empirical confirmation
of some of the LES results, also provided extensions to the results in the form of
measured radiated sound for larger parameter sets for other roughness distributions
and configurations than could be simulated on the computer. Additionally, exper-
imental measurements of similar scope and detail by Anderson et al. [1] provided
direct corroboration of the LES results for radiated sound from the roughness
patches that were designed to match the geometries used in the computational
simulations.

Fig. 1 Illustration of the rough-wall turbulent boundary layer suggesting a double-deck structure
of the acoustic source distribution
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The experiments also extended the results to parameter values that were beyond
those practical for computation. In turn, the computational simulations allowed the
conduct of numerical experiments that were not possible in the physical
arrangements.

This paper presents a comprehensive review of the major results of both physical
and numerical aspects of this work with extensions to the problems of elastic plates
and shells with uneven flow surfaces. The analytical formulation of Sect. 2 provides
an outline of structural response and acoustic radiation from the elastic plate with
small-scale roughness; Sect. 3 develops a forcing model specific for roughness that
is based on the collective observations made with LES and physical experiments;
Sect. 4 presents a specific analytical model result to illustrate the sound power that
might be radiated in a physical simulation using parameters that have been used
both experimentally and computationally in the past researches.

2 Analytical Formulation

2.1 Overview

With this prior work as background, see Blake and Anderson [7] and Anderson and
Blake (2013), the body of recent work provides a theory and modeling approach for
radiated sound from single protuberances and randomly distributed rough surfaces,
specifically, but straightforward extensions are possible to regular geometries of
non-uniformities, e.g. grooves and steps. As discussed in the introduction, the
double-deck structure of the sources pose a source structure of inner and outer flow
that separates mechanisms due to both direct turbulence-element interaction in the
inner layer and interaction of the outer flow turbulence pressure field with the
roughened surface including diffraction. In both cases, as far as the elastic structure
is concerned, an elemental flow-driven force Fn drives the fluid loaded plate locally
as depicted in the alternative structural model frameworks shown in Fig. 2.

Fig. 2 Fluid-structure interaction components for analytical model of the fluid-loaded plate driven
by flow over its irregular surface. a Mechanical system. b Structural-acoustic system

4 W.K. Blake and J.M. Anderson



It is assumed in the following that flow exists only on the upper side of the plate or
shell, the acoustic medium is contained always on the upper side and may be on the
quiescent lower side. The effects of surface impedance, roughness size, and statistical
roughness size distribution are to be accounted for in the model. The flow-induced
drivers of the modeled sound are depicted as due to multiple contributions: a pressure
field on the interstitial surface pressure among the elements due to the outer flow, a
dipole source strength on the elements themselves due to diffraction of the outer flow
pressure by the roughness elements, and direct element forces due to turbulence—
element interaction. The sound will be calculated as an incoherent superposition of all
three contributions, although the assumption of incoherence is really a convenience
that allows a clear presentation here, and provides a more clear separation of source
types than would otherwise be permitted. The role played by the surface to the
acoustic medium and the elements dipoles will be as a finite impedance reflector
which serves to alter the radiated sound on the flow side and create transmitted sound
to the quiescent-fluid inner space. It is assumed that the Mach number of the outer
flow is small enough that convective wave effects can be neglected in the fluid. The
theory also provides for the additional effects of structural constraints and structural
boundaries; these are provided for notionally through inclusion of a point attachment
of impedance, Zs, in our analysis. However a simple example of the roughened, fluid-
loaded, simple-supported elastic plate will be presented in Sect. 4. The roughness
elements are assumed to be rigid and rigidly attached to the structure.

The problem at hand is to calculate the sound radiated by the fluid system shown
in Fig. 1, when it is attached to an elastic plate with fluid loading on both sides as
depicted in Fig. 2. Accordingly, a system of localized and spatially-distributed
pressures and plate normal velocity, un, are determined under influence of drive
from the roughness element which imposes a localized force, Fn, on the plate at the
element. The plate is assumed to be mechanically constrained in some way; this is
conceptualized here with a point attachment of impedance, Zr, which applies a point
force Fr.

1 Distributed pressures, ps, are applied to the remainder of the (essentially
flat) surface as well. These pressures have 3 contributions: the first is imposed by
the volume distribution of pressure sources consisting of both the non-frozen
convected turbulence in the interstitial flow and in that the outer flow; the second is
due to fluid-borne (essentially acoustic) pressures emitted by both the force dipoles
in the fluid momentum at the elements in the inner layer and the forces directly-
applied by the elements on the plate; the third source is due to the fluid reaction on
the plate that is due to the out-of-plane motion of the plate, un. The combined
methods of Ffowcs Williams [14, 15], Powell [28], Maidanik and Kerwin [27],
Blake [5], and Skelton and James [29] are used to determine the generalized Fourier
transform in frequency, x, and planar wave number, k1,3, where k1 is streamwise
and k3 is transverse. We consider here the acoustics of a flat supported plate, but the

1 Note that depending on the lateral correlation length of the surface pressure on a forward or
backward-facing step, see Sect. 5, one may require adjustment of these results to a line rather than
a point force response.
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analysis is straightforwardly transformable to other geometries as desired. All the
acoustic sources in the turbulence of the fluid medium and the flow-element forces,
Fn, are assumed to be unaffected by the motion of the elastic surface. First, ignoring
the effect of the stiffener, (i.e. letting Zr = 0) the solution for the spectrum of sound
pressure, Urad y;xð Þ, above the plate due to a patch of Nelements, as illustrated in
Fig. 3, is (see Blake and Anderson [7] for detail)

Urad ~y;xð Þ � Uquadrupole ~y;xð Þ þ 1þ R ~k;x
� ��� ��2 ko

4p~y�~xj j
� �2

� � � �

� � � � Nelements Uf 1 xð Þ cos2 u sin2 hþ Uf 3 xð Þ sin2 u sin2 h
� �þ � � �

� � � þ 1� R ~k;x
� ��� ��2 ko

4p~y�~xj j
� �2

 !
� � � �

� � � � 4 � NelementsUf 2 xð Þ þ Zrg ~xað Þ
1þ Zrg 0ð Þ
� �2

Us1 ~k1;3 ¼ kp;x
��� ���	 
 !

cos2 h

ð1Þ

In this expression, Uquadrupole y;xð Þ is the net quadrupole sound from the tur-
bulence swarm above the plate, ko is acoustic wave number, x=co, / and h are
spherical coordinates with h measured off the normal to the plate and / ¼ 0 the
flow direction looking downstream. The spectrum Us1 k1;3;x

� �
is the blocked

pressure spectrum on the surface. The coordinate in the patch of Nelement roughness
elements is x on the plate, and y is the off-plate observer location, which is assumed
to be in the far field with |y| ≫ dimension of the patch. R k;xð Þ is the reflection
coefficient from the plate:

Rð~k1;3;xÞ ¼ Zsð~k1;3;xÞ þ Zflð~k1;3;xÞ � Zf uð~k1;3;xÞ
Zsð~k1;3;xÞ þ Zfuð~k1;3;xÞ þ Zflð~k1;3;xÞ

 !
ð2Þ

and

~k1;3 ¼ ðko cos/ sin h; ko sin/ sin hÞ ð3Þ

is the acoustic trace wave number in the plane of the plate.

Fig. 3 Coordinate system
used for expressing sound
radiated from a roughness
patch on a planar wall
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The expressions for the fluid and structural impedances are

Zfuðk1;3;xÞ ¼ qocoð Þu
kouffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2ou � k21;3
q and Zflðk1;3;xÞ ¼ qocoð Þl

kolffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2ol � k21;3

q ð4Þ

and

Zsðk1;3;xÞ ¼ qshx � Zðk1;3;xÞ ð5Þ

With Zðk1;3;xÞ representing the frequency-wave number behavior of the structure
in vacuo. We leave this impedance in this general form because specific evaluations
will be outside the scope of this paper. What is relevant is the scaling on structural
mass density mass as expressed by the leading term qshx, where h is plate thickness.

The case of a rigid plate is that for which Zf =Zs ¼ 0. In the context of our
double-deck fluid model, the quadrupole sources, T and Ti, are due to the net effect
of the non-frozen convected upper-layer and interstitial turbulence as would be
included in application of a Chase-type [8] model for the quadrupoles. The dipole
strengths include the diffraction-loading on the elements due to interaction with
imposed pressure from the outer flow as would have been predicted by Howe [23]
and, more recently, Glegg et al. [16], Glegg and Devenpor [17], plus the directly-
applied flow-element forces that constitute the roughness-scale inner flow. It is this
force mechanism that also drives the plate directly as a “rain-on-the-roof” stochastic
forcing. All space-time characteristics are, of course embedded in the natures of the
transforms in ðk1;3;xÞ.

The contribution due to the induced force dipole from the structural attachment,
which also conveniently represents the notional effect of constraining boundary
conditions, is

Urad;attachðk1;3 ¼ kp;xÞ ¼ Zrgð~xaÞ
1þ Zrgð0Þ
� �2

Us1ðk1;3 ¼ kp;xÞ ð6Þ

and the net “blocked” pressure spectrum on the surface of the plate from all con-
tributions is of the form

Us1ðk1;3;xÞ ¼ Uquadrupole

� 
rigid

þ � � �

� � � þ Nelements

2pð Þ4 Uf2ðxÞ
sin k1h=2ð Þ sin k3h=2ð Þ

k21k
2
3h

2
�
4

þ � � �

� � � þ Nelements

2pð Þ4
k21 � Uf1ðxÞ þ k23 � Uf3ðxÞ

k20 � k21;3

ð7Þ

where Uf 1ðxÞ, Uf 2ðxÞ, and Uf 3ðxÞ, are stream-wise, normal, and transverse force
frequency-spectra on the elements, respectively. The explicit functional form
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appearing in the second component of Eq. (7) arises by assuming a square base of the
roughness element of dimension h. The rigid-wall form of Eq. (1) is

Uradð~y;xÞ ¼ Uquadrupoleð~y;xÞ þ � � �

� � � þ 4
ko

4p~y�~xj j
� �2

Nelements Uf 1ðxÞ cos2 / sin2 hþ Uf 3ðxÞ sin2 / sin2 h
� �

ð8Þ

Equations (1) and (8) are the essential results for this section. They show the
essential components of the sound and clarify the specific roles of surface imped-
ance in weighting the roles of the structure both as reflector to hydroacoustic
sources and scatterer due to structural inhomogeneity. When the surface is essen-
tially rigid, Zs ≫ Zf, then Eq. (6) gives a classical result that the sound is con-
centrated to the plane of the plate, h ¼ p=2; normal dipoles being relegated to
quadrupole rank of order (kokg)

2 times the dipole components due to specular
reflection at the plate surface where kg is the height of protuberance or spoiler. The
quadrupole term includes contributions from both the outer flow and the interstitial
flow in the inner flow, but sustained by the essentially flat sections of the wall
particularly interstices. The dipoles contain both the direct flow-induced inner-layer
forces as well as the diffraction-induced forces caused by element scattering of
outer-flow hydrodynamic scale pressures.

2.2 General Characteristics of Acoustic Response

In this section we consider the intrinsic structural-acoustic response characteristics
that are common to all elastic structures with an attached spoiler dipole. For illus-
tration and to baseline parameters for discussion, we consider a plate-fluid system in
which a fluid dipole is just above the plate and oriented with its axis to 45° relative to
the plate plane. This is a dipole couple that, therefore, consists of equal in-phase
dipoles, one normal to the plate plane, the other parallel to it. At one extreme of
structural parameters, when the plate is effectively rigid, i.e. Zs≫ Zfu and Zfl in Eq. (2),
R k;xð Þ ¼ þ1, and all terms in Eq. (1) except the first 2 vanish leaving a sin2θ
directivity pattern. This is illustrated by the polar wave number-azimuth plot in Fig. 4
for the sound field in the upper-half fluid region above the plate and a force dipole of
unit strength representing a single roughness element aligned 45° with the surface.
The null in the acoustic radiation at 0° is due to the nearly exact extinction of the
normal (“lift”) dipole component by the acoustic reflection of the plate. This is the
case of aeroacoustic application, particularly as typically encountered in wind tun-
nels, where the surface that supports the turbulent boundary layer is rigid.

In the opposite extreme of the same dipole attached to an effectively transparent
(R = 0) elastic plate with fluid on both sides, depicted in Fig. 5, the acoustic field
can change substantially. The plate is now not a perfect reflector of the surface
irregularity’s dipole. Since the plate is assumed to be infinite, and since the plate’s
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response is below its acoustic coincidence frequency, there are no resonance effects
depicted in this example. The null in the radiated sound in the upper fluid, x2 > 0,
has now shifted to be aligned with that of the original dipole. Below the surface in
the quiescent fluid, x2 < 0, the null in the radiated sound shifts 180° in accordance
with the directivity of the exciting dipole. All the calculations in Figs. 4, 5 and 6
were made for the dipole’s strength set to Uf 1ðxÞ ¼ Uf 2ðxÞ ¼ 1, and all plots of
the sound are to the same scale and reference value. Therefore, comparison of the
figures shows that the values of radiated sound on the main lobe of directivity are

Fig. 4 Wave number-azimuth plot of sound radiated above an effectively-rigid surface which
supports a force dipole at h ¼ 45� to the plate-normal

Fig. 5 Acoustic radiation to the fluid above, x2 > 0, (a) and below, x2 < 0, (b) a single roughness
element above an Aluminum plate 1.25 cm thick as in Fig. 3, The dipole is oriented to 45° of the
plate normal. Both plots show the wave number-azimuth characteristics and the sketches below
show the directivity pattern of the dipole showing its resolution along the coordinate (x1, x2) axes
and the resulting highlight zones. These lie along the ±45° axes. The calculation is made for an
Aluminum plate, h = 1.252 cm, in water
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generally comparable in all cases shown. However, on the upper side, as the plate
impedance increases at higher frequencies the directivity fills in due to contribution
from direct reflection of the dipoles on this side. Essentially, at other frequencies the
sound on both sides of the plate is due to the acoustically-slow bending waves
induced on the plate by the direct drive from the attached dipole force element. We
shall see that the characteristics of plate response in this region of frequency will be
changed by the presence of boundaries and structural attachments.

Figure 6 shows another case depicting a transition between transparent and
reflective behavior, depending on frequency. In this case the plate might be Alu-
minum or glass reinforced composite plate with a thickness of h = 0.038 mm in air.
In this case as the inverse of the fluid loading factor, which is defined as

b�1 ¼ msx=qoco ð9Þ

transitions from 2 to 3, the plate’s response shifts from transparent (heavy fluid
loading) to reflecting (light fluid loading). We shall return to this point later when
we examine a more specific example of the roughness-driven aeroacoustic response
of a finite plate in air. Equation (6) shows that the contribution of sound radiated by
the structural supports or attachments to the plate is proportional to the spectrum of
the blocked pressure on the surface. This pressure is essentially that on the rigid
wall and is of the form given by Eq. (7). In the next section we will develop the
nature of this spectrum as generated by hydrodynamically subsonic flow.

Fig. 6 Acoustic radiation to the fluid above the plate-roughness system, x2 > 0 of Fig. 3, for a
dipole oriented to 45° of the plate normal. The plot shows sound level on the upper (flow) side of
the plate as function of fluid loading factor and azimuth. The highlights shift in angle as the
frequency is increased
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3 Forcing Functions for Walls with Distributed
3-Dimensional Roughness

3.1 Dipole Source Strengths and Construction of a Spectrum
for Blocked Wall Pressure

3.1.1 Results of Large Eddy Simulations

The LES results of Yang and Wang [31–34] used simulations of geometric patterns
of 40 hemispheres and cubes arranged in body-centered patterns on a wall of a
turbulent channel flow as illustrated in Fig. 7. The results include the calculation of
forces on the individual elements, space-time correlations of those forces, and
radiated sound. Among other configurations, they used a roughness patch of 40
elements (10 transverse rows of 4 elements each) for which it was found that the
sound could be characterized by 40 statistically independent roughness dipoles
lying in the surface. The strengths of the dipoles were found to vary slightly (say by
3 dB, maximum) row by row with distance from the leading edge, but downstream
of the first row the dipole strengths had a nearly fixed value. The outer flow of the
roughness elements appeared in the simulation to be fed by large-scale disturbances
ejected from the interstitial flow among the roughness elements.

The viscous-scaled roughness size, kþ ¼ kgUs
�
m, is*168 for these calculations.

The sound was wholly due to direct flow-element interaction that included contri-
butions from both upstream roughness scale turbulent flow and wakes generated by
the elements, not diffraction, Yang andWang [31]. Within limits it was found that the
mean square forces on all elements were comparable even though differences did
remain between elements in the first row compared with those downstream. Figure 8
shows a comparison of the spectra of forces on an individual element and in the
population downstream of the first 4 rows for the three roughness shapes.

Fig. 7 Large eddy simulation set-up, Yang and Wang [31–34]. Note h = kg in this subsection

The Acoustics of Flow over Rough Elastic Surfaces 11



Forces exerted on the cube and cylinder elements significantly exceed those on the
hemispherical elements at normalized frequencies above 0.3, with only slight dif-
ference between transverse and stream-wise forces on the cubes. Figure 9 compares
the exact calculation of sound by Yang et al with spectra of sound using Eq. (10) in a
flyover plane 45° off the plane normal to and downstream of the center of the patch.
The points represent results obtained using large eddy simulation, the lines were
obtained using analytical expressions for the force spectra using a curve fit expres-
sions for the results of Fig. 8. For example, the one for cuboid elements is Eq. (11) of
the next section. The model for the radiated sound as Eq. (8) with the direct

Uradð~y;xÞ ¼
ZZ

S
4

ko
4p~y�~xj j
� �2dNelements

S
x � � �

� � � Uf 1ðxÞ cos2 uð~x;~yÞ sin2 hð~x;~yÞ
�

þUf 3ðxÞ sin2 uð~x;~yÞ sin2 hð~x;~yÞ
�
dSð~xÞ

ð10Þ

Fig. 8 Non-dimensionalized
spectral density of net, per
element forces obtained by
large eddy simulation in air
for Uo = 13.7 m/s; Yang and
Wang [31–34]

Fig. 9 Calculated frequency spectral density of sound pressure emitted from LES flow over cube
and hemisphere roughness patches comparing the result of Yang and Wang [34] with relationships
of this paper; in air for Uo = 13.7 m/s; the Curle-Powell relationship for dipole sound was used to
calculate the sound
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quadrupole sound ignored giving Eq. (10). Also ignored are row-by-row variations
in the forces in the implementation of Eq. (10). In this form, the location of the field
point~y in the roughness patch is not in the geometric far field of all points~x on the
surface. Thus the integration includes the coordinate-accurate polar and azimuthal
angles between each element of integration in the plate plane and the observer’s
field point. Furthermore, the force spectrum has been assumed to be independent of
position in the patch. Clearly the calculated sound spectra in Fig. 9 for the two
roughness types follow differences in the force spectra in Fig. 8. Subject to these
statistical approximations we have introduced the concept of a distributed mean
spectral density per roughness element in Eq. (10).

3.1.2 Results of Physical Experiments

The companion aeroacoustic experimental programs conducted as part of the study.
The first of these was conducted in the NSWCCD anechoic flow facility Anderson
et al. [1] and the second in Virginia Tech’s facility Grissom et al. [18], Devenport
et al. [10, 11]. Both of these studies provided radiated sound from turbulent-flow
roughness patches on rigid surfaces within anechoic environments. These experi-
mental studies were designed collaboratively with the LES team and discussed in
detail by these references and summarized by Anderson and Blake [3]. In addition
to general corroboration of the numerical simulations, these experiments substan-
tially extended the application of knowledge gained for sound from rough-wall
turbulent boundary layers.

Figure 10 shows a pair of example spectra of sound radiated from a patch of
cubes: 0.17 in. on a side separated stream-wise and transversely by 1 in. for 8 × 32
elements arranged in a body-centered pattern. The sound was measured at a sideline
microphone in the wall approx 0.7 m transversely from the center of the patch at

Fig. 10 Measured radiated sound from an 8 × 32 element patch in air compared with estimates
using Eq. (1) for the large patch of cubes, neglecting the quadrupoles, for an observer to the side
line of the patch a distance 0.7 m to the right hand side of the flow direction. The lines were
calculated with Eq. (10) using Eqs. (11) and (12) for graphs (a) and (b) respectively.
a Measurement and sound calculated with LES force spectrum, Eq. (11). b Measurement and
sound calculated with inferred force spectrum Eq. (12)
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multiple tunnel speeds and is shown in both the right and left of the figure, see
Anderson et al. [1] for detail. The calculated sound is obtained using Eq. (10) and
alternative analytical functions for the force spectra: either Eq. (11) on the left or
Eq. (12) on the right. On the left the force spectrum is that provided by LES
computation already shown the cuboids in Fig. 9. On the right the comparison is
made with a force spectrum that was derived specifically to fit the results at 92 ft/s
and used to calculate other speeds. This spectrum model will be referred to as the
high Reynolds number (“HiRe”) force regression and the former the “LES” force
spectrum which was for the lowest Reynolds number of the physical experiment.
Recall that the LES results for both the sharp-edged cube and sharp-edged cylin-
drical elements provided similar force spectra, recall Fig. 8. The designation as a
“high Reynolds number” force regression is so-named because of its determination
by the higher Reynolds number measurement in the experiment compared with the
LES case. Examination of Fig. 10a shows that the LES force spectrum is in closer
agreement by shape, although *4 dB lower, compared with the measured sound at
45 ft/s than it is at the highest speed. Conversely, Eq. (12) gives better agreement
with data at high velocity shown in Fig. 10b. The “LES” regression is

Uf ðf Þ � Uo=kg

qoU2
ok

2
g

h i2 ¼ 6:055� 10�4

1þ 101:3ðfkg=UoÞ2 þ 2;632ðfkg=UoÞ6:15
ð11Þ

and the “HiRe” regression is

Uf ðf Þ � Uo=kg

qoU2
ok

2
g

h i2 ¼ 81� 10�4

1þ 375ðfkg=UoÞ2 þ 1;646ðfkg=UoÞ5
ð12Þ

Figure 11 shows the radiated sound nondimensionalized on the measured wall
pressure spectrum for roughness patches that include measurements from Anderson
et al. [1] and Devenport et al. [10, 11]. The ordinate uses local free-stream Mach
number, roughness size, number of elements, and range from the center of the
roughness patch to the observer used in each measurement, i.e.:

UradðxÞ
UwallðxÞðUo=coÞ2Nelementsðkg=RÞ2

ð13Þ

This form of non-dimensionalization was introduced in earlier papers by Blake
et al. [6], Anderson et al. [1], and Devenport et al. [10, 11] and isolates the essential
dependence of the radiated sound on the dipole strengths of the roughness elements.
The ratio ignores any differences in directivity since the measurements in both
facilities were on or within 45° of the main lobe of directivity in the far field of the
roughness patch. The straight diagonal line in the figure is a theoretical line, � k2o,
drawn using a regression for the empirically inferred proportionality between fre-
quency spectra of element force, Uf xð Þ, and wall pressure spectrum Up xð Þ, given
below in Eq. (14)
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Uf ðxÞUo=kg

qoU
2
ok

2
g

h i2 ¼ 4
UpðxÞUo=kg

qoU
2
o

� �2 ð14Þ

where the wall pressure spectrum is measured between elements. The dependence as
ko
2 is a direct consequence of the dipole radiation mechanism being dominant as in
Eq. (8) vs. Eq. (10). The close trend of all the experimental results to this line also
points to the efficacy of Eq. (14) in (at least roughly) characterizing the dipole source
strength of the roughness. The spread in the dimensionless values shown is likely due
to 3 factors. First as noted above, although measurement field points in the experi-
ments of Devenport et al. and Anderson et al. were above the surface and not in the
fly-over plane of the roughness patch, they were not made at the same field points in
directivity h;/ð Þ. Second, Eq. (11) represents an approximation to the force spectra
on the elements. Third, variability at frequencies above roughlyxkg=U[ � 2pmay
be due to diffraction of hydrodynamic wave numbers by the roughness elements as
scattering sites. Forth, the flow in the interstitial region of the roughness is
inhomogeneous making a clear definition wall pressure spectrum there difficult. As
discussed by Devenport et al. [10, 11] the breakpoint in measured sound occurring in
the vicinity ofxkg=Uo ¼ 1 to 10 is a consequence of the geometric scale equivalence
between hydrodynamic wave length and roughness element dimension.

The dotted lines in the figure represents 2 asymptotic relationships for the dif-
fraction-generated contribution due to the pressure field of the outer flow scattering
off roughness elements as predicted by Howe’s [22] diffraction model. The fre-
quency in this graph is normalized on the geometric roughness size and free stream

Fig. 11 The radiated sound nondimensionalized on the measured wall pressure spectrum for a
series of roughness patches that include measurements from Anderson et al. [1] and Devenport
et al. [10, 11], and Smith et al. [30]
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velocity. For dimensionless frequencies below unity, the scattering is determined by
element interaction with hydrodynamic pressure induced by upper-layer turbulence
as compact dipoles where flow velocity determines the spatial scale of the pressure
component interacting with the roughness element. At higher dimensionless fre-
quencies the scattering elements are not hydrodynamically-compact and this causes
the diffracted component to flatten as shown. In applying the diffraction theory of
Howe [22], Chase’s factors for boundary layer-induced wall pressure were used but
numerically altered to match parameters of the rough wall boundary layer. The
measurements shown in the figure were obtained over a wide range of roughness
Reynolds numbers kg

+. This plot suggests that the diffraction contribution from the
rough wall forms a lower bound threshold above which is a contribution due to the
direct flow-element interaction forces. Note that in the work of Glegg and
Devenport [17] the diffraction contribution was indicated to be dominant for 2
dimensional small kg

+ wavy walls, however where coherent scattering of kc wave
numbers from the 2d pattern of riblets created patterns in the radiated sound.

At very low wave numbers bounded by the acoustic wave number in the fluid
medium there is a contribution due to sound emitted from forces on the elements
propagating along the plate surface, this is labeled as the dipole acoustic region in
Fig. 12. Superimposed on these two contributions is one that is due to the direct
flow-element interaction forces that are applied to the plate in the normal direction.
The wave number spectrum of this contribution is limited by the size of the
roughness projected on the plate surface and is marked in Fig. 12 as 2p=kg.

The illustrations in Fig. 13 compare the calculated wall pressure spectra for the
rough wall to that of the smooth wall using reasonable parameters listed in Table 1
for the boundary layer. The boundary layer displacement thicknesses are taken as
identical to both wall types to eliminate that parameter from the comparison. What
separates the rough from the smooth wall in the illustration are the wall shear stress
coefficient, Cf, and the roughness size, kg, because both of these determine the

Fig. 12 The “blocked” wall pressure on the rigid wall: the wave number-frequency spectrum
function of rigid-wall surface pressure
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strengths of the momentum dipoles attached to the roughness elements. The
hydrodynamic subsonic component is calculated using the expression of Chase [8]
using parameters for the rough wall appearing in Blake [4] for smooth and rough
walls. The pressure spectrum for the rough wall was used in the simulations of
elastic response that will be discussed in Sect. 4. Note that the range of kxkg shown
in Fig. 13b is less than 2p so does not show the fall-off at high wave numbers
shown for the direct forcing in Fig. 12.

4 An Illustration of Acoustic Response of a Simply-
Supported Plate with Irregular Surface

We assemble the results of the previous sections using, as an example, the sound
from a flow-driven rough rectangular elastic panel. We consider the rectangular
panel to be roughened with a uniformly random distribution of small elements that
extend over a larger planar region that supports the panel and forming a rough-wall
turbulent boundary layer. The problem of forced vibration of a simply-supported
flat plate solved via modal expansion is a classical way for illustration of the
dominant behavior mechanisms often modeled by other techniques in engineering

Fig. 13 Examples of the “blocked” wall pressure on rigid smooth and rough walls; a comparison
of smooth and rough wall cases normalized on d�, b the contributions of the rough wall pressure
spectrum normalized on kg. For this example the acoustic wave number is kod

� ¼ 0:1 or
kokg = 0.027

Table 1 Illustrative
properties of rough and
smooth wall turbulant
boundary layers

U 29.9 m/s

d� 3.2 mm

cf, smooth 0.0024

kg 0.95 mm

Cf, rough 0.0136
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use. The method, developed originally by Lyon [26] and Dyer [12] is well-known
and described elsewhere; see e.g. Blake [5] and Skelton and James [29].

Assume now that the plate isolated in Fig. 3 is actually a panel of dimensions L1
and L3 of a larger stiffened structure. We assume that this panel can respond
independently of all others and that the remainder of the structure acts as a rigid
acoustic baffling surface. Equation (1) provides all the contributions to the sound
emitted by this plate element. The first term represents the quadrupoles (soon to be
neglected compared with all the others for this low Mach number case), the second
term accounts for the direct radiation from the flow dipoles associated with the
Nelements of roughness on the plate, and the third term represents the sound from
the forced vibration. So under the assumption that the distance from the observer to
the plate center, r, satisfies the restriction that r ≫ L1, L3, this problem Eq. (1) takes
on the form

Uradð~y;xÞ � Uquadrupoleð~y;xÞ þ 1þ Rð~k;xÞ�� ��2 ko
4p rj j
� �2

� � � �

� � � � Nelements Uf 1ðxÞ cos2 u sin2 hþ Uf 3ðxÞ sin2 u sin2 h
� �þ � � �

� � � þ UVibð~y;xÞ
ð15Þ

where

UVibð~y � xÞ
UppðxÞ ¼

X
m;n

Uradð~y;xÞ½ 	m;n
UppðxÞ ð16aÞ

Uradð~y;xÞ½ 	m;n¼
qoco
msx

� �2 k2o
2p rj j2
" #

Uppð~km;n;xÞ 2pð Þ2
Ap

" #
Sm;nð~c1;3Þ
�� ��2
Zðkm;n; koÞ
��� ���2 ð16bÞ

is the contribution to the sound from the flow-induced vibration with Upp xð Þ the
auto-spectrum of wall pressure between the roughness elements. The various fac-
tors appearing in Eq. (16) are the trace wave numbers in the plane of the plate,

�c1 ¼ ko sin h cosu;�c3 ¼ ko sin h sinu ð17Þ

the Fourier wave number transform of the mode shape of the m, n mode

Sm;nð~km;nÞ ¼ 2kmknei k1L1þk3L3ð Þ=2 1� ð�1Þmeik1L1� �
1� ð�1Þneik3L3� �

k2m � k21
� �

k2n � k23
� �

" #
ð18Þ
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the impedance function for the plate, also evaluated at the trace wave number,

Zðkm;n; koÞ ¼ km;n
kp

� �4

þigm;n
km;n
kp

� �2

� 1þ q0co
msx

koffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2m;n � k2o

q
2
64

3
75

2
64

3
75 ð19Þ

as well as assorted physical parameters fluid density, qo, and sound speed, co, and area
density of plate material, ms. For the simply-supported plate, the modal wave num-
bers are, respectively, mp=L1, and np=L3. Ap = L1L3. The wave number of blocked
surface pressure is as given by Eq. (7) and is illustrated in Figs. 12 and 13. The last
term of interest is the reflection coefficient, R k1;3;x

� �
; this was given by Eq. (2) and

it, too, is evaluated at the trace wave number of the acoustic medium on the plate.
Figure 8 shows that for a given roughness geometry, to acceptable accuracy, say

3 dB in representing the measured dipole strengths of the rough surface on the rigid
wall with the theory, the forces in all three vector directions (normal, transverse,
and stream-wise) may be taken as effectively equal, and that the autospectrum of
these forces is related to the autospectrum of wall

Uradð~y;xÞ
UppðxÞ �

X
m;n

Uradð~y;xÞ½ 	m;n
UppðxÞ þ � � �

� � � þ 1þ Rðko; kpÞ
�� ��2 cos2 u sin2 hþ sin2 u sin2 h

� �h
þ4� 1� Rðko; kpÞ

�� ��2cos2 ui� � � �

� � � � Nelements

koL1
4pR

� �2 UFFðxÞ
L21UppðxÞ
� �

:

ð20Þ

pressure in the roughness interstices by Eq. (14) so that the blocked pressure
excitation spectrum is usefully represented in proportion to Up xð Þ. The radiated
sound from the flow-excited vibration normalized on Upp xð Þ is given by the
expression.

Figure 14 illustrates all contributions to this expression for a flow-excited plate
with fluid on both sides in the context of 2 example plates. These examples are
selected because they are identical to those considered experimentally and analyti-
cally byDavies [9] for a smooth wall. At that time an analytical approach, basic to that
used here, was validated by experiment, See Davies [9] and Blake [4]. This calcu-
lation used the structural parameters of Davies experiment and the geometric
arrangement of Yang et al.’s 40-element roughness pattern scaled to the size in
Table 1. The analysis includes all direct acoustic radiation source components and
contributions from plate response to this notional structure and rough-wall turbulent
boundary layer. The figure shows that modal response to the normal forcing from the
elements controls the low frequencies whereas the directly radiated sound from the
fluid dipoles contributing to these forces accounts for the sound at higher frequencies.
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The example uses the rough wall parameters in Table 1 and the plate area is
defined by L1 = 0.2792 m and L3 = 0.3299 m. These calculations illustrate that the
msx=qoco � 2� 3 limit for vibration-controlled sound may be too restrictive for
finite-plate modal response and may extend to somewhat higher values. At low
frequencies, sound will be dominated by flow-induced vibration while at higher
frequencies above this transition value, sound will be dominated by surface dipoles
as modified by surface reflection from plate as an effectively-infinite structure. At
all frequencies, both transverse and normal dipoles will contribute to driving the
plate-fluid system.

5 Conclusions

In this paper, we have constructed a general model of the sound emitted by flow
over either elastic or in-elastic surfaces. In the case examined of the elastic wall
with surface irregularities, the excitation of the plate is by a superposition of direct
forcing by the flow-driven forces on the protuberance and acoustic pressures due to
the dipoles of the fluid unsteady momentum around the protuberance. Radiated
sound is a superposition of both direct dipoles and elastic response. The roles of the
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Fig. 14 An example calculation of sound from the combined direct and reflected dipoles, and
induced vibration in heavy fluid on 2 sides. The directly radiated sound from the transverse and
normal force components on the roughness is evaluated at the angles of maximum acoustic
response. Sound is calculated on the flow side of the 0.076 mm thick steel plate in air
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structure’s fluid loading parameter, qoco=msx, and of the acoustically-scaled
dimension koL of the elastic region of a flow-driven surface has been clarified in this
process for which the turbulent boundary layer has 2 physically-different source
mechanisms. What differentiates the elastic surface from the rigid wall, particularly
at low free-stream Mach number, is the importance of the surface-normal forces on
the elements. For low Mach number flow these normal forces provide the excitation
of the elastic surface that are made essentially extinct in the rigid-wall case by
perfect reflection from the surface. The role of finiteness of extent of the elastic
surface, or of attachments, comes as the modal response for which modeling
approaches have been well-known for many years. This contribution from flow-
excited vibration, though dominant for the smooth wall, is shown here to be rela-
tively irrelevant in the case of the rough or irregular wall when qoco=msx is
sufficiently small.

Although the discussion presented herein makes specific reference to the rough
wall, the analysis presented here was introduced as being relevant to all manner of
wall with geometric imperfections and irregularities. The LES work of Yang and
Wang [31–34] on rough walls and, for example, of Ji and Wang [25] for walls with
forward-facing steps supports this general picture of dipoles as common physics of
the flow source contributions for walls with geometric unevenness that fit the notions
portrayed in Figs. 1 and 2 of this paper. Those results disclose an inner flow which
generates the essential dipole system at the step that lies beneath an outer flow which
generates sound by diffraction. The experimental observations of Hong et al. [20, 21]
for rough walls would seem to suggest this double-deck structure for the broader class
of turbulent boundary layers over generally-uneven surfaces. The major differences
among walls with differing surface irregularity shapes seems to lie principally in the
spatial dimensionality of wall pressure statistics and relative orientations with respect
to the flow direction of the flow dipoles that are generated. These, in turn, are
determined by the interaction of inner and outer flow dynamics which determine the
relative strengths of the vector dipoles on the surface. The surface structural acoustics
then determines how these dipoles are filtered to create the sound.

The focus in specifics in this work involved sound from rough patches made up
of geometrically-regular grids of roughness elements for which all elements were
nearly the same size. Although this selection of geometry maintained a geometric
similarity across the three component researches of this study, the results beg the
question of what might happen if the roughness elements were of a more random
nature in size and spacing. In spite of this we now have a much clearer view of the
multitude of physical processes taking place within the boundary layer and how
those processes produce sound. With such knowledge, a systematic approach could
be developed that provides structure to the calculation and scaling of sound for both
aeroacoustic and hydroacoustic engineering applications.
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Part I
Source Characterization

Predicting the vibroacoustic response of a structure under turbulent wall-pressure
fluctuations requires turbulent boundary layer (TBL) frequency or wavenumber
spectra. These wall-pressure characteristics are commonly obtained using empirical
or semi-empirical models, which are usually based on large experimental databases.
Unfortunately, these TBL models are accurate only for a few simple configurations.
Only numerical simulations can address complex geometries, as in real transpor-
tation systems, with a broad range of speeds. Alternatively, TBL characterization
can be carried out through specific experimental setups, which are extremely
expensive.

This section reports many attempts to compute auto- and cross-spectra of wall
pressure fluctuations using computational fluid dynamics. Use of the Large Eddy
Simulation (LES) method to simulate large-scale turbulent eddies, combined with
that of the Reynolds Averaged Navier–Stokes (RANS) method for smaller turbu-
lence, is discussed. Attention is also paid to Direct Navier–Stokes (DNS) simulation
and Hybrid RANS-LES methods. In addition, we analyze the importance of pres-
sure gradients, which decelerate or accelerate the flow, on the TBL shape and wall
pressures.

Moreover, the complexity and the relevance of experimental measurements are
considered in this section. New measurements, also dealing with supersonic TBL
flow wall pressures, are presented and the need for more experimental investiga-
tions is highlighted. Finally, we present a simulation of turbulent synthetic jets, for
industrial applications, compared to some experimental results.



Spectral Properties of Wall-Pressure
Fluctuations and Their Estimation
from Computational Fluid Dynamics

Daniel Juvé, Marion Berton and Edouard Salze

Abstract The various methods to obtain 1-point and 2-point statistical properties
of wall-pressure fluctuations from CFD are described and discussed. If only aver-
aged flow quantities are available through Reynolds Averaged Navier Stokes
computations, empirical models or sophisticated statistical modeling have to be
used to estimate wall-pressure spectra and spatial correlations. While very useful at
design stage, their applicability to complex flows or geometries seems quite limited.
Considering the rapid growth of computational power, it seems clear that the main
pathway for the near future is to rely on time-dependent flow simulations, typically
Large Eddy Simulations, and to estimate the pressure statistics through a posteriori
signal processing. It seems also possible, at the moment only for relatively high
Mach number flows, to estimate not only the hydrodynamic part but also the tiny
acoustic contribution. Examples of computations of this acoustic contribution to
wall-pressure are given together with related experiments.

1 Introduction

Estimating the statistical properties of the wall-pressure fluctuations induced by a
turbulent flow is a necessary step to predict the vibroacoustic response of a struc-
ture. Typical examples are found in transportation systems, with a range of speeds
varying from a few meters per second (for marine applications) to several hundred
of meters per second (for aircraft applications). Classically, frequency spectra as
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well as wave-number spectra are obtained using empirical models in which the
global parameters of the flow enter and are evaluated using semi-analytical models
(for example the boundary layer thickness is estimated using a simple flat plate
formula). For the more complex geometries encountered in real configurations, it
seems logical to rely on numerical simulations to obtain the required information.
Today, Reynolds Averaged Navier Stokes (RANS) computations are performed
routinely and are able to estimate accurately the global flow parameters at a rea-
sonable computational cost. One important question is then: are the classical
empirical models used to estimate the wall pressure statistical properties sufficient
to predict for example the excitation of structures by flows under the influence of
favorable or adverse pressure gradients or by detached flows induced by geomet-
rical singularities of the surface?

To obtain more versatile models it seems desirable to rely more on numerical
simulations at an earlier stage. Various approaches are possible depending on the
nature of the numerical simulations. If only RANS simulations are available, a
statistical model can be constructed in order to estimate the pressure spectra from
the relatively poor information given by the RANS approach (typically a local value
of the kinetic turbulent energy and of the dissipation rate). If unsteady computations
are performed (such as Direct Numerical Simulations -DNS- or Large Eddy Sim-
ulations -LES-) a direct estimation of the time-evolution of the pressure fluctuations
is possible from which statistical properties can be deduced by signal post-pro-
cessing. Even with time-dependent simulations, a final and important difficulty
persists if it is desirable to obtain not only the hydrodynamic contribution to wall-
pressure but also the acoustic (compressible) contribution. In this case high fidelity
compressible simulations are to be performed, and this is a particularly difficult task
for low Mach number flows.

In aeroacoustics all these methods have been developed over the years and
nearly routine unsteady computations are now performed to compute for example
the noise generated by subsonic and supersonic aircraft propulsive jets [4, 5]. While
the situation is clearly more difficult for wall bounded flows, such computations are
already feasible for a number of applications or they will be feasible in a near
future, due to the combination of rapidly growing available computational power
and to the implementation of the high fidelity algorithms used in aeroacoustics.

In this paper we will give a short (and of course incomplete) review of the
various approaches used to estimate wall pressure statistical properties with some
illustration of today possibilities and shortcomings.

2 Fluid Dynamics and Wall-Pressure Fluctuations

To begin with, it may be useful to recall why the estimation of wall-pressure
fluctuations is much more complicated than the determination of mean and tur-
bulent velocity profiles.
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The equations governing the flow are of course the Navier–Stokes equations.
They are given by (we limit ourselves to incompressible flow for the moment):

oUi

ot
þ Uj

oUi

oxj
¼ � 1

q
op
oxi

þ m
o2Ui

oxioxj
ð1Þ

where U is the time-dependent local flow velocity, p the time-dependent local
pressure, and q and m the fluid density and kinematic viscosity.

It is natural to introduce the Reynolds decomposition of any time-dependent
field as the sum of a mean part and a fluctuating part:

Ui ¼ �Ui þ u0i; p ¼ p0 þ p0

It is easily shown that the fluctuating pressure is then solution of a Poisson
equation:
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The RHS of this equation can be considered as a forcing term involving the
product of the gradient of the mean and of the fluctuating velocity and the double
divergence of the centered product of velocity fluctuations; in other terms the sum
of a linear contribution with respect to fluctuating quantities (or shear noise) and a
non linear one (or self noise). Formally the solution of this equation can be written
as the convolution product of the source term (ST) with an appropriate Green’s
function G:

p0 ¼ qG� ST ð3Þ

In the presence of a flat plate (regarded as infinite), G is chosen as the half space
Green’s function

G ¼ 1
2p

1
x� yj j ð4Þ

These formula emphasize the fact that the pressure at a given point depends on
the whole velocity field around it, with a weighting function decreasing only slowly
with the distance between the source and the receiver. In this sense the pressure can
be considered as a non-local variable and it is the main reason why its statistical
modeling is much more difficult than for velocity fluctuations.

To take into account compressibility effects (the acoustic part of the pressure
fluctuations), the Poisson equation has to be replaced by the wave equation and the
appropriate Green’s function is simply the fundamental solution for the wave
equation in half space (obtained for example by the method of images).
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If a time-dependent fluid dynamics code can be used, the pressure fluctuations can
be computed as a function of time using the Poisson equation in differential or
integral form for incompressible flow. For compressible flow, one has to solve
simultaneously the Navier-Stokes equations and an energy equation. Post-processing
will give access (in principle at least) to all the needed statistical quantities. If only the
Reynolds Averaged Navier-Stokes equations are solved a very difficult step of sta-
tistical modeling has to be performed. This is why today the large majority of the
estimations of wall pressure statistical characteristics are based on empirical models,
with RANS computations only used to determine the global flow properties.

3 Semi-empirical Models and RANS Computations

Let us have a look at the frequency-spectra first. The model which is considered as
reproducing in the best way experimental data has been developed by Goody [13]. It
is clearly an empirical model (as stated by Goody himself) even if it is based on
earlier theoretical development by Chase and Howe; the overall form of the spectrum
and its level have been adjusted to obtain the best possible fit with experimental data
measured for a relatively large range of Reynolds number, but only for boundary
layers without any external pressure gradient. Its form is as follows:

UðxÞ
sw2d

¼ C2 xd=Ueð Þ2

xd=Ueð Þ0:75þC1

h i3:7
þ C3 xd=Ueð Þ½ �7

ð5Þ

In this formula, C1, C2 and C3 are 3 empirical constants; by fitting a large number
of experimental data, Goody obtained C1 ¼ 0:5, C2 ¼ 3 while connecting C3 to a
sort of Reynolds number RT

C3 ¼ 0:11R�0:57
T ; RT ¼ Rs

us
Ue

us is the friction velocity and Rs the Reynolds number based on this friction
velocity and on the boundary layer thickness d. Ue is the external flow velocity and
sw the wall shear stress (sw ¼ qu2s).

The excellent agreement between Goody’s formula and measured frequency
spectra is illustrated on Fig. 1, were mixed variables have been used to normalize
the spectra.

In the formula developed by Goody only global flow characteristics are used,
and they can be easily obtained through a standard RANS computation. It is then
tempting to use the same formula for flows (slightly) more complex than the TBL
on a flat plate, but in view of the calibration process one can have some doubt about
the validity of this approach.

One important case for practical applications is the development of a TBL in the
presence of accelerating or decelerating flows induced by external pressure gradients
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or by curvature effects. Some years ago an experiment was conducted at ECLyon in
order to study the influence of external pressure gradients created in a wind tunnel
with an adjustable upper wall (ENABLE European program [23]). The geometry of
the wind tunnel, placed in an anechoic environment, is shown in Fig. 2. To test
Goody’s model in this configuration, we have run a RANS code (Ansys-Fluent
k � x or k � e) and compared estimated spectra with the measured ones in different
test sections to highlight the influence of the mean pressure gradient.

The comparisons were made for an inflow velocity equal to 50 m/s, the
experimental spectra having been decontaminated from parasitic acoustic waves. A
partial view of the computational mesh is shown in Fig. 3 together with computed
velocity contours. A very fine mesh near the wall has been used in order to
reproduce accurately the near wall region of the flow; the first point of the mesh in
the direction normal to the lower wall was located at a distance of the order of 2–3

Fig. 1 Comparison of Goody’s model with the data of Farabee and Casarella; Reh ¼ 3,386.
Figure reproduced from Ref. [13] with permission

Fig. 2 Geometry and photograph of the wind tunnel with adjustable upper wall used in the
ENABLE experiment
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wall units only. A comparison of measured and calculated velocity profiles is given
in Fig. 4 to demonstrate the very good agreement obtained; agreement with mea-
sured values of the wall shear-stress along the duct was also excellent.

Figure 5 displays the spectra measured and computed using Goody’s formula at
x = 0.5 m, where the external pressure gradient is very nearly zero (ZPG case). It
can be shown that Goody’s model does a very good job, reproducing both overall
shape and level (within 1–2 dB). But in the diverging part of the wind tunnel
(decelerating flow, Adverse Pressure Gradient), things are radically different
(Fig. 6). The estimated spectrum is quite far from the experimental one and it
underestimates the low-medium part of the spectrum by up to 12 dB!. It is also to be
noted that the predicted general shape is also completely at variance with the

Fig. 3 Partial view of the numerical mesh and velocity contours computed in the RANS
simulation of the ENABLE experiment

Fig. 4 Comparison between
measured and computed
velocity profiles along the
ENABLE wind tunnel
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measured one. This lack of validity of Goody’s formula in APG conditions has been
already noted by other researchers and recently Rozenberg et al. [24] have proposed
a modification of the initial model to deal with APG encountered on airfoils near the
trailing edge. The result of Rozenberg’s model is also shown on Fig. 6, and it is
clear that it does a far better job than the classical one even if significant differences
are noted at high frequency. Unfortunately the empirical character of the new model
is even more pronounced than the model by Goody and its applicability in situa-
tions with different values of the pressure gradient is questionable. When trying to
use it in the first part of the wind tunnel where the flow is accelerated (Favorable
Pressure Gradient) we obtained very bad results; in fact the quality of the estimation

Fig. 5 Comparison between measured and estimated wall pressure spectrum using Goody’s
model and RANS flow computation for the ENABLE experiment; Zero Pressure Gradient case (in
continuous blue line experimental data; in green dashed line Goody’s model)

Fig. 6 Comparison between measured and estimated wall pressure spectrum using Goody’s
model and RANS flow computation for the ENABLE experiment; Adverse Pressure Gradient case
(in continuous blue line experimental data; in green dashed line Goody’s model; in red dashed line
Rozenberg’s model)
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was worse than with Goody’s model. In Fig. 7 we have plotted only the comparison
of Goody’s formula with experimental data; in this case the model overestimates the
measured spectrum level by 5 dB typically.

The main conclusion at this stage is that empirical models do a good job when
applied to classical configurations (for which they have been calibrated!) but are
unable to be predictive in slightly different situations as exemplified for TBL with
external pressure gradients, a case encountered in most practical applications in
transportation systems. It seems clear that this difficulty of using empirical models
for frequency spectra will be increased when 2-point statistical quantities, such as
space-time cross-correlations of wave-number spectra, have to be estimated for
computing flow induced vibration and noise.

Certainly the most used formula for evaluating the 2D wave-number spectrum of
pressure fluctuations is the Chase model [6, 7]. This model is highly empirical and
involves up to 7 adjustable coefficients when extrapolated to cover both the
hydrodynamic region and the acoustic domain (plus another parameter controlling
the level of the spectral peak at k ¼ k0, see for example Howe [16]). We give below
the form limited to the hydrodynamic domain, depending on 4 adjustable
coefficients.

Uðk;xÞ
q2u3sd

3 ¼ 1

ðkþdÞ2 þ 1=b2
h i5=2 CMðk1dÞ2 þ CTðkdÞ2 ðkþdÞ

2 þ 1=b2

ðkdÞ2 þ 1=b2

" #
ð6Þ

kþ2 ¼ x� Uck1ð Þ2= husð Þ2þ k2

M ¼ U=c0 � 1; k � x=c0; xd=U[ 1

Fig. 7 Comparison between measured and estimated wall pressure spectrum using Goody’s
model and RANS flow computation for the ENABLE experiment; Favorable Pressure Gradient
case (in continuous blue line experimental data; in green dashed line Goody’s model)
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The adjustable coefficients have been fixed by comparison with experiment and
the recommended values are

b � 0:75; CM � 0:1553; CT � 0:0047; h � 3

CM and CT correspond to the contributions to wall pressure fluctuations of the shear
and self terms respectively.

Experiments in which wave-number spectra have been measured are very rare,
so that this formula (and other empirical ones) can be considered as reliable only
near the convective ridge; there are some doubts about its validity in the subcon-
vective region, and the situation is even worse in the acoustic domain where the
validity of the complete formula has not been confirmed by experiment. Moreover
it is doubtful that such models can be applied in the presence of external pressure
gradients, curvature effects or rough surfaces. It is then clearly desirable to develop
a less empirical approach relying on more detailed flow computations.

3.1 Statistical Modeling

In aeroacoustics, the purely empirical approach has been progressively abandoned
and methods based on a statistical modeling of jet noise are now used routinely for
example with the MGB code or some other code based on the work by Tam and
Auriault [28] for example. For wall-pressure fluctuations the only paper dealing
with this approach is due to Peltier and Hambric [22]. There are good reasons for
the very limited amount of work done along that line. Compared to jet free flows,
wall-bounded flows are much more complicated to model; they are highly non
homogeneous and anisotropic and the range of involved turbulent eddies is very
large. Another reason is the close vicinity between sources and observation point; it
is then not possible to use any asymptotic expansion of the Green’s function (a
near-field situation as opposed to a far-field situation, common in aeroacoustics
applications).

To compute wall-pressure spectra it is necessary to estimate correlation functions
or their equivalent in Fourier space (wave-number spectra). Starting with the
equation for the fluctuating pressure (Eq. 2), it is possible to build a formula for
space-time correlation functions; in a very symbolic form (and assuming depen-
dence only on space and time separations) it can be written as:

Rp0p0 Dxs; sð Þ /
Z Z

UiUjRu0ku
0
l
þ Ru0iu

0
ju

0
ku

0
j

� �
dydy0 ð7Þ

with xs ¼ ðx1; x2Þ denoting coordinates in the wall plane (x1 is aligned with the
mean flow).
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The wave-number frequency spectrum is then obtained by a Fourier transform
with regard to space and time:

Up0p0 k;xð Þ ¼ FTDxs;s Rp0p0 Dxs; sð Þ� � ð8Þ

with k ¼ ðk1; k2Þ the conjugate coordinate of xs in the wall plane.
This formula involves the double volume integration of two spatial correlation

functions of velocity fluctuations; one is a second order correlation tensor
(involving gradients of the mean flow velocity, a Mean Flow-Turbulence interac-
tion or shear-noise term) and the second one is a fourth order correlation tensor
(Turbulence-Turbulence interaction term or self-noise). It should be kept in mind
that the available information given by RANS computations for the turbulent
fluctuations is very limited. Usually only the local values of the turbulent kinetic
energy k and of the dissipation rate e are available (k � e model). It is then nec-
essary to perform a large modeling effort to link the needed cross-correlations to
these values. Typically one has to reduce 2-point correlations to 1-point information
by assuming a given shape of the space and time correlations (a Gaussian shape in
general) and to estimate the time and length scales defining the decay rate of these
correlations by using dimensional arguments:

L / e

k3=2
; T / e

k2
ð9Þ

The proportionality coefficients are obtained by fitting experimental data
obtained in TBL flows. In fact the situation is quite complex as the turbulence is
highly non homogeneous and non isotropic. The modeling has to be accurate for a
very large range of turbulent scales in terms of non dimensional wall units yþ ¼
yus=m (y is here the distance normal to the surface). Let us take a simple numerical
example for a TBL in air with an external velocity of and a plate of length 1 m; this
gives a boundary thickness of the order of 2 cm and a viscous length scale of only
10 μm; as the peak of turbulent intensity occurs for yþ � 20 (see the review paper
by Smits et al. [27]), the modeling has to cover correctly a range of several hundred
of wall units. Details of the modeling approach will be found in the paper by Peltier
and Hambric [22] in which point frequency spectra are computed and compared to
Schloemer’s data for APG and FPG as well as ZPG conditions. The authors
obtained good agreement with Schloemer’s data [26] after tuning their model, and
the influence of APG and FPG is relatively well captured (Fig. 8).

In principle the approach developed by Peltier and Hambric is able to estimate
not only point frequency spectra but also space-time correlations of wall pressure
fluctuations, but no attempt has been done in the cited paper nor in other work, to
the best of our knowledge.
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4 Time-Resolved Incompressible CFD and Wall-Pressure
Fluctuations

Due to the intrinsic limitations of empirical models and even of statistical modeling
based on RANS computations, a number of authors have tried to estimate wall
pressure fluctuations directly from time-dependent numerical simulations. One of
the main difficulties is the range of turbulent scales to be computed and for this
reason most of the published results do not consider true boundary layers, but fully
developed channel flows; they are less demanding in terms of computational power
as periodic boundary conditions and spectral methods in the 3 directions can be
used (at least for incompressible flow).

4.1 Direct Numerical and Large Eddy Simulations

When speaking of time-dependent Navier-Stokes computations, two main possi-
bilities exist, the Direct Numerical Simulation (DNS) and the Large Eddy Simu-
lation (LES). In DNS the numerical mesh has to resolve all the turbulent scales from
the largest ones to the ultimate Kolmogorov scale, where viscosity effects become
dominant. In LES, only the most energetic scales are resolved and the influence of
the smaller scales (or subgrid scales) is modeled via typically a turbulent viscosity
approach. DNS is exact as no modeling of turbulence is needed, but extremely
demanding in terms of computational power and thus limited to relatively low
Reynolds number flows, whereas LES is less demanding and thus can be applied
(with care!) to more realistic flows. The numerical cost is however important even

Fig. 8 Predicted wall-pressure spectra using statistical modeling compared to a Schloemer’s data
for favorable, zero and adverse pressure gradients, and b to data of several authors for zero
pressure gradient conditions. Figure reproduced from Peltier and Hambric [22] with permission

Spectral Properties of Wall-Pressure Fluctuations … 37



in LES as in the direction normal to the wall it is necessary to use a very refined
mesh in order to capture the most energetic region, located very close to the wall for
moderate to high values of the Reynolds number.

A final, and important, point is the choice between incompressible or com-
pressible computations. Most of the published papers are dealing with incom-
pressible flow, which is very reasonable from the purely fluid mechanics point of
view, the Mach number being in general quite low. But we, acousticians, know that
in a number of practical cases it is necessary to estimate also the acoustic contri-
bution to the wave-number spectrum. This is clearly needed if the sound generated
by the TBL has to be computed (aerodynamic noise in the sense of Lighthill), but
this is also often the case to determine flow induced vibrations and the noise
generated by these vibrations. An instructive discussion and numerical examples
can be found for example in the excellent papers by Graham [14, 15]. Computing
the tiny acoustic contribution (as compared to the incompressible or hydrodynamic
contribution) is a very difficult challenge. Great progress has been made in recent
years in aeroacoustics in the computation of the noise generated by jets and airfoils,
but the application to TBL has only been attempted very recently.

4.2 Progress in Numerical Estimation of Wall Pressure
Fluctuations

The first estimations of the statistical properties of wall pressure fluctuations date
back to the end of the 80s (Kim [19], Choi and Moin [8]). The data base used by
Choi and Moin was obtained from a DNS of a channel flow, for a small value of the
Reynolds number based on the center-line velocity and on the channel half height
(Reh ¼ 3; 200) or for the more relevant Reynolds number based on the boundary
layer momentum thickness, Reh ¼ 287; these values are typically 10–100 times
lower than those measured in classical experiments. Point-spectra, correlations and
wave-number spectra were displayed and compared to experimental data. The
number of grid points was of the order of 2 millions and the resolution of frequency
spectra was typically limited to values of the reduced frequency xh=Ue of order
unity. The main problem with DNS is that the relation between the Reynolds
number and the number of required grid points is N / Re9=4. So multiplying the
Reynolds number by a factor of 10 requires multiplying the number of grid points
by nearly 200!

In the following years the range of simulated frequencies has only slowly
evolved, in direct relation with the increase of available computational power. Na
and Moin [21] in 1998 for example studied a separated boundary layer, using 13
million grid points, and more recently (in 2006), Hu et al. [17] performed a huge
computation of a channel flow with 520 million grid points. They were able to
simulate channel flow up to Res ¼ 1,400 (Reynolds number based on the friction
velocity), a value comparable to the experimental ones. One of their typical result is
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displayed in Fig. 9. The comparison of spectra shows a good agreement for the
overall shape, but the numerical simulations seem to underestimate the levels (for
comparable values of the Reynolds number). It is very surprising, and quite
unfortunate considering the huge data base available, that the authors do not
mention any 2-point results, such as wave-number frequency spectra.

At this stage two important points need attention: is it possible to simulate a true
boundary layer flow at a reasonably high value of the Reynolds number? And, is it
possible to do that with compressibility taken into account, in order to estimate the
acoustic contribution to wall pressure statistics?

5 The Acoustic Contribution to Wall-Pressure Fluctuations

The estimation of the full wave-number spectrum is a formidable task both from the
experimental point of view and from the numerical one. The number of experiments
in which at least a 1-D spectrum is available is quite limited, not to speak of 2-D
spectra.

5.1 Experimental Results

Obtaining the wave-number spectrum can be done directly (using 2D arrays of
sensors) or indirectly by computing first cross-correlations and then taking a spatial
Fourier transform. The first approach is nearly out of reach due to the very large
number of sensors needed to cover both high spatial frequencies (hydrodynamic

Fig. 9 Point spectrum of wall pressure fluctuations evaluated from a DNS computation and
compared with experiments. Channel flow simulation for Res ¼ 720, Reh ¼ 1,343. Figure
reproduced from Hu et al. [17] with permission
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contribution) and low spatial frequencies (acoustic contribution). 1D spectra can be
obtained using a linear array of sensors (aligned with the mean flow) but it should
be kept in mind that 1D spectra integrate the contributions of all wave-vectors
projected along the array direction. Example of direct measurement of the 1D
streamwise spectra can be found in the paper by Abraham and Keith [1] who used a
linear array of 48 microphones. The quality of the measurements far from the
convective ridge was limited by aliasing and array side lobes; comparison with the
Corcos [9] and Chase [7] models was nevertheless possible, and a relatively good
agreement with the latter was obtained in the subconvective region. The acoustic
region was not specifically studied in this paper.

Recently an experiment was developed at ECLyon (in collaboration with Re-
nault) in order to estimate the 2D wave-number spectrum both in the convective
region and in the acoustic domain. For automotive applications it is indeed thought
that the (very small) acoustic contribution to the wall pressure field can nevertheless
contribute significantly to vehicle interior noise as it is considerably less filtered out
by the windshield than the hydrodynamic contribution in a certain range of audible
frequencies. The experimental details and the main results are to be found in a PhD
Thesis [2] and in a JASA paper [3].

A linear array of 63 microphones was mounted on a rotating disk (see Fig. 10),
and the cross-spectra were measured for 63 angular positions; the flow speed was
varied from 33 to 54 m/s. The wave-number frequency spectrum was then obtained
through a 2D discrete spatial Fourier transform for a useful range of frequencies
extending approximately from 500 Hz to 5 kHz. One of the main results of the
study by Arguillat [2] concerns the ratio of the acoustic Power Spectral Density
(PSD) to the hydrodynamic PSD; it was found to be of the order of 3 % (−15 dB)
with very little variations with frequency (Fig. 11). This value seems a bit high (but
we just do not have any reference value available, theoretically or experimentally),
may be due to confinement in the wind tunnel cross-section.

Fig. 10 Arrangement of the linear array used in the Arguillat experiment [2] and of the rotating
disk inserted in the lower wall of the wind tunnel
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To verify this, and to extend the range of applications, a new experimental set-up
was designed at ECLyon. The objectives were first to enhance signal processing
relative to the Arguillat experiment; a larger disk was used and a different
arrangement of the microphones along the array was chosen in order to increase the
array resolution and to reduce side lobes; potential contamination by parasitic
acoustic noise was reduced by installing acoustic liners inside parts of the wind
tunnel. The second goal was to study the influence of external pressure gradients
(APG and FPG) generated by tilting part of the upper wall, and this up to a
maximum velocity of around 100 m/s (details can be found in [25]). In parallel
numerical simulations are performed by X. Gloerfelt using high fidelity com-
pressible LES (ANR SONOBL program). The experiments are on their way, but
preliminary results are very encouraging; as an example we show on Fig. 12 two
k1�k2 wave-number spectra obtained for an external velocity of 45 m/s at 500 and
1,000 Hz respectively. The color maps are much cleaner than in the Arguillat
experiment, with the influence of side lobes being considerably reduced; as a result
the acoustic disk as well as the convective region are clearly visible.

Fig. 11 Estimation of the relative contribution of the acoustic and hydrodynamic regions to the
wall pressure spectrum in the experiment by Arguillat. The full spectrum and the hydrodynamic
contribution are nearly undiscernable (upper curves) and the acoustic contribution is some 15 dB
lower whatever the frequency; the acoustic contribution has been evaluated by integration of the
2D wave-number spectrum over the radiation disk (blue line) and by fitting a Corcos-like model to
the data (green line)
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5.2 Numerical Simulations

Numerical simulations mimicking the SONOBL experiment are still in progress.
However Gloerfelt and Berland [12] have very recently published results for a
spatially developing TBL for a higher value of the Mach number (0.5 instead of
0.1–0.3 in our experiments). They used high order, high precision algorithms to
solve the 3D fully compressible Navier-Stokes equations, and were able to compute
both the noise radiated outside the boundary layer and the wall pressure fluctua-
tions. Three figures will illustrate this very original and interesting work.

Figure 13 displays a point frequency spectrum scaled by inner variables, and
compared to experimental data and to Goody’s model. Up to the frequency cut-off
of the LES (imposed by the numerical grid, with 54 millions of points) the com-
puted spectrum agrees very well with the data, in shape and level. Figure 14 dis-
plays a cut at k2 ¼ 0 of 2D wave-number spectra (not to be confused with the
spanwise spectrum measured by 1D arrays) obtained for various values of the
reduced frequency xh=Ue. The evolution with the frequency of the convective
ridge is very apparent with a maximum around k1 ¼ x=Uc (Uc ¼ 0:8Ue is the
convection velocity), but, much more important, a peak associated to acoustic
disturbances is clearly seen around k1 ¼ x=ceff , especially for the two higher fre-
quencies (ceff is an effective sound speed accounting for the convection of acoustic
waves by the rapid mean flow). And finally we display a color map of Uppðk1; k2 ¼
0;xÞ on Fig. 15.

The hydrodynamic part is clearly seen with its well-known non symmetric
pattern toward the subconvective or superconvective regions, but much more

Fig. 12 Normalised 2D wave-number spectra of wall pressure fluctuations measured in the
SONOBL experiment for two frequencies, f ¼ 500 Hz (left) and f ¼ 1;000 Hz (right). Incoming
velocity Ue ¼ 45 m/s; Zero Pressure Gradient case. More details will be found in [25]
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Fig. 13 Frequency power spectra of wall pressure fluctuations computed from a LES of a spatially
developing TBL (solid line) and compared to various experimental data sets (symbols) and to
Goody’s model (dashed line). The vertical dashed line indicates the frequency cut-off of the LES.
Figure reproduced from Gloerfelt and Berland [12] with permission

Fig. 14 Wavenumber-frequency spectra computed from LES for different non-dimensional
frequencies (d	 denotes the boundary layer displacement thickness). The solid vertical line
indicates the convective wavenumber and the vertical dashed line the convected acoustic
wavenumber; they are associated with the curve corresponding to the third highest frequency, for
which a very distinct peak is seen near the acoustic wavenumber. Figure reproduced from Gloerfelt
and Berland [12] with permission
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important are the characteristic lines showing the acoustic contribution convected
upstream and downstream with effective velocities equal to c0 � Ue and c0 þ Ue

respectively.

6 Conclusion

In this paper we have given a rapid description of the various methods used to
estimate the statistical properties of wall pressure fluctuations from CFD data:
empirical models fed by RANS global flow characteristics, statistical modeling
relying on local values of turbulent intensity and turbulent space and time scales,
and finally time-dependent Navier-Stokes simulations (DNS or LES).

Empirical models are clearly useful at a first design stage, but their applicability
is limited to the cases where they have been calibrated, i.e. typically turbulent
boundary layers over flat surfaces; even the relatively simple extension of TBL in
the presence of an external pressure gradient necessitates non trivial adjustments of
the models for point frequency spectra. The statistical modeling of Peltier and
Hambric [22] is attractive but, up to now, it has been developed only for the

Fig. 15 Color map of the wavenumber-frequency spectrum (dB scale) computed from LES for a
large range of non-dimensional frequencies. The thick dashed line represents the convection of
turbulent structures (kc ¼ x=Uc; Uc ¼ 0:6Ue) and the light dashed lines correspond to acoustic
waves convected by the mean flow (kþ ¼ x=ðUe þ c0Þ and k� ¼ x=ðUe � c0Þ). Figure courtesy
of X. Gloerfelt
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estimation of point spectra, not for 2-point correlations. One possible extension
would be to use LES instead of RANS computations to inform the statistical model,
an approach recently put forward for jet noise computation [18].

It seems however that the time-dependent computation of pressure fluctuations
by solving the Navier-Stokes equations is the main pathway for the (near) future.
Considering the range of Reynolds numbers encountered in the applications, LES is
certainly to be preferred to DNS, at the expense of not being able to compute the
influence of the smaller turbulent scales (introducing a high frequency cut-off). For
applications in which the Mach number is not too small, a compressible compu-
tation will even be possible to determine the acoustic contribution to wall pressure
fluctuations (this is already possible for high Mach number flows). In this context it
should be noted that an alternative computational method, the Lattice Boltzmann
Method, has shown also a great potential. Of course new experimental data, more
precise and in well-controlled conditions, are needed to validate the computations
(but it should be kept in mind that in some cases numerical simulations can be more
appropriate than experiments!). Very recently a number of teams have been
working in this direction, developing new facilities and new measurement tech-
niques [10, 11, 20]. It can thus be expected that this combined effort in the
numerical and experimental directions will shed some new light in a near future on
this old and difficult problem.
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Effect of Developing Pressure Gradients
on TBL Wall Pressure Spectrums

Mark J. Moeller, Teresa S. Miller and Richard G. DeJong

Abstract The effects of favorable and adverse pressure gradients on the shape and
pressure spectra of turbulent boundary layers are investigated. A contracting and then
expanding wind tunnel test section is used for this investigation. Favorable (negative)
pressure gradients are found to cause a modest reduction in the pressure spectrum
levels compared to equilibrium flows. Adverse (positive) pressure gradients are found
to dramatically increase the pressure spectrum levels and decrease the phase velocity.

1 Introduction

Turbulent boundary layers (TBL) are a significant source of vibration and noise for
vehicles moving through a fluid medium. An extensive review of wall pressure
fluctuations beneath an equilibrium TBL research can be found in Bull [1]. Recent
reviews of equilibrium TBL models can be found in Graham [2] and Miller et al. [3].
Although large areas of vehicles can be approximated by flat plates and the corre-
sponding equilibrium TBL, the areas of most interest acoustically are represented by
non-equilibrium TBLs. Early work investigating the effect of pressure gradients on
wall pressure fluctuation was accomplished by Schloemer [4] in 1967. He found that
spectral levels were increased for positive pressure gradient boundary layers. A more
recent study on the effect of adverse pressure gradients on wall pressure spectral
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models is given by Rozenberg et al. [5]. They found that the effect of an adverse
pressure gradient cannot be neglected because it leads to an under-estimation of the
wall pressure spectrum. This present study is an extension of the work accomplished
by DeJong and Kuiper [6] which investigated the effects of both positive and negative
pressure gradients on pressure fluctuations under TBL. This previous work suggested
that a pressure gradient has a significant effect on the TBL pressure spectrum, more so
for positive (adverse) gradients than negative (favorable) pressure gradients.

2 Mean Flow Characterization

Tests were performed in the Calvin Engineering Low Speed Wind Tunnel, illus-
trated in Fig. 1, measuring the TBL pressure spectrum levels in flows with positive
and negative pressure gradients. The wind tunnel was driven by a variable speed
15 kW, 12 bladed fan, producing flow speeds up to M = 0.3 in the closed loop
configuration with a variable area test cross section, 3.0 m long. The test section
was preceded by a 30 to 1 area contraction. This was preceded by a flow
straightener section using soda straws and 4 screens to provide a smooth flow with
turbulence levels at the inlet to the test section less than 0.1 % of the mean flow.
Substantial sound absorption was provided in the remainder of the flow loop to
minimize the extraneous noise levels.

The top of the test section was a 30 mm thick composite wood panel with a
Formica surface. The bottom panel was a 30 mm composite panel with a Formica

Fig. 1 Calvin engineering low speed wind tunnel
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surface that was formed to achieve a complex curve shown in Fig. 2. The side
panels were made of 25 mm thick Plexiglas.

The flow was allowed to develop on the bottom surface of the test section.
Measurements were taken at sixteen stations evenly spaced every 15.24 cm along
the bottom surface to characterize the flow. The measurements included static
pressure, velocity gradient, boundary layer profiles and unsteady pressure mea-
surements with electret microphones. Three microphones were recorded and ana-
lyzed at each station. The first was on the centerline of the test section at the station
location, the second was 2.54 cm downstream of the first microphone and the third
was located in the test section wall to monitor the background noise.

The boundary layer profiles were integrated to determine the displacement

thickness, d� ¼ R d
0 ð1� uðyÞ

U1
Þdy and momentum thickness, h ¼ R d

0
uðyÞ
U1

ð1� uðyÞ
U1

Þdy.
The shape factor, H ¼ d�

h was calculated from the result. The boundary later
thickness δ was set by the traverse location where the velocity was 0.99 times the
local free stream velocity.

The wall shear stress was estimated by fitting the boundary layer profile to the
‘Law of the Wall’. Coles law of the wall was used. A typical result is shown in
Fig. 3 for station 6.

uðyÞ
Us

¼ 1
0:41

lnðyþÞ þ 5:0 ð1Þ

Fig. 2 Modified wind tunnel test section
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yþ ¼ yUs

m
; Us ¼

ffiffiffiffiffi
sw
q

r
ð2Þ

The station wise results are summarized in Table 1, Boundary Layer Properties,
and illustrated in Fig. 4. The first eight stations are in the favorable gradient region.
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Fig. 3 Law of the wall station 6

Table 1 Boundary layer properties

Station U δ* ϑ H τw
1 43.764 1.13E−03 7.27E−04 1.551 4.395

2 46.56 1.33E−03 8.67E−04 1.539 4.487

3 47.897 1.56E−03 1.03E−03 1.507 4.487

4 50.256 1.72E−03 1.18E−03 1.455 4.959

5 53.305 1.75E−03 1.22E−03 1.438 5.557

6 56.6 1.70E−03 1.19E−03 1.433 6.406

7 60.863 1.65E−03 1.15E−03 1.431 7.375

8 61.55 1.63E−03 1.17E−03 1.394 7.794

9 61.585 3.31E−03 2.29E−03 1.445 5.204

10 57.67 4.59E−03 3.04E−03 1.512 3.614

11 52.75 6.80E−03 4.23E−03 1.609 2.151

12 47.456 0.01 5.62E−03 1.83 1.18

13 44.385 0.015 7.46E−03 1.99 0.7

14 42.297 0.02 8.66E−03 2.261 0.425

15 40.931 0.027 0.011 2.379 0.272

16 40.518 0.026 0.01 2.47 0.261

50 M.J. Moeller et al.



The velocity increases from 44 to 65 m/s. The boundary layer thickness initially
increases and then slowly decreases in this region. The initial shape factor was 1.51
decreasing to 1.4. The wall shear stress increases monotonically in this region.

From station 9 to 16 the area opens up and there is an adverse pressure gradient.
The free stream velocity decreases from 65 to 40.5 m/s and the boundary layer
grows dramatically. The velocity profiles are shown in Fig. 5. Note the scale is four
times larger than for the favorable gradient figure. The wall shear stress decreases
from 7.8 to 0.26 N. The shape factor increases from 1.4 to 2.47.

Fig. 4 Favorable gradient velocity profiles

Fig. 5 Adverse gradient velocity profiles
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The resulting flow represents an attached turbulent boundary layer that experi-
ences a favorable pressure gradient and then an adverse pressure gradient. The
mean flow properties were characterized for use in unsteady pressure data reduc-
tion. The evolution of the flow can be seen in Fig. 6. This experiment provided a
platform for investigating both favorable and adverse gradient TBL flows.

Fig. 6 Boundary layer properties
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3 Unsteady Pressure Measurements

The unsteady pressure was sensed using a pair of electret microphones. The electret
microphones were 6.0 mm in diameter, spaced 25.4 mm apart along the center line
of the bottom surface and located at each of the sixteen stations in the test section.
Each microphone sensed the TBL pressure through a 1.6 mm diameter pin hole,
3.2 mm long, which minimized the disturbance to the surface shear stress. In order
to cancel the acoustic background noise in the wind tunnel, a microphone was
mounted in the adjacent side wall and the coherent pressure was subtracted from the
array pressures. The mounting technique is illustrated in Fig. 7.

The raw data for the unsteady pressure measurements are illustrated in Fig. 8
using station six as an example. At station six the flow velocity was 56.6 m/s, wall
shear stress 6.41 N, and the displacement thickness 1.71 × 10−3 m with a shape
factor of 1.43. The measurements include the spectrum levels in Pa2/Hz and the
cross spectrum. The cross spectrum and spectrum levels were used to calculate the
coherence and the phase. It can be seen that there is a lot of low frequency energy in
the spectrum. Also the coherence is low above 5 kHz. Due to the low coherence, the
phase was not calculated above 5 kHz. The phase is seen to be wrapped i.e. between
plus and minus π. The phase was median smoothed for later post processing. Data
were collected for all sixteen stations.

The mean square pressure was calculated by summing the spectrum levels and
multiplying by the analysis bandwidth as shown in Eq. 6. The low frequency
content was included in this computation.

p2
� � ¼

X
Sppðf Þ � bw ð3Þ

The mean square pressure was normalized by the wall shear stress and is shown
in Fig. 9. The expected result for an equilibrium boundary layer at the same
Reynolds number is 6.62. These experimental results are consistently above that
even for the favorable pressure gradient region.

Fig. 7 Microphone mounting
technique
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The normalized mean square pressure is plotted against shape factor in Fig. 10.
The normalized mean square pressure seems to correlate with shape factor. This is
plotted on a log scale. In the adverse gradient region the wall pressure is increasing
dramatically and the wall shear stress is significantly reduced.

4 Unsteady Pressure Measurements

One way to better understand the data set is to compare the results to other data in
the literature. Much of the data in the literature is for equilibrium boundary layers
and the data sets tend to be normalized to facilitate comparison. A review of single
point wall pressure spectra can be found in Bull [1], Keith et al. [7] or Miller et al.
[3]. There are many nondimensionalizations possible. Three explored here include
outer variable, inner variable and Chase-Howe mixed variable nondimensional-
ization, summarized in Table 2.

The outer variable normalizations tend to collapse the low frequencies. To get a
general collapse requires a mixed variable normalization such as Goody [8]. The
current data for station 6 is compared to Finnveden et al. [9] equilibrium TBL in
Fig. 11. The result is high and has more high frequency content.
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Fig. 10 Normalized mean square plotted versus shape factor

Table 2 Spectral
normalizations

Frequency Spectrum level

Outer ωδ*/U∞ 10*log(ϕpp(ω)/(q
2δ*/U∞))

Inner ων/uτ
2 10*log(ϕpp(ω) uτ

2/(τw
2 ) ν)

Chase-Howe ωδ*/U∞ 10*log(ϕpp(ω) U∞/(τw
2δ*))
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The collapse on Chase-Howe mixed variables is shown in Fig. 12. The current
data set is shown in red and is compatible with the previously reported spectral
levels. The comparison data was reported in Ciopollo [10].

The inner variable collapse is shown in Fig. 13 and compared to results reported
by Ciopollo [10]. Station 6 is shown and it is for a favorable pressure gradient. The
spectral levels are higher than the Zero pressure gradient results they reported.

The favorable gradient results, station 1 through station 8 are shown in Fig. 14.
The spectral levels start high at station 1 and are gradually decreasing up to station 7.
At station 8 the levels start increasing again.

Fig. 11 Outer variable normalization compared to Finnveden et al. [9]

Fig. 12 Comparison to Chase-Howe
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The outer variable normalized results for the adverse gradient portion, station 9
to station 16 are shown in Fig. 15. The effect of the adverse gradient is profound. As
the boundary layer gets closer to separation, the low frequency content is greatly
increased.

The Chase-Howe mixed variable results are shown in Fig. 16 and the inner
variable results are shown in Fig. 17.

Fig. 13 Inner variable collapse
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Fig. 14 Favorable gradient outer variable normalized pressure spectra
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5 Phase Data

The cross spectrum can be processed into phase and coherence. The phase delay
between two points provides insight into how fast the disturbances are traveling.
The first step is to unwrap the phase as shown in Fig. 18. The phase is corrected to
have a smooth decrease in phase as frequency increases and then median smoothed.
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The coherence is shown and at high frequency the phase estimate is degraded due to
the low coherence.

The phase can be converted to a phase velocity via Eq. 4. The phase velocity has
been reported by many other investigators including Blake [11], Efimtsov [12],
LeClerq and Bohineust [13] and Miller and Moeller [14]. All report that the phase
velocity is dependent on the separation between the two transducers used to infer
the phase, but all separations tend to have similar shape.

Cp ¼ �xDx
u

ð4Þ

The phase velocity for station 6 is shown in Fig. 19 and is compared to the
results of Miller and Moeller [14]. The Miller experiments were conducted in a
constant area duct and so had a slightly favorable pressure gradient due to the
growth of the boundary layer. These results are fairly typical of the data in the
literature in that the phase velocity at low frequency rises monotonically with
frequency and then peaks and slowly reduces at high frequency. Miller curve fit the
phase velocity in a fashion similar to Efimtsov [12] as in Eq. 5.

Cp

U1
¼ 1:25

xd�

U1

� �0:5 1þ 0:1 xd�
U1

� �� �2

1þ 4 xd�
U1

� �� �4

2
64

3
75
0:15

þ 0:18 ð5Þ

Fig. 19 Phase velocity station 6, miller and fit
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The phase velocities for the favorable gradient stations are compared to the curve
fit by Miller in Fig. 20. Station 5 had poor coherence and a phase velocity was not
recovered there. One thing to note is that the phase velocity at station 1 is low.
Station 7 has a higher phase velocity and station eight has relaxed to more typical of
the other stations. All stations have different low frequency behavior.

Miller noted that there was a discrepancy between the phase velocity and the
array measured convection velocities reported in Abraham and Keith [15] and
Arguillat et al. [16]. The phase velocities are concave with frequency and the
convection velocities are largely convex. Both are measures of the velocity of the
disturbances. Smol’yakov [17] reports this curve fit (Eq. 6) to Abraham and Keith
and recommends using it in wavenumber frequency models.

Uc

U1
¼

1:6 xd�
U1

� �
1þ 16 xd�

U1

� �2 þ 0:6 ð6Þ

The measured phase velocities show a different trend with frequency as com-
pared to the array measured convection velocities. The phase velocity and group
velocity are related by Eq. 7.

Cg ¼ ox
ok

ð7Þ
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Fig. 20 Phase velocity favorable gradient
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Blake [11] provided this result for calculating the normalized group velocity
from the phase velocity in Eq. 8.

Cg

U1
¼

Cp

U1

� �2

Cp

U1
� xd�

U1

� �
o
Cp
U1
oxd

�
U1

� � ð8Þ

The phase velocity, group velocity and array measured convection velocity fit by
Smol’yakov [17] are shown in Fig. 21. The group velocity can be recognized as
similar to the array measured convection velocity. So the phase velocity is not an
appropriate estimate of the convection velocity when the process is dispersive.

It is clear that below xd�=U1 of 0.3 the Taylor’s frozen turbulence hypothesis
cannot be correct because the dispersion will change the turbulence as it propagates.
Above that value, the hypothesis is plausible as the process is essentially nondis-
persive with the phase and group velocities being roughly equal. However the
decay rates are high in that region and so only a short time picture of the turbulence
can be inferred.

Of interest is what happens at low frequency. Both the phase velocities and
group velocities tend to zero as frequency tends to zero. Further as in Efimtsov [12],
Finnveden et al. [9] and Miller and Moeller [14] the decay rates increase with

Fig. 21 Normailzed group and phase velocities
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decreasing frequency. This implies that these boundary layers do not support the
propagation of large low frequency structures.

Landahl [18] speculated that the turbulent boundary layer can be described as a
waveguide with the turbulent propagation described by the Orr-Sommerfeld
equation. The favorable gradient and equilibrium turbulent boundary layers are
stable and he calculated a convection velocity by finding the least stable eigen-
values of the boundary layer profile. These estimates were concave with frequency
and consistent with the array measured convection velocities.

In the adverse gradient portion of this flow, the results are dramatically different
than in the favorable gradient region. The waveguide view of the boundary layer
provides some insight into these dynamics. The adverse gradient boundary layers
have an inflection point and this implies they also have unstable eigenvalues
resulting in rapidly growing disturbances. This in turn leads to rapidly growing
boundary layer thickness and much larger mean square pressures. Both of which are
observed in this data set.

The propagation process is also fundamentally different than the favorable and
equilibrium boundary layers as can be observed from their phase velocities in
Fig. 22. Only the stations with good coherence are reported here. We did not repeat
the experiment to try to recover the missing data. One thing to note is that the phase
velocity is much slower than the favorable gradient stations.
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6 Observations

There is some evidence of an anomaly at the inlet to the test section. There is a
relatively high shape factor, low phase velocity and high spectral levels at low
frequencies at station 1. These effects die out in the favorable gradient region. The
source of this is unknown at this time. This may be due to an irregularity at the
outlet of the contraction section or to the sudden change in the bottom slope just
before station 1, causing a stagnation point.

7 Conclusions

The effects of favorable and adverse pressure gradients on the shape and pressure
spectra of turbulent boundary layers have been investigated. Favorable (negative)
pressure gradients cause a modest reduction in the pressure spectrum levels com-
pared to equilibrium flows. Adverse (positive) pressure gradients dramatically
increase the pressure spectrum levels and decrease the phase velocity.
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Wall Pressure Fluctuations Induced
by Supersonic Turbulent Boundary Layer

Roberto Camussi and Alessandro Di Marco

Abstract Wall pressure fluctuations induced on a rigid wall by a turbulent
boundary layer in supersonic regime are the subject of the present review. The
sound and vibration of the structure subjected to the correlated fluctuating forces are
modeled and predicted presuming the knowledge of a forcing function related to the
wavenumber–frequency spectrum of the boundary layer pressures. In this frame-
work the main results obtained in measurements of equilibrium supersonic turbulent
boundary layers and in recent numerical simulations are reviewed evidencing the
actual limitations of both methodologies. More emphasis is devoted to the exper-
imental and numerical analysis made by the authors respectively on the pressure
field generated on the external surface of a launcher model and on the modelization
of the pressure coherence function generated by a supersonic flow in different
conditions over a flat plate.

1 Introduction

Aerodynamically induced vibrations have become of great interest with the advent
of high performance flight vehicles and aerospace launchers. Vibrations induced in
the interior can exceed design requirements and cause costly damages to the
Payload while panel vibrations of the external surface must be avoided to prevent
fatigue problems and structural damages. One form of significance which has
received much attention by vehicle designers is that due to the wall pressure
fluctuations induced by the turbulent boundary layer (TBL). This happened because
statistical information regarding wall-pressure fluctuations induced by the external
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turbulent boundary layer is required in order to determine the vibro-acoustic
behavior and predict the structural response of the surface [5].

Experimental investigations at supersonic speeds have primarily included mea-
surements of pressure fluctuations intensities and spectra, whereas limited data on
multivariate statistics have been provided. As pointed out in [2] experimental
measurements in the high-speed regime pose a considerable challenge associated
with several complications: the spatial resolution of the sensors, the contamination
induced by noise in the experimental facility, the onset of resonances of the sensor
diaphragm and the cavity where the sensor is allocated, and the limited frequency
response of the sensor, the latter being probably the dominant issue.

Numerical simulations of equilibrium supersonic TBLs, providing wall pressure
statistics, are scarce in literature as well. Only recently, an extensive analysis has
been presented in [4] where it is shown that wall pressure autospectra weakly
depend on the Mach number (M) even for high supersonic regimes (up to M = 4).
To the extent of theoretical modeling, the only attempt to model the wall pressure
coherence function including the dependence on the flow Mach number was made
by Efimtsov [22] who proposed a model that includes a number of additional
adjustable coefficients and flow parameters which may be difficult to be measured
accurately at high speed, such as the friction velocity.

In the present paper, a review of the state of the art on modeling of wall pressure
fluctuations beneath transonic and supersonic TBL is presented. Attention in
focused on two recent papers published by the authors research group. The papers
concerned both experimental [10] and numerical [20] analyses.

The experimental investigation presented in [10] has been carried out on a scaled
instrumented model of the VEGA aerospace launch vehicle that has been installed
in a transonic wind tunnel. The measurement campaign was aimed at characterizing
the vibro-acoustic behavior induced by the external aerodynamics in particular in
correspondence of the Fairing where the payload is expected to be located. An
example of a flow visualization is given in Fig. 1, where the formation of a shock-
wave is evidenced.

The research activity described in [20] is focused on an extensive investigation
of cross-spectral features of the wall pressure fluctuations induced by supersonic
turbulent boundary layers at high Mach numbers. This study is based on the
analysis of a DNS database [4] providing wall pressure fluctuations at Mach
numbers M = 2, 3, 4, over a relatively wide range of (moderate) Reynolds numbers.
The analysis was mainly targeted towards the accurate characterization of the wall
pressure coherence function, being this the most important statistical quantity used
by engineers for the estimation of the structural response of panels underneath
turbulent boundary layers. The capability of existing simple theoretical models to
predict the wall pressure coherence behavior has been investigated and discussed,
with particular emphasis on the Efimtzov model [22].
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2 The Wavenumber Frequency Spectrum: Scaling
and Modeling

Wavenumber–frequency models of the wall pressure, that are accurately repre-
sentative of the TBL spectrum, can be reliably used to study vibration and radiated
noise from a structure. In this section the main characteristics of the wall pressure
spectrum are briefly reviewed. First, the scaling properties of the frequency spectra
are discussed taking into account the most relevant experimental investigations
conducted in the last 50 years. Then, illustrative examples of statistical models of
the wavenumber–frequency spectrum are revised starting from the early Corcos
idea up to the most recent developments.

2.1 Scaling of the Frequency Spectra

Due to the complex structure of the turbulent boundary layer, it is not possible to
obtain a single scaling that leads to a satisfactory collapse of experimental or
numerical frequency spectra UPðxÞ. As will be clarified below, it is possible to
normalize the spectra using inner or outer variables, and a universal collapse can be
obtained in various regions of the pressure spectra separately (see, among many, the
early work by Willmarth [46] and the papers by Farabee and Casarella [24, 29, 33]).
This is due to the fact that the wall pressure is influenced by velocity fluctuations
from all parts of the boundary layer and because the convection velocity depends
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Fig. 1 Sketch clarifying the expected scaling regions of a typical wall pressure auto–spectrum
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strongly upon the distance from the wall, as a result of the non-uniform mean
velocity distribution.

For an incompressible flow, the wall pressure can be written in the form of a
Poisson’s equation,

r2 pðx; tÞ ¼ qðx; tÞ ð1Þ

where qðx; tÞ represents the source terms. As suggested by Farabee and Casarella
[24], the analysis of the solution of the above equation in the Fourier domain, shows
that the contributions to the high-frequency portion of the spectrum has mainly to
be attributed to turbulence activity located in the near wall region while contribu-
tions to the lower-frequency portion can originate from activities throughout the
boundary layer. Following this physical picture, and the conjectures suggested by
Bradshaw [6, 8], it is possible to divide UpðxÞ into three main regions, depending
on the frequency magnitude. At low frequencies, UpðxÞ scales on outer layer
variables; at high frequencies, UpðxÞ is influenced by the fluid viscosity and thus it
scales on inner variables; at intermediate frequencies, the shape of the spectrum is
scale independent and an universal power law decay of the type x�1 is expected.

Measurements of the cross-spectral densities (e.g. [7, 24]) confirm that the
pressure field can be divided into two distinct families, one associated with the
motion in the outer layer and the other with motion in the inner layer. This sepa-
ration occurs at the frequency where the auto-spectrum exhibit its maximum value.
This frequency separates the non-universal from the universal scaling regimes of
the frequency spectrum.

More precisely, in the low frequency region, different outer scalings have been
identified. Keith et al. [33] suggests to scale the frequency using U (the free stream
velocity) and d�, whereas the amplitude of the pressure spectrum can be scaled
through the free stream based dynamic pressure q. Other authors (including [24])
recommend a more effective scaling using sw instead of q. They suggest to scale the
frequency upon U=d and the dimensionless spectrum to be of the form
UPðxÞU=s2wd.

In the high frequency region, there is a more general consensus on the most
effective scaling that is achieved through the variables Us, m and sw. This implies
that the dimensionless frequency is xm=U2

s and the dimensionless spectrum should
be UPðxÞU2

s=s
2
w.

The universal region can be interpreted as an overlap of the two regions described
above. In this part of the spectrum it is assumed xUPðxÞU=s2w ¼ constant, thus
leading to the x�1 scaling. A precise definition of the amplitude of the frequencies
bounding the universal region can be found in [8, 24].

An additional range at very low frequencies has been also identified by some
authors. Farabee and Casarella [24] determine this region at xd�=U� 0:03 and they
collapsed the spectrum using the normalization UPðxÞU=q2d�. In the very low
frequency region they observed the spectrum to scale as x2. This form of scaling is
in agreement with the prediction given by the Kraichnan-Phillips theorem [34, 40]
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which suggests that the wavenumber spectrum should scale like k2 as k ! 0.
According to the theoretical developments of e.g. [36], this conclusion can be
extended to the frequency spectrum under the hypothesis of low Mach number flow
conditions.

In Fig. 1 a scheme summarizing the expected scalings is reported.
We refer to the literature (in particular [9, 24]) for further discussions on the

above topics and considerations about the scaling of the pressure variance.

2.2 Modeling the Wavenumber-Frequency Spectrum

According to the above discussion, several models have been proposed in the
literature to reproduce the shape of the frequency auto-spectrum using suitable fits
of experimental data. Here we only cite some of them as illustrative examples of
common approaches. We refer to the literature for comprehensive reviews.

An early and widely used model was proposed by Corcos [18]. He gives the
following representation of the frequency auto-spectrum:

UpðxÞ ¼ C for x� Ue
d�

C Ue
xd� for x[ U

d�

�
ð2Þ

The quantity C is a dimensionless constant and U is the external velocity. Note
that for x[ Uc

d� the model correctly predicts the power law decay of the spectrum of
the form x�1.

An example, among many, explaining the way the Corcos’ early model has been
successively modified, is given by Cousin [19]. This more general approach leads
to the following expression:

UpðxÞ ¼
2:14� 10�5B for xd�=Ue � 0:25
7:56� 10�6B xd�=Uð Þ�0:75 for 0:25\xd�=Ue � 3:5
1:27� 10�4B xd�=Uð Þ�3 for xd�=Ue [ 3:5

8<
: ð3Þ

where B ¼ q2d�=U.
Other formulations worth mentioning are those by Chase [12, 13, 23]. We refer

to the literature for the details.
As pointed out above, the knowledge of the frequency spectrum is not sufficient

to determine the modal excitation term of a plate subject to the turbulence induced
pressure filed. This quantity is directly related to the shape of the complete
wavenumber-frequency spectrum of the wall pressure field. The knowledge of
UPðk1; k2;xÞ is therefore fundamental to compute the response of a surface panel
subject to the action of the random pressure load. Simplified schemes of the
wavenumber–frequency spectrum as a function of the wavenumber and as a
function of the frequency are reported in Figs. 2 and 3 respectively.
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As pointed out by Bull [9], the highest spectral levels of the pressure fluctuations
are associated to the mean flow convection and, in the wavenumber spectrum, are
centered on a wavenumber k1 ¼ x=Uc, k1 along the free stream velocity. This part
of the spectrum is often referred to as the convective ridge. For k1 � x=Uc the
spectrum is expected to be independent of the wavenumber. Another important
aspect is related to the so–called sonic wavenumber k0 ¼ x=c. According to [5], for

kk0 kc
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Fig. 2 A scheme representing the wavenumber-frequency spectrum as a function of wavenumber,
at constant frequency (scheme adapted from [5])
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Fig. 3 A scheme representing the wavenumber-frequency spectrum as a function of frequency, at
constant wavenumber (scheme adapted from [5])

72 R. Camussi and A. Di Marco



k ¼ k0 an apparent singularity is present in the spectrum. However, in real flows,
the wavenumber-frequency spectrum is expected to have a local finite peak in the
vicinity of k0. These are among the main features that an analytical model
attempting to predict the Upðk1; k2;xÞ shape, have to reproduce correctly.

One of the most reliable model developed in literature is again the early
approach proposed by Corcos [18] and based on the Fourier transform of a curve fit
of measured narrow band pressure correlations. According to extensive experi-
mental measurements (namely [7, 46]), the cross-spectral density Cpðn1; n2;xÞ can
be represented as:

Cpðn1; n2;xÞ ¼ UpðxÞAðxn1=UcÞBðxn2=UcÞeixn1=Uc ð4Þ

where

Aðxn1=UcÞ ¼ e�a1 xn1j j=Uc and Bðxn2=UcÞ ¼ e�a2 xn2j j=Uc

whereas Uc is the convection velocity and a1 and a2 are parameters chosen to yield
the best agreement with experiments. Various values are given in the literature. The
typical range of the values is a1 ¼ 0:11� 0:12 and a2 ¼ 0:7� 1:2 for smooth rigid
walls.

Unfortunately, only few experimental or numerical data concerning direct
measurements of the wavenumber–frequency spectrum are available in the litera-
ture [1, 14, 25, 32, 37, 39]. However, it appears evident that a big spread is present
in the low wavenumber range and that the Corcos model overpredicts levels at
wavenumbers below the convective peak. This point is crucial for many applica-
tions, in particular in the case of underwater and surface marine vehicles and for
aeronautical structures above the aerodynamic coincidence frequency (see also
[15]). Later workers used analytical or quasi analytical approaches, or revised
versions of the Corcos approach, in attempts to describe this region more accurately
(see e.g. [30] for details).

Most of the models proposed continued to follow the philosophy of the Corcos
approach that can be generalized as follows. A first common feature of those
empirical models is the separation of variables approach to represent the correlation
function dependence on the streamwise separation n1 and the crossflow separation
n2. This is known as the 'multiplication hypothesis’ in which the coherence of the
cross-spectral density for an arbitrary separation direction is formed by the product
of the cross-spectral densities for streamwise and spanwise separations, respec-
tively. The axisymmetry of the geometry and of the flow is usually not explicit in
those formulations but it is accounted for through the adjustable coefficients.
According to the Corcos idea given in Eq. 4, most of the models suggest to take
exponential decaying form of the functions A and B,
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Aðx; n1Þ ¼ e�
n1j j

L1ðxÞ andBðx; n2Þ ¼ e�
n2j j

L2ðxÞ ð5Þ

where L1 and L2 are the so-called coherence lengths in the streamwise and spanwise
direction respectively.

The main advantage of adopting the expression given in Eqs. 4 and 5 is that the
auto-spectrum part is decoupled from the cross-spectrum part. That implies that any
choice for modeling the function UpðxÞ, as those described above, can be addressed
independently of any choice for representing the functions L1 and L2.

As for auto-spectra, Cousin modified the Corcos model yielding the following
expressions of the coherence lengths:

L1 ¼ Uc

xa1
1þ Uc

xbMd

� �2
( )�1=2

L2 ¼ Uc

xa2
1þ Uc

xbTd

� �2
( )�1=2

ð6Þ

where Uc ¼ 0:75U; bM ¼ 0:756; bT ¼ 0:378; a1 ¼ 0:115 for smooth walls and
0.32 for rough walls, whereas a2 ¼ 0:32 in all cases.

A similar model, not reported here for brevity, has been proposed by Cockburn
and Robertson [16]. Wu and Maestrello [47] proposed a model where the flow is
assumed semi-frozen and decaying in space and time at a constant velocity Uc.
After performing a comprehensive set of experimental results of wind tunnel
testing, they defined an ensemble average of the cross correlation for the pressure
fluctuation due to the turbulent boundary layer in which the effects of the Reynolds
number and the boundary layer thickness were included.

Other models proposed by [11, 12, 22, 27, 44] are compared in [30]. It is
demonstrated that even at the convective peak, a relevant scattering among the
model predictions is evident. Even larger scattering is observed in the estimation of
the radiated sound as reported in the same paper.

The best model for high speed aircraft is, according to Graham, the one which
provides an accurate description of the convective peak. Efimtsov’s model, an
extension of Corcos model, is cited as a suitable candidate. For the sake of com-
pleteness, we report in the following the Efimtsov idea:

L1 ¼ d a1Sts
Uc=Us

� �2
þ a22

St2sþða2=a3Þ2

� ��1=2

for 0:41\M\2:1

L2 ¼ d a4Sts
Uc=Us

� �2
þ a25

St2sþða5=a6Þ2

� ��1=2

for M\0:75

L2 ¼ d a4Sts
Uc=Us

� �2
þa27

� ��1=2

for M[ 0:9

ð7Þ
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In this model Uc ¼ 0:75Ue and Sts ¼ xd=Us is a Strouhal number defined on
the friction velocity. Averaged values of the empirical constants are
a1 ¼ 0:1; a2 ¼ 72:8; a3 ¼ 1:54; a4 ¼ 0:77; a5 ¼ 548; a6 ¼ 13:5; a7 ¼ 5:66. It
can be shown that at high frequencies, these expressions correspond to a Corcos
model with a1 ¼ 0:1 and a2 ¼ 0:7. Even though the number of empirical constants
is relevant, the model is extensively used thanks to the introduction of the Mach
number as a relevant parameter.

More recently, [42, 43] performed a Large-Eddy Simulation (LES) of a turbulent
boundary layer at relatively high Reynolds number and proposed a model that
overcomes the ‘multiplication hypothesis’ that is the basis of all the models based
on the Corcos’ philosophy. His approach is based on an accurate fit of the two-
dimensional coherence and therefore is particularly efficient for the determination of
the off-axis coherences.

To the best of our knowledge, the most recent model proposed in literature is the
one presented by Finnveden et al. [28]. They suggested a modified version of the
Corcos and of the Chase model, thus going back to the ‘multiplication hypothesis’.
They demonstrated that it is possible to find for both models a complete set of free
parameters that provide a fair agreement with experimental data. The key point was
to modify the Corcos model by introducing a frequency and flow speed dependence
in the parameters and to introduce two new parameters in the Chase model to better
fit the spanwise coherence to measurements.

3 Measurements of Wall Pressure Fluctuations
in Supersonic TBL

Mapping out the entire TBL wavenumber–frequency wall pressure spectrum
experimentally has been difficult because of the effort in accurately measuring low
wavenumber surface pressure.

The shape of the wavenumber spectrum near the convective peak has been
relatively well established from two–point, cross–spectral density measurements
between flush mounted transducers. However, at large transducer separation dis-
tances, needed to resolve the low wavenumber spectrum, these measurements are
typically overwhelmed by convective pressures and cannot be reliably used. Fur-
thermore, as pointed out by Dolling and Dussauge [21] and reviewed by Beresh
et al. [2], the method of measurements of wall pressure fluctuations under zero
pressure gradient and perturbed compressible TBL are affected by common sources
of error. In the low-frequency region of the pressure spectrum the errors are
essentially due to the influence of the facility noise and the limits of the instru-
mentation. Hence a noise cancellation technique is needed.
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The sensor frequency response needs to be adequate for the temporal frequencies
of interest to be resolved, but typically in supersonic flow conditions the capability
of most pressure sensors are below the requirements. Moreover, in the high fre-
quency range, the measurements are affected by electronic noise, that reduces
correlations, and the sensor size is much greater than the smallest fluid structures
inducing a cutoff frequency that low–pass filters the signal.

Finally, measurements are contaminated by installation effects. Usually, in order
to better utilize their capabilities, pressure transducers are mounted directly on the
wetted surface. Two configurations are commonly used: cavity mounting and flush
mounting [45]. The first configuration has better spatial resolution independently by
the size of the sensor but the dynamic response of the tap–cavity–transducer
combination introduces resonance frequencies in the spectrum. The second allows
to utilize the full dynamic response of the sensor but the flushness should be
carefully checked. The transducer interface with the flow must match closely the
shape of the surface in order to avoid local pressure distortion since protrusions of
the sensor can cause serious measurements errors [21]. The best recommendation is
to recess the transducer slightly.

In a recent paper [2], the authors improved the effort made in 50 years of
research by adopting a new solution to measure wall pressure fluctuations beneath a
supersonic TBL. Measurement data were compared with an historical database and
evident discrepancies where evidenced. Wind tunnel experiments were made on a
flat plate and the effect of the Mach and Reynolds numbers was tested. The ana-
lyzed Mach ranged from 1.5 to 3 and the Reynolds number based on the
momentum thickness (Reh) was varied from 15,000 to 51,000 covering most of the
supersonic capability of the used wind tunnel.

Data were acquired using two sensors. The sensibility was chosen to accurately
resolve an extended pressure spectrum from low frequencies of about 0.1 Hz to
very high frequencies of about 400 kHz. Pressure signals were merged to obtain a
single spectrum, elaborated using an adaptive filter technique [38] to reduce noise
and vibration levels and compensated with the Corcos correction technique [17].

Comparing the spectra, when normalized by outer flow variables, a weak
Reynolds dependence was found whereas an increase in Mach number produced a
noticeable reduction in the normalized magnitude. Power spectral densities of the
wall pressure showed the contribution of the turbulent activity in the logarithmic
region leading to a x�1 slope in the high frequency range. In the low frequency
range the pressure spectra do not vanish but keep a constant level according to a x2

law. However, the very high frequencies that are particularly important for flight
applications have not been resolved, as sketched in Fig. 4. The evaluated x�5

region, dotted line in the figure, could be measured with a sensor whose charac-
teristics are beyond the reach of wind tunnel experiment measurement capability.
These results suggested that the sensor frequency response still remains the dom-
inant issue for high speed flows.
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For a more complex geometry than a flat plate the work made by the present
authors [10] can be taken into consideration. It deals with the measurements of the
wall pressure fluctuations along the surface of a scaled model of the aerospace
VEGA launcher. The experimental campaign program was aimed at the charac-
terization of the aerodynamics and aeroacoustics behavior in transonic and super-
sonic flow conditions. The study was focalized on the transonic range due to the
presence of unsteady phenomena that can induce flow instabilities [35] and hence
cause vibration of the body which, in turn, may radiate noise. The work was
motivated by the need of predicting the structural vibrations responsible for the
acoustic radiation, and, as pointed out above, this objective can be pursued by the
estimation of the wall pressure statistics. Another important task was the extrapo-
lation at full-scale of the experimental results, this approach baing possible only
through a reliable theoretical modelling of the pressure spectra.

The transonic measurements were carried out on a 1:30 scaled model installed
within the T1500 wind tunnel of FOI in Stockholm. Miniature pressure transducers
were flush mounted on the model surface and accelerometers equipped the ogive
and the first stage to exclude vibrational coupling. Schlieren visualizations were
used to appreciate the fluid dynamic behaviour and give a physical interpretation of
the results. The measurements were made spanning the Mach number from 0.83 to
0.98 and varying the angle of incidence for each flow condition within the range
0–6 with a step of 1.

The effect of the main experimental parameters was evaluated. For what con-
cerns the position along the launcher the influence of the pressure gradients gen-
erated by geometry variations modifies the spectra shape as can be inferred
examining Fig. 5.
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Fig. 4 Sketch of a spectrum extended at the higher frequencies (adapted from [2])
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The Mach number influences the statistical properties of the pressure fluctuations
due to the presence of a shock–wave, visible in Fig. 6, moving downstream from
the Fairing to the intermediate cylinder as the M was increased.

Depending on the position the effect of M might be relevant. Similar shapes of
the pressure spectra with relevant variation of Mach numbers were documented in
regions where the shock–wave had less influence, downstream the fairing cylinder.
Most critical was the situation at the Fairing cylinder, where a variation of M
significantly modified the boundary layer evolution. An example of the spectra
shape obtained for the lowest and the highest M analyzed are reported in Fig. 7.

The hydrodynamic effects were negligible at the lowestM as can be qualitatively
observed by the typical −7/3 power law decay, characteristic of fully developed
turbulent flows. At the highest M, vortical structures belonging to the outer region
of the boundary layer influenced the spectral frequency decay that exhibited a −1
slope, a common behavior in equilibrium boundary layers.

The lack of universality for the auto–spectra was also found for the cross–-
spectra. The coherence functions of Fig. 8 shows that the exponential decay
assumption of the Corcos type can be considered to be valid in restricted regions as
the M is decreased. The modeling is possible providing a specific model for each M
and also for each region since the exponent decay coefficient strongly depends upon
the position along the launcher.

Fig. 5 Normalized auto–spectra evolution along the launcher model forM ¼ 0:83 at a ¼ 0. U1 is
the mean velocity upstream the tested model in the wind tunnel conditions. Image courtesy of
Aerospace Science and Technology
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Fig. 6 Schlieren visualizations taken from a video record made during a Mach sweep between 0.7
and 1 at a ¼ 3. The three cases reported refer to M 	 0:95 (a), M 	 0:97 (b) and M 	 0:99 (c).
The intense shockwave moving downstream is evidenced by the black arrow. Image courtesy of
Aerospace Science and Technology
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4 Wall Pressure Statistics in Supersonic/Compressible
TBL Numerical Simulations

The considerable challenge of performing accurate pressure measurements in
high–speed flows which draw to the scatter of the available data (Sect. 3) and the
difficulty to make definite conclusions on the behavior of the wall pressure field
have motivated the numerical research made in [3, 4]. The objectives were to fill in
the gap in the existing literature about pressure field statistics in supersonic and
transonic boundary layers by means of direct numerical simulation (DNS). The
DNS is a invaluable tool which allows to gather information and data difficult or
impossible to obtain otherwise. The limitations are due to the maximum possible
Reynolds number of the simulation. Higher Reynolds number are desirable to
extend the comparison of numerical and measurement results but the simulation
would require access to huge computational resources.

The simulation of supersonic TBLs over a flat plate was performed in [4]. Three
values of free–stream Mach numbers were considered at different values of the
friction Reynolds number (Res). The choice of the Res as appropriate to compare
the analyzed flows was motivated by the hypothesis that the wall pressure signature
was mainly controlled by the TBL inner variables. As highlighted by the authors, it

Fig. 7 Auto–spectra determined on the Fairing Cylinder in one position along the launcher model
(Payload region in the Fairing Cylinder) showing the effect of M at a ¼ 0 (solid line corresponds
to M ¼ 0:83, solid–dotted to M ¼ 0:98). Straight lines represent power law approximations.
Image courtesy of Aerospace Science and Technology
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is worth to note that the simulation with higher Res significantly extends the range
of Reynolds number accessed by DNS of compressible TBLs. The reader is referred
to the article for details about the DNS parameters and the assessment of the data.

Data reported in the paper include: wall pressure fluctuations intensities, fre-
quency spectra, space–time correlations and convection velocities. The frequency
domain analysis revealed that, as for low–speed TBL [9, 24], the outer layer
variables (d, u1) are used to collapse spectra in the low-frequency range (Fig. 9a)
whereas a good collapse at high-frequency range (Fig. 9b) is achieved using inner
layer variables (dm, us).

At low frequencies the expected x2 power law slope characteristic of the
incompressible flow was not confirmed. A flat behavior consistent with [26] was
found instead. The root mean square value of the wall pressure in the low frequency
range was supposed to increase due to the relevant large–scale dynamic.

At high frequencies the contribution of acoustic pressure fluctuations influences
the power law decay causing a steeper scaling with respect to the x�5 scaling
predicted by Blake [5].

In the overlap region the spectra did not collapse with the x�n n ffi 0:7� 1ð Þ
behavior [6] except for a narrow spectral range in the higher Reynolds number case.

Another topic of interest in the study of the wall pressure fluctuations concerns
with the shock wave/boundary layer interaction. This subject was investigated in [3].

Fig. 8 Semi–log plot of the coherence function computed considering a transducer pair on the
Cylinder Fairing at M ¼ 0:83 (a) and M ¼ 0:98 (b). The solid dashed lines indicates exponential
approximations. Image courtesy of Aerospace Science and Technology
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The authors analyzed the DNS database [41] of a transonic interaction of moderate
strength over a flat plate. The free-stream Mach number was M1 ¼ 1:3 and the
Reynolds number based on the momentum thickness of the incoming boundary layer
Reh ¼ 1;200. The results reported in the article were ideally subdivided with respect
to the computational domain in three regions:

1. Zero Pressure Gradient region (ZPG) upstream of the interaction
2. Supersonic Adverse Pressure Gradient region (APG)
3. Subsonic Adverse Pressure Gradient region

The main conclusions regarding the frequency analysis of the wall pressure
fluctuations are summarized in the following points:

Fig. 9 Frequency spectra of wall pressure fluctuations at station S2L (triangles), S2 (circles) and
S2H (gradients). Pressure is scaled by the wall shear stress sw and the reference time is d=u1 in
(a) and mw=u2s in (b). Experiments black squares ([24] M1 	 0;Res ¼ 1169); blue solid line ([2],
M1 ¼ 2;Res ¼ 3650). Image courtesy of Phisics of Fluids
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• ZPG: Pressure were scaled with s2w. For reference time mw=u2s , Fig. 10a, a good
collapse and a x�5 decay law were observed at high frequencies. The low-
frequency x2 and the mid-frequency x�1 were absents even with the use of a
mixed time scale (d0=us), Fig. 10b.

• Supersonic APG: The reference time was d�=ue, the local boundary layer dis-
placement thickness divided by the local velocity at the edge of the boundary
layer. For pressure scaling with the local external dynamic pressure (qe) the PSD
increase as the position of the computational station progress in the streamwise
direction. When the pressure is scaled with the maximum value of the turbulent
shear stress (sm) the spectra collapse.

Fig. 10 Wall pressure frequency spectrum in the ZPG region at station 0 (solid line), compared
with the data of [31] at Res ¼ 715 (solid circles), Res ¼ 1195 (solid triangles) and [24] at Res ¼
1169 (solid circles), Res ¼ 1535 (open triangles) and Res ¼ 2010 (open gradients). Pressure is
scaled with respect to s2w and the reference time mw=u2s in (a) and d0=us in (b). Image courtesy of
Journal of Fluid Mechanics
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• Subsonic APG: The reference time was again d�=ue. Pressure scaling with qe
(Fig. 11a) and sm (Fig. 11b) gave the same ‘universal’ distribution confirming
the self–similarity behavior already found in [41]. An extended x�7=3 scaling at
intermediate frequencies was found and a x�5 decay law were still observed in
the high frequency range.

In a recent work, Di Marco et al. [20] presented an extensive investigation of
cross-spectral features of the wall pressure fluctuations induced by supersonic
turbulent boundary layers at high Mach numbers. This study was based on the
analysis of the DNS database provided by Bernardini and Pirozzoli [4].

The analysis was mainly targeted towards the accurate characterization of the
wall pressure coherence function. The capability of existing theoretical models to
predict the wall pressure coherence at high speed was investigated and discussed as

Fig. 11 Frequency spectra of the wall pressure at various stations in the subsonic APG region.
Local outer scaling is used and pressure is scaled by either q2e (a) or tau

2
m (b). Insets in ( a) and ( b)

show compensated spectra x7=3/ðxÞ. Data are taken at x� ¼ 1:6; 2:0; 2:3; 2:5; 3:0; 3:5 and 4:0.
Image courtesy of Journal of Fluid Mechanics
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well. One of the main results achieved in [20] is that wall pressure coherence
functions and cross-correlations induced by supersonic TBLs behaves like those in
incompressible flow conditions.

Indeed, it was observed that the Mach and Reynolds numbers does not influence
significantly the cross-statistics since the coherence functions evaluated at different
separations and different Mach and Reynolds numbers, collapse well when nor-
malized with respect to the convection velocity, estimated from the cross-correla-
tion peaks, and the boundary layer thickness.

It has been also observed that over a sufficiently wide frequency range, the
Corcos’ model applies well, the extension of the decay coefficients of the model
being larger than those measured in incompressible flow conditions, especially for
the spanwise coherence.

A more accurate prediction is provided by the Efimtsov’s model that applies well
but a strong dependency of the adjustable coefficients upon the Mach number, the
Reynolds number and the separation distance has been observed. Examples of
modelling are presented in Fig. 12. It is undoubtful that the Efimtsov model per-
forms very well since, unlike the Corcos approximation, it is able to yield a rea-
sonable prediction also in the low-frequency range of the coherence functions.
However, in this range, the coherence function shape strongly depends on both the
separation distance and the flow conditions thus implying that all of the coefficients
of the model depend on the flow conditions analyzed. In conclusion, even though
the Efimtsov model prediction is satisfactory, the empirical constants have to be
determined case by case, this representing a limit for the applicability of the Efi-
mtsov model in practical situations. This result suggests that even for high Mach
numbers TBL, the Corcos’ model remains the most suited for practical situations.
Indeed, despite the development of computational capabilities, structural design
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Fig. 12 Examples of Corcos’ (Black Solid Line) and Efimtzov (Red Solid Line) modelling of the
wall pressure coherence. The data-base is the same analyzed in [20] and for the case at the highest
Mach (M = 4)

Wall Pressure Fluctuations Induced by … 85



processes in aerospace applications will still require for simple statistical models
allowing for rapid computations to be performed at an early design stage. The
applicability of the Corcos’ model at high Mach numbers demonstrated by Di
Marco et al. [20] therefore represents a relevant contribution in this sense.

5 Concluding Remarks

A brief overview of recent studies made in the field of wall pressure fluctuations
generated by supersonic turbulent boundary layer has been presented with partic-
ular attention on the actual progression and limitations of experimental techniques
and numerical simulations.

The scaling parameters of the frequency spectra have been discussed in con-
nection with the properties of the near wall and the outer layer regions of the
turbulent boundary layer. The main properties of the wavenumber-frequency
spectra have been also reviewed and discussed along with the main statistical
models proposed in literature to predict the auto and cross-spectra trends needed to
predict the vibro-acoustic behavior of a fluctuating pressure loaded surface.

The methods and difficulties of making fluctuating wall pressure measurements
have been outlined, and some of the results for simple and complex geometries
have been presented with particular details about the spectra scaling laws. The main
conclusions were that the sensor frequency response is the dominant issue espe-
cially for aeroacoustic applications. The refinements and upgrade in experimental
techniques will remove existing uncertainties.

Experiments conducted in high speed wind tunnels on a complex geometry have
been also briefly reviewed. Pressure fluctuations have been measured at the wall of
a scaled model of an aerospace launch vehicle in transonic and supersonic condi-
tions. The wall pressure spectra along the launcher reflected the variable flow
physics achieved at the different Mach numbers throughout a variation of the
energy distribution in the frequency domain. Indeed, both the position along the
launcher and the Mach numbers, have been shown to have relevant influence not
only on the overall intensity of the auto and cross-spectra but also on their shape.
An exponential decay of the pressure coherence was in any case documented even
though it was observed that the decay rate depended strongly on the flow condi-
tions. This outcomes confirmed the impossibility to set up a general spectral model
for such complex configurations.

Recent numerical simulations of the wall pressure field beneath supersonic zero-
pressure-gradient adiabatic turbulent boundary layer on a flat plate have been
reviewed. More practical aspects have been treated by considering the complex
behavior arising by the interaction of the boundary layer with shockwaves and the
prediction possibilities based on the existing theoretical models. Huge computa-
tional resources will allow an extension of the flow conditions and spectral range
recently analyzed.
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In conclusions, after more than 60 years of research on wall pressure statistics,
many answers have been given but there are still many unsolved problems mainly
regarding the spectral modelling in realistic situations or the implementation of
control system for the pressure fluctuations manipulation. These tasks remain a
challenge for future implementations, interpretations and understandings.
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Turbulent Surface Pressure Field in Low
Speed Flow

Stéphane Caro, Vincent Cotoni, Phil Shorter and Fred Mendonça

Abstract The external air low speed flow over a flat plate passed a half cylinder
shape is computed using an unsteady CFD technique; the turbulent surface pressure
field is analyzed in details; a frequency-wavenumber decomposition is used to
identify the convective and acoustic energy concentration. A comparison is then
made with results obtained using several standard semi-analytical models of tur-
bulent surface pressure. Finally the wall pressure fluctuations are used as a load on
an elastic plate in a vibroacoustic analysis and the transmitted noise inside a
trimmed acoustic cavity is computed. Some conclusions are drawn on the perti-
nence of using a semi-analytical model or unsteady LES-type CFD computations to
describe the wall pressure loading for a vibroacoustic analysis.

1 Introduction

The noise induced by wall-pressure fluctuations is of increasing interest for the
manufacturers of various types of vehicles (cars, trains, airplanes for comfort rea-
sons, but also space vehicles for fatigue reasons). There is a need for efficient and
accurate numerical methods to complement the test facilities, build better proto-
types in shorter times and reduce the time-to-product.

A numerical model of interior wind noise requires three ingredients. First, a
representation of the interior acoustic cavity together with the noise control treat-
ments, leaks, etc. that impact the cavity dynamics. Second, a model of the trans-
mission path which typically corresponds to a number of elastic structures radiating
inside when excited by the exterior wall pressure fluctuation. Third, an outside wall
pressure field must be applied as an excitation to the structures. This paper focuses
on this last aspect. The study is conducted on a generic car cavity, with an idealized
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glass window and a pressure excitation induced by the flow downstream of a
generic side mirror.

Several previous theoretical, predictive and experimental studies have been
devoted to this subject. Chase [1] postulated that for low Mach numbers, flow
excitations comprise widely disparate energy levels between the turbulent fluctu-
ations and acoustical pressures. Whereas the acoustical energies are orders of
magnitude lower, it is the acoustical wave-numbers rather than the turbulence wave
numbers that matches more closely to the structural wave-numbers. These are
therefore an potentially significant contributor to noise transmission for car prob-
lems, especially around the side-glass coincidence frequency of approximately
3 kHz. This existing expertise serves as a starting point of the present
investigations.

This paper is split in three parts. First, a simplified but realistic car side mirror
problem is presented. In a second part, the characteristics of the surface pressure
field are obtained using two methods: a semi-analytical model and a CFD com-
putation. Finally in a third part this excitation is used in a vibroacoustic compu-
tation, and recommendations are given for further work.

2 Description of the ISM

2.1 Idealized Side Mirror

The idealized side mirror (ISM) was first introduced by Siegert et al. [2]. The sketch
of the setup is reproduced on Fig. 1. The ISM is made of a half cylinder and a
quarter of sphere put on a flat plate, with an upstream homogeneous flow field. The
setup dimensions and flow characteristics are as close as possible to a true car side
mirror.

Several teams have handled this test case in the past few years, mainly for CFD
validation and sometimes for acoustic validation purposes. Amongst the different
publications, we can mention Smith et al. [3], who have reproduced the

Fig. 1 Idealized side mirror, made of a half cylinder and a quarter of sphere put on a flat plate
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experimental setup in order to get more data that were difficult to acquire in 1999.
In [4], a more realistic variant of this setup is handled.

2.2 Flow Characteristics

In [5], the far field noise outside the mirror was computed using a hybrid technique
based on a Ffowcs-Williams and Hawkings analogy. The flow characteristics
presented hereafter are taken from this document. The CFD computation is con-
sistent with the one of this reference. The parameters of the turbulent boundary
layer pressure models are taken from flow characteristics of this CFD result.

3 Flow Characteristics of the Excitation

3.1 Unsteady CFD Analysis

The STAR-CCM+ software package [4], was used for this analysis. The code is
validated for large eddy simulation (LES) applications in aeroacoustics across a
wide range of industry sectors [5, 6], including the particular case of the generic
mirror. The CFD methodology detailed presentation can be found e.g. in [5]. The
most important aspects are listed below.

The solver used is a Detached Eddy Simulation (DES), k-ω SST full com-
pressible solver. The flow is solved at the physical Mach and Reynolds numbers.
An efficient implicit transient solver is used. The discretization is second order in
space and time. The walls are modeled using y+ insensitive boundary conditions (a
full boundary layer resolution is possible but not necessary here). A specific Non-
Reflecting Boundary Condition is used at the outer domain, which is essential for
acoustic computations.

The post-processing is done using STAR-CCM+ tools [4], including Fourier
analysis, auto and cross spectra computations, wavenumber analysis, and farfield
Ffowcs-Williams Hawkings (FWH) post-processing. All these ingredients have
been used here, to increase confidence in the quality of the flow solution obtained,
although for the sake of simplicity, only a few of these outputs will be presented
here.

The CFD computation gives access simultaneously to the steady part of the flow,
the turbulent vortices, and the acoustics (transient compressible simulation). It is
possible to visualize the flow patterns at any instant in time, as shown on Fig. 2. The
turbulent eddies shed downstream of the mirror have a short characteristic wave-
length and are localized only in the wake of the mirror; in contrary, the acoustic
waves, which propagate in all directions including upstream (clearly visible on the
vertical cut plane), have a larger wavelength and propagate to a larger distance.
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3.2 Wave Number Decomposition

Only a small part of these fluctuations correspond to acoustics. In order to under-
stand what part of the excitation corresponds to acoustics, a specific filtering
technique is used.

Figure 3 illustrates how the separate contributions from convecting turbulence and
propagating acoustics may be distinguished by means of wave-number analysis. The
pressure spectral density variation with frequencymay be separated at each frequency
into high wave-number convecting turbulence and low wave-number propagating
acoustics. This tool is essential to understand the physics of the flow.

Fig. 2 Instantaneous distribution of the pressure fluctuation at a given time and on a streamwise
vertical cut plane (left) and on a horizontal cut plane (right)

Fig. 3 Wavenumber-frequency (k–f) diagram for surface pressure spectrum of a sub-sonic flow.
The blue plane (k = 0) corresponds to the spectrum at wavenumber equals to zero; the classical
representations of things look like such spectra, with no distinction between the different
wavelengths. In order to highlight the difference between the acoustic (dotted) and turbulent (line)
parts of the information, a possibility is to represent the different wavenumbers k for each
frequency, as done on the red plane (taken at a certain frequency f1)
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Such a wavenumber decomposition can be made on various lines on the flat
plate (for example). The Fig. 4 shows the wavenumber content of the pressure field
along a line as a function of frequency. It highlights that the choice of the line over
which the WND is performed has a great influence on the observed wavenumbers.
On the left pictures the main directions of the waves are ‘recognized’: the acoustic
forward (+a) and backward (−a) waves are highlighted, as well as the forward (+u)
or backward (−u) convected waves.

The same type of wavenumber decomposition can be done on a surface instead
of along a line. Examples of resulting wavenumber decompositions at a given
frequency are shown on Fig. 5. Again the choice of the control surface on which the
decomposition is done has an influence on the result; on the example shown on
Fig. 5, the inclination of the convective spot is because the control surface is not
centered downstream the mirror.

3.3 Excitation from Turbulent Boundary Layer Pressure
Models

A number of models of turbulent boundary layer wall pressure exist [7]. Analyzed
in the spectral domain, the models have similar wavenumber content in the con-
vective turbulent region but very different low wavenumber tails. In this section, the
spectral content of various models are compared with that of the pressure field
simulated by the compressible CFD solution presented above.

Several authors have proposed various semi-analytical models to describe wall
pressure fluctuations experienced by a flat structure with a grazing flow. In this
section, a few standard models are used: The Corcos model as described in [8], the
Mellen model as described in [9], and the Chase model as described in [10].

Fig. 4 1D wave number decomposition (left) for two different lines (right) produced from a CFD
result
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The 1D and 2D wavenumber spectra of these models have been compared with
the CFD results. Some examples of the results obtained are shown on Figs. 6 and 7.

The results show lots of similarities, but one important difference is noticeable
for the low wavenumbers: none of the models tried shows a correct behavior around
the acoustic wavenumbers. This means that the models predict correctly the vortical

Fig. 5 2D WND result on the spatial window shown on the top, for three different frequencies.
Left convective wavenumbers; right zoom on the acoustic wavenumbers
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part of the wall-pressure fluctuations, but not their acoustic part. This observation is
consistent with other authors’ who have already underlined that these analytical
models do not account for the acoustic content in the flow. As demonstrated later,
the acoustic content can dominate the vibroacoustic transmission, making the
choice of an analytical model a moot point.

Away from the acoustic wavenumbers the Chase model is in reasonable
agreement with the CFD model. The other models do not match the observed
wavenumber variation. In the remainder of this document, it is considered that the
Chase model is the best alternative to the CFD, and the comparisons have been
made only with this model.

As a complement to analytical models, CFD therefore provides a way to model
the wall-pressure fluctuations in complicated flows where models hardly apply. For
example, the near field pressure field around complex geometric details of a vehicle
is typically non-uniform, with detached boundary layer. Additionally, CFD

Fig. 6 2D wavenumber decomposition obtained using the Chase model (left) and using the CFD
result (right) at 1,400 Hz

Fig. 7 Axial wavenumber
decomposition at 1,400 Hz for
ky = 0 obtained using the
different models and
compared with the CFD result
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provides a way to model the acoustic component of the pressure field. In the next
section, the effects of these differences inside the vehicle are assessed.

4 Vibroacoustics

4.1 Modeling Methods

In the side mirror–side window problem described above, the wall pressure fluc-
tuations experienced by the structure are transmitted inside of the cavity. In this part
of the paper, the sensitivity of the sound power transmission (through a simplified
window) to the wavenumber components of the pressure field is analyzed. To this
aim, the wall pressure fluctuations obtained in the previous section (using either a
CFD computation or a semi-analytical model like Chase) are used as loads in a
vibroacoustic model.

In a real car application, the sideglass is a curved structure with complex seal
damping around the edge; for the frequencies of interest below 4,000 Hz, it has less
than 200 structural modes: a Finite Element model of the sideglass is therefore
appropriate. On the other hand, the cavity has a complex shape, a very complex
sound package distribution (sometimes not perfectly known), and more than a
million modes in the same frequency range: a statistical approach is adequate.

The results presented in the next section are obtained using a hybrid FE-SEA
model, as would need to be done for a real car. In a first step, the direct field is
computed using an FE model of the window excited by the fluctuating pressure
coming from the CFD computation (or from the analytical model). In a second step,
the reverberant response to this input power is computed to access the total noise in
the cavity.

4.2 ISM Results

The Fig. 8 shows the interior sound pressure level at the driver’s ear obtained using
the STAR-CCM+ input or the Chase analytical model input.

The low frequency results (below 1,000 Hz) show a good agreement, which
suggests that at these frequencies the transmission is dominated by the convective
component (non-acoustic). At higher frequencies however, the difference increases;
near coincidence (2,400 Hz) the acoustic Transmission Loss of the plate is small,
and the acoustics contained in the CFD data makes a 10 dB difference.

On this semi-academic test case, the Chase model is applicable for certain
locations for convective load. Above 1 kHz however, the Chase model cannot
anymore describe the main component that governs interior noise for this appli-
cation, because the acoustic pressure component is absent from this model. It is
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confirmed that the low wavenumber content, including the acoustic range, can be
the dominant contributor to interior noise [11].

On a real car design, the flow will be far more complex with presence of the
A-pillar vortex or the rain-gutter sheared flow, to name a few. It is very likely that
the difference will be much bigger: the CFD is required for accurately predicting the
acoustic and convective components of the exterior surface pressure.

5 Conclusions

In this study, a simplified, Idealized Side Mirror test case has been considered to try
understand some of the physical phenomena in flow induced noise and vibration.
The unsteady CFD analysis results show a great flow complexity despite the simple
shape.

The wavenumber content of the wall pressure compares fairly well with some
analytical models, but not perfectly. In particular, the acoustic loads are absent from
the analytical models (which model reasonably well the convective wavenumber
region). The importance of this difference is not perfectly clear from the sole flow
analysis however, as the convective part of the flow contains far more energy than
the acoustic.

A vibroacoustic model was then used to compute the noise inside the simplified
vehicle and induced by the wall pressure fluctuations computed earlier. The results
obtained confirm some limitations of the analytical models even on this simplified
problem; the differences have been explained. The analytical models remain
complementary to CFD tools, but are now proved to be less appropriate for
industrial applications and noise issues, even for academic problems as the one
handled in this work.
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Characterization of Synthetic Jet
Resonant Cavities

Luigi de Luca, Michele Girfoglio, Matteo Chiatto
and Gennaro Coppola

Abstract The acoustic properties of piezo-electric driven resonant cavities usually
employed to generate the so-called synthetic jets are analytically and numerically
investigated in order to characterize the performances of such devices. It is shown
that the actuator behaves as a two-coupled oscillators system and the dimensionless
form of the governing equations allows one to identify various particular operating
conditions. The theoretical predictions are validated through experimental tests
carried out on devices having different mechanical and geometrical characteristics,
designed in order to achieve an increasing coupling strength. Practical design
implementations are discussed as well.

1 Introduction

The literature concerned with the synthetic jet actuators is huge and includes a wide
field of applications such as flow control (perhaps the original one), heat transfer
from small size surfaces, overall enhancement of mixing between fluid currents,
generation of micro-thrust for propulsion or attitude control of Micro Aerial Vehicle
(MAV). We limit to cite here the review papers of Glezer and Amitay [1] and
Cattafesta and Sheplak [2]. Regarding present authors, previous contributions dealt
with the direct numerical simulation of jet vectoring, as described by Mongibello
et al. [3], a design procedure of synthetic jet actuator to be employed as heat transfer
device, as reported by Monaco et al. [4], and the formulation and the experimental
validation of a lumped element physical model of the operation of the actuator
devoted to the prediction of its frequency response, by de Luca et al. [5].
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The overall design of the actuator needs practical modeling tools, which are
generally based on reduced order, lumped element physical models. A significant
lumped element model of a piezoelectric-driven synthetic jet device is described by
Prasad [6] and Prasad et al. [7], who gave detailed relationships for the transverse
deflection of the inner and outer regions of the composite membrane in the simul-
taneous presence of applied voltage and pressure load. They resorted to the approach
based on the equivalent electric circuit. Following the same approach, Gallas et al.
[8] noted that in a lumped model one may use the acoustic compliance of the shim
only reduced by a proper factor depending on the ratio of the radius, thickness and
Young’s modulus of the piezoceramic and shim materials. Later on, Sharma [9]
proposed a different model directly based on the equations of fluid dynamics, where
the oscillating membrane is considered as a single-degree-of-freedom mechanical
system, while the cavity and the orifice are described by means of proper forms of
the continuity and Bernoulli’s unsteady equations, respectively. Sharma [9] vali-
dated his model on the very same experimental data of Gallas et al. [8].

Chaudhari et al. [10] carried out systematic measurements about the effects of
the excitation frequency on the ejection and suction velocities, by varying the
geometrical parameters of the cavity. Krishnan and Mohseni [11] studied the
characteristics of the flow field produced by a round synthetic jet by using detailed
numerical simulations of the turbulent Navier-Stokes equations. Seeley et al. [12]
described a simplified fluid-structure interaction model based on the implementa-
tion of commercial Finite Elements codes, and proved its validity at relatively low
frequency, namely well below the Helmholtz frequency. Persoons [13] proposed a
low-order model of prediction of the frequency response of synthetic jet actuators
driven by electromagnetic or piezoelectric supply. Based on the equivalent circuit
approach, its model yields analytical expressions for the two resonance frequencies,
as a function of the structural and Helmholtz resonance frequencies.

Recently de Luca et al. [5] presented a fluidic type lumped element modeling,
that has been inspired by the Sharma’s work [9], yielding the frequency response of
the resonant cavity in terms of pressure disturbances, membrane displacement and
external jet velocity. The model, validated against systematic experimental mea-
surements, gave also simple but accurate analytical relationships for the two res-
onance frequencies characterizing the overall system response. The present
contribution is a follow-up inspection of the previous investigation and is devoted
to gain new insights on the fluid-structure interaction occurring during the operation
of a typical piezoelectric-driven resonant cavity. The analysis hereafter presented is
based on the dimensionless form of the equations governing the behavior of the
two-coupled oscillators, the membrane and the Helmholtz one.

2 Model Formulation

The model described hereafter is essentially the same as the one presented by de
Luca et al. [5], in turn inspired by the Sharma’s work [9]. It refers to the three basic
elements of the actuator: the oscillating membrane (diaphragm or wall, constituted
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by a thin round metal shim on which a smaller diameter piezoceramic disk is
bonded), the cavity, the orifice.

For the sake of convenience, the three differential equations which describe the
dynamics of the actuator are summarized below

€xw þ 2fwxw _xw þ x2
wxw ¼ x2

wDxw sinxt �
piAw

mwt
ð1Þ

Vc

cpo

dpi
dt

� Aw _xw ¼ �AoU ð2Þ

€U þ K
le
jUj _U þ x2

hU ¼ Aw

Ao
x2

h _xw ð3Þ

The dynamics of the membrane is described through the motion equation of a one-
degree of freedom forced-damped spring-mass system, Eq. (1), where xw is the
(average) membrane displacement, t is time, pi is the cavity (internal) differential
pressure, mwt is the diaphragm total mass, including shim, piezo-element and air
added mass, xw is the natural frequency of membrane, ω is the operating frequency,
Dxw is the average linear membrane displacement due to the application of a certain
voltage to the piezo-element, Aw is the membrane surface area, fw is the diaphragm
damping ratio, dot denotes time derivative; the second equation of the model is the
conservation of mass in the cavity under the assumption of zero-dimensional
(lumped) system, Eq. (2). By relating the density and pressure variations by means
of an isentropic compression/expansion transformation, the continuity equation can
be formulated as above written, where Vc is the cavity volume, po is the ambient
pressure, γ is the specific heat ratio, U is the instantaneous orifice jet-flow velocity,
Ao is the orifice area; the application of the unsteady Bernoulli’s equation between a
point inside the cavity where the flow velocity is practically null and a point, just
outside the cavity, representing the location where the pressure matches the
unperturbed external ambient value, yields the third equation of the model, Eq. (3),
where xh is the natural Helmholtz frequency, K is the head loss coefficient.

In particular, the (first mode) structural circular frequency of the membrane is
given by

xw ¼
ffiffiffiffiffiffiffi
kw
mwt

r
ð4Þ

and represents the uncoupled natural frequency of the membrane oscillator, where
kw is the equivalent spring stiffness of the membrane. This last can be obtained as

kw ¼ mwð2pefwÞ2 ð5Þ

where efw is the frequency of the principal mode of vibration of a rigidly clamped
disk. Although the presence of the piezoceramic element bonded to the metal shim
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enhances the flexural rigidity of the membrane (and in principle the very thin layer
of glue should be taken into account as well), for standard operating conditions efw
can be referred to the first fundamental mode of the shim only (that is the membrane
structural element actually clamped) and calculated by using the standard formula
reported in many textbooks (de Luca et al. [5]). Here mw is the diaphragm mass
taking into account both shim and piezoceramic disk, but not including the dynamic
contribution of the air added mass.

The uncoupled natural frequency of the acoustic oscillator is the so called
Helmholtz frequency xh, which is usually recognized to be:

xh ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cA2

opo=Vc

qaleAo

s
¼

ffiffiffiffiffiffi
ka
Ma

r
ð6Þ

where ka and Ma are, respectively, the equivalent stiffness of the air inside the
cavity, ka ¼ cA2

opo=Vc, and the effective mass of the air at the orifice, Ma ¼ qaleAo.
It is worth to stress that the membrane dynamics is forced by the acoustic

oscillator via the cavity pressure term as well as by the piezoelectric effect due to
the applied sine voltage. The amplitude of this forcing, Fo, is expressed conve-
niently as

Fo ¼ x2
wdAVa

Aw
¼ x2

wDxw ð7Þ

where dA is the effective acoustic piezoelectric coefficient that represents the ratio
between the cavity volume variation DV and the applied voltage Va, when the
driving differential pressure is equal to zero [7]. Note that in the previous Eq. (7) the
cavity volume variation DV ¼ dAVa is divided by the membrane area Aw in order to
obtain the average linear membrane displacement Dxw (to be multiplied by kw in
order to obtain the driving force).

Dxw ¼ dAVa

Aw
ð8Þ

The coefficient dA could be evaluated analytically by means the distribution of the
transverse displacement of the composite diaphragm, as made by Prasad [6] and
Prasad et al. [7]. This procedure is not practical due to the difficulty of determining
the required coefficients. An alternative way consists in determining the acoustic
compliance of the membrane Cac which, through a dual definition of dA, is given by
the ratio of the volume variation DV to a uniformly distributed pressure load p, in
condition of electrical short-circuit [7]. Of course the evaluation of Cac would
require the same difficulties. However, one can refer to the acoustic compliance of a
homogeneous circular plate (namely, having the properties of the piezoceramic
disk) that yields insight into the scaling behavior of the diaphragm, and ultimately
obtain dA by means of the relationship
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dA ¼ Cac/a ð9Þ

in which /a is the electroacoustic transduction coefficient [7]. As introduced by de
Luca et al. [5], the electroacoustic transduction coefficient is assumed to be a fitting
parameter of the computer code.

In summary, the behavior of the synthetic jet actuator can be described by the
dynamics of two mutually coupled oscillators: the first one, describing the mem-
brane displacement xw, is characterized by its uncoupled natural frequency xw,
while the second one, acoustic oscillator, describing the dynamics of the mass of air
at the orifice, Ma, through its velocity U, is characterized by the its natural fre-
quency xh. The system of Eqs. (1–3) shows that both the dynamics of the mem-
brane and of the orifice air mass are forced by the cavity pressure which couples
them by means of the continuity Eq. (2). An external forcing due to the supply
power also acts on the membrane dynamics. In order to investigate in more detail
the coupling of the two oscillators, it is convenient to reformulate the equations.

By taking the time derivative of Eq. (1), and by eliminating the pressure
derivative by means of Eq. (2), one obtains:

€Vw þ 2fwxw _Vw þ ðx2
w þ x2

wcÞVw � Ao

Aw
x2

wcU ¼ ðxDxwÞx2
w cosxt ð10Þ

which is coupled with the Eq. (3). Note that another characteristic frequency xwc is
introduced in Eq. (10), defined as

xwc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cA2

wpo=Vc

mw

s
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
cAwpo
mwH

r
ð11Þ

which, according to Sharma [9], may be interpreted as the natural frequency of the
pneumatic spring made of the air enclosed within the cavity of volume Vc and of the
diaphragm mass mw. Note that the height of the cavity, H, is explicitly introduced.

3 Dimensionless Form of the Equations

In order to give more insight to the problem physics, it is worth recasting the
governing equations into a convenient dimensionless form. As far as the acoustic
oscillator is concerned, proper choices of the reference quantities for time, length
and velocity are the reciprocal of the operating frequency 1=x, the cavity height
H and the speed of sound of air c, respectively. The dimensionless form of the
dynamics of the acoustic oscillator accordingly is:
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St2
d2U�

dt�2
þ St K

ffiffiffiffi
H
le

r
jU�j

� �
dU�

dt�
¼ V�

w � Ao

Aw
U� ð12Þ

where the Strouhal number is defined as

St ¼ xH
c

ffiffiffiffi
le
H

r
ð13Þ

The condition corresponding to St � 1 is physically relevant. Apart from the
scaling factor represented by the factor

ffiffiffiffiffiffiffiffiffiffi
le=H

p
, this situation represents the case of

acoustically thin cavity, the traveling time of a small pressure disturbance over the
distance H being much smaller than the reference time 1=x; in other terms, the air
inside the cavity behaves as an incompressible medium (i.e., the air stiffness is
infinite). By inspecting Eq. (12), it is evident that this equation reduces to the
dimensional relationship:

AwVw ¼ AoU ð14Þ

namely, the volume rate entering the cavity as a consequence of the membrane
displacement equals the volume rate of air expelled through the orifice. On the other
hand, the Eq. (1) of the membrane dynamics shows that this last is decoupled from
that of the acoustic oscillator. When St � 1, once the air velocity at the orifice has
been obtained from Eq. (14), the cavity pressure may be evaluated by using the
unsteady form of the Bernoulli’s equation.

The physical situation of St � 1 also corresponds to decoupled membrane
dynamics. In this case, however, the air stiffness is vanishing (the pressure field
inside the cavity is practically unperturbed), so that the air jet velocity U is van-
ishing too.

The equation of motion of the membrane is made dimensionless with the aid of
different time and velocity scales, a convenient choice being 1=xw and xDxw,
respectively. The non-dimensional form of such an equations is

€V
�
w þ 2fw _V

�
w þ V�

w þ CFðV�
w � Ao

Aw
U�Þ ¼ cosxt ð15Þ

where the coupling factor is defined as

CF ¼ x2
wc

x2
w

ð16Þ

It is straightforward to observe that under the condition for which CF � 1 (which
means that the air stiffness is negligible in comparison with the membrane stiffness)
the membrane dynamics is decoupled from the acoustic oscillator one. In this case
the jet velocity and the cavity pressure are determined via the continuity and the
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unsteady Bernoulli’s equations. Another aspect of this decoupling is that the
modified structural and Helmholtz’s frequencies tend to coincide with the corre-
sponding uncoupled frequencies, as one may verify by inspecting the relationship
yielding the eigenvalues of governing system under the assumption that any
damping effects is negligible (de Luca et al. [5]):

x2
1;2

x2
w

¼
�ð1þ x2

wc
x2

w
þ x2

h
x2

w
Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ x2

wc
x2

w
þ x2

h
x2

w
Þ2 � 4 x2

h
x2

w

q
2

ð17Þ

Following de Luca et al. [5], the modified (i.e. coupled) natural frequencies are

f1;2 ¼ xi1;2=ð2pÞ; ð18Þ

xi1;2 being the imaginary coefficients of the eigenvalues.

4 Validation of the Theory Against Experimental
and Numerical Data

The theoretical issues developed before have been verified by means of both
experimental measurements as well as numerical simulations of the governing
Eqs. (1–3). The basic experimental validation of the physical model as well as of
the related computer code has been already presented in a previous paper by de
Luca et al. [5]. Hereafter we will refer to the coupling effects of the two oscillators
and to the conditions governing them. Moreover, it has to be stressed that, in
general, the coupling effects represented by the CF parameter refer to a certain
device and may be neglected on the basis of design characteristics of the actuator,
whatever is the operating condition. On the contrary, the conditions of decoupling
occurring for St � 1 and St � 1 depend essentially on the operating condition and
they may occur for any device.

4.1 Effect of CF

Experimental tests have been carried out on three different synthetic jet actuators
(one with the membrane in brass and the other two in aluminum) designed to the
purpose. The basic characteristics of such actuators are summarized in Table 1.
They have been designed essentially in order to obtain different values of the
coupling factor, ranging from about 0 to 1.88. The schematic of the devices is
shown in Fig. 1 highlighting their modular structure, which permits independent
variations of cavity diameter and height, orifice diameter, and piezoelectric
diaphragm.
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Table 1 Features of the tested devices predicted analytically

Property Brass Aluminum 1 Aluminum 2

Geometry Shim diameter (mm) 35 42 80

Shim thickness (mm) 0.4 0.24 0.25

Piezoelectric
diameter (mm)

23 31.8 63.5

Piezoelectric
thickness (mm)

0.23 0.191 0.191

Cavity diameter (mm) 35 42 80

Cavity height (mm) 3–5 3–8 4–7–11

Orifice
diameter (mm)

2 2 5

Orifice length (mm) 2 2 2

H=do 1.5–2.5 1.5–4 0.8–1.4–2.2

le=do 1 1 0.4

Shim Young’s module (Pa) 9:7� 1010 7:31� 1010 7:31� 1010

Poisson’s module 0.36 0.31 0.31

Density (kg/m3) 8,490 2,780 2,780

Piezoelectric Young’s module (Pa) 6:7� 1010 6:6� 1010 6:6� 1010

Poisson’s module 0.31 0.31 0.31

Density (kg/m3) 8,000 7,800 7,800

Frequency
response

fw (Hz) 2,176 1,376 401

f1 (Hz) 2,256–2,221 1,632–1,462 307–297–283

fh (Hz) 1,000–775 833–510 723–547–436

f2 (Hz) 964–759 702–480 944–737–617

CF 0.06–0.04 0.30–0.11 1.88–1.08–0.68

Fig. 1 Sketch of a typical device
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The brass actuator is a commercially available piezoelectric ceramic disk bonded
to a thin brass metal plate fabricated by Murata Manufacturing Co. The aluminum
membranes were built in-house by gluing a LZT piezoceramic disk (manufactured
by PIEZO Inc.) on a thin aluminum foil.

In Table 1 geometrical and mechanical properties, as well as nominal charac-
teristic frequencies of the tested devices, listed on the basis of the shim material, are
summarized. The frequencies reported in Table 1 have been calculated by means of
the analytical model illustrated before. fw and fh denote the (uncoupled) first-mode
structural and Helmholtz natural frequencies, respectively, defined through Eqs. (4)
and (6), respectively; f1 and f2 are the frequencies of the two coupled oscillators, i.e.
the modified first-mode structural and Helmholtz resonance frequencies, defined by
Eq. (18); the coupling factor CF introduced by Eq. (16) is reported in the last line.

As a general trend, on the grounds of Eq. (17) the coupling effect increases the
structural resonance frequency and lowers the Helmholtz resonance frequency.
Furthermore, the coupling factor CF is higher as the cavity height decreases.
However, since for the aluminum 2 device the nominal structural frequency is less
than the Helmholtz one, the situation is reversed in the sense that the coupling of the
oscillators lowers f1 and raises f2.

As shown in Table 1, the nominal structural frequency of the brass devices is
very close to the value predicted by the model of the coupled oscillators. For the
brass device it results that also the Helmholtz frequency (i.e., the natural frequency
of the acoustic oscillator) is almost coincident with the value predicted by means of
the coupling model. The quasi-coincidence between the uncoupled natural struc-
tural and Helmholtz frequencies and the corresponding values of x1;2, observed for
the brass actuator, is much more weak for the aluminum 1 and totally disappears for
the aluminum 2 actuator which exhibits the strongest coupling effect.

As already pointed out before, the model has been validated against systematic
experimental tests whose findings have been already published in a previous paper
by de Luca et al. [5]. Here we limit to remember that we made measurements of
pressure disturbances produced by the motion of the membrane into the external
ambient, deflection of the (composite) membrane by means of a laser scanning
vibrometer, and jet exit velocity (by using a standard Pitot tube) in the external
ambient at a station located on the jet axis just downstream of the stagnation point
(the so called saddle point) separating near and far fields.

Plots showing the frequency response of the actuators in terms of the down-
stream-directed velocity Ue measured by means of the Pitot tube just downstream of
the saddle point (i.e. at a point one orifice diameter downstream of the orifice exit),
are reported in Figs. 2, 3 and 4. Following the basic definitions and findings of
literature (e.g., [14, 15]), the saddle point velocity is roughly 1.1 times the stroke
length velocity, Uo, namely the time-average of the orifice blowing velocity over
the entire period. Thus, in order to compare experimental measurements of Ue to
numerical computations of the peak value Umax of the exit velocity U, the rela-
tionship is used Ue ffi ð1:1=pÞUmax ¼ Umax=2:85.
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Fig. 2 Numerical-
experimental comparison of
average exit flow velocity
frequency response for the
brass actuator (H = 3 mm);
triangles represent the
experimental measurements,
black curves represent the
numerical solution;
a Va ¼ 35V, b Va ¼ 70V
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Fig. 3 Numerical-
experimental comparison of
average exit flow velocity
frequency response for the
aluminum 1 actuator
(H = 3 mm); black curves
represent the numerical
solution, triangles represent
the experimental measures;
a Va ¼ 25V, b Va ¼ 35V
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Fig. 4 Numerical-
experimental comparison of
average exit flow velocity
frequency response for the
aluminum 2 actuator
(H = 4 mm); triangles
represent the experimental
measures; black curves
represent the numerical
solution; a Va ¼ 35V,
b Va ¼ 50V
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Data points of Figs. 2, 3 and 4 are compared to the corresponding numerical
values obtained by integrating numerically the complete governing Eqs. (1–3). The
numerical simulations have been carried out by means of a standard fourth order
Runge-Kutta method in MATLAB environment with ode45 routine. Initial condi-
tions of xw ¼ 0, _xw ¼ 0, pi ¼ 0, and U ¼ 0 have been assumed for all the com-
putations; it has been observed that the quasi-steady oscillatory solution is generally
reached in about 20–30 cycles. Typical values of the electroacoustic transduction
coefficient /a that best fit the continuous numerical curves to the velocity mea-
surements are 105, 133, 47.7 for brass, aluminum 1, aluminum 2 actuators,
respectively.

Table 2 reports the resonance frequencies calculated numerically for each device
at Va ¼ 35V. This table should be compared to Table 3 showing analogous
experimental findings in order to appreciate the data agreement. For the sake of
convenience, data to be compared are reported in bold type in both tables. Data
spread is generally less than 4 % except for the value of the modified structural
frequency of aluminum 2 actuator, for which it appears to be about 26 %. However,
it should be noted that computer simulations of Fig. 4 show a rather wide plateau
around this peak frequency, whereas the the data spread of 26 % refers exactly to
the peak value. For a more general comparison including analytical, numerical and
experimental velocity results, one should glance at Tables 1, 2 and 3
simultaneously.

Table 2 Numerical
resonance frequencies at
Va ¼ 35V

H (mm) Modified
Helmholtz
frequency (Hz)

Modified
structural
frequency (Hz)

Brass 3 960 2,260
5 760 2,210

Aluminum
1

3 770 1,630
8 490 1,480

Aluminum
2

4 900 290
7 690 320

11 570 330

Table 3 Experimental
resonance frequencies from
Pitot tube

Va ðVÞ Modified
Helmholtz
frequency (Hz)

Modified
structural
frequency (Hz)

Brass (H =
3 mm)

35 976 2,232
70 1,042 2,232

Aluminum
1 (H =
3 mm)

25 781 1,645

35 801 1,645

Aluminum
2 (H =
4 mm)

35 892 367
50 892 367
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4.2 Effect of Strouhal Number

The effect of the Strouhal number can be appreciated by focusing the attention on
particular operating conditions; for a given device, in particular, the conditions of
St � 1 and St � 1, that are achieved for relatively low and high values of oper-
ation frequency, respectively, will be analyzed hereafter. Of course, one has to keep
in mind that more in general the conditions of St � 1 and St � 1 correspond to
situations of acoustically thin and thick resonant cavity, respectively, as before
observed. This effect will be analyzed numerically with particular reference to the
frequency response in terms of exit velocity of the three devices mentioned in the
previous sections.

The maximum jet-flow exit velocity trends as functions of the operation fre-
quency are depicted in Figs. 5, 6 and 7 for the three tested devices and for various
dimensionless cavity heights H=do. The supply voltage Va is equal to 35 V in all
these simulations.

For all the devices two velocity peaks corresponding to the two resonance
frequencies are clearly evident. For the brass device both the velocity peaks
increase with decreasing the cavity height, whilst for the aluminum 1 one the trend
is that the velocity peak of the structural resonance reaches a plateau for interme-
diate values of H=do and then it decreases at the largest height. For the brass
actuator the distance between the two resonance frequencies slightly increases with
increasing H=do, in agreement with experimental results of Gomes et al. [16]
obtained for lo=do [ 1, while for the aluminum 1 such a distance slightly decreases.
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Fig. 5 Frequency response of average exit flow velocity for the brass actuator at Va ¼ 35V; red
line is for H=do ¼ 0:5, green H=do ¼ 1, blue H=do ¼ 1:5, black H=do ¼ 2:5. The straight line
refers to Eq. (14)
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Fig. 6 Frequency response of average exit flow velocity for the aluminum 1 actuator at
Va ¼ 35V; red line is for H=do ¼ 0:5, green H=do ¼ 1, blue H=do ¼ 1:5, black H=do ¼ 2:5. The
straight line refers to Eq. (14)
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Fig. 7 Frequency response of average exit flow velocity for the aluminum 2 actuator at
Va ¼ 35V; red line is for H=do ¼ 0:5, green H=do ¼ 1, blue H=do ¼ 1:5, black H=do ¼ 2:5. The
straight line refers to Eq. (14)
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Note that the experimental findings of Gomes et al. [16] show also that the reso-
nance frequencies distance becomes practically constant as H=do further increases,
in agreement with the analytical prediction of de Luca et al. [5] valid in the case of
xw � xh.

The straight lines present in the plots of Figs. 5, 6 and 7 refer to the linear
dependance of the jet velocity upon the operating frequency given by the incom-
pressible model described by the Eq. (14). For the brass and the aluminum 1 and 2
actuators it is clearly evident that such a simplified model closely agrees with the
simulations of the complete model at low frequencies, the frequencies range of such
an agreement widening for the smaller cavity heights, as predicted by the theory for
St � 1. Note also that for this range of frequencies the response in terms of jet
velocity is the same whatever is the cavity height, thus confirming that the mem-
brane dynamics is decoupled from the acoustic oscillator one. These figures show
that the uncoupled behavior is recovered also for relatively high frequencies, i.e.
St � 1, where the expected response is of vanishing Ue, anticipated at lower fre-
quencies for the highest cavity heights.

In order to complete the discussion about the behavior of the aluminum 2 device,
note that the two nominal Helmholtz and structural frequencies, which for this
actuator are reversed, are remarkably modified by the high coupling ratio. The jet
velocity decreases with increasing the cavity height at the structural resonance
frequency, whereas it increases with increasing H=do at the Helmholtz resonance
frequency, with the result that the maximum peak is reached at the Helmholtz
frequency for the highest simulated cavity height. This particular finding agrees
with the theoretical prediction of de Luca et al. [5] that if xw � xh then the
distance between the two eigenvalues jx2

1 � x2
2j=x2

h does not depends on the cavity
height H=do and therefore jx2

1 � x2
2j ’ 1=ðH=doÞ. The quasi-coincidence of the

two resonance frequencies justifies that the maximum peak is reached for the
highest cavity height.

5 Conclusions

Basic properties of resonant cavities driven by piezo-electric thin elements, typi-
cally employed in order to produce the so-called synthetic jets, have been analyzed
by means of a lumped-element physical model. The model is fluid-dynamics based
and, although his genesis is inspired by an analogous model of previous literature, it
is innovative because it needs in input just electro-mechanical properties easily
available from commercial data sheet of the materials. The synthetic jet devices are
usually employed to control fluid flows. They are also used to cool locally reduced-
size surfaces, as well as to enhance the mixing between fluid currents.

In these frameworks, the proposed model represents a practical tool for the
overall design of the actuator. This has been idealized as an acoustic-mechanical
system of two-coupled oscillators, the membrane one (i.e., the structural element)
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and the Helmholtz’s one (i.e., the acoustic one). Simplified, but rather accurate
relationships have been given in order to predict the two modified (coupled) res-
onance frequencies, as a function of the decoupled natural frequencies of the two
basic oscillators. The analytical investigation has been completed through an
inspection of the dimensionless form of the governing equations, which introduce
two characteristic parameters: the frequencies coupling factor and the Strouhal
number. The study showed that the acoustic oscillator is always driven by the
membrane dynamics, while there are conditions under which the membrane
behavior is decoupled from the Helmholtz oscillator.

The fully nonlinear governing equations have been integrated numerically in
MATLAB environment. In order to validate the computer code, various experi-
mental campaigns have been carried out on three different actuators especially
designed and manufactured to the purpose of obtaining an increasing coupling
factor. In this paper, the comparison of the frequency response predicted numeri-
cally against experimental findings has been presented with reference in particular
to the external jet velocity.

The theoretical and experimental results show that when the coupling factor is
very small the two oscillators are decoupled, in the sense that the two modified
resonance frequencies tend to the corresponding nominal values, yielded by sim-
plified but accurate relationships.

The case of St � 1 is very interesting too. It physically corresponds to acous-
tically thin cavity and, for a given device, occurs at relatively low operating fre-
quencies. In this decoupled regime it has also been found that the behavior of the
actuator is well described by the so called incompressible model, where the air
volume rate entering the cavity as a consequence of the membrane displacement
equals the air volume rate leaving the cavity through the orifice.

A detailed numerical investigation about the influence of the cavity height has
been also carried out. An interesting but perhaps not expected result is that for the
device exhibiting the strongest coupling the jet velocity peak occurs for the highest
investigated cavity.
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Part II
Direct and Inverse Methods

Since the beginning of routine flight tests, measurements of the vibro-acoustic
response of structures excited by turbulent boundary layer (TBL) pressure fluctu-
ations have remained a challenging and time-consuming activity. In operating
conditions, such as in-flight and underwater tests, these measurements are extre-
mely expensive and difficult to manage. In-situ measurements, such as in wind
tunnels and water tanks, require expensive facilities and cannot span the whole
range of interest. In fact, each facility has some limits in terms of speed, flow
quality, Reynolds number, etc. In addition, both measurement approaches, in situ
and in operating conditions, usually face a difficult problem related to background
noise levels.

Therefore, along with direct measurement and simulation methods, some authors
are pursuing inverse methods to either infer or synthesize TBL wall pressure
fluctuations using traversing microphones and panel vibrations. The goal is to
synthesize effective TBL wall pressures in a test facility without a moving fluid,
usually using a wavenumber filtering and an assumed field of partially correlated
plane wave sources. The different techniques in these papers show that simulating
TBL wall excitation this way is quite challenging, mainly due to the requirement of
a very large array of sensors.

This part describes approaches for simulating TBL wall pressures using a single
traversing source and an acoustic holography technique or a surface plane wave
decomposition. The proposed methods benefit from a synthetic antenna concept
because one moving sensor is used instead of a full array. Finally, the last paper
describes some attempts to use vibration measurements to identify the wall pressure
fluctuations responsible for a panel vibration.



Source Scanning Technique for Simulating
TBL-Induced Vibrations Measurements
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Abstract Measuring the vibro-acoustic response of structures subjected to a turbu-
lent boundary layer (TBL) excitation in operating conditions remains an open issue for
experimenters. Generally, in situ measurements, e.g. flight tests, underwater mea-
surements and wind tunnel measurements are carried out, although they require
expensive facilities. As an alternative to in situ measurements, experimental simu-
lations in a laboratory environment have been developed. The main issue of these
substitute experiments is the synthesis of an excitation field equivalent to TBL wall-
pressure fluctuations with the help of standard transducers (shakers, loudspeakers,
etc.). In the present paper, we propose an alternate off-line methodology to deal with
the experimental simulation of vibrations induced by a spatially correlated random
pressure field, such as TBL excitation. The proposed methodology is called source
scanning technique (SST) and relies on twomain features: a wall-pressure plane wave
expansion of the target random wall-pressure field and two identification steps based
on the concept of synthetic array to simulate TBL-induced vibrations from a set of
transfer functions. In the present paper, the theoretical description of the SST and its
experimental implementation are detailed.
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1 Introduction

Measuring turbulent boundary layer (TBL) induced vibrations is of particular
interest in numerous transportation applications. From a practical point of view,
in situ measurements, e.g. flight tests [1], underwater measurements [2] and wind
tunnel measurements [3] are generally carried out. However, these experimental set-
ups are expensive due to the equipment and resources needed. Furthermore, mea-
surements are difficult to perform because of background noise levels. It is thus of
considerable interest to develop substitute experiments to assess TBL-induced
vibrations under laboratory conditions. Nevertheless, very few studies have been
carried out in the last few decades. One of the first studies on this topic was
proposed by Fahy [4], in which several ways of simulating TBL wall-pressure
fluctuations such as arrays of shakers or loudspeakers have been mentioned.
Unfortunately, these approaches had not been assessed experimentally because of
the practical difficulties of implementing these solutions at that time.

The practical feasibility of using an array of suitably driven shakers has been
studied by Robert [5], while the real-time synthesis of spatially correlated random
pressure fields with a near-field array of appropriately-driven loudspeakers was
studied by Elliot et al. [6], Maury and Bravo [7] and Bravo and Maury [8]. Apart
from these works, other semi-experimental techniques have been proposed. For
instance, it is worth citing the work of Audet et al. [9] based on the standard
formulation of random vibration theory and the measurement of the required
transfer functions and the work proposed by Robin et al. [10] based on the planar
NAH.

In the present paper, we propose an alternate off-line methodology called Source
Scanning Technique (SST) to investigate structural vibrations induced by random
pressure fields such as TBL excitation [11, 12]. The aim is to overcome the diffi-
culty of generating TBL excitation experimentally and gain the practical advantage
of performing a substitute experiment based on acoustic excitation. For this pur-
pose, the methodology developed in this paper relies on two main features: a wall-
pressure plane wave expansion of the target random wall-pressure field and two
identification steps based on the concept of synthetic array to simulate TBL-induced
vibrations from a set of transfer functions. Practically, SST requires the generation
of a set of uncorrelated wall-pressure fields corresponding to those of propagating
and evanescent acoustic plane waves. For this purpose, a single moving monopole-
like source simulating a full array of acoustic monopoles is used.

In the next of the paper, the theoretical description of SST and its experimental
implementation are presented. A particular attention is paid to the definition of the
grid covered by the monopole source (number of nodes, dimension and distance
from the observation area) as well as the design of the test bench used to assess the
validity of SST. This test bench being developed for validation purposes only, it can
not be used as it is in an industrial context. That is why, a test bench is proposed for
industrial applications in the last part of the paper.
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2 Basic Principles of SST

In room acoustics, it is well-known that a diffuse sound field can be thought as an
uncorrelated isotropic superposition of acoustic plane waves [13]. As the diffuse
sound field, the TBL excitation is a partially space-correlated random pressure field.
Consequently, it can also be modelled as a superposition of uncorrelated wall-
pressure plane waves.

2.1 Modelling of TBL Excitation as a Superposition
of Uncorrelated Wall Plane Waves

As a random process, the TBL excitation classically is modelled from the cross-
spectral density (CSD) function of the wall-pressure fluctuations. Here, the basic
idea is to represent the TBL CSD function as a superposition of uncorrelated wall-
pressure plane waves.

By definition, the pressure of a wall-pressure plane wave Prs of wavenumbers
(kr; ks) is:

Prsðx; y; tÞ ¼ ArsðtÞejkrxþjksy ð1Þ

where ArsðtÞ is a random variable corresponding to the amplitude of a wall-pressure
plane wave of wavenumbers (kr; ks).

The corresponding CSD function SPrsPrs between 2 points is therefore:

SPrsPrsðnx; ny;xÞ ¼ SArsArsðxÞejkrnxþjksny ð2Þ

where nx and ny are the spatial shifts between 2 points along x-axis and y-axis
respectively, SArsArsðxÞ is the auto-spectral density (ASD) function of the wall-
pressure plane wave amplitude and x is the angular frequency.

Let us suppose now a rigid surface impacted by a set of uncorrelated wall-
pressure plane waves. The total pressure pðx; y; tÞ at point ðx; yÞ of the rigid surface
is thus given by:

pðx; y; tÞ ¼
X
r;s

Prsðx; y; tÞ ð3Þ

As the wall-pressure plane waves are supposed uncorrelated, SArsAr0s0 ðxÞ ¼ 0 if
r 6¼ r0 and s 6¼ s0. Consequently, the CSD function of the total pressure is:

Sppðnx; ny;xÞ ¼
X
r;s

SArsArsðxÞejkrnxþjksny ð4Þ
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To obtain a pressure field compatible with the TBL excitation, the CSD function
of the total pressure has to be scaled on the TBL CSD function.

In [12], it has been shown that TBL excitation can be represented as a super-
position of uncorrelated wall-pressure plane waves, if the ASD function SArsArsðxÞ
of each wall-pressure plane wave satisfies:

SArsArsðxÞ ¼
Cppðkr; ks;xÞDkrDks

4p2
ð5Þ

2.2 Vibration Response to a TBL Excitation

Let us consider a structure subjected to a homogeneous stationaryTBL excitation. It has
been shown in [12] that the ASD function of the velocity SvvðQ;xÞ at point Q of the
structure can be obtained from the uncorrelated wall-pressure plane waves expansion
described previously. After some calculations based on the classical random vibration
theory [14] and the wall-pressure plane waves expansion, it readily comes:

SvvðQ;xÞ ¼
X
r;s

SArsArsðxÞ HvðQ; kr; ks;xÞj j2 ð6Þ

where the transfer function HvðQ; kx; ky;xÞ is the structural response at point Q
excited by a wall-pressure plane wave of unit amplitude.

Consequently, the experimental process has to be divided in two main steps to
compute the response SvvðQ;xÞ, namely the measurement of the transfer function
HvðQ; kr; ks;xÞ and their post-processing according to Eq. (6). However, since
HvðQ; kr; ks;xÞ is the response of the structure at point Q to a wall-pressure plane
wave of unit amplitude, the main question that arises here is: How to generate a
wall-pressure plane wave of unit amplitude?

2.3 Generation of Wall-Pressure Plane Waves

A natural approach to obtain a wall-pressure field of plane wave type is to generate
an acoustic plane wave. However, as illustrated in Fig. 1, it is necessary for a TBL
excitation to generate wall-pressure fields corresponding to those of propagating
and evanescent acoustic plane waves. Actually, the nature of the wall-pressure field
to reproduce only depends on the values of the wavenumbers kr and ks with respect
to the acoustic wavenumber k0.

Unfortunately, evanescent acoustic plane waves are difficult to generate in
practice. That is why, an array of acoustic monopoles is used instead to simulate the
required near-field interferential conditions. A schematic representation of such a
device is proposed in Fig. 2.
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To properly describe these interference conditions, one has to estimate, for each
wall-pressure plane wave, the complex amplitude Brs

mðxÞ of each monopole m of
the array. Actually, this amplitude is obtained by writing the equality of a wall-
pressure plane wave of unit amplitude and the wall-pressure field generated by the
monopole array over a grid of p observation points located on a rigid plane:
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Fig. 2 Definition of the array
of acoustic monopoles
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X
m

Brs
mðxÞHmpðxÞ ¼ ejkrxpþjksyp ð7Þ

where HmpðxÞ is the transfer function between a monopole m of coordinates
ðxm; ym; zmÞ and an observation point p of coordinates ðxp; yp; 0Þ belonging to a rigid
wall.

However, it can be inferred from Eq. (7) that the more the values of the
wavenumbers kr and ks are important, the more the number of monopoles necessary
to properly reproduce a wall-pressure plane wave of unit amplitude is high. Con-
sequently, using a monopole array can be intractable in practice. To bypass this
experimental limitation, a Source Scanning Technique has be developed.

2.4 Source Scanning Technique

The Source Scanning Technique relies on the linearity of the problem and consists
in using a single moving monopole-like source to reconstruct a target wall-pressure
plane wave from sequential measurements. It could be stressed that it is closely
related to the concept of synthetic antenna [15], which consists in post-processing
the signals of a moving receiving array to reconstruct an unknown target image with
a finer spatial resolution than that obtained with a fixed array. Actually, the reci-
procal mechanism is used in this paper.

To properly implement this technique in the proposed experimental framework,
one has to notice that the evaluation of the transfer function HvðQ; kr; ks;xÞ requires
two measurements, the first one to characterize the acoustic medium and the second
one to characterize the dynamic behaviour of the structure excited by an acoustic
monopole. By combining both information, one can obtain an evaluation of the
target transfer function, that can be used to compute the response of the structure to
a TBL excitation. Consequently, the Source Scanning Technique is carried out in 3
steps.

2.4.1 Step 1: Characterization of the Source Radiation in a Real
Acoustic Medium

The characterization of the source radiation in a real acoustic medium is performed
by the measurement of the transfer functions HmpðxÞ, corresponding to the blocked
pressure on a rigid wall at position p due to the monopole-like source at position m
as illustrated in Fig. 3.

From this set of transfer functions, it is possible to compute the amplitude Brs
mðxÞ

for each position of the monopole-like source and each couple of wavenumbers
(kr; ks) [see Eq. (7)].
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It should be noted that this step is compulsory if the acoustic medium can not be
considered as semi-anechoic and the source as a monopole. However, it can be
emphasized that the measurement have to be performed only once and are inde-
pendent of the structure under test. On the contrary, if the acoustic medium is semi-
anechoic and the source is a monopole, a theoretical expression of HmpðxÞ can be
used to avoid these measurements. This expression writes:

HmpðxÞ ¼ e�jk0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxm�xpÞ2þðym�ypÞ2þz2m

p

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxm � xpÞ2 þ ðym � ypÞ2 þ z2m

q : ð8Þ

2.4.2 Step 2: Characterization of Dynamic Behaviour of the Structure

The characterization of the dynamic behaviour of the structure excited by an acoustic
monopole is performed by the measurement of the transfer functions HQm, corre-
sponding to the velocity at pointQ due to the monopole-like source at positionm (see
Fig. 4).

From this set of transfer functions and the amplitude Brs
mðxÞ computed in the first

step, the transfer function HvðQ; kr; ks;xÞ can be calculated off-line from the fol-
lowing relation:

HvðQ; kr; ks;xÞ ¼
X
m

HQmðxÞBrs
mðxÞ: ð9Þ

Fig. 3 Example of
measurement of the transfer
functions HmpðxÞ
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2.4.3 Step 3: Reconstruction of TBL-Induced Vibrations

At this stage, the contribution of each wall-pressure plane wave are combined, by
linear processing, to obtain the structural velocity ASD function from Eq. (6).

2.4.4 Summary of SST

In this section, SST is presented under a block diagram form to clearly distinguish
measurement stages from numerical processing stages based on measured data (see
Fig. 5).

The proposed block diagram shows that the use of a synthetic array requires two
transfer functions measurements and numerical processings. Such a process

Fig. 4 Example of
measurement of the transfer
functions HQmðxÞ

Hmp HQm

HB

Numerical processing

TBL CSD function model

Measurement stage

Step 1 Step 2 Step 3

measurementsmeasurements

= P m HQmBrs
m r,s SArsArs |Hv|2

Brs
m Hv

Svv(Q,ω)

SArsArs

Fig. 5 Block diagram of the proposed experimental procedure
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presents several advantages to assess TBL-induced vibrations. Firstly, a synthetic
array allows not only a greater flexibility with respect to the number of monopoles,
but also to avoid the scattering of the sound field on a dense set of sources involved
into a physical array. Furthermore, only transfer function measurements are
required. These two latter points are very interesting, since it is not necessary to
control the amplitude and phase of several sources simultaneously. Furthermore,
dispersions of sensor characteristics are avoided as are all the reference problems
occurring when an array of sources is used.

Nevertheless, the sequential nature of the experimental process requires mea-
surements to be made with care. Indeed, inaccuracies of source positioning can
generate phase shift dispersions between two successive positions of the source.
This problem can be easily managed by using a two-axis robot. Another issue is
related to the variations of the set-up with time, since sequential measurements are
quite lengthy. Consequently, the behaviour of the structure may change during the
experiment, because of environmental variations for instance. To insure the con-
sistency of measurements throughout the experiment, measurements have to be
made in a stable environment to keep the linearity assumption valid.

3 Experimental Aspects

When analysing Eq. (6), it is obvious that the accuracy of the reconstruction of the
structural velocity ASD function depends on two main criteria, namely the number
of wall-pressure plane waves and the definition of the scanning grid.

3.1 Number of Wall-Pressure Plane Waves

3.1.1 Basic Principle

The numerical evaluation of the series given by Eq. (6) theoretically requires an
infinite number of wavenumber couples (kr; ks). However, the structure acts as a
wave-vector filter characterized by the transfer function Hv. This enables limiting
the wavenumber couples to those mainly contributing to the structural response.
Consequently, the structural velocity ASD function can be approximated from a
finite number of uncorrelated wall-pressure plane waves. This, however, requires
some knowledge about the structure under test to determine an optimal cut-off
wavenumber allowing properly truncating the series given by Eq. (6).

A simple indicator for the practical choice of k can be derived from the analysis
of the physical mechanisms governing the response of a plate excited by a TBL,
such as the aerodynamic coincidence and the filtering effect of the structure.

For a flat plate with natural bending wavenumber kf , immersed in a light fluid
such as air, the aerodynamic coincidence associated with the filtering effect of the
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structure on the TBL excitation allows explaining the physical mechanisms of the
TBL-induced vibrations in a straightforward manner. In general, three configura-
tions are observed. Indeed, for kc\kf , the resonant and non-resonant modes in
aerodynamic coincidence of the plate are the main contributors to vibration
response. For kc � kf , the number of resonant modes in aerodynamic coincidence is
maximal [5]. In this case, these modes mainly contribute to the vibration response.
Finally, for kc [ kf , only the resonant modes have a significant contribution to the
vibration response due to the filtering effect of the plate.

As a result, the wavenumbers ðkr; ksÞ defining the wall-pressure plane waves can
be restrained to those matching with the modes, that mainly contribute to the
vibration response. Furthermore, this analysis implies a substantial reduction in the
number of positions of the monopole-like source, since only the plane waves
matching with the most important modes have to be reconstructed. However, the a
priori determination of structural modes as well as natural wavenumber kf can be a
challenging task for industrial structures. For all these reasons, it is preferable to
defined a simple but robust indicator to take into account all the physical mecha-
nisms above-cited. Here, a practical choice of the cut-off wavenumber �k is such that
�k[ kf , where kf is the natural wavenumber of the plate equivalent to the real
structure. Based on this indicator, the set of wall-pressure plane waves is thus

defined to satisfy ðkr; ksÞ 2 �k; k
� �2

with a prescribed wavenumber resolution
(Dkr;Dks). Of course, to take advantage of the filtering effect of the structure on the
excitation, it is necessary to have a good knowledge of the structure under test. In
particular, this means that for industrial structures, such as multilayer or ribbed
structures, the dynamic behaviour has to be studied carefully to properly identify
the cut-off wavenumber.

3.1.2 Numerical Validation

To validate the reasoning presented in Sect. 3.1.1, the response of a simply sup-
ported steel plate immersed in air and subjected to a TBL excitation model by a
Corcos model [16] is calculated using either the classical random vibration theory
or the wall-plane wave expansion.

For the sake of completeness, it should be noted that the reference calculation
was carried out using the discretized version of the velocity ASD function given by
the random vibration theory, that is:

SvvðQ;xÞ ¼
X
i;j

H�
v ðQ;Mi;xÞSppðMi;Mj;xÞHvðQ;Mj;xÞDMiDMj; ð10Þ

where SppðMi;Mj;xÞ is the TBL CSD function, DMi is the spatial resolution and
HvðQ;Mi;xÞ is the transfer function corresponding to the structural velocity at
point Q when the plate is excited by a point force at point Mi.
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In the present case, the transfer function HvðQ;Mi;xÞ is computed analytically
using the following mode expansion:

HvðQ;Mi;xÞ ¼ jx
X
n

/nðQÞ/nðMiÞ
Mn x2

n � x2 þ jgnxxn
� � ; ð11Þ

where Mn is the generalized mass, xn the natural frequency of the plate, /n the
mode shape, gn the modal damping.

Regarding the wall-plane wave expansion, the calculation of the velocity ASD
function is derived from Eq. (6), in which the transfer function HvðQ; kr; ks;xÞ is
written:

HvðQ; kr; ks;xÞ ¼ jx
X
n

Pn/nðQÞ
Mn x2

n � x2 þ jgnxxn
� � ; ð12Þ

where the generalized force Pn is given by the following equation:

Pn ¼
Z
Sp

ejkrxþjksy/nðPÞdSp �
X
p

ejkrxpþjksyp/p
nDSp; ð13Þ

where /p
n is the mode shapes of the plate discretized over the p points and DSp is a

surface element.
The simulation parameters of the proposed numerical validation are given in

Table 1.
The result presented in Fig. 6 shows a good agreement between the classical

random vibration formulation and the wall-plane wave expansion and allows val-
idating the selection process of the wall-plane waves explained in Sect. 3.1.1.

Table 1 Simulation
parameters of the numerical
validation

Parameters Values

Length of the plate 0.6 m

Width of the plate 0.3 m

Thickness of the plate 5.10−3 m

Modal damping gn ¼ g ¼ 1 %

Number of grid points 231 (21 × 11)

Observation point Q ð0:2; 0:1 mÞ
Free stream velocity U1 ¼ 50 ms�1

Longitudinal and lateral decay rates ðax; ayÞ ¼ ð0:116; 0:7Þ
Maximal frequency studied fmax ¼ 250 Hz

Cut-off wavenumber k ¼ 50 ms�1

Wavenumber resolution Dkr ¼ Dks ¼ 1 m�1
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3.2 Definition of the Scanning Grid

Three main parameters are involved in the design of the scanning grid, namely the
number of grid points, its dimension and its distance from the observation area.

From a numerical parametric study using parameters defined in Table 1 (see Ref.
[12] for further details), it has been shown that the grid covered by the monopole
source has to satisfy the following criteria:

• a minimum of 4 monopoles per wavelength k ¼ 2p
k

is required to properly

reconstruct a wall-pressure plane wave;
• the grid size has to be equal to or greater than the size of the observation area to

ensure a good acoustic coverage of the observation area;
• the distance of the grid from the observation plane can be arbitrarily chosen in the

interval k
4 ; 3k
h i

to limit the condition number of the propagation operator Hmp.

When applying all the rules cited above, the reconstruction of a wall-pressure
plane wave as well as that of the TBL CSD function modelled by the Corcos model
are very satisfactory as illustrated in Figs. 7 and 8.

It should be noted that this pre-design parametric study has been performed by
considering theoretical acoustic monopoles. In practice, monopole-like sources
differ from theoretical ones, since the acoustic pressure field is not singular in the
very near-field of the source. However, it has been pointed out that the source array
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should not be too close to ensure a good acoustic coverage of the observation area.
Consequently, one can reasonably expect that above results remain acceptable for
real acoustic monopole-like sources, as will be shown in Sect. 4.
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4 Experimental Validation

The aim of this experimental validation is to reproduce a wind measurement with
the Source Scanning Technique. The wind tunnel measurement has been carried out
by Totaro et al. [17] on a steel plate with dimensions 0.6 × 0.3 × 0.0005 m3 glued
on its edges to a rigid baffle (see Fig. 9).

For this experiment, three quantities have been measured for a free stream
velocity U1 ¼ 50 ms�1, namely:

• the correlation parameters a1 ¼ 1
ax
and a2 ¼ 1

ay
of the Corcos model (see Fig. 10):

• the TBL wall-pressure frequency spectrum SppðxÞ required to scale the Corcos
model (see Fig. 11):

• the structural velocity ASD function at 72 points (see Fig. 12):

Fig. 9 Wind tunnel measurement

Fig. 10 Measurements of the the correlation parameters ax and ay of the Corcos model for
U1 ¼ 50 ms�1 a a1 and b a2, after Totaro et al. [17]
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4.1 Description of the Test Bench

As highlighted in Sect. 2.4, SST requires the measurement of two sets of transfer
functions, namely Hmp and HQm, to derive the transfer function HvðQ; kr; ks;xÞ
from Eq. (9). A schematic representation of the measurement process of Hmp and
HQm has been proposed in Figs. 3 and 4.
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Fig. 11 TBL wall-pressure frequency spectrum measured in wind-tunnel for U1 ¼ 50 ms�1,
after Totaro et al. [17]
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Fig. 12 Structural velocity ASD function at point ðx; yÞ ¼ ð0:22; 0:23 mÞ, after Totaro et al. [17]
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From the practical point of view, the aim is to develop a test bench able to
reproduce the measurement process of Hmp and HQm explained in Sect. 2.4.

4.1.1 Experimental Set-up for Hmp Measurements

The measurements of the transfer functions Hmp between the particle velocity of the
monopole-like source at positions m and the pressure at positions p have been
carried out in a sound-treated room by using a white-noise excitation and measuring
the blocked pressure on a rigid wall, consisting of a thick wooden plate
1:02� 1:25� 0:036m3, as presented in Fig. 13.

In this study, the excitation system consists in a monopole-like source, made
with the help of a loudspeaker emitting noise through a tube, fixed to a two-axis
robot, while the reception system is a near-field linear microphone array used to
measure the blocked pressure over the rigid surface.

4.1.2 Experimental Set-up for HQm Measurements

The measurements of the transfer functions HQm have consisted in measuring the
transfer function between the particle velocity of the monopole-like source and the
structural velocity at an observation point Q located on the plate. To this end, an
aperture of dimensions 0:6� 0:3 m2 has been made in the thick wooden plate used
for Hmp measurements, above which the studied plate was glued to allow bending
motions. Then, the measurements of the structural velocity of the plate excited by
the monopole source at positions m have been performed with a lightweight 4 g
accelerometer to limit the effect of the added mass of the sensor on the plate.

Fig. 13 Experimental set-up
for measuring the transfer
functions Hmp
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4.2 Description of the Monopole-Like Source

As explained in Sect. 4.1.2, the monopole-like source is obtained from a loud-
speaker emitting a white noise excitation through a tube, whose diameter is smaller
than a third of the acoustic wavelength (see Fig. 14). The reference signal is
measured by a velocity sensor fitted in a small nozzle mounted at the end of the
tube, in order to take into account the standing waves existing in the tube. The inner
diameter of the nozzle is 15 mm. Consequently, the upper frequency for a mono-
pole-like behaviour of the source is much lower than 7.5 kHz.

To be considered as a monopole source, the physical source should have, in
particular, an omnidirectional directivity pattern. This property of the source has
been experimentally verified by measuring the acoustic pressure along two cir-
cumferences delimiting two orthogonal planes of a sphere of radius 30.5 cm. These
measurements are presented in Fig. 15.

Finally, the monopole source being not an efficient radiator at low frequency, the
lower bound of the measurement frequency range is related to the signal-to-noise
ratio. Preliminary measurements showed that SNR was acceptable for frequencies
above 70 Hz.

Fig. 14 Monopole-like
source
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4.3 Study of Measurement Biases

To properly analyse the experimental results presented in Sects. 4.4 and 4.6, it is
important to study the possible measurement biases beforehand.

4.3.1 Screen Effect of the Baffle

As shown in Figs. 13 and 16, the dimensions of the baffle are finite. As a result, a
part of the pressure emitted by the source on the upper face of the plate can be
indirectly transmitted to the other face due to the diffraction of the pressure field on
the edges of the baffle. That is why, it is worth ensuring that the pressure field
measured on the hidden face of the plate is weak compared to the the one measured
on the upper face in order to reproduce as accurately as possible the wind tunnel

Fig. 15 Directivity pattern of the monopole-like source at a 125 Hz and b 2,000 Hz—(blue line)
First plane and (red line) Second plane (perpendicular to the first plane)

Fig. 16 Experimental set-up
for measuring the transfer
functions HQm
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measurement. For this purpose, the pressure is measured on both sides of the baffle
as illustrated in Fig. 17.

From there, an indicator E is defined as the difference of the pressure levels
measured on both sides of the baffle, namely:

E ¼ 20 log10
jpuj
jphj

� �
; ð14Þ

where pu and ph are respectively the acoustic pressure measured on the upper and
hidden faces of the baffle.

Figure 18 presents the value of the indicator E with respect to frequency. It
shows that the pressure on the hidden face of the baffle is at least 10 dB lower than
the pressure measured on the upper face of the baffle. Consequently, the bias
introduced by the finite dimensions of the baffle is negligible.

Fig. 17 Measurement of the screen effect of the baffle
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Fig. 18 Screen effect of the baffle
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4.3.2 Baffle Rigidity

The rigidity of the baffle is an important parameter to ensure the validity of HQm

measurements. Indeed, if the baffle and plate vibration levels are of the same order,
then the boundary conditions of the plate will be altered. In the present paper, the
baffle rigidity is evaluated by measuring the difference of the vibration levels at a
point A1ð0:22; 0:23 mÞ of the plate and a point B1ð�0:08; 0:675 mÞ of the baffle
(The coordinates of each point are defined in the frame of the plate presented in
Fig. 4). Practically, vibration levels are measured using accelerometers. From there,
an indicator Ev, defining the difference of the vibration levels, is derived as in
Eq. (14).

Figure 19 presents the value of the indicator Ev with respect to frequency. This
figure shows that the difference of the vibration levels ranges from 5 to 10 dB in
average. Consequently, baffle vibrations are larger than expected. The direct con-
sequence is an alteration of the boundary conditions of the plate since vibration
energy is injected to the structure through the baffle. This can be a major bias when
comparing SST with wind tunnel measurements.

4.3.3 Influence of the Accelerometers

The thickness of the plate under test being relatively low, the accelerometers used to
measure the vibration field can modify its dynamic behaviour. Practically, only one
accelerometer has been used. To assess the influence of this accelerometer on the
dynamic behaviour of the plate, the input mobility Yp of the studied plate equipped
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Fig. 19 Influence of the baffle rigidity
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with a lightweight accelerometer (4 g) has been numerically computed from the
following formula [18]:

Yp ¼ fYp Ya
Ya þfYp ; ð15Þ

where fYp is the input mobility of the plate alone and Ym is the mobility of the
accelerometer of mass m.

Equation (15) indicates that the eigen frequencies of the plate are modified by
the presence of the accelerometer. The modified eigen frequencies can be obtained
from the following equation:

Im fYp	 

¼ Im Yað Þ ¼ 1

mx
; ð16Þ

where ImðfYpÞ is the imaginary part of fYp .
A graphical representation of the previous equation is proposed in Fig. 20. In

particular, it shows that if the structure is lightly damped (which is the case here),
then the presence of a sole accelerometer on the structure has almost no influence
on the dynamic behaviour of the plate. As a consequence, the use of an unique
accelerometer glued on the plate does not disturb the measurement of the transfer
functions HQm.
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Fig. 20 Influence of the accelerometer mass on the eigen frequencies of the plate—(blue line)
imaginary part of the input mobility fYp of the plate alone and (red line) imaginary part of the
accelerator’s mobbility Ya
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4.4 Reconstruction of Wall-Pressure Plane Waves

In this section, a wall-pressure plane wave of unit amplitude is compared to that
reconstructed by using SST for two couples of wavenumbers ðkr; ksÞ ¼
ð4:5 m�1; 4:5 m�1Þ and ðkr; ksÞ ¼ ð20 m�1; 20 m�1Þ.

Figure 21 presents, for both couples of wavenumbers, the comparison of the
wall-pressure plane waves to be reconstructed and those reconstructed from SST at
250 Hz. This figure shows clearly that the amplitudes as well as the spatial vari-
ations of the wall-pressure plane waves are well reproduced. Consequently, this
validates the experimental technique proposed for reconstructing wall-pressure
plane waves.

4.5 Semi-analytical Validation of SST

In this section, a semi-analytical validation of SST is proposed. It consists in
comparing the structural velocity ASD function at one point of simply supported
plate calculated on the basis of the classical random vibration formulation given by
Eq. (10) with that obtained from SST. The proposed validation is semi-analytical
since the transfer functions Hmp are measured while the transfer functions HQm are
computed using the following relation:

HQmðxÞ ¼ jx
X
n

Pm
n /nðQÞ

Mn x2
n � x2 þ jgnxxn

� � ; ð17Þ
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Fig. 21 Reconstruction of wall-pressure plane waves a for ðkr; ksÞ ¼ ð4:5 m�1; 4:5 m�1Þ and
b for ðkr; ksÞ ¼ ð20 m�1; 20 m�1Þ in the plane ðx; 0:12 mÞ at 250 Hz—(blue line) wall-pressure
plane wave to be reconstructed (reference) and (red line) wall-pressure plane wave reconstructed
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where the generalized force Pm
n is written:

Pm
n �

X
p

HmpðxÞ/p
nDSp: ð18Þ

Figure 22 presents a comparison of the structural velocity ASD function at point Q
(0.22, 0.23 m) of a 0:6� 0:3� 0:0005 m3 simply supported steel plate, obtained
either from the classical random vibration formulation given by Eq. (10) or assessed
by SST from Eqs. (6) and (9). As expected, good agreement between both results is
observed, despite discrepancies of 3 dB in some frequency bands of low level,
which is not crucial, since the vibration levels at the resonance frequencies are well
estimated. Thus this result allows validating the experimental technique developed
in this paper to characterize the vibrations induced by TBL.

4.6 Complete Experimental Validation

In the present section a complete experimental validation is proposed. This means
that the measured transfer functions Hmp and HQm have been used to simulate the
vibration response at one point of the plate from Eqs. (6)–(9). Considering the
measurement biases detailed in Sect. 4.3, discrepancies between SST results and
wind tunnel measurements are expected.

This is confirmed by Fig. 23 presenting a comparison of structural velocity ASD
function at point A1 measured in wind tunnel or reconstructed from SST. This
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Fig. 22 Comparison of the structural velocity auto-spectral density function SvvðQ;xÞ at point Q
(0.22, 0.23 m) computed by (blue line) the classical random vibration formulation (reference) and
(red line) SST by using the measurements of Hmp and a semi-analytical calculation of HQm
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comparison shows that the frequency content of the reconstructed ASD function
differs from the measured one, while the range of variation of the ASD function is
well described. The observed frequency discrepancy is mainly explained by the
rigidity of the baffle which leads to an alteration of the boundary conditions as
underlined in Sect. 4.3.2.

4.7 Versatility of SST

Numerous models are available in the literature to represent TBL wall-pressure
fluctuations on a rigid plane. These models link wall-pressure fluctuations to the
main features of the flow (convection velocity, boundary layer thickness). One of
the main features of SST is its versatility with respect to the TBL excitation model
Cppðkr; ks;xÞ, since the technique proposed is based on discrete wave-vector
integration models. Consequently, all the TBL models expressed in the wave-
number-frequency space can be used. Furthermore, the comparison of these models
can be carried out in a straightforward manner, since the introduction of TBL
excitation is performed in the numerical stages by using Eqs. (6) and (9).

To demonstrate the ability of our experimental technique to deal with different
TBL excitation models, the full implementation of SST is adopted, that is to say that
measurements of Hmp and HQm are used to evaluate the TBL-induced vibrations of
the steel plate defined previously.

100 150 200 250 300
−80

−75

−70

−65

−60

−55

−50

−45

−40

Frequency (Hz)

S
vv

(Q
,ω

) 
(d

B
, r

ef
: 

1 
m

2 .s
−2

.H
z−1

)

Fig. 23 Comparison of the structural velocity auto-spectral density function SvvðQ;xÞ at point Q
(0.22, 0.23 m) (blue line) measured in wind tunnel and (red line) reconstructed using SST
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In the following discussion, TBL models proposed by Corcos [16], Efimtsov
[19], Chase [20] and Smol’yakov and Tkachenko [21] are compared for a fully
developed turbulent flow whose parameters were measured in a wind tunnel by
Totaro et al. [17] (see Table 2). Figure 24 presents the wavenumber-frequency
spectrum predicted by the 4 models. For the sake of brevity, these models are not
presented here, but detailed reviews and discussions about TBL models can be
found in Refs. [22–24]. Finally, the parameters of the TBL models used in this
article are those proposed by their authors, except for the Corcos model, whose
parameters are defined from measurements presented in Fig. 10.

The comparison of the structural velocity ASD function SvvðQ;xÞ at point Q
(0.22, 0.23 m) of the plate, evaluated from SST for the four TBL excitation models
mentioned above, is presented in Fig. 25. Observation of these results brings to light
the fact that they are clustered together within 6 dB at most throughout the fre-
quency range, despite large differences of TBL wall-pressure spectra in the low-
wavenumber region. These results are consistent with previous investigations into
TBL-induced vibrations [24–26]. Indeed, plate bending waves are only excited by
the TBL pressure components of the matching scales and, in the present case, the
bending waves are predominantly excited by convective components, since the
frequency range of interest is below the aerodynamic coincidence frequency
(≈250 Hz) for the plate under consideration. Consequently, the differences observed
in Fig. 25 can be explained for the most part by the modelling of the convective
components in the four TBL models, as shown in Fig. 24.

5 Possible Implementation of SST in an Industrial Context

The test bench presented in Sect. 4 has been developed for validation purposes only
and can not be used as it is in an industrial context. For industrial applications, a test
bench could be developed for simulating the vibro-acoustic behaviour of multilayer
structures submitted to a random excitation in a controlled environment.

As illustrated in Fig. 26, the proposed test bench is made up of two rooms
separated by a concrete wall, in which an aperture is made for inserting the structure
under test. The relatively small size of the synthetic array allows installing in

Table 2 Turbulent flow
parameters after Totaro et al.
[17]

Parameters Values

Convection velocity Uc ¼ 35 ms�1

Friction velocity us ¼ 1:96 ms�1

Boundary layer thickness d ¼ 85 mm

Displacement thickness d� ¼ 8:8 mm

Momentum thickness h ¼ 6:7 mm

Wall shear stress sw ¼ 4:58 Pa
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receiving and emission rooms climatic chambers for controlling temperature (typ-
ically in the range of −30 to +70 °C) and humidity (standard conditions). In this
context, the size of the excitation device is one of the advantage of SST compared
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Fig. 24 Comparison of TBL wavenumber-frequency spectra at 250 Hz—(blue line) Corcos
model, (red line) Efimtsov model, (green line) Chase model and (red dots) Smol’yakov and
Tkachenko model
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Fig. 25 Comparison of structural velocity auto-spectral density function SvvðQ;xÞ at point Q
(0.22, 0.23 m) for various TBL excitation models—(blue line) Corcos model, (red line) Efimtsov
model, (green line) Chase model and (red dots) Smol’yakov and Tkachenko model
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to reverberant rooms or wind tunnel for which temperature and humidity control
can not be performed at low cost.

To properly perform acoustic transparency measurements, the receiving room
should be anechoic, while the emission room should be sound-treated. This
experimental facility allows performing two types of research:

• Studying the filtering effect of multilayer structures on the TBL excitation.
Indeed, for industrial multilayer structures, the filtering effect is not well con-
trolled, while it could be a means of designing such a structure to noise
annoyance due TBL excitation. In this context, the test bench described above
would help in analysing experimentally the filtering effect of the structure by
studying the vibro-acoustic response of the structure to wall-pressure plane
waves generated by the synthetic array;

• Studying the influence of climatic conditions on the transmission loss of
structures subjected to random excitations. Such studies are relevant in an
industrial context, since mechanical properties of numerous materials used in

Anechoic
Sound-treated

Studied
structure

receiving room
emission room

Source
grid

Microphones
grid

PU probes
grid

Temperature and humidity control

Fig. 26 Schematic representation of the proposed test bench
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industry (visco-elastic materials, rubber, etc.) depend on the temperature and
hygrometric parameters. The variations of mechanical parameters with respect
to environmental conditions play a central role in the vibro-acoustic behaviour
of structures. However, because of the practical difficulty of maintaining tem-
perature and humidity levels in a reverberant room or in a wind tunnel, the
influence of environmental parameters is often neglected. From this particular
standpoint, the proposed test bench would be an original experimental facility.

6 Conclusion

The Source Scanning Technique aims at simulating experimentally the response of
structures excited by stationary random pressure fields, such as TBL excitation. It
relies on the experimental simulation of a set of uncorrelated wall-pressure plane
waves, whose amplitudes are scaled on the TBL CSD function expressed in the
wavenumber space. From the practical point of view, the set of wall-pressure plane
waves can be reconstructed using an array of acoustic monopoles. Nevertheless, such
an approach can be intractable in practice because of the increase in the sources
density with frequency. The key point of the proposed technique is the use of a
synthetic array made up of a single acoustic monopole moved in space to replace the
monopole array. By virtue of its sequential nature, SST allows a higher flexibility of
the experimental set-up regarding the total number of monopoles required to suitably
reconstruct wall-pressure plane waves. The counterpart of this sequential nature is the
need of a precise source positioning to avoid phase shifts, as well as the need of a
stable environment to avoid variations of the experimental set-up with time.

From these technical requirements, an experimental set-up was designed to
validate the approach proposed under laboratory conditions. The results obtained on
an academic structure show the method is capable of reconstructing wall-pressure
plane waves and the structural velocity ASD function of a plate subjected to TBL
excitation. Finally, the versatility of SST with respect to TBL excitation models has
been highlighted.

In the future, SST could be used to develop a test bench for simulating the vibro-
acoustic behaviour of multilayer structures submitted to a random excitation (e.g.
diffuse sound field or TBL excitations) in a controlled environment (i.e. humidity
and temperature).
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Experimental Synthesis
of Spatially-Correlated Pressure Fields
for the Vibroacoustic Testing of Panels

Olivier Robin, Alain Berry and Stéphane Moreau

Abstract The problem of reproducing random pressure fiels on plane structures for
the measurement of their vibroacoustic properties is investigated using different
reproduction approaches and a synthetic array. The main application is the simu-
lation of a Turbulent Boundary Layer excitation in a laboratory environment, as an
alternative to in-flight or wind tunnel experiments. The reproduction of a repeatable
and accurate Diffuse Acoustic Field which is of great practical importance is also
studied. Most of the experimental results obtained with synthesized random pres-
sure fields and compared with numerical and experimental reference data confirm
the potential of the proposed strategies.

1 Introduction

A Turbulent Boundary Layer (TBL) can be produced by a fluid flow on the external
structure of a vehicle moving at a sufficient speed, such as an aircraft fuselage or a
ship hull. Corresponding wall pressure fluctuations will result in flow-induced loads
that can generate vibration and also noise. These vibroacoustic excitations induced
by the TBL are important or even main contributors to the interior noise of vehicles,
and are of great importance for the aeronautical, automotive or naval industries
(Fig. 1). More specifically, the experimental measurement or characterization of
fuselage panels can be conducted in situ or in wind-tunnels, but such tests are highly
complex and require expensive facilities. Therefore the vibroacoustic testing of such
structures is usually done in Transmission Loss (TL) facilities under a Diffuse

O. Robin (&) � A. Berry � S. Moreau
Université de Sherbrooke, Sherbrooke J1K2R1, Canada
e-mail: olivier.robin@usherbrooke.ca

A. Berry
e-mail: alain.berry@usherbrooke.ca

S. Moreau
e-mail: stephane.moreau@usherbrooke.ca

© Springer International Publishing Switzerland 2015
E. Ciappi et al. (eds.), Flinovia - Flow Induced Noise
and Vibration Issues and Aspects, DOI 10.1007/978-3-319-09713-8_8

151



Acoustic Field (DAF) excitation (see Fig. 2), associated with lower cost and time but
at the expense of using a non-representative pressure field. It is well documented that
panels under a TBL excitation radiate less sound than under a DAF excitation for
example [1–4]. The DAF produced in reverberant rooms is also rarely close to its
theoretical definition and high variability can be seen between different test facilities
[5, 6].

The first objective in this research project is to achieve accurate and repeatable
reproduction of spatially correlated pressure fields, corresponding to either a DAF
or a TBL, in a laboratory-like environment and using an antenna of acoustic
sources. The question is then the following: ‘how to drive an array of sources to
achieve specific target spatial correlations on a parallel plane surface?’ Three dif-
ferent approaches are used to deduce the Cross-Spectral Density (CSD) of particle

Fig. 1 Usual speed ranges and cruise speeds in aeronautical, railroad, automotive and naval
transportation means

Fig. 2 a Usual arrangement of a panel in coupled rooms for Transmission Loss measurement
under a diffuse acoustic field excitation. b Usual arrangement of a panel in a wind-tunnel for
vibroacoustic measurements under a turbulent boundary layer excitation
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velocity to be imposed to the reproduction sources distributed on a surface facing
the reproduction plane (i.e. a panel to be tested), so that a target pressure CSD
would be reproduced on this plane. A Least Squares approach is proposed as the
first method, while the two others are based on sound field reproduction techniques,
namely Wave Field Synthesis [7, 8] (WFS) and Planar Nearfield Acoustic
Holography [9, 10] (P-NAH). Numerical simulations help defining adequate source
spatial sampling and plane separations to reproduce the target correlation scales of a
DAF or a TBL.

The second objective is to apply these reproduction strategies to vibroacoustic
testing of panels, and verify their experimental feasibility using the synthetic array
concept [11]. To test the three proposed methods, a series of experiments have been
performed in hemi-anechoic conditions. The synthesis of a DAF and a TBL, either
subsonic or supersonic, has been first tested on a small aluminum panel. Experi-
mental synthetic TL results are compared with numerical calculations, because
practical measurements are highly difficult to obtain for both excitations. The
reproduction of a DAF has also been tested on a composite panel, representative of
fuselage structures, and compared with the experimental TL results obtained with a
coupled rooms facility.

This paper is organized as follows: The theoretical CSD functions used for the
description of the DAF and TBL pressure fields are given in Sect. 2. The three
reproduction approaches are described in Sect. 3, and results of numerical simu-
lations for the P-NAH case are reported in Sect. 4. Validation of experimental
conditions and the reconstruction approach using a synthetic array are thoroughly
described in Sect. 5, and results of experiments conducted on a small aluminum
panel and a large composite panel are given in Sects. 6 and 7, respectively. The
main results of the paper are summarized in the conclusion.

2 Cross-Spectral Density Functions of Target Pressure
Fields

Figure 3 describes the general problem to be solved here. Starting with a target
pressure Cross-Spectral Density (CSD) function that is defined in plane S1 (the
reproduction plane), the goal is to calculate the source volume accelerations CSD
function in plane S2 (the source plane) so that the target CSD would be reproduced
on the reproduction plane. Finally, r1 and r01 are the position vectors of two different
points belonging to plane S1 (subscript 2 is used for points on plane S2). The
symbols S1 and S2 will equally denote the considered plane and its area.
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2.1 Diffuse Acoustic Field

The CSD of a DAF can be written [12, 13]

Sppðr1; r01;xÞ ¼ SppðxÞ sin k0jr1 � r01j
k0jr1 � r01j

: ð1Þ

The corresponding wavenumber-frequency spectrum is expressed as [13]

Sppðk;xÞ ¼
SppðxÞ
2pk20

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ðjkj=k0Þ2

p if jkj\k0;

0 if jkj[ k0;

(
ð2Þ

where jkj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y

q
, k0 is the acoustic wavenumber (¼ x=c0) and the auto-

spectrum SppðxÞ is considered here unitary. Theoretically, DAF corresponds to the
summation of uncorrelated acoustic plane waves propagating at the speed of sound
c0 and equally distributed in space at a given frequency.

2.2 Turbulent Boundary Layer

As for a DAF, the wall pressure fluctuations related to TBL excitation can be
theoretically described by a summation of uncorrelated plane waves [11]. The
simple empirical model of Corcos [14] corresponding to a fully developed TBL
without pressure gradient is used here, and its CSD is given by the relation

Fig. 3 Description of the coordinate system, with the reproduction plane S1 and source plane S2
(plane separation distance h and source separation in the x-direction Dx are indicated)
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Sppðr1; r01;xÞ ¼ SppðxÞe�
xjnx1 j
aUc e�

xjny1 j
bUc ej

xðnx1 Þ
Uc ; ð3Þ

where SppðxÞ is the autospectrum of the pressure field (supposed unitary as for
DAF), Uc the convection speed, nx1 ¼ x1 � x01 and ny1 ¼ y1 � y01 are longitudinal
and transverse separations respectively. The coefficients a et b describe spatial
correlation decays in the streamwise and crosswise directions respectively (here,
a ¼ 8 and b ¼ 1:2). The convection speed Uc will be assumed to be constant with
respect to frequency and is given by Uc ¼ 0:7U1 (with U1 the free stream
velocity), and the convective wavenumer kc equals x=Uc. The wavenumber-fre-
quency spectrum of the Corcos model is

Sppðkx; ky;xÞ ¼ SppðxÞ ab

1þ a2 1� kx
kc

� �2� �
1þ b2 ky

kc

� �2� � : ð4Þ

Figure 4 compares the CSD of a DAF and a subsonic TBL (with U1 ¼ 300m/s)
in the spatial and in the wavenumber domain. The two pressure fields to be
reproduced have spatial scales and wavenumber contents that differ significantly,

Fig. 4 a, c Real part of the spatial CSD for DAF (Eq. 1) and subsonic TBL (Eq. 3) respectively,
with separations normalized by the acoustic wavelength k0. b, d Absolute value of the
wavenumber spectrum jSppðkx; 0Þj for DAF (Eq. 2) and subsonic TBL (Eq. 4) respectively, with
wavenumbers normalized by the acoustic wavenumber k0. Down triangles indicate the limit of the
dimensionless acoustic domain, and the black square gives the dimensionless convective
wavenumber kc=k0
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since the subsonic TBL includes subwavelength components (mainly correspond-
ing to the convective wavelength, which is significantly smaller than the acoustic
wavelength) and evanescent or non-acoustic wavenumbers (higher than the acoustic
wavenumber, typically the convective wavenumber kc). In the case of a supersonic
TBL (not illustrated), the spatial scales are comparable to those of a DAF.

3 Calculating the Reproduction Sources Complex
Amplitudes

3.1 Least Squares Approach

The Least Squares (LS) method has been widely used for the reconstruction of
acoustic sources strengths using a set of acoustic pressure measurements on an
array of sensors [15], or for the calculation of reproduction source strengths (or
source acceleration, the derivative of the source strength) for the reproduction of an
acoustic plane wave [16]. In the case of the reproduction of random pressure fields,
LS method has been used by Bravo and Maury [17] and Aucejo et al. [11], to derive
an optimum matrix of control filters or to calculate the vector of reproduction
monopoles amplitudes, respectively. The complex vector of the target sound
pressure field p at N points of the panel is written p ¼ ½p1. . .pN �T , and the vector _q
of the complex volume accelerations to be applied to the M reproduction sources is
_q ¼ ½ _q1. . . _qM �T . The matrix G is the matrix of the theoretical Green’s functions in
semi-infinite space between each of the N reproduction points on the reproduction
surface and the M reproduction sources. The relation between the vector of wall
pressures and the vector of complex source amplitudes can be written [16]

pðxÞ ¼ q0GðxÞ _qðxÞ; ð5Þ

where q0 is the air mass density. The optimal vector of source accelerations for the
reproduction of the sound pressure field p, the solution of the LS problem, is

_qðxÞ ¼ 1
q0

GþðxÞpðxÞ; ð6Þ

where þ denotes the pseudoinverse of a matrix. The extension of the least squares
approach to random pressure fields leads to the relationship

SLS_q _q ðxÞ ¼
1
q20

GþðxÞSppðxÞGþHðxÞ; ð7Þ

with H denoting the conjugate transpose (see Robin et al. [18] for details). The
accuracy of the source strengths calculation is highly dependent on the conditioning
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of the matrix G to be inverted [15] (this conditioning depends on the separation
distance between the source and the reproduction plane, of their relative sizes and
geometries), and on the chosen target pressure field. A regularization of this inverse
problem will be needed in some cases, and the Singular Value Decomposition (SVD)
of the matrix G is thus introduced, and given by

G ¼ URVH ; ð8Þ

where U and V are unitary matrices (UHU ¼ VHV ¼ I), and R is a diagonal matrix
which contains the singular values ri (ordered in decreasing order). The solution
given by Eq. (7) can be written in terms of the SVD of the matrix G

SLS_q _q ðxÞ ¼
1
q20

fVRþUHgðxÞSppðxÞfURþHVHgðxÞ: ð9Þ

Even though the matrix G is not rank deficient, the chosen direct regularization
method is the truncated SVD because of its simplicity [19]. This method involves
the cancellation of the singular values ri below a threshold value, calculated at each
frequency and defined as a percentage %reg of the maximum (or first) singular value
(i.e. ri = 0 for ri\rmax �%reg).

3.2 Wave Field Synthesis Approach

The Wave Field Synthesis (WFS), a sound field reproduction technique based on
Huygens’ principle, has been developed in the 1990s by Berkhout et al. [7]. The
WFS formulation has been recently extended to the reproduction of spatially cor-
related sound fields [8]. Equation (10) below is the fundamental relation providing
the auto and cross-spectral density of particle velocity of reproduction sources (see
[8] for details)

SWFS
vv ðxÞ ¼ 1

q20x
2

S1
N

� �2

AHSppðxÞA; ð10Þ

where SvvðxÞ is the CSD matrix of the reproduction source velocities, A is a
propagation matrix and S1 and S2 are the reproduction and source areas, respec-
tively (see Fig. 3).

Using Eq. (10) and writing _q ¼ �jxq ¼ �jxðS2=MÞv; the corresponding CSD
matrix of source volume accelerations is simply obtained using the relation

SWFS
_q _q ðxÞ ¼ 1

q20

S2
M

� �2 S1
N

� �2

AHSppðxÞA: ð11Þ
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Numerical simulations have shown than even if this method can not reconstruct
the small wavelengths corresponding to a subsonic TBL wall pressure excitation
(the convective part of this excitation), it is well adapted to the reproduction of the
acoustic part of any target pressure CSD [8]. Berry et al. have also shown that the
size of the reproduction plane is an important parameter for the minimization of the
reproduction error when propagating the target pressure field from the reproduction
plane S1 to the source plane S2. The reproduction error is greatly reduced when S1 is
increased (for the same size of the source plane S2). A virtual reproduction surface
of nWFS times the ðx; yÞ dimensions of the real reproduction plane (the panel) is used
for the calculation of the sources CSD with this approach (with nWFS ¼ 3 for the 25
sources array and nWFS ¼ 5 for the 110 sources array).

3.3 Holographic Approach

Nearfield Acoustical Holography (NAH) is widely used as a measurement tech-
nique for the prediction of acoustical quantities on a surface, using acoustical
quantities generally measured on a parallel surface [9], but rarely used as a sound
field reproduction technique. The fundamental relations of Planar-NAH are used
here to propagate a target pressure distribution from the reproduction plane S1 to the
source plane S2, and to derive the particle velocity to be imposed to acoustic sources
distributed on S2. For given discrete separations nx and ny between any arbitrary
two points in the source plane, the CSD of particle velocity to be imposed to
acoustic sources is given by the relation [10]

Svvðnx; ny;xÞ ¼
X
m

X
n

ðSppðkm; kn;xÞ jkzmn j
q0x

� �2

jejkzmn hj2Þ

� ejkmnxejknny
DkmDkn
4p2

;

ð12Þ

with h the planes separation distance, km and kn the discrete wavenumbers in the x
and y directions, and kzmn the discrete wavenumber in the z direction, estimated
using kzmn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20 � k2m � k2n

p
. The CSD matrix of the source volume accelerations is

obtained using the relation

SHolo_q _q ðxÞ ¼x2 S2
M

� �2X
m

X
n

ðSppðkm; kn;xÞ jkzmn j
q0x

� �2

jejkzmn hj2Þ

� ejkmnxejknny
DkmDkn
4p2

:

ð13Þ

Similarly to the WFS approach, the acoustic component of a target wall pressure
distribution can be well reproduced with the P-NAH approach, which leads to
adequate reproduction of DAF and supersonic TBL. This wavenumber-based
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formulation seems also suitable for the reproduction of the convective components
of a subsonic TBL, as was shown from simulations using a nearfield and dense
array of reproduction sources [10]. The use of a backpropagation scheme was also
suggested to improve the reproduction of sub-wavelength, i.e. convective compo-
nents. This backpropagation operation simply involves the inversion of the prop-
agation direction, i.e. a sign change in the complex exponential of Eq. (13). In order
to avoid an uncontrolled amplification of the non-acoustic components, a wave-
number filtering operation is needed, similar to the truncated SVD operation in the
LS problem, both consisting in the limitation or elimination of contributions to the
solution that lead to non-physical solutions [15].

The regularization window, a low pass wavenumber filter defined by a cut-off
wavenumber kcut�off and a parameter areg which controls the decay rate past kcut�off ,
is directly inspired from those widely used in classical NAH problems [9]. As an
example, when dealing with a set of noisy pressure measurements on a plane to
reconstruct source amplitudes and distribution on a parallel plane, those two reg-
ularization parameters are usually defined by trial and error [20]. The main dif-
ference in the present situation is that we have an a priori knowledge of the cut-off
wavenumber and the decay, which are simply defined by the convective wave-
number kc and the decreasing slope of the convective peak above the convective
wavenumber, both defined by the chosen TBL model. Note also that we rely on
theoretical target CSDs, which means that we are only concerned with potential
numerical noise.

As in Williams [9], the window is defined by (see Robin et al. [18])

Regwindowðk;xÞ ¼
1� 1

2 exp
�ð1�jkj=kcÞ=areg if jkj � kc;

1
2 exp

ð1�jkj=kcÞ=areg if jkj[ kc:

	
ð14Þ

Equation (13) can now be rewritten using this window and under a backprop-
agation assumption

SHolo_q _q ðxÞ ¼ x2 S2
M

� �2X
m

X
n

ðSppðkm; kn;xÞ jkzmn j
q0x

� �2

je�jkzmn hj2

� jRegwindowðkm; kn;xÞj2Þejkmnxejknny
DkmDkn
4p2

:

ð15Þ

4 Numerical Simulations for the P-NAH Case

The simulations results presented in this section are obtained with reproduction and
sources planes of identical dimensions ð½�3k0 : 3k0� � ½�3k0 : 3k0�Þ, separated by
a distance h ¼ k0 (other plane separations are presented for the DAF case). The
spatial sampling for the source plane is k0=2, this value of two acoustic sources per
acoustic wavelength normally preventing spatial aliasing in the acoustic domain [7].

Experimental Synthesis of Spatially-Correlated Pressure … 159



In the following figures, the target pressure field is always indicated with a bold
grey line, whereas the reproduced pressure field is illustrated with a thin black line.
For a better visualization of spatial results, scales are adjusted and given on the left
y-axis for the target CSD, and on the right y-axis for the reproduced CSD. The
presented results are all obtained with the P-NAH approach. Specific results for the
WFS approach can be found in [8].

4.1 Diffuse Acoustic Field Reproduction

Figure 5a compares the real part of the DAF target CSD and reproduced CSD, with
a spatial structure clearly well reproduced compared to the target, but with slightly
smaller amplitudes. The results in Fig. 5b show that the reproduction of grazing
plane waves (i.e. waves with wavenumber close to �k0) requires that source and
reproduction planes are not too much spaced compared to their respective sizes. As
the planes separation h increases (keeping planes dimensions unchanged), the
reproduced wavenumber content narrows because it becomes physically impossible
to reproduce waves with grazing incidences and thus wavenumber values close to
k0 (with the consequence that reproduced field amplitudes become smaller).
Obviously, a source plane smaller than the reproduction plane will also prevent the
reproduction of grazing plane waves.

4.2 Supersonic and Subsonic TBL Reproduction

Results for the reproduction of a supersonic TBL are given in Fig. 6. In the
streamwise direction, correlation scales are correctly reproduced (with a maximal
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reproduced amplitude which is nearly half the target one), but those in the crosswise
direction are coarsely reproduced. Corresponding results in the wavenumber
domain are also given in Fig. 6c, d showing that the target spectrum is clearly well
reproduced inside the acoustic domain (jkj=k0 � 1). Note also in Fig. 6c that a
propagating phenomenon is clearly reproduced, with a highly asymmetric spectrum
in kx (the peak visible for kx=k0 � �1 is attributed to aliasing in the wavenumber
domain, due to the extension of the wavenumber content above k0 [7]).

Figure 7 shows simulation results for a subsonic TBL. Compared with results in
Fig. 6, two important observations can be made. First, the reproduced magnitudes
in Fig. 7a, b are significantly smaller than the target values, more than 25 times less.
Second, target correlation scales are clearly not reproduced and have now the shape
of those obtained in the case of DAF (see Fig. 5a). Explanations are found in
Fig. 7c, d. As for the supersonic TBL, the target CSD wavenumber spectrum is
clearly well reproduced inside the acoustic domain (jkj=k0 � 1) but the convective
peak is now located outside this domain. Energy and correlation scales being driven
by the convective peak, this explains small reproduced magnitudes and large
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Fig. 6 Supersonic TBL (U1 ¼ 600 m/s). Target CSD (bold gray line) and reproduced CSD in the
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reproduced correlations scales. The reproduced spectrum is slightly asymmetric in
kx (compared with the supersonic case) and symmetric along ky (which partially
explains the shape of the reproduced CSD in Fig. 7a, b).

Figure 8a–d show the results obtained in terms of spatial CSD and CSD
wavenumber spectrum, using parameters defined following a parametric study (see
Robin et al. [10]) and indicating that smaller plane and source separation are needed
to reproduce the convective scales (a normalized source separation Dx=k0 � 0:14
and a normalized plane separation h=k0 ¼ 0:05 are used here, as in Robin et al.
[10]). In Fig. 8a, b (and compared with Fig. 7a, b), correlation scales are now better
reproduced in both streamwise and crosswise directions, even though reproduced
amplitudes are nearly a quarter of the targeted amplitude. In the wavenumber
domain (Fig. 8c), a peak is reproduced for kx=k0 � 1:6, but with a lower magnitude
than the targeted one. The level of the corresponding convective peak is never-
theless higher than the maximum of the reproduced acoustic part.
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For the reproduction of subsonic TBL, Bravo and Maury [17] found that at least
3.7 monopoles per correlation length were needed, and Aucejo et al. [11] obtained a
value of at least 4 monopoles per smallest wavelength (even if they are not referred
to the same quantity, their two results are quite equivalent as explained in [8]). In
the presented results, the value of Dx=k0 � 0:14 corresponds to 7 monopoles per
acoustic wavelength. The corresponding number of acoustic sources per corre-
sponding convective wavelength kc (i.e. to reproduce wavenumber up to kc) can be
obtained by simply multiplying this value by the ratio k0=kcð¼ 0:6Þ, which leads to
a value of 4.3 monopoles per convective wavelength. This value is coherent with
the results previously cited.
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Fig. 8 Subsonic TBL with Dx ¼ 0:14 k0 and h ¼ k0=20. Target CSD and reproduced CSD in the
(nx; 0) plane (a) and (0; ny) plane (b). Target wavenumber-spectrum and reproduced wavenumber-
frequency spectrum in the (kx; 0) plane (c) and (0; ky) plane (d)
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5 Description of Experiments and Reconstruction
Approach

5.1 Validation of Experimental Conditions

A volume source (LMS Mid High Frequency Volume Source) was used for all our
experiments. The 1=R spherical wave spreading (6 dB amplitude decay per distance
doubling) and the constant directivity of this source have been experimentally
verified using microphones positioned at different locations and distances from the
source. The source volume acceleration _qðxÞ is directly derived from an internal
sensor. If the acoustic space is hemi-infinite as expected, using a monopole and
following Eq. (5), the acoustic pressure pðr;xÞ measured at any point on the
panel’s surface should verify the relation

pðr;xÞ ¼ q0
ejk0R

2pR
_qðr0;xÞ; ð16Þ

where ejk0R

2pR is the Green’s function in hemi-infinite space and R ¼ jr� r0j:
The measurement of the experimental Green’s function has been performed for

several source-microphone separation distances (see an example in Fig. 10b), and
one of the obtained results is shown in Fig. 9a, b. The agreement between the
theoretical Green’s function and the experimental measurement is clearly accept-
able between 200 and 1,000 Hz (other results at other separation distances show
also good agreement), and this allows relying on a theoretical matrix of Green’s
functions GðxÞ for the calculation of reproduced pressures on the panel surface and
the calculation of reproduction source amplitudes.

The vibration behavior of the test panel has also been experimentally verified. A
simply-supported aluminum panel is chosen for the experiments because its theo-
retical response can be exactly computed (the geometry and properties of the panel
are given in Table 1). The aluminum panel is mounted on a rigid steel support to
ensure mechanical decoupling. It is also baffled with a plywood panel (4 by 4 ft, 1
in. thick), which is only linked to the rigid steel support. Mechanical decoupling
around the edges of the panel is ensured by a silicone seal. The natural frequencies
fmn of the simply supported aluminum panel, considered thin, homogeneous and
isotropic, are calculated using the relation [21]

fmn ¼ 1
2p

D
ms

� �1=2 mp
a

� �2
þ np

b

� �2� �
; ð17Þ

with D the bending stiffness of the panel, ms the mass per unit area of the panel, a, b
the dimensions of the panel (see Table 1) and m; n integers. Figure 8c shows a good
agreement between the measured and calculated eigenfrequencies, which is within
2 % error, except for mode (2, 3) with a 4 % error. An average structural loss factor of
g ¼ 4� 10�3 was estimated using the −3 dB bandwidth method on the first few
resonances of the panel, and was set as a constant damping coefficient in simulations.
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Fig. 9 Validation of experimental conditions. Comparison between the theoretical Green’s
function (thick line) and the measurement (thin line). a Logarithm of the absolute value and
b Phase. c Theoretical versus measured eigenfrequencies. The type of vibration mode of the
aluminum panel is given by the legend, with corresponding (m; n) indices of the mode near left
arrows

Fig. 10 Pictures of the experiments. a Front view The baffled panel stands in front of the laser
vibrometer, and is surrounded by anechoic panels. b Rear view The monopole source is on its
stand, the microphone used for the measurement of the experimental transfer function between the
wall pressure and the monopole can be seen (5 in. of glass wool are added on the floor to improve
anechoicity)
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5.2 The Synthetic Array

To create the synthetic source array, the acoustic monopole is moved in a plane
parallel to the panel. For each position of the monopole, a white noise excitation is
sent to the source, and the transverse velocity of the panel vðxÞ is measured on a
mesh of 13� 11 points using a Polytec Scanning Laser Vibrometer. For each
source position, 143 Hv= _q Frequency Response Functions (FRFs) are thus measured
from 170 to 2,000 Hz. The lower frequency limit of 170 Hz is caused by low
frequency limitations of the source, and implies that the (1,1) mode of the panel was
never excited during our experiments (f11 ¼ 77:3Hz). Two synthetic arrays are
created, with different parameters that are detailed in Table 2.

The array, although virtual, has a finite size which implies possible truncation
effects, and is composed of discrete virtual reproduction sources causing possible
aliasing effects (Fig. 11b illustrates the reproduction of a single acoustic plane wave
in a 2D plane). The maximum incidence angle hmax of the plane wave that can be
reproduced at the center of the reproduction plane is defined by the source to
reproduction plane separation h and the half-width of the source plane

Table 1 Properties of the
simply supported aluminium
panel

Parameter (symbol), unit Value

Length (a), m 0.48

Width (b), m 0.42

Thickness (h), mm 3.2

Mass density (q), kg/m3 2700

Bending stiffness (D), N/m 270.5

Poisson’s ratio (m) 0.3

Loss factor (g) 4.10−3

Table 2 Summary of the
experimental parameters, with
the reference frequency
f ref0 ¼ 958 Hz, and the
reference wavelength
kref0 ¼ 0:36 m

Parameter (symbol), unit Value

Array 1

Number of sources (M) 25

Source separation (kref0 =2), m 0.18

Plane separation (kref0 ), m 0.36

Physical size (Lx � Ly), m 0.72 × 0.72

Maximum incidence angle (h), degrees 45

Array 2

Number of sources (M) 110

Source separation (kref0 =6), m 0.06

Plane separation (kref0 =4), m 0.1

Physical size (Lx � Ly), m 0.6 × 0.54

Maximum incidence angle (h), degrees 73
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hmax ¼ tan�1ðLx=2hÞ: ð18Þ

For a DAF excitation, the higher the incidence angle is, the lower the TL is. This
is a well-known result concerning the transmission of sound through such simple
partitions and the related effect of the highest angle of incidence of the considered
DAF [21, 22].

If the individual reproduction sources are (virtually) positioned along the x axis
with a source separation Dx, spatial aliasing occurs for plane wave components of
incidence h at frequencies above a maximum frequency fmax defined by [7]

fmax ¼ c0
2Dx sin h

; ð19Þ

which simplifies to fmax ¼ c0=2Dx for angles up to 90°. The two virtual arrays
studied being both centered on the reproduction plane with nearly identical length
and width, the same angle of incidence in the x and the y directions will be
considered and the same fmax will thus apply for the reproduction of plane wave
components.

Fig. 11 Principle of the method. a The panel to be tested is placed in a rigid baffle, a monopole is
moved in a hemi-anechoic room and the panel response is measured using a scanning laser
vibrometer. b Illustration of the reproduction of a single plane wave component of wavevector k in
the ðx; zÞ plane. cMeasurement mesh of N points on the panel, and aM elements synthetic antenna
created by moving successively the monopole from position 1 to position M
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5.3 Reconstructing Vibroacoustic Behavior of the Panel
and Obtaining Vibroacoustic Indicators

The Transmission Loss (TL) will be used as a main vibroacoustic indicator and is
defined as

TLðxÞ ¼ 10 log10
PincðxÞ
PradðxÞ ; ð20Þ

where PincðxÞ and PradðxÞ are the incident and the radiated acoustic power,
respectively.

In the case of a DAF generated in a reverberant room, the incident acoustic
power is usually calculated using the relationship [21]

PDAF
inc ðxÞ ¼ hp2RMSiab

4q0c0
; ð21Þ

where hp2RMSi is the mean quadratic pressure of the DAF at large distance from the
panel. In the case of a TBL, for which no far field pressure is defined but only a
power spectral density on the plate surface, the incident power is calculated using
the relationship

PTBL
inc ðxÞ ¼ hp2RMSiab

8q0c0
; ð22Þ

where hp2RMSi is now the mean quadratic pressure of the TBL pressure fluctuations
on the surface of the panel, and the factor 8 accounts for the doubling of pressure on
the surface (blocked pressure hypothesis [3]). The CSD matrix Spanelp̂p̂ ðxÞ of
reconstructed surface pressure on the panel is calculated using the matrix of the-
oretical Green’s functions GðxÞ and the reproduction source accelerations CSD
S _q _qðxÞ

Spanelp̂p̂ ðxÞ ¼ q20GðxÞS _q _qðxÞGHðxÞ; ð23Þ

and finally hp2RMSiðxÞ ¼ 1
N TrðSpanelp̂p̂ ðxÞÞ where Tr denotes the trace of a matrix (for

convenience, the reproduced pressure is calculated at the panel positions where the
transverse vibration is measured). Since only wall pressure fluctuations are con-
sidered, the incident power for a DAF or a TBL will be both calculated using
Eq. (22).

The matrix of the N �M measured FRFs between the M source volume
accelerations and the N panel velocity responses is noted HðxÞ (see Fig. 11c).
Using this matrix, the calculation of the vibration velocity CSD of the panel with a
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CSD of the source volume accelerations [calculated with either Eqs. (7), (9), (11),
(13) or (15)] is straightforward and given by the equation

Spanelvv ðxÞ ¼ HðxÞS _q _qðxÞHHðxÞ: ð24Þ

The corresponding radiated acoustic power is calculated using [21, 23]

PradðxÞ ¼ Tr Spanelvv ðxÞRradðxÞ

 �

; ð25Þ

where Rrad is the element radiation matrix [3, 21] of dimension [N � N].
Using Eqs. (20)–(25), synthetic TL values can be calculated and compared with

simulated TL obtained with a commercial software, NovaFEM [24]. Such a com-
parison is made for two reasons. The first is that the case of a simply supported
panel makes the exact calculation of its response possible. The second reason is
more practical, since obtaining measured data to compare our results with can be
difficult, especially in the TBL case.

To complement this frequency domain indicator that indiscriminately combine
acoustic and convective excitations effects, a wavenumber analysis can be achieved
to separate both excitations and their respective contributions in this problem. The
availability of measured spatial vibratory information on the panel and calculated
spatial information for the incident pressure field allows calculating the two-
dimensional Fourier transform upon the spatial separations nx and ny, for example
for the vibration velocity CSD of the panel

Spanelvv ðkx; ky;xÞ ¼
Zþ1

�1

Zþ1

�1
Spanelvv ðnx; ny;xÞ

� e�jkxnxe�jkynydnxdny:

ð26Þ

The vibratory behavior of the panel can be studied using the magnitude of this
function, often called the wavenumber sensitivity function, which yields physical
insight into the structural acoustic response [13, 25]. Another possibility for ana-
lyzing the vibratory behavior of the plate under different pressure fields is to nor-
malize the incident pressure field by the radiated power, both calculated in the
wavenumber domain. The ratio

TLðkx; ky;xÞ ¼ 10 log10
jSpanelp̂p̂ ðkx; ky;xÞj2

<ðq0x=kzÞ2jSpanelvv ðkx; ky;xÞj2
 !

; ð27Þ

is used, which to a multiplicative constant is proportional to the ratio of the incident
acoustic power to the radiated acoustic power, and thought to be a simple basis for
the comparison of the wavenumber filtering effect of the panel.
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6 Experimental Results for a Simply Supported Aluminum
Panel

6.1 Reproduction of a DAF

6.1.1 25 Source Array

Figure 12a shows the TL results for the three reproduction approaches. For the LS
approach, Eq. (9) is used for the calculation of the source CSD, with a regulari-
zation parameter %reg set to 10 % for all frequencies. This parameter has been
chosen mainly by trial and error; the discontinuities observed in the LS solution in
Fig. 12a are directly related to the truncation of the singular values. It should be
pointed that if no regularization is used, the LS solution provides a perfect
reconstruction of the target pressure field but with source amplitudes that are much
larger than those obtained for the two other approaches. Excessively large calcu-
lated source inputs coupled with the measured FRFs lead to an overestimated
radiated power and a perfectly reproduced incident power (compared with the target
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Fig. 12 a TL results using array 1 (25 sources) and the three reproduction approaches (thin lines),
and the NovaFEM calculation (thick gray line). LS results are obtained using a regularization
percentage set to 10 %. b TL results using array 2 (110 sources) and the three reproduction
approaches (thin lines), and the NovaFEM calculation (thick line). LS results are not regularized.
c TL results up to 2 kHz using the WFS approach for the 25 sources (thin dotted line) and 110
sources array (thin solid line), and the NovaFEM calculation (thick line). Note For all cases, the
target pressure field (NovaFEM calculation) is a perfect DAF (angles of incidence up to 90°)
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value), and consequently to a TL that is highly underestimated. Compared with the
unregularized LS solution, the WFS and Holographic approaches provide a phys-
ical solution in terms of source amplitude to the reproduction problem. Even if the
incident powers are slightly different for the two approaches (and are consistent
with the results presented in Berry et al. [8] and Robin et al. [10]) this difference of
incident powers is translated into a similar difference of corresponding radiated
powers and leads to almost identical TL over the frequency range considered. In
comparison to NovaFEM result in Fig. 12a, the values of reproduced TL are
slightly overestimated, but the NovaFEM calculation assumes that the DAF con-
tains all the incidence angles up to 90°. In the case of the 25 sources array, the
maximum angle of incidence that can be reproduced is hmax ¼ 45	 (see Eq. 18).
The reproduced TL values are thus above those obtained for an ideal DAF. The
regularized Least Squares approach is in good agreement with the target TL and the
other two approaches.

6.1.2 110 Source Array

The influence of using a denser and closer virtual array on the reproduction of a
DAF excitation and on the corresponding TL estimation is now studied. Figure 12b
shows the corresponding TL results using the three approaches, which are still
compared with a TL calculated under the assumption of a perfect DAF excitation.
Note that no regularization of the LS problem is used here. As stated by Nelson and
Yoon [15] with closer source and reproduction planes and with ðx; yÞ source
positions that have a similar distribution compared with the calculation positions on
the panel, the conditioning of the problem is improved. Aucejo et al. [11] also
noticed that a large source to reproduction plane separation leads to poor recon-
structions and conditioning problems. The three methods now give lower (and
close) TL values over the whole frequency range compared with the 25 sources
case. The WFS and Holography approaches give comparable TL values, while the
LS approach leads to the highest TL estimation.

The comparison of the results presented in Fig. 12a, b confirms that when plane
waves with higher incidence angles can be reproduced (hmax ¼ 73	 for the 110
sources array), the reproduced TL values decrease (between 2 and 6 dB depending
on the considered method and frequency). Finally and regarding spatial aliasing
effects, the TL results up to 2 kHz are shown in Fig. 12c as an example for the WFS
approach. For the 25 sources array and hmax ¼ 45	, Eq. (19) indicates a spatial
aliasing frequency of 1,355 Hz. For the 110 sources array, this frequency becomes
5,800 Hz. The TL results of Fig. 12c do not significantly vary above 1,355 Hz.
Even if aliasing occurs on reproduced CSDs, the TL estimation seems to filter out
this adverse reproduction effect.
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6.2 Reproduction of a TBL

6.2.1 Supersonic TBL and 25 Source Array

In this section, the reproduction of a supersonic TBL (U1 ¼ 600 m/s) is investi-
gated with the 25 source array. When the TBL is supersonic, the major part of its
energy (the convective peak) is contained in the acoustic domain and the main
correlation scales of the TBL in the flow direction are larger than the acoustic
wavelength. It was shown that the WFS [8] and Holographic [10] approaches are
able to reproduce these spatial scales with a source separation of half an acoustic
wavelength, and a plane separation of an acoustic wavelength. The 25 sources array
(see Table 2) should be thus adapted to this application, but not to a subsonic TBL
reproduction.

Similarly to the previous section, Fig. 13a shows the TL results obtained for the
three reproduction methods and for a supersonic TBL. No filtered backpropagation
is applied for the holographic approach. As for the DAF case, the LS solution is
regularized using a regularization parameter set to 10 %. If no regularization is
used, the target Spp is nearly perfectly reproduced on the panel, but with source
amplitudes that lead to an overestimated radiated power and dramatically under-
estimated TL values.

For the three approaches, the reproduced TL values slightly underestimate the
NovaFEM result, and are close to a TL calculated under a DAF excitation
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Fig. 13 a TL results using the three reproduction approaches (thin lines), and the NovaFEM
calculation (thick line). The target pressure field is a supersonic TBL (U1 ¼ 600 m/s) and the
synthetic array has 25 sources. LS results are regularized using %reg ¼ 10%. b TL results using
the three reproduction approaches (thin lines), and the NovaFEM calculation (thick line). The
target pressure field is a subsonic TBL (U1 ¼ 300 m/s) and the synthetic array has 110 sources.
LS results are regularized using %reg ¼ 10%
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especially for the WFS and Holographic approaches. This is attributed to the fact
that only the acoustic part of the target TBL pressure field is effectively reproduced,
as was previously observed in simulations [8, 10]. The large source to reproduction
plane separation with a source separation that is based on an ‘acoustic reproduction’
criterion (two sources per acoustic wavelength at a reference frequency of 958 Hz)
thus leads to the reproduction of acoustic wavenumbers only. Note that at each
calculation frequency and for the TBL case, NovaFEM calculation uses several
realizations with the final TL result at this frequency being the mean obtained value,
which explains its irregular and noisy behavior.

6.2.2 Subsonic TBL and 110 Source Array

The reproduction of a subsonic TBL (U1 ¼ 300 m/s) with the 110 source array is
finally investigated. As stated in the introduction, the reproduction of a subsonic
TBL implies a number of reproduction sources that is not referred to the acoustic
wavelength, but to the smallest wavelength or correlation length to be reproduced
that should be at least equal to the convective wavelength. Bravo and Maury [17]
and Aucejo et al. [11] concluded that three to four reproduction monopoles per
smallest correlation length or smallest wavelength were needed, respectively. Robin
et al. [10] share a similar conclusion, with acceptable reproduction results using 4.2
monopoles per convective wavelength. For a subsonic TBL and U1 ¼ 300 m/s; the
convective wavelength at the reference frequency of 958 Hz is kc ¼ 22 cm, which
implies a source separation of 5.5 cm if we consider four monopoles per convective
wavelength. All these authors also agree on the fact that the source to reproduction
plane separation should be at least equal to the source separation. For these reasons,
the 110 sources array should be adapted to the reproduction of a subsonic TBL.

As in the previous case, the regularization of the LS problem is needed to avoid
the possible overestimation of the radiated power, and also because the target
pressure CSD now mainly includes large wavenumber components (or evanescent
components) that can be exponentially amplified (the regularization filters out the
smallest singular values that usually correspond to the smallest spatial variations,
that is the convective wavelengths). The LS approach is regularized using a reg-
ularization parameter set to 10 %. For the Holography approach, the filtered
backpropagation is used, with parameters aholoreg ¼ 0:25 and kcut�off ¼ kc.

The corresponding TL results are given in Fig. 13b for the three approaches,
respectively. The target CSD Spp and reproduced CSDs Sp̂p̂ are shown in Fig. 14a–d.
From Fig. 14d, it is clear that the filtered backpropagation operation for the holo-
graphic approach behaves as expected. It provides a good reproduction of correlation
scales in the streamwise direction, but a coarse reproduction in the spanwise direction
(which is the case for the three approaches). Even with a plane separation that is a
quarter of the reference acoustic wavelength, the maximum reproduced magnitude is
higher compared with simulation results obtained in Robin et al. [10] when no
backpropagation was used and with a plane separation of one twentieth of the
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reference acoustic wavelength. Note that the WFS solution does not reproduce the
spanwise correlation scales of the subsonic TBL as well as LS and holography.

The TL result is almost identical for the three approaches below 400 Hz (see
Fig. 13b). Above this frequency, WFS and holographic approaches lead to com-
parable values, with systematically smaller TL values for the LS approach. Com-
pared with the NovaFEM simulation, all the experimental TL values are
underestimated in most of the studied frequency range.

6.3 Comparison Between DAF and TBL Results for the 110
Source Array

Figure 15 illustrates the results obtained with the NovaFEM software, the WFS and
Holographic approaches in terms of Transmission Loss difference between a TBL

Fig. 14 a Real part of target CSD <ðSppÞ (subsonic TBL with U1 ¼ 300 m/s). b Real part of
reproduced pressure <ðSp̂p̂Þ for the LS approach. c Real part of reproduced pressure <ðSp̂p̂Þ for the
WFS approach. d Real part of reproduced pressure <ðSp̂p̂Þ for the Holographic approach. The
source array is composed of 110 sources. All the CSDs are calculated between the center of the
reproduction plane and a variable point, and at 750 Hz
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excitation and a DAF excitation. Except at structural resonance frequencies and
below a frequency of roughly 700 Hz, the TL difference is nearly systematically
positive (between +1.5 and +7 dB, depending on the method and the frequency),
which indicates a higher TL value for the TBL excitation, and a TBL mainly
transmitted at structural resonances. The best agreement is obtained between the
Holographic result and the NovaFEM calculation, and confirm the suitability of the
P-NAH approach for reproducing the small scales linked to the subsonic TBL
excitation, with TL differences between DAF and TBL inputs that are partially but
nevertheless captured in reproduction results. These results also confirm the fact
that WFS is better adapted for reproducing acoustic pressure fields, even if the use
of this approach also shows higher TL in the TBL case, but with a nearly constant
difference. Note that the upper frequency limit (above 700 Hz) is attributed to the
source separation and the inherent impossibility of reproducing the smallest cor-
relation length (the spanwise correlation length Ly, defined as Ly ¼ bUc=x,
becomes smaller than the source separation above 668 Hz).

We now illustrate the possibility of analyzing the vibroacoustic behavior of the
panel in the wavenumber domain using the ratio suggested in Eq. (27). Figure 16a,
b shows corresponding results for the ð3; 1Þ resonant mode and for the DAF and
TBL excitations, respectively. The maps in the wavenumber domain are nearly
identical. In an off-resonance case (f ¼ 505 Hz), a very different situation occurs as
illustrated in Fig. 16c, d, respectively. For both excitations, the ratios are signifi-
cantly higher compared with those obtained on resonance of the (3,1) mode, which
translates into a higher transmission loss. The ratio for a DAF is now nearly the
same for all the acoustic wavenumbers, but the one obtained for the TBL has a
minimum in the convective peak direction and is slightly higher than for the DAF in
the opposite wavenumber direction. This results in a larger global transmission
efficiency for the DAF case, and explains the smaller TL values for this case.
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(thick line), the WFS approach (thin dotted line) and the holographic approach (thin dash-dotted
line)

Experimental Synthesis of Spatially-Correlated Pressure … 175



7 Measuring Transmission Loss of Panels Under
Synthesized DAF Excitation: A Comparison
with Coupled Rooms Measurement

In the previous section, an experimental procedure for the TL estimation of a plane
panel under synthesized random pressure fields was presented, and experimental
results were compared with numerical simulations. In this section, an experimental
validation is proposed by a comparison between the usual coupled rooms method
and a synthesized DAF excitation. A composite panel was tested, which is repre-
sentative of fuselage panels usually tested in coupled rooms. Since this part of the
work is a purely experimental validation, no calculation for the TBL excitation is
made.

Fig. 16 Ratio of the incident acoustic power to the radiated acoustic power in the wavenumber
domain using Eq. (27) (P-NAH case). The acoustic circle of radius k0 in the wavenumber domain
is indicated. a Wavenumber filtering of the panel for a DAF excitation on resonance of the (3, 1)
mode. b Wavenumber filtering of the panel for a TBL excitation on resonance of the (3, 1) mode.
c Wavenumber filtering of the panel for a DAF excitation at 505 Hz. d Wavenumber filtering of
the panel for a TBL excitation at 505 Hz
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7.1 Description of the Two Measurements

Figure 17 schematically illustrates the two measurements techniques that are to be
compared. The first measurement method is the coupled rooms method, where a
reverberant room is used to produce the DAF excitation (see Fig. 17a). The panel is
mounted between this reverberant room and an anechoic room, where the radiated
acoustic power is estimated using an intensity probe. The second method uses a
synthetic antenna, the calculation of CSD reproduction source amplitudes and the
measurement of the panel’s vibration response to calculate the TL of the panel at a
post-processing step (see Sect. 5.3 and Fig. 17b).

The coupled rooms measurement is first conducted as follows:

• A DAF excitation is generated in the reverberant room using three low and mid
frequencies speakers positioned in the corners of the room, and four compres-
sion chambers at the center of the ceiling that generate the high frequency
content. Acoustic diffusers are also positioned in the room to improve the dif-
fuseness of the acoustic field (see Fig. 18b).

• The mean quadratic acoustic pressure in the reverberant room hp2RMSi is
obtained by rotating a microphone during measurements, with at least a com-
plete rotation of the microphone. This measurement allows calculating the
incident acoustic power Pinc on the panel of area S (Pinc ¼ hp2RMSiS=ð4q0c0Þ).

• The radiated acoustic pressure Prad by the panel of area S is estimated using the
measured active acoustic normal intensity Irad, integrated over S. A Bruel and
Kjaer intensity probe was used, composed of two half-inch microphones and a
12 mm spacer. The panel was manually scanned during the measurement, of
1 min duration approximately, so that a temporal and a spatial averaging are
achieved. The acoustic intensity was measured at 20 cm from the surface of the
panel, and the edges of the panel were excluded from the scan to avoid mea-
suring potential acoustic leaks. The dpi indicator was used to check the mea-
surement quality, and a repeatability study was also performed.

• The Transmission Loss is finally obtained using Eq. (20).

Fig. 17 Schematic description of the experimental comparison. a Typical panel mounting for a
TL measurement using coupled rooms. b Measurement setup for the panel testing under a
synthesized DAF excitation (on the same panel and under same mounting conditions)
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Regarding the measurement under synthetic DAF, the procedure described in
Sect. 5.3 was applied to obtain the incident and radiated acoustic powers, and
summarized in Fig. 19. Note that for this measurement, a hemi-anechoic space was
created in the reverberant room using rockwool dihedrons and rockwool panels on
floor and ceiling. This small hemi-anechoic space is needed to obtain experimental
conditions that allow calculating the reproduced pressure or reproduction source
amplitudes using theoretical Green’s functions. The choice of transforming the
reverberant room into a small anechoic room, which is not the simplest to realize in
practice, was dictated by the choice of avoiding possible niche effects (the panel
was nearly flush-mounted in the reverberant room) or dismounting the panel
between the two measurements. The monopolar source was translated using a
motorized robot.

7.2 Description of the Panel and Setup

The tested panel is a composite multilayer of 1.5 m2 area (1.5 × 1 m), composed of
an orthotropic honeycomb core, surrounded by two carbon faces (considered iso-
tropic). The thickest carbon face was positioned on the reverberant room side. The

Fig. 18 Pictures of the two experimental setups. a Panel seen from the anechoic room with the
sound intensity probe. b Panel seen from the reverberant room with one of the acoustic sources and
the microphone on its rotating arm. c Panel seen from the anechoic room with the scanning laser
measurement. d Motorized monopole source on the reverberant room side, with dihedrons
positionned in the room to create a hemi-anechoic space in the reverberant room
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dimensions and properties of the panel are given in Table 3. In the honeycomb case,
direction 1 is defined with respect to the width of the panel, direction 2 with respect
to the length of the panel and direction 3 with respect to the panel thickness.

Regarding the panel boundary conditions, a wood frame was first set around the
panel so that a small gap of 1 mm was present along all the edges of the panel. The
panel was then maintained centered on this frame using small wedges, and a

Fig. 19 TL calculation procedure using CSD of calculated source volumic accelerations S _q _qðxÞ,
theoretical Green’s functions matrix GðxÞ and measured transfer functions matrix HðxÞ

Table 3 Dimensions and
properties of the tested
composite panel

Carbon faces

Young’s modulus E (GPa) 46

Shear modulus G (GPa) 17.7

Poisson’s ratio m (-) 0.3

Mass density qc (kg/m
3) 1581

External face thickness (internal) (mm) 2.2 (1.2)

Honeycomb core

Young’s modulus E1;E2 (MPa) 1

Young’s modulus E3 (MPa) 176

Shear modulus G12 (MPa) 1

Shear modulus G13 (MPa) 26.2

Shear modulus G23 (MPa) 55.9

Poisson’s ratio m12 (-) 0.45

Poisson’s ratio m13; m23 (-) 0.01

Mass density qn (kg/m3) 64

Thickness (mm) 19
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silicone seal is finally applied around the edges. This setup leads to boundary
conditions close to free-free conditions. On the reverberant room side, the panel
was nearly flush mounted as previously stated. On the anechoic room side, the
niche partitions and the edges of the panel were covered with an acoustic insulating
material, composed of a polyurethane foam and a viscoelastic layer.

7.3 Measurement Results

7.3.1 Coupled Room Measurement

The coupled rooms measurement was performed as described in the previous
section. The corresponding TL results in terms of linear and third octave band
spectra are given in Fig. 20. The acoustic coincidence frequency is approximately
located at a frequency of 1,000 Hz. Below (respectively above) this frequency, the
slope is a 5 dB per octave slope (3 dB/octave slope).

7.3.2 35 Source Synthetic Antenna Measurement

In order to realize a first comparison between the two methods, a 35 sources
synthetic antenna was created (7 by 5 source positions, spaced by 25 cm). The
vibratory response of the panel was measured on a 221 points mesh (17 by 13
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Fig. 20 TL measurements using coupled rooms arrangement. The narrow band spectrum is the
thin dotted black line, while the third octave spectrum is the thick gray line with markers at the
center frequencies. The acoustic coincidence frequency is indicated by a vertical arrow, and the TL
slopes are recalled
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points, spaced by 8 cm). The source plane and reproduction plane were spaced by
h ¼ 30 cm. This first test is mainly intended to check that reproduction results are
consistent even with a coarse array, with limited incidence angle [hmax ¼ 68	 (see
Eq. 18)] and a maximum frequency without potential spatial aliasing of 733 Hz (see
Eq. 19).

Figure 21 compares the obtained results for the coupled rooms measurement and
the 35-source synthetic antenna, in terms of linear and third octave spectra. The TL
estimated using the synthetic antenna approach is systematically lower than the one
obtained by the coupled rooms method, and is contaminated with larger mea-
surement noise. Given the maximum incidence angle and the related effect of this
angle on the TL, a higher TL estimation would be expected with the synthetic
antenna measurement (the highest incidence angle obtained with the reverberant
room is supposed to be equal to 78°). The lower TL values obtained with the
synthetic antenna are attributed to the presence of important gaps in the synthetic
TL, and their related contribution in the calculation of the TL in third octave bands.
The global trends are nevertheless well captured with this first measurement, and
also helps validating the experimental conditions (i.e. a creation of an anechoic
room in the reverberant room).

Figure 22 illustrates the effect of the synthesis procedure on the estimated TL. If
only one source position is used to synthesize the panel’s TL (a corner source is
used, that includes the highest possible incidence angle), the obtained values are
highly overestimated compared to the coupled rooms measurement, and do not
reflect the same trends as a function of frequency.
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Fig. 21 Comparison of TL estimation using a 35 sources antenna with the coupled rooms
measurement. The linear spectrum for the coupled rooms is given by a thin gray dotted line (blue
thick dotted line). The third octave result for the coupled rooms is indicated by the thick gray line
with square markers at the center frequencies, while the synthetic antenna result is indicated by a
thin blue line and circle markers
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7.3.3 345 Source Synthetic Antenna Measurement

A denser synthetic antenna composed of 345 sources was then realized. The virtual
sources were now spaced by 7 cm, on a mesh of 23 × 15 points. The separation
distance of the source plane and the panel equaled 10 cm (with a corresponding
maximum incidence angle of 83°). The vibratory response of the panel is still
measured on a 221 point grid. Even if more measurement points could be desirable,
this mesh is used to limit the testing time (the measurement of the vibratory
response of the panel for one excitation point and 221 response point takes
approximately 5 min, but can be automated).

As in the previous section, Fig. 23 compares the obtained results in terms of
linear (Fig. 23a), and third octave bands spectra (Fig. 23b). In Table 4 are reported
third octave band results for each method and corresponding differences.

Compared with the 35 source synthetic antenna, notable differences are
highlighted:

• The results are now much less contaminated by measurement noise, and
obtained results with the synthetic antenna are close to the mean value of
coupled rooms results.

• Differences between the two measurements are now distributed, and not sys-
tematically lower as it was the case with the previous antenna, with a maximum
difference of 2.1 dB for the 1,000 Hz third octave band.

• Compared with TL estimation discrepancies that can be obtained for different
laboratories using the coupled rooms arrangement (see Kihlman and Nillson [5]
for example), the differences obtained in the present case between the two mea-
surement methods are generally lower or comparable. This allows validating the
synthetic antenna approach for measuring the TL of panels under a synthesized
DAF excitation, and opens interesting perspectives for such measurements.
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8 Conclusion

A method has been presented for the experimental vibroacoustic testing of panels
under DAF or TBL excitation, either subsonic or supersonic. Three possible
reproduction approaches have been described and implemented in hemi-anechoic
conditions, using a synthetic array and a calibrated monopole source. One of the
major interest of the method is that it does not require wall pressure measurements.
Random pressure field excitations and related vibroacoustic metrics are synthesized
at a post-processing phase.
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Fig. 23 TL measurement results using a 345 source synthetic antenna and a coupled rooms
arrangement. a Narrow band result for the coupled rooms measurement is indicated by a thin
dotted black line (continuous blue line for the synthetic antenna measurement). b Third octave
band results for the coupled rooms measurement are indicated by a thick gray line, with square
markers (blue line and circle markers for the synthetic antenna measurement)

Table 4 Third octave bands results for the two methods

Third octave band center frequencies (Hz)

200 250 315 400 500 630 800 1,000 1,250 1,600 2,000

1. C.R. (dB) 15.4 17.2 20.3 20.8 22.2 21.5 19 18.7 18.8 19.7 20.3

2. S.A. (dB) 16.4 18.9 20.8 20.9 20.5 19.4 19.3 18.1 18.5 21.4 21.7

Delta (1–2) (dB) −1 −1.7 −0.5 −0.1 1.7 2.1 −0.3 0.6 0.3 −1.7 −1.4

C.R. Coupled Rooms; S.A. 345 source synthetic antenna
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The experimental results have confirmed the potential of two approaches for the
reproduction of random pressure fields, based on WFS and P-NAH, which lead to
physical solutions of this problem. The LS solution also provides good results, but
requires a regularization procedure for which the proper choice of the regularization
parameter can be difficult without an a priori knowledge of the possible repro-
duction source amplitudes or possible radiated power from the excited panel.

Regarding TBL reproduction, results of previous simulations are confirmed in
the sense that a plane separation smaller than half the acoustic wavelength and a
source separation referred to the smallest wavelength to be reproduced (i.e. the
convective wavelength) are needed to allow reproduction of the target subsonic
TBL pressure field. The comparison of the TL values obtained under a subsonic
TBL excitation and a DAF excitation with the 110 source array agrees well with the
trends observed in simulations. Except at the structural resonances and on a fre-
quency range from 170 to 700 Hz, the results indicate higher TL values under a
TBL excitation than those obtained under a DAF excitation. A Transmission Loss
analysis in the wavenumber domain can help studying the transmission
mechanisms.

In the case of DAF reproduction, it was shown that the method leads to a very
good estimation of the TL of the tested panel. It can also reproduce the effect of
grazing incidences on the vibroacoustic indicators. It thus provides an alternative to
coupled rooms for the measurement of TL under accurate and repeatable DAF, as
was shown by an experimental validation.
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Identification of Boundary Pressure Field
Exciting a Plate Under Turbulent Flow

Nicolas Totaro, Charles Pézerat, Quentin Leclère, Damien Lecoq
and Fabien Chevillotte

Abstract The characterisation of the aeroacoustic wall pressure field generated by
turbulent flow is a difficult task that often requires instrumented panels and huge
facilities like wind tunnels. In situ and non-intrusive experiments are rather not
possible. In addition, the pressure field is dominated by the aerodynamic compo-
nent and the experimental dynamics are not sufficient to measure correctly spectra
in low wavenumbers by microphones. The present chapter deals with such a sep-
aration method by using the Force Analysis Technique (FAT). FAT is based on the
use of the equation of motion of the structure (here a plate) and on the approxi-
mation of the fourth derivatives by a finite difference scheme. In the case of tur-
bulent flow, the force auto-spectrum can be deduced at one point of the structure by
measuring the velocity at 13 points synchronously. To this purpose, an array of
13 pU (acoustic pressure/particle velocity) probes has been made up. This array is
moved in the near-field of the plate to identify map of the wall pressure level
applied on the surface of the plate. In the present application, it is shown that FAT
only identifies the component of the excitation with wavenumber lower than the
natural flexural wavenumber of the plate, due to filtering effect of the plate and of
the finite difference scheme. In most cases, the convective peak is then canceled and
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only the acoustic part of the turbulent flow is identified. This property can be of
great interest for vehicle manufacturers to quantify the part of the wall pressure that
is responsible of the radiated noise or to use FAT as a source separation technique.

1 Introduction

The direct measurement of the wall pressure induced by a turbulent flow on a
structure needs the use of flush-mounted microphones or the use of specific
instrumented panels [1, 2]. For example, the estimation of the wall pressure, due to
an aerodynamic flow exciting an automotive glass is a particularly difficult task.

Classically, the turbulent flow are not characterized by an explicit description in
time and space but by a statistical description only. For excitations due to Turbulent
Boundary Layers (TBL), this statistical description relies on semi-empirical spectral
models usually expressed in wavenumber domain [3, 4]. The parameters of TBL
models can be deduced from measurements in a wind tunnel [5, 6]. This spectral
formulation is extensively used in the literature, for example in modal models
[7–9], Finite Element models [10] and energy methods [11].

The objective of the proposed approach is to identify the pressure field by
measuring the vibration field of the excited structure (the glass downstream the
rearview mirror for example).

The Force Analysis Technique (FAT) [12, 13] is a method identifying the force
distribution acting on a structure by measuring its velocity field. As Martin and
Leehey [14] have done it on a membrane, FAT uses the plate as a sensor by taking
advantage of filtering effects of the structure. In FAT, the spatial derivatives of the
equation of motion of the structure must be approximated and are estimated by
finite different schemes. This method has been successfully applied to different
kinds of excitations or structures [15–17].

In the present chapter, after a description of FAT and its newer version CFAT,
the method is studied thanks to a simulation with a TBL excitation and to an
experimentation with a detached flow excitation. The goal of the simulation is to
show how the FAT extracts the information of the excitation in the low wave-
number domain. The advantage of this simulation is the possibility to control the
aerodynamic and the acoustic components. It is then shown in what circumstances
the FAT can isolate and can quantify the acoustic component exciting the plate. The
experimentation was made in a wind tunnel where the turbulences exciting the plate
are due to the presence of a cube in the flow. In practice, the velocity field of the
plate is measured by an array of 13 pU probes [18] placed in the near-field of the
plate at the opposite side of the excitation. The reconstructed wall pressures are then
compared to pressures measured on a rigid panel equipped by flush-mounted
microphones. The results show clearly that FAT identifies levels in the low
wavenumber domain 20 dB lower than the total pressure level. It is in particular
shown that acoustic phenomena of the wind tunnel are observed thanks to the

188 N. Totaro et al.



filtering aspect of the plate and to the post-process used. Of course, limitations of
the use of FAT for the acoustic component identification for car applications is
discussed and the conclusion attempts to highlight other potential applications in
other industry sectors.

2 Principle of the Force Analysis Technique

The Force Analysis Technique [12, 13] uses the equation of motion of a structure to
identify the load distribution applied to the structure. In the case of flexural plate in
harmonic regime, the equation of motion writes

D
o4wðx; y;xÞ

ox4
þ 2

o4wðx; y;xÞ
ox2y2

þ o4wðx; y;xÞ
oy4

� �
� qhx2wðx; y;xÞ ¼ pðx; y;xÞ;

ð1Þ

where D ¼ Eh3= 12 1� m2ð Þð Þ is the flexural rigidity of the plate. The plate is
characterized by the Young’s modulus E (Pa), the density ρ (kg/m3), the Poisson’s
coefficient m and the thickness h (m). pðx; y;xÞ is the load distribution (N/m2)
applied on the surface of the plate. wðx; y;xÞ is the out-of-plane displacement of the
plate at the position (x, y) at angular frequency ω.

The load distribution at point (x, y) can then be deduced if the displacement and
the fourth derivatives of the displacement are known at the same point. A finite
difference approximation is used to estimate the fourth derivatives of the dis-
placement at point (x, y) by measuring the response of the plate at 13 points located
in a finite difference scheme centered on point (x, y) as presented in Fig. 1. As the
equation of motion describes a local equilibrium of forces, the identification does
not depend on boundary conditions of the plate.

The equation of motion, and so the load distribution, can be approximated by:

pFATðx; y;xÞ ¼ D d4xD þ 2d2x2yD þ d4yD

� �
� qhx2wðx; y;xÞ; ð2Þ

where

d4xD ¼ 1

D4

X2
p¼�2

Wpwðx� pD; y;xÞ; ð3Þ

d4yD ¼ 1

D4

X2
p¼�2

Wpwðx; y� pD;xÞ; ð4Þ

where W�2 ¼ W2 ¼ 1, W�1 ¼ W1 ¼ �4 and W0 ¼ 6 and:
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d2x2yD ¼ 1

D4

X1
p¼�1

X1
q¼�1

Upqwðxþ pD; yþ qD;xÞ; ð5Þ

where U00 ¼ 4, U�10 ¼ U10 ¼ U0�1 ¼ U01 ¼ �2 and U�1�1 ¼ U11 ¼ U1�1 ¼
U�11 ¼ 1:

Due to the spacings between sensors, FAT is only valid on a limited frequency
band. The low frequency limit depends on the size of the finite difference scheme. It
has been defined empirically that at least one bending wavelength is required along
the length of the scheme. Thus, the low frequency limit of FAT is given by:

fmin ¼ 2pffiffiffiffi
qh
D

q
ð4DÞ2

: ð6Þ

The high frequency limit of FAT is given by the Nyquist-Shannon sampling the-
orem. The maximal wavenumber is defined as p=D and the high frequency limit is:

fmax ¼ p

2
ffiffiffiffi
qh
D

q
D2

¼ 4fmin: ð7Þ

Recently, a revised version of FAT was also proposed by Leclère and Pézerat [21].
The proposed approach is called “Corrected Force Analysis Technique” and is
noted CFAT in the following. CFAT consists in adapting the finite difference
scheme in order to be a low-pass wavenumber filter in addition to the derivation
approximation. By observing the effects of the approximation of the finite

Fig. 1 Finite difference
scheme used to approximate
the fourth derivatives of the
equation of motion of a
flexural plate. D is the spacing
between points of the finite
difference scheme
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difference scheme in the wavenumber domain, authors showed that the operation
filters high wavenumbers but amplify information around the natural wavenumber
of the plate. A new scheme is then proposed:

pCFATðx; y;xÞ ¼ D l4d4xD þ 2t4d2xD d
2y
D þ l4d4yD

� �
� qhx2wðx; y;xÞ; ð8Þ

where the two constants l and t are defined as follows:

l4 ¼ D4k4f

4 1� cos kfD
� �	 
2 ; ð9Þ

and

t4 ¼ D4k4f

8 1� cos kfDffiffi
2

p
� �h i2 � l4: ð10Þ

The wavenumber responses of FAT and CFAT are shown in Fig. 2.
The low-pass filtering effect of FAT is clear but a drastic amplification exists on

a circle having a radius kf. Of course, the filtering is more intensified when the
frequency increases because the effects of the discretisation are more important.
Concerning the CFAT filtering, the effects are close to the FAT filtering, except that
the discontinuity at kf is soften.
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Fig. 2 Wavenumber responses of a FAT and b CFAT for different number of points n per
wavelength
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3 Numerical Study of the Filtering Effects of Force
Analysis Technique

Due to the filtering effect of the finite difference scheme, the Force Analysis
Technique cannot identify the entire wall pressure because it is limited to a
wavenumber region. The question is to know if it is able to separate correctly a
physical acoustic excitation as it is located in the low wavenumber domain, even if
it is a very small component. The following part of this chapter comes from the
work of the Lecoq’s PhD thesis [20, 22]. It is based on a pure numerical simulation
where the excitation can be entirely controlled. The principle of the simulation is
first described. Then the effects of filtering are discussed.

3.1 Numerical Synthesis of Wall Pressure Field
Using Cholesky Decomposition

3.1.1 Synthesis of the Excitation

The numerical experiment consists in calculating the wall pressure exciting the
plate from given auto and cross-spectrum templates, calculating the displacement
field of a plate, adding a noise in order to simulating measurements and simulating
the Force Analysis Technique. Signals of wall pressures are obtained on a given
mesh grid from a signal processing technique synthesizing time signals. This
technique [23] provides the simulation of multicorrelated random processes.
Recently, Hekmati et al. [24] used this method for turbulent wall pressures.
A simplified explanation of this method is proposed here:

First Step

Write the cross-spectrum matrix S(ω) where each term is the desired cross-spectrum
Spp0 ðrx; ry;xÞ between two points. With M points in the space domain, S(ω) is a
(M × M) matrix.

Second Step

Factorize the matrix S(ω) by the Cholesky decomposition:

SðxÞ ¼ HðxÞHHðxÞ; ð11Þ

where H(ω) is a lower triangular matrix and HHðxÞ its conjugate transpose.
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Third Step

Generate a vector C of random phases with M elements:

Ci ¼ ej2pci ; ð12Þ

where ci is a uniformly distributed random number between 0 and 1. We note that
the expected value of each element is:

E½Ci� ¼ 0: ð13Þ

Fourth Step

Create a vector P(ω) for a given angular frequency ω:

PðxÞ ¼ HðxÞC: ð14Þ

Each element of the vector P(ω) represents the Fourier transform at the angular
frequency ω of the time signals pðx; y; tÞ.

Fifth Step

Finally, steps 1 through 4 are performed for each angular frequency ω up to the
Nyquist frequency fe=2. An inverse Fourier transform provides the time signals
pðx; y; tÞ.

We can prove easily that the cross-spectrum matrix SPðxÞ of the field P(ω) in
Eq. (14) corresponds to the desired S(ω). Indeed, SPðxÞ yields

SPðxÞ ¼ E½PðxÞPHðxÞ�: ð15Þ

By replacing P(ω) by its expression in Eq. (14), it becomes:

SPðxÞ ¼ E½HðxÞC½HðxÞC�H � ¼ HðxÞE½C � CH �HH : ð16Þ

According to Eq. (13) and since the random numbers ci are independent, the
expected value E½C � CH � is the identity matrix. Finally, according to Eq. (11),

SPðxÞ ¼ SðxÞ: ð17Þ

The pressure field P(ω) complies with the desired cross-spectrum.
In order to understand how the inverse method FAT identifies the excitations

with a cross-spectrum similar to that of the turbulent wall pressures the following
desired cross spectrum were defined:
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Spp0 ðrx; ry;xÞ ¼ SppðxÞ e�x jrx j
axUce�x

jry j
ayUcejx

rx
Uc þ A sinc kac

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2x þ r2y

q� �� �
; ð18Þ

where SppðxÞ is obtained from the semi-empirical model of Goody [25]. In
Eq. (18), the first term in parenthesis corresponds to the model of Corcos and
corresponds to the aerodynamic component. The second term corresponds to the
cross-spectrum of an acoustic diffuse field. The term A reflects the relationship
between the aerodynamic and the acoustic energies. In the following, A is set to
0.05 in order to have a small acoustic energy (5 % of the aerodynamic energy).
Figure 3 shows, for different frequencies, the cross-spectra of the wall pressure
analysed after obtaining all time signals by the described synthesis above. The
acoustic and the aerodynamic component are visible; the acoustic component
corresponds to a small disc centred at the origin, the aerodynamic energy is located
on the right around the convective wavenumber.

3.1.2 Calculation of the Vibration

For the calculation of the vibration field in the time domain, the modal decompo-
sition method, explained by Guyader [26], is used. The plate is supposed to be
rectangular and simply supported at its boundaries. Its dimensions are noted Lx and
Ly along x and y axes. The plate is also excited by the pressure field pðx; y; tÞ
calculated above (we consider a weak fluid-structure coupling). The equation of
motion and the boundary conditions are:

qh
o2w
ot2

þ D
o4w
ox4

þ 2
o4w
ox2y2

þ o4w
oy4

� �
¼ pðx; y; tÞ; ð19Þ

wðx; y; tÞ ¼ o2w
ox2

¼ 0 for x ¼ 0 and x ¼ Lx; ð20Þ
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Fig. 3 Representation of the synthetised wall pressure field in the wavenumber domain at
frequencies 400 Hz, 1 and 1.6 kHz
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wðx; y; tÞ ¼ o2w
oy2

¼ 0 for y ¼ 0 and y ¼ Ly: ð21Þ

The displacement is decomposed on the basis of the normalized eigenfunctions
/mnðx; yÞ

wðx; y; tÞ ¼
X1
m¼1

X1
n¼1

amnðtÞ/mnðx; yÞ; ð22Þ

where /mnðx; yÞ ¼ 2ffiffiffiffiffiffiffi
LxLy

p sin mp
Lx
x

� �
sin np

Ly
y

� �
. After projection of Eq. (19) on

eigenfunctions /mnðx; yÞ and the heuristic introduction of a modal damping term
[26], the coefficients amnðtÞ of Eq. (22) verify

€amnðtÞ þ 2fmnxmn _amnðtÞ þ x2
mnamnðtÞ ¼

pmnðtÞ
qh

; ð23Þ

where pmnðtÞ refers to the projection of pðx; y; tÞ on eigenfunctions /mnðx; yÞ, xmn ¼ffiffiffiffiffiffi
Kmn
qh

q
is the natural angular frequency of the plate with Kmn the generalized stiffness

of modes (m, n) defined by:

Kmn ¼ D
mp
Lx

� �4

þ np
Ly

� �4

þ 2
mp
Lx

� �2 np
Ly

� �2
 !

: ð24Þ

fmn ¼ kmn
2qhxmn

is the damping ratio and kmn the generalized damping. Without loss of

generality the damping is artificially constant with the order of the eigenmode to
simplify the problem. Then impulse response of the system defined by Eq. (23) is:

hmnðtÞ ¼ e�fxmntffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

p
xmn

sin
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2

q
xmnt

� �
: ð25Þ

Finally, coefficients amnðtÞ are obtained by a convolution such as:

amnðtÞ ¼
Zþ1

�1
hmnðt � sÞ pmnðsÞ

qh
ds ð26Þ

and provide the displacement of Eq. (22).
The inverse problem tested here to identify the turbulent wall pressure is an

experimental technique that requires a regularization in the presence of noise. To
simulate experimental conditions, some noise is added to the displacement:
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wbðx; y; tÞ ¼ wðx; y; tÞ þ bðx; y; tÞ; ð27Þ

where bðx; y; tÞ is a normally distributed random signal with zero mean and a
standard deviation σ. The latter is adjusted to have a given Signal to Noise Ratio
(SNR), defined as the ratio at each point between the power of the signal wðx; y; tÞ
and that of the noise bðx; y; tÞ.

3.1.3 System Under Study

The structure excited by this TBL is a glass plate with a thickness equal to 3.85 mm.
This is the typical case of a windscreen and its parameters are given in Table 1.

The number of modes Nmn used in the calculation of the plate response is chosen
such that the last modal wavenumber must be much higher than the convection
wavenumber.

The parameters used in the Corcos model are given in Table 2.
The aerodynamic coincidence occurs at very low frequencies (fconv = 34 Hz)

while the acoustic coincidence occurs at the frequency fac = 3.2 kHz. In this case,
the aerodynamic component moves very quickly towards the high wavenumbers as
the frequency increases and the acoustic part has the strongest influence on the
vibration and radiation of the wall since the acoustic and flexural wavenumbers are
of the same order of magnitude over a wide frequency range.

Table 2 Numerical values of
the TBL parameters Fluid velocity U1 ¼ 50 m/s

Convection velocity Uc ¼ 35 m/s

Friction velocity u� ¼ 1:58 m/s

Boundary layer thickness d ¼ 11:4 cm

Kinematic viscosity m0 ¼ 1:54� 10�5 m2/s

Wall shear stress sw ¼ 3 N/m2

Corcos coefficients ax ¼ 8; ay ¼ 1

Table 1 Plate parameters
Young’s modulus E = 70 × 109 Pa

Density ρ = 2,700 kg/m3

Thickness h = 3.85 mm

Length Lx = 0.6 m

Width Ly = 0.6 m

Poisson’s ratio v = 0.22

Damping f ¼ 0:05

Number of modes Nmn = 125 × 125
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3.2 Natural Filtering Effect of the Plate

The wall pressures and displacement fields obtained at 200 Hz from excitations
containing both components, diffuse field only and aerodynamic field (Corcos) only
are shown in Fig. 4. In this example, the acoustic component is very weak (ratio
between both components is 5 %), so that it is not observable in the pressure field
corresponding to the excitation with both components. However, the contribution of
the acoustic component on vibration is clearly visible because the displacement
fields obtained from the diffuse field with and without the aerodynamic component
are very close. In fact, this phenomenon is accentuated when the frequency
increases as the plate becomes to be less sensitive to the aerodynamic energy which
moves quickly in the high wavenumber domain. Thus, we can say that the plate
provides an interesting filter since it is very sensitive to low wavenumbers where
the acoustic component is located.

3.3 Filtering Effect of the Finite Difference Scheme

In this section, it is proposed to evaluate FAT identification. More exactly, the
CFAT version will be used as it has the advantage to be more accurate since it
avoids amplification of information around the natural wavenumber of the plate.
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Fig. 4 Representation of the aerodynamic component, the acoustic component and the
combinaison of both components on the a the pressure field and b the displacement field of the
plate in the space domain
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The spacing between displacement points is D = 60 mm. In order to apply the
method in experimental conditions, a noise was added to vibration signals to have a
Signal-to-Noise ratio (SNR) equal to 40 dB.

Results in term of frequency autospectra are shown in Fig. 5.
Spectra of the aerodynamic and the acoustic parts (obtained by the synthesis of

signals presented above) are also plotted. From 400 Hz to 2 kHz, CFAT identifies
exclusively the acoustic component. Indeed, for these frequencies, the filtering of
the method has a cutoff wavenumber kf much smaller than the convection wave-
number kconv. In other words, the convective energy is too far from the circle of
radius kf. For the acoustic component, located inside this circle up to the acoustic
coincidence (fac = 3.2 kHz), the method can reconstruct it precisely. Between 200
and 400 Hz, CFAT reconstructs a small part of the aerodynamic component which
is close to the flexural wavenumber kf in low frequencies. Finally, below 200 Hz,
the method can measure the total energy of the aerodynamic component. However,
for frequencies below 100 Hz, filtering is not selective enough and the impact of
noise located in the high wavenumbers makes the inverse problem unstable.

4 Experimental Illustration of FAT Filtering Effects

The experimental setup was made in a wind tunnel of 50 × 50 cm2 section in an
anechoic chamber. An obstacle (a rigid cube) is placed in the wind tunnel and
generates turbulences as presented in Fig. 6. The cube is 10 cm high and is located
in the first element of the wind tunnel (the tunnel is composed by three 2 m long
elements).

The measurements presented in the following have been done for 3 different
flow speeds (U∞ = 18.5; U∞ = 25; U∞ = 30 m/s) with and without the obstacle.

Fig. 5 Frequency spectra of identified pressures where a noise is added to the displacement field
(SNR = 40 dB)
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4.1 Direct Measurement of the Pressure Field

To directly measure the pressure field downstream the cube, a rigid panel with 45
pinholes equipped with deported microphones is used. This rigid panel is moved
sequentially from the cube to obtain a map of 405 points (9 positions of the rigid
panel, see Fig. 7). This measurement of the pressure field will be considered as the
reference assuming that the pressure field is not affected by the vibration of the
plate.

The measured mean square pressures are plotted in Fig. 8 for the three flow
speeds, with or without the obstacle.

As can be seen in Fig. 8, the obstacle has a significant influence on the mean wall
pressure level whatever the flow speed below 2 kHz. Above this frequency, the
obstacle has rather no influence on mean pressure levels that tend to the ones
measured without obstacle. In addition, the difference due to the flow speed is
clearly shown in Fig. 8. An increase of the flow speed produces an increase of the
mean wall pressure level with and without obstacle. The maps of wall pressure level
shown in Fig. 9 are also characteristic of the turbulent flow generated by a cube.
High level of wall pressure are observed close to the cube in the extension of its
lateral faces. The wall pressure level then decreases with the distance to the cube.

The objective of FAT is here to identify the wall pressure distributions by
measuring the acoustic pressures radiated to the opposite side of the plate.

Fig. 6 Experimental
setup. a Wind tunnel in
anechoic chamber. b Obstacle
in the wind tunnel
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4.2 FAT Identification of the Pressure Field

4.2.1 Practical Application of FAT to Turbulent Flow Excitation

Turbulent flow are random, non stationary and highly uncorrelated excitations and
this raises some fundamental issues for the application of FAT or CFAT to this kind
of excitations. Usually, measurements of the velocity field of the structures are
easily done by using a scanning laser vibrometer. In that case, the measurements are

Fig. 7 a Direct
measurements of the wall
pressure field with a rigid
panel with 45 pinholes
equipped with deported
microphones. b Mesh of the
405 measurement points (9
positions of the rigid panel).
The red dots represent the
position of the 13 pU probes
array. The rectangle with
dashed lines represents the
surface of FAT identification

Fig. 8 Mean wall pressure
level of the reference
measurements with (solid
lines) or without (dashed
lines) obstacle for three
different flow speeds: 18.5 m/s
(light gray lines), 25 m/s (gray
lines) and 30 m/s (black lines)
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obtained point by point and are unsynchronized and the use of a phase reference is
also not possible because the vibration field is spatially uncorrelated.

To overcome this issue, an array of 13 pU probes has been used to measure
synchronously the velocity of the plate at the 13 positions of the finite difference
scheme. This antenna, presented in Fig. 10, allows one to compute the load only at
the center of the array. To obtain a map of load distribution, the array has to be
moved sequentially. Obviously, only the force autospectra can be compared since
phase reference cannot be used between each load identification.

As pU probes are acoustic sensors used to measure the acoustic pressure and the
particle velocity of the noise radiated by the plate, the array has to be placed in
the near-field of the plate. By using a very small distance between the antenna and

Fig. 9 Maps of wall pressure level downstream the cube obtained with direct reference
measurements, U∞ = 30 m/s. a 1,085 Hz; b 1,414 Hz

Fig. 10 Array of 13 pU probes to make synchronous measurements on the 13 positions of the
finite difference scheme
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the plate with respect to the acoustic wavelength, it is assumed, in the following,
that the measured acoustic velocity is equal to the plate velocity.

To improve the estimation of vibratory velocity of the plate taking into account
the distance between the antenna and the plate, a way is to use the velocity-velocity
near-field acoustic holography as shown in [27].

In the following, the acoustic measurements is done at 1 cm from the plate to
avoid any need of back-propagation technique.

The studied vibrating structure is here a plate glued on a rigid frame (visible in
Figs. 6 and 11) and is placed downstream the cube. This 0.8 mm thick plate is made
of aluminum (Young’s Modulus 69 GPa, density 2,700 kg/m3, Poisson’s coefficient
0.3). The vibrating surface of the plate has dimensions 0.8 × 0.48 m2. Due to the
turbulence generated by the presence of the cube in the flow, the plate vibrates and
radiates in the opposite side of the flow in the anechoic chamber.

In the following, the spacings between sensors are chosen to be D = 22 mm and
the distance between the antenna and the plate is 1 cm.

4.2.2 FAT Identification Results

The identified mean wall pressure level are presented in Fig. 12. The mean wall
pressure level obtained with the rigid panel equipped with pinholes (Fig. 11) are
also plotted in Fig. 12.

In the validity domain of FAT (defined by fmin = 993 and fmax = 3,972 Hz), the
comparison between direct measurements and identified mean wall pressure level
clearly shows a big difference in the whole frequency band. This difference is about
20 dB whatever the flow speed. Based on these results, FAT seems not to assess
correctly the wall pressure. This is because a large part of the aerodynamic pressure
is filtered by the method. However, the FAT results present interesting information:

Fig. 11 Measurements of the plate velocity at 13 synchronous points using the 13 pU probes
array. The pU array is moved by a 2D robot to scan the whole surface of the plate
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1. the identified mean wall pressure level increases with flow speed in the same
manner as direct measurements;

2. on each curve, one can notice the presence of peaks. As the frequencies of these
peaks do not vary with flow speed, they are not due to an aerodynamic
phenomenon.

To identify the phenomenon causing these peaks, it is interesting to plot pressure
maps obtained by FAT at the corresponding frequencies. Figure 13 presents wall
pressure maps at two different frequencies: 1,085 and 1,414 Hz.

This figure reveals completely different pressure distributions than those directly
measured and presented in Fig. 9. Contrary to what was expected, the identified
pressure level doesn’t decrease with the distance to the obstacle and a clear
transversal variation is visible. These peaks and pressure distributions reflect the
presence of the acoustic modes in the wind tunnel. Indeed, the wind tunnel is a long
acoustic volume with rigid lateral walls. Acoustic modes, excited by the air flow,
inevitably appear and FAT extracts this phenomenon from vibration of the plate.

Considering the wind tunnel having rigid side panels and an infinite length in the
direction of the flow, the eigen-frequencies of the acoustic modes in the cross
section are given by:

fmn ¼ c0
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mp
Lwtx

� �2

þ np
Lwty

 !2
vuut ; ð28Þ

where c0 ¼ 343 m/s is the sound speed, Lwtx ¼ 0:5 and Lwty ¼ 0:5 m are the
dimensions of the section of the wind tunnel and m and n are the indices of the
mode. The corresponding mode shapes are given by:

Fig. 12 Mean wall pressure level of the FAT identification (solid lines) compared to reference
measurements (dashed lines) for three different flow speeds: 18.5 m/s (light gray lines), 25 m/s
(gray lines) and 30 m/s (black lines). The vertical dashed-dotted line represents the low frequency
limit of validity of FAT
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/mnðx; yÞ ¼ cos
mp
Lwtx

x

� �
cos

np
Lwty

y

 !
: ð29Þ

The eigen-frequencies of the wind tunnel are marked in Fig. 14 where the corre-
spondence with the observed peaks is obvious. This good correlation demonstrates
that peaks are effectively due to the presence of eigen-modes in the wind tunnel.
Figure 13 also shows the identified pressure maps at two frequencies: 1,085 Hz
[that corresponds to modes (1,3)] and 1,414 Hz [that corresponds to mode (1,4)].
The identified wall pressure is comparable to the shape of modes (1,3) and (1,4) in
the transverse direction.

It is interesting to notice that the acoustic resonances were observed only in the
results of the FAT. Because the energy level of the aerodynmic component is very
important, these acoustic resonances cannot be seen by a direct measurement of the
wall pressure by microphones. This observation could be carried out, because the
FAT extracts the information in the low wavenumber domain.

Fig. 13 Maps of wall
pressure level downstream the
cube obtained with FAT
identification, U∞ = 30 m/s.
a 1,085 Hz; b 1,414 Hz
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5 Conclusion

The knowledge of aeroacoustic excitation is very difficult to assess in the low
wavenumber domain. This is due to the fact that aerodynamic component contains a
very high energy, so that experimental dynamics are not sufficient to measure
correctly spectra in low wavenumbers by microphones. A lot of empirical models
exist, like Corcos, Chase, Fowcs-Williams, etc. They are based on a wavenumber
description of auto and cross-spectra. They all give good estimations of the energy
level around the convective wavenumber but, because of the bad knowledge in the
low wavenumber domain, the proposed levels in the acoustic region are not cor-
responding. Nevertheless, the knowledge of the acoustic component is very
important, because thin structures have a high sensitivity to excitation in the low
wavenumber domain. Reciprocally, they have also high acoustic radiation effi-
ciency in the low wavenumber domain, so that we can suspect that the acoustic
component is particularly responsible to aeroacoustic noise inside automotive
cabins.

The use of the Force Analysis Technique is based on the possibility to assess the
wall pressure by using the structure as a sensor. The first advantage is that the
structure has not to be replaced by another and that it does not require to be drilled.
The handling of accelerometer is also an advantage since they are robust sensors

Fig. 14 a Representation of
modes indices (m,n)
directions. b Comparison of
identified mean wall pressure
level to acoustic natural
frequencies in the cross-
section of the wind tunnel
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and have excellent sensitivities. As shown in this study, the structure improves the
signal to noise ratio thanks to its sensitivity in low wavenumbers, the experimental
conditions becomes then more adapted to assessment in this domain. All these
conditions are finally linked to a better sensitivity when using vibration measure-
ments rather than pressure measurements.

Because FAT uses displacements measured on a mesh grid and a discrete
equation of motion, it filters information contained in the high wavenumber
domain. The method comprises then a low-pass wavenumber filter, which brings
two important things:

1. it regularizes the inverse problem, so that noise amplification is reduced;
2. it can filter the effects of the aerodynamic component on the vibration.

Even if the plate has finite dimensions, it is very interesting to notice also that the
FAT operations do not introduce wavenumber conversion, since it corresponds to a
linear shift-invariant system in the space domain while the usual direct problem
(displacement obtained from force distribution) is not, due to the boundaries of the
structure. In fact, the wavenumber components of the vibration field due to other
wavenumber components in the excitation are due to reacting forces at boundaries
introducing forced wave field corresponding to a null force distribution at any
locations inside the studied area. Of course, the finite dimensions of the plate still
restrict the calculation of the wavenumber spectrum of the excitation because the
parietal pressure cannot be identified outside the studied area. Computed wave-
number spectra correspond nevertheless to those of the truncated wall pressure
exciting the plate in the studied area.

Until now, the use of FAT was studied for car applications, where the fluid is air
and the fluid velocity (relative to the structure) is also smaller than the speed of
sound. In this case, weak fluid-structure coupling and separation of acoustic and
aerodynamic components can be considered. Contrariwise, for other industrial
sectors, these assumptions cannot be stated. In naval applications, the velocity of
the fluid is smaller and the speed of sound is greater, so that the separation should
be more accentuated, but the fluid-structure coupling should be taken into account if
one is interested in identifying the acoustic component of the excitation. In aero-
nautic applications, the fluid velocity is much higher and can even be greater than
the speed of sound. In this case, FAT should not be able to separate components,
but it could be used to measure the complete wall pressure, so that it can be seen as
an alternative to microphones, with the advantage of being usable in situ on real
structures.

In term of immediate perspectives, the application of FAT to more complex
structures should be done. The complexities can come from the dynamic com-
portment of the structure. This is for example the case of windscreens which are not
made with a monolithic glass. In this case of composite materials, the use of a
homogenised equation of motion should then be made. In case of geometry com-
plexities, the excitation should be more controlled by a detached flow and the
dynamic comportment must be modelled numerically by a Finite Element approach.
The development of FAT using Finite Element operator instead of an analytic
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equation of motion was already made by Cédric Renzi in his PhD thesis [28], but
the principal difficulty should be here the conversion of nodal forces to wall
pressure.
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Part III
Structural Vibration and Noise

In this section, the turbulent boundary layer (TBL) pressure field is considered as a
known input load, which is applied to models of underlying structures so that
vibration, stresses, and radiated noise may be simulated.

Initially, we outline the importance of flow-induced noise for underwater and
aerospace structures. Then, different approaches for modelling flow-induced
vibrations are presented. These approaches belong to two main groups: frequency-
and time-domain approaches.

Most of the methods in the frequency-domain are based on the Finite Element
Method, which becomes computationally infeasible for large structures excited by
slowly moving fluid due to the exorbitant mesh sizes required.

For these reasons, energy methods are discussed which allow for coarser
meshes. These methods still provide sufficient spatial resolution of results to
visualize structural vibrations and the related energy distribution. Attention is also
paid to the possibility of inferring equivalent distributed source forcing functions.
Similar in some extent to the synthetic array methods described in Part II, the
proposed approach pursues reconstructing the effective structural forcing functions
based on structural vibrations. The mathematical development leads to an equiva-
lent pseudo deterministic excitation.

Again with the aim of reducing the computational cost, a dimensional analysis,
with flow and structural variables, is proposed. It is based on the collapse of a large
series of disparate structural vibration measurements into a somewhat universal
curve.This part includes also some time-domain analyses, which are required,
particularly, for two specific cases: (i) non-statistically stationary or ergodic flows;
(ii) acoustic and/or structural waves well coupled with the flow. Finally, we present
some time-domain calculations of fluctuating stress, for assessing fatigue damage of
structural materials.
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1 Introduction

In underwater warfare strategy, different scenarios are considered according to
vessels involved and most of the time their acoustic performances determine the
advantage of one over the other.

A first scenario can be “a submarine against an adverse submarine” and the
strategy here is based on the acoustic advantage. In fact, the challenge for sub-
marine SM1 (see Fig. 1) is to detect submarine SM2 before being detected and for
that, the following passive sonar equation has to be verified:

Ga1� SN1� RN1[Ga2� SN2� RN2 ð1Þ

where Ga is the sonar gain, SN the self noise on the sonar array and RN the radiated
noise.

Another relevant scenario involving a surface ship and a submarine can also be
defined, and the strategy here is based on the passive detection of an ASW (Anti
Submarine Warfare) frigate by the submarine at a large distance before the surface
ship uses its active sonar. In fact, the success of the submarine on the ASW frigate
is guaranteed by its sonar array efficiency depending on its self noise.

Finally, to succeed, the vessel needs to be the most silent possible while being
the most efficient in detecting the others. That is why reducing both the ship far field
radiated noise and the self noise affecting sonar array efficiency is a permanent
matter of concern for the naval industry.

Several phenomena have to be considered to describe far field radiated noise and
self noise. Concerning far field radiated noise, it can be decomposed into 3
components:

• Internal noise sources radiating through the hull, using three different trans-
mission paths: airborne, structure-borne and fluid transmission

• Flow noise: Turbulent Boundary Layer (TBL) excitation, cavity noise…
• Propeller noise: Blade Rate, blade modes, cavitation…

Regarding sonar array self noise in cavity, it can also be decomposed into the same
3 components, in addition to sea ambient noise. By analysing experiments at sea, it is

SM1

SM2

RN2

RN1

SN1

SN2

Ga1

Ga2

SM1

SM2

RN2

RN1

SN1

SN2

Ga1

Ga2

Fig. 1 Scenario where submarines SM1 and SM2 chasing each other
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possible to estimate which noise component is dominant. As shown on (Fig. 2) the
dominant component depends on frequency and on the speed of the vessel.

Generally, above a certain speed, propeller and flow noise components are
predominating for the both kinds of noise considered here.

Industry has to deal with these different kinds of noise to design an efficientship.
The industrial process leads to design requirements on noise and vibration levels of
machinery equipment items, transfer functions of supporting structures and
mounting devices, and on the propeller itself. The final verification of the
requirements relies on scale one measurements:

• Machinery noise and vibrations: near field measurements…
• Radiated noise: for vessel acceptance, far field radiated noise measurements are

compared to a contractual noise spectrum limit.

Regarding measurement of radiated noise, difficulties are still encountered in
identifying each noise component and which one is predominating (internal sour-
ces, propeller or flow noise). This is why, for example, extrapolations are done from
scale models in tank facilities or water tunnels to estimate propeller noise
contribution.

In order to fulfil contractual commitments and design requirements, naval
industry has to know how to model them, in order to predict acoustic performances
as accurately as possible, and to optimize the systems.

The present paper will focus on contributions generated by flow noise phe-
nomena induced by TBL along the hull because of its important contribution to
both radiated noise and self noise at sufficiently high vessel speed.

First, the TBL excitation will be characterized and the different ways to calculate
vibro-acoustic response will be recalled according to the phenomena and the fre-
quency range considered.

Then, different modelling techniques of noise predicting are especially intro-
duced for TBL excitation generating flow self noise on sonar array inside cavity
[1, 7] and far field radiated noise through external structure response. To illustrate
the problems the naval industry has to deal with, some practical examples are
discussed.

Fig. 2 Result of an analysis allowing to identify the dominant noise component on a sonar array
with respects to vessel speed and frequency
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2 Flow Noise Phenomena Induced by TBL
in the Hydro-Acoustic Studies of Naval Vessels

2.1 Turbulent Boundary Layer Excitation

The first difficulty in calculating flow noise phenomena induced by TBL is to
extract the wall pressure fluctuation created by the TBL which excites the radiating
structure (Fig. 3).

Usually, DNS (Direct Numerical Simulation) or LES (Large Eddy Simulation)
CFD (Computational Fluid Dynamics) calculations are necessary to well describe
the turbulent structures appearing in the boundary layer but these methods are very
time consuming because of the required accuracy of spatial and temporal discret-
izations. As a consequence, these methods can not be used for industrial applica-
tions, but intermediate modelling techniques described afterward can be
implemented. Indeed, the wall pressure fluctuation excitations can be directly cal-
culated from local TBL mean parameters through a statistical approach.

2.1.1 Wall Pressure Fluctuation

The wall pressure characterizes the excitation source to be applied into the vibro-
acoustic model (Sect. 2.2). Fluctuations appear only when the boundary layer is no
more laminar because they come from the TBL vortex formation.

The flow can be split into mean and fluctuant parts and especially for the parietal
pressure:

pð~x; tÞ ¼ p0ð~xÞ þ p0ð~x; tÞ ð2Þ

where p0 is the mean wall pressure and p′ its fluctuating part.
In fact, this wall pressure has a random behaviour, so its determination requires a

spectral analysis. It is characterized in the frequency domain by a cross-spectrum

Fig. 3 Schematization of a radiated structure excited by TBL
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density which can be written in the physical space as well as in the wave numbers
space. By assuming that the turbulence is homogenous and steady, the wall pressure
field can be described by the spatiotemporal correlation function, Rpp, defined by:

Rppð~x;~r; t0Þ ¼ p0ð~x; tÞ; p0ð~xþ~r; t þ t0Þh i ð3Þ

where hi represents the time average. Assuming turbulence is homogenous, this
function only depends on the spatial separation r between two points.

The Time Fourier Transform applied on this spatiotemporal function of corre-
lation gives the Power Spectral Density (PSD):

Sppð~r;xÞ ¼ 1
2p

Zþ1

�1
Rppð~r; t0Þe�ixt0dt0 ð4Þ

where ω is circular frequency. When the PSD is translated in the wave numbers
space, it gives the cross-spectrum in the wave numbers space, Фpp:

Uppð~k;xÞ ¼ 1

ð2pÞ3
Zþ1

�1

Zþ1

�1
Rppð~r; t0Þeið~k~r�xt0Þd~rdt0 ð5Þ

where |k| = (k1 + k2 + k3)
1/2 is the wave number, (k1, k2) are respectively the

longitudinal (same direction as the flow) and transversal wave numbers and k3 is
normal to the structure.

2.1.2 Characterization of TBL Excitation

In literature, cross-spectrum models consider that the boundary layer develops itself
on a flat plate or on any surface which has a large enough curvature radius and very
small pressure gradients. When the pressure fluctuations spectrum is drawn in the
longitudinal and transversal wave numbers plan, two excitation peaks are high-
lighted in Fig. 4.

The smaller peak, denoted acoustic peak, appears when the excitation has the
same wave number as the acoustic one, k0 = ω/c0 (where c0 is the acoustic prop-
agation field). In the wave numbers plane, this region corresponds to the circle of
radius k0. In this acoustic region, the energy can theoretically propagate at large
distance but the spectral levels are very low.

Concerning the stronger peak, it corresponds to the convective peak associated
to the excitation of the vortex moving in the boundary layer with the convective
velocity Uc. In the wave numbers plane, this peak evolves around with kc = ω/Uc

and its width on the transversal wave number axis is higher than on the longitudinal
wave number axis. This convective region corresponds to largest part of the TBL
energy, but the corresponding waves are evanescent, so they cannot propagate
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directly at large distances. Between these two peaks, there is an other region named
the low wave numbers region.

The convective velocity is a key parameter in the wall pressure model because it
determines the position of the convective peak in the spectrum. At low frequencies,
still in the scope of the flat plate assumption, this velocity can be defined with the
exterior boundary layer velocity and the boundary layer displacement thickness:

Uc ¼ Ue 0:6þ 0:4 e�2:2xd1Ue

� �
ð6Þ

In literature, several models exist, under the flat plate assumption, to represent
the wall pressure generated by TBL excitation like Corcos 1963, Chase 1987,
Flowcs Williams, Smol’yakov-Tkachenko, Efimtsov, etc. Usually, the two first
models are mainly used but even if Corcos model describes well the convective
peak, many studies have shown that it overestimates the excitation in the low wave-
number region. However, structures Naval industry have to deal with generally
respond to low wave-number region excitations, that is why Chase model (1987)
[2] will be studied afterward because it is more accurate in this region, especially
for hydroacoustic phenomenon [1].

2.1.3 Chase Model (1987)

Chase’s model is a quasi-analytic model which comes from the Poisson equation
for a TBL assumed being parallel (here, k = (k1 + k2)

1/2).

Fig. 4 Regions of the Фpp spectrum with k1 and k2
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In Chase theory, the cross-spectrum in the wave numbers space can be
decomposed into one term associated to the mean shear/turbulence interaction, Фpp

M ,
and an other term associated to the turbulence/turbulence interaction, Фpp

T .

/pp k1; k2;xð Þ ¼ /M
pp k1; k2;xð Þ þ /T

pp k1; k2;xð Þ ð7Þ

These two terms can be calculated thanks to the local TBL mean parameters.
Chase model defines them as follows:

/M
pp k1; k2;xð Þ ¼ q20U

3
sCMk21

x�Uck1
hUs

� �2
þk2 þ bdð Þ�2

� �5
2

ð8Þ

/T
pp k1; k2;xð Þ ¼ q20U

3
sCTk2

k2 þ bdð Þ�2
� �

x�Uck1
hUs

� �2
þk2 þ bdð Þ�2

� �3
2

ð9Þ

where Uτ = (τ/ρ0)
1/2 is the friction velocity.

Regarding the constants, CM enforces the convective peak level, CT adjusts the
low wave numbers level, h characterizes the energy dispersion around the con-
vective peak and b comes from the determination of the maximum spectral fre-
quency. These Chase model constant values were regularly improved by
experimental data, such as values suggested by Iddir [5] which are:

h ¼ 3:9; CT ¼ 3:589� 10�3; CM ¼ 0:119; b ¼ 0:75 ð10Þ

2.2 Vibro-Acoustic Response and Radiation into Water

2.2.1 Low Frequencies

Different commonly used methods exist to solve vibro-acoustic problem at low
frequencies like FEM (Finite Element Method), BEM (Boundary Element Method),
and the combination of both, but they have some well known limitations.

Regarding FEM, fluid volume needs to be meshed and in each element, physical
quantities are approximated by element interpolation functions. The advantage is
that the FEM can also represent the vibrations of the structure excited by the flow.
However, the structure modal base has to be truncated and the maximal frequency
chosen has to be high enough to solve properly the problem considered. In addition,
a difficulty arises for unbounded fluid domains involved in far field radiation
problems. In that case, it is necessary to limit the finite element mesh to a bounded
domain and to apply non-reflecting impedance boundary conditions to prevent
reflection of radiating acoustic waves.
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Regarding BEM, even if it only needs to mesh the radiating surface (no fluid
volume meshing needed) and physical quantities are just calculated from radiated
surface ones (Green function), the method is limited with a cavity problem and
requires coupling with finite elements code to get the structure modal base as an input.

In the present case, the structures considered can be very large. In practice, these
methods can only be used at low frequencies.

2.2.2 High Frequencies

As a complement of previous introduced methods, a classic approach exists to solve
vibro-acoustic problem in high frequencies: the Statistical Energy Analysis (SEA).
In this method, the system is divided into subsystems and energy exchanges are
calculated between each subsystem. The method assumes that resonance frequen-
cies are uniformly distributed in each frequency band that is to say that energy is
distributed over all modes.

To solve the vibro-acoustic problem, each SEA subsystem needs internal loss
factors, coupling loss factors and injected power as an input data. To calculate
injected power extracted from TBL pressure fluctuation spectrum [7], the following
formula can be used in the case where the structure can be modelled as a thin plate
vibrating in bending modes:

hpinjiDf ¼
2p3ffiffiffiffiffiffiffiffi
MD

p /ppðkf ; 0;xÞ ð11Þ

with kf the structure bending wave number and assuming that kf is close to plate
resonant modes in high frequencies.

Finally, energy balance provides pressure and vibration mean levels for each
subsystem as SEA output data.

Note that as this approach requires high modal density, SEA should not be used
at low frequencies. In addition, it gives frequency band-averaged and spatially-
averaged on each subsystem.

2.2.3 Medium Frequencies

Intermediate approaches also exist to solve medium frequencies vibro-acoustic
problems. For example, the Patch Transfer Function (PTF−INSA Lyon) is based on
low frequencies FEM method extended to medium frequencies by using system
divided into sub-problem and the interface between these subsystems is discretized
into patch. Then, the transfer function is calculated between each excited patch and
the global system response is reconstituted from each patch transfer functions.

An other method called Virtual SEA (InterAC) is based on high frequencies
SEA method extended to medium frequencies. The principle is that improved SEA
subsystems are created from extrapolation of FE calculations.

It can be noticed that for these two specific approaches, TBL excitation can be
taken into account.
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3 Prediction of TBL Flow Self Noise on a Sonar Array
Inside a Cavity

In naval industry, self noise phenomena generated by TBL excitation can be
encountered on different systems of interest like echo sounder cavities on research
vessels or bow sonar cavity of a submarine.

As near field noise impacts the efficiency of the systems especially in medium
and high frequencies, that is why a calculation methodology was developed to
predict TBL flow self noise.

3.1 Modelling Technique for Medium and High Frequencies

By using the different approaches described previously to predict wall pressure
fluctuations and the associated vibro-acoustic response of the structure, a first
calculation methodology, shown on Fig. 5, consists in:

• First, a potential flow calculation is performed around the structure with a potential
flow code like REVA (Ecole Centrale de Nantes). From this first step, the velocity
field around the structure, required as input data for the next step, is computed,

• Then, TBL is calculated using a boundary layer code such as 3C3D (ONERA
software). The parameters of the TBL are then used as an input of a Matlab
routine to model the wall pressure cross-spectrum and to convert it in a format
compatible with the vibro-acoustic code used for the last step (for example the
injected power in different frequency bands for the SEA approach),

• In the last step, the structure is excited and the self noise is extracted from its
vibro-acoustic response calculated by the adapted code according the frequency
range considered.

Fig. 5 Vibro-acoustic calculation methodologies to estimate self noise
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In this calculation methodology, it is assumed that the interaction between the
structure and the fluid is weak because it is considered that the flow is not modified
by the structure motion as shown by experiments. In addition, it is assumed that the
direct acoustic radiation from the TBL is negligible by comparison to the vibro-
acoustic radiation of the structure excited by the flow. So the problem can be
separated in two parts:

• Identifying excitation sources independent from the structural response,
• Calculating the structural vibro-acoustic response to this excitation.

In fact, we can expect that the more the methodology is decomposed into several
steps (from the right to the left on Fig. 5), the less accurate is are the final results.
Moreover, even if cross-spectrum model can be adapted to take into account
pressure gradient, detachment zone can not be calculated (3C3D limitations).
According to the accuracy expected, a better wall pressure excitation can be found
by using an intermediate methodology, with less limitation, proposed by Peltier and
Hambric [8] and based on CFD results calculated directly with RANS (Reynolds
Averaged Navier Stokes) approach.

3.2 Application to a Submarine Bow Sonar Cavity

By assuming that the sonar dome has a large enough curvature radius (flat plate
assumption), the previous approach can be used with Chase model (Fig. 6).

Here the Matlab functions calculated injected power necessary for SEA calcu-
lations from the cross-spectrum [7] (Fig. 7).

Fig. 6 Vibro-acoustic
calculation methodologies
adapted to estimate self noise
of a bow sonar cavity
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3.3 Feedback from Industrial Use

After calculations, comparisons have to be done to measurement on real systems
and these step by step comparisons enable to validate the methodology and final
results. Then, numerical parametric studies enable to establish laws on self noise
evolution, according frequency and velocity considered.

These studies enable also to choose the best vessel design reducing self noise.
First optimizations can be done on the flow excitation by delaying the transition
(vessel shape, shape continuity, coating roughness…) or controlling the TBL (TBL
manipulation, specific coating…). An other optimization can be done on the
structure response by using damping material (filter flow excitation…) and specific
structure fixations like passive system (decoupled or damping mounting…) or
active system (vibrations filter…).

4 Far Field Radiated Noise Due to TBL Excitation
on External Structures

In naval industry, significant far field noise phenomena can appear for example
when a TBL excites light external structures. A far field noise can also appear on
optimized structure when this one has a geometrical or fixation default. In the latter
case, it was observed that few noise contribution is due to the default itself, but an
indirect effect can appear because the structural vibro-acoustic response can be
modified.

For example, the case of a downward step default experimented by Lee et al. [6]
find that the pressure excitation spectrum increases in low frequencies near the
detachment zone or downstream, whereas in the far field of the step, spectrum
increases in high frequencies because of small structure presence. As the excitation
is modified, indirectly the vibro-acoustic response of the structure is impacted.

Fig. 7 SEA sub-systems to
calculated self noise of a bow
sonar cavity
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Concerning fixation default, in addition to the direct modification of the structure
modes, Hambric et al. [4] found that the boundary conditions have also an impact
on the excitation contribution. Experiments show that a plate with one free edge
(perpendicular to the flow) is more impacted by the convective peak than a clamped
plate which is more impacted by low wave number. Finally, a fixation default can
indirectly have an impact on the structure vibro-acoustic response.

Generally, all these kinds of phenomena impact especially the low and medium
frequencies of the vessel acoustic signature.

4.1 Modelling Technique for Low and Medium Frequencies

As already discussed in Sect. 3.1, TBL pressure excitation can be found more or
less accurately, and then the vibro-acoustic response of the structure can be cal-
culated directly with FEM approach (see right side of Fig. 8). Even if this approach
is more accurate, it can be too expensive in computation time. An alternative
approach is to solve the vibro-acoustic problem which consists in:

• First performing structural modes in vacuum (FEM)
• Then importing them with the pressure excitation in entrance of the BEM vibro-

acoustic software, which first calculates the structure coupled modes in sea
water and then computes the radiated noise in the far field.

This weak fluid structure interaction methodology can be adapted to the specific
case of a geometrical default when the TBL pressure excitation has to be calculated
(LES approach, no empirical model available).

Fig. 8 Vibro-acoustic calculation methodology to estimate far field radiated noise
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4.2 Application to Baffled Flat Plate Case

Here Matlab functions calculate Chase cross-spectrum and use an accumulated
uncorrelated plane waves approach [1] to have an input compatible in entrance of
vibro-acoustic code (Fig. 9).

4.3 Feedback from Industrial Use

After calculations, comparisons have to be done to measurement on real systems
but there are difficulties in identifying the specific flow noise contribution in
measurements from the vessel global radiated noise. Presently, noise levels are well
predicted qualitatively, but it is difficult to obtain the actual pressure levels only
from simulation. For quantitative prediction, it is necessary in most cases to adjust
the model parameters in order to fit with experimental results. Even if several local
measurements exist from tank tests, it remains to solve the scaling problem…
However, as for the self noise case, it is possible to validate the methodology with
comparisons step by step.

These studies enable also to choose the best vessel design reducing far field
hydrodynamic noise. First optimizations can be done on the flow excitation by
designing a hull shape which does not generate detachment (e.g. no circular cyl-
inder…) or a shape without discontinuities: upward or downward step, hull aper-
tures shape or size… Another optimization can be done on the structure response by
increasing mass and/or rigidity, or modifying external structure extremities: well
fixed or with rigid trailing edge.

TBL

acoustic
radiation

structure

Water

Fig. 9 Vibro-acoustic calculation methodologies adapted to estimate radiated noise of a baffled
flat plate
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5 Conclusions–Needs

In order to provide high value naval vessels, industry has to design vessel with the
best acoustic performances possible:

• Low self noise to have the most efficient sonar array,
• Low radiated noise to remain undetectable.

For sufficiently high vessel speed, flow noise induced by TBL contributed
greatly to both noises studied here, and that is why the naval industry has to know
how to model this kind of noise:

• To predict the vessel acoustic performance,
• To design vessel and optimize acoustic performance.

Modelling techniques has to be adapted to phenomena and frequency ranges
considered and it is necessary to validate each step of the modelling method and
final results with comparison to measurements. At the present stage, direct flow
computations and FEM type modelling are usable in practice only at low fre-
quencies. At higher frequencies, because of the large size of structures considered,
semi-empirical models for the excitation and statistical models for the structural
responses are best suited, despite of their limitations.

In the overall, our experience shows that the present models allow understanding
the main mechanisms of noise generation, and allow determining qualitatively the
evolution of noise along speed and frequency.

On the other hand, accurate quantitative determination of noise levels only with
simulation is difficult, so it is still necessary to fit with experimental data. This is
due to the complexity of systems considered, and more studies are necessary, both
numerical and experimental to enable the Naval industry to improve its prediction
and vessel performance design.

Some current research topics are for instance the influence of pressure gradients
on TBL excitation, vibro-acoustic response of complex structures, prediction of
noise from transition region…

Moreover, methods can be adapted to other components of flow noise like cavity
excitation (ballast grid, torpedo tube…) or strong fluid-structure interaction as VIV
(Vortex Induced Vibration) phenomenon which can generate tonal noise generally
easy to identify on vessel noise spectrum (vortex shedding on submarine fin or sail
trailing edge…).

Methods can be also adapted to other components of far field noise like propeller
noise (Blade modes, blade singing, wide band spectrum…).

Finally, these topics are also of interest for civilian applications like flow noise
on acoustic sensors integrated on the hull of research vessels. Presently, there is also
an increasing concern about protection of marine life against underwater noise
produced by man activity at sea (ship traffic, oil industry, marine renewable energy
systems…).
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Vibroacoustics Under Aerodynamic
Excitations

Mohamed N. Ichchou, Olivier Bareille, Bernard Troclet,
Bastien Hiverniau, Marie De Rochambeau
and Dimitrios Chronopoulos

Abstract This paper gives a number of energy considerations related to the flow
induced vibration and noise predictions. In this context, reduced modeling of
structural-acoustic issues are the main red line of the work. The present paper deals
thus with equivalent “rain on the roof” (ROF) excitations, which allow the mod-
eling of spatially correlated broadband sources by statistically independent point
forces. ROF excitation largely simplifies the expressions of the joint acceptance
functions and can be easily modeled using finite element method (FEM). Two
approaches are presented here and an equivalent model of excitation is developed
and validated on acoustic and aerodynamic excitations, such as diffuse field or
turbulent boundary layer (TBL) excitations. The first idea, considers the equiva-
lence over the extended physical domain. It allows equivalent ROF excitation only
for frequencies over the acoustic coincidence effect. The second method is based on
the wavenumber space equivalence. Validation of this approach has been carried
out for different acoustic and aerodynamic excitations, and for different structural
boundary conditions. Numerical experiments show that this approach gives
acceptable results for a wide frequency range specifically for TBL excitations.
Then, the problem of the structural–acoustic response under aerodynamic sources is
considered further. The structure is a composite structure of arbitrary thickness and
anisotropy. The fully coupled system is modeled using a Statistical Energy Analysis
like (SEA-like) approach, and the energetic characteristics for each subsystem are
computed and compared to the direct FEM solution. The error of the reduced model
calculations for each frequency band is presented and the limits of the reliability of
the reduction are explored. Different strategies concerning the reduction process
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parameters are investigated in order to optimize the accuracy with respect to time
efficiency. The loading applied to the model comprises typical random distributed
excitations, such as a ‘rain-on-the-roof’ excitation, a diffused sound field and a
Turbulent Boundary Layer (TBL) excitation.

1 Introduction

During lift-off and flight ascent, spatial vehicles are excited by aerodynamic loads.
Those excitations are broadband and random. The satellites inside the spatial
vehicles are thus excited, which leads to the necessity of modeling the vibration
field inside the vehicle throughout the atmospheric flight. Electronic equipments
and satellites are consequently excited and the random vibration levels induced by
the acoustic environment must be predicted before flights. These random excita-
tions are mainly described by the spatial coherence function. The spatial coherence
function of turbulent boundary layer has been widely studied in the literature.
Corcos [1] presented one of the early modeling for TBL excitation. Other models
derived from Corcos expression were then proposed in order to fit better the tur-
bulent boundary layer behavior in the low-wavenumber region: among others
Chase [2] and Efimstov [3]. Graham analyzed the accuracy of those TBL modeling
in Ref. [4].

The response of fluid loaded structures can be estimated from data on the
unsteady pressure field and their correlation functions. In the high-mid frequency
range Statistical Energy Analysis (SEA) [5], hybrid FEM/SEA techniques [6] or
SEA-like (SEAL) [7, 8] are the most considered energy methods in the literature.
Joint acceptance functions (expressing to some extent the part of unsteady pressure
field energy, which is converted into vibrations) are then the key concern. Closed
formulations of theses acceptances functions in the case of standard structures (such
as plates and cylinders), can be obtained for use in SEA. However, the computa-
tions of these functions are time consuming in the mid-high frequency range, when
FEM of the given structure is used. SEAL [7] can be considered to bridge the gap
between low frequency and high frequency analyses. Reference [7] offers also some
theoretical and applicative definition of the energy methods, and through the
concept of Energy Distribution Approach justifies also some ‘inconsistencies’ of the
standard SEA approach. A key concept in SEAL formulation [7, 8] is the Energy
Influence Coefficients (EIC). To compute such EIC the FEM of the structure is
excited by ROF excitations. One of the main difficulties lies then in the modeling of
real excitations encountered such as aerodynamic and diffuse noises.

The aim of the present paper is to define equivalent ROF excitations for spatially
correlated sources to be used in mid-high frequency vibroacoustic predictions [9].
Many studies [1, 2, 10–15] have considered spatially correlated acoustic and
aerodynamic excitations. Most of them were carried out in order to estimate the
spatial correlation function for specific excitations. Aerodynamic loads are often
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represented by empirical models of correlation functions provided by experimental
measurements [1, 2, 11, 14, 15]. Most recent studies about spatially correlated
excitations focus on the representation of the power spectral density of response in
the wavenumber space [16–18]. The method expresses all modal expansion terms
in the wavenumber space and has two main advantages. The expressions in the
wavenumber space allow a better understanding of different modes contributions to
the total response of the structure to an incident pressure field. The second aspect is
connected to time-consumption, since correlation functions have lower variations in
the wavenumber space, joint acceptance computation time is reasonable when
compared to the space-frequency representation. It should be noted that some
numerical advances in the derivation of random vibration was recently presented
[19]. Specific approximations referring to the meshing condition and to the trans-
formation of the distributed excitation, as well as a numerical scheme named
Asymptotic Scaled Modal Analysis was introduced. The work [19] demonstrates
that FEM can be used in the random vibration predictions without increasing the
computational costs.

The present study is performed assuming that the correlation function of the
excitation sound field under interest is known and well described. ROF excitations,
equivalent to the acoustic and aerodynamic excitation of interest, are developed. An
existing equivalent model was presented in the literature by Maidanik [12]. This
model has been validated on aerodynamic excitations encountered in the aerospace
industry. This model is called spatial extent equivalence and has been studied more
deeply in the Ref. [13]. The present paper demonstrates that this approach is not
sufficient, and a second model, called wavenumber space equivalence, is then
developed. Different random broadband noises are then investigated, and a wave-
number space equivalence model is validated for different excitations cases. The
generality of the proposed equivalence is also considered. Indeed, different struc-
tural boundary conditions are used in order to check the feasibility. The paper is
then structured as follows. Section 2 provides basic concepts concerning random
vibration characterization and describes random excitations under interest.
Section 3 is devoted to the equivalent ROF excitations analysis. Section 3 gives also
some numerical interrogations to evaluate the proposed approach accuracy.

2 Characterization of Random Broadband Excitations

Standard approaches used to predict vibration levels under random pressure fields
are often based on modal decomposition. The response to a broadband random
noise is expressed in terms of power spectral density. Statistical considerations are
then introduced, and power spectral density is deduced from the correlation func-
tion which is defined in what follows as:
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Rppðn; sÞ ¼ E p x; tð Þp xþ n; t þ sð Þ½ � ð1Þ

with n ¼ x0 � x the spatial separation vector, τ the time shift and E the mathe-
matical expectation. In this paper, the stochastic field p(x; t) is assumed to be
homogenous. The space-frequency spectrum can then be written as follows:

Spp n; xð Þ ¼
Z1
�1

Rpp n; tð Þe�jxtdt ð2Þ

The power spectral density of structural motion is estimated from the pressure
field considered in terms of blocked pressure. This corresponds to the fact that the
wall-pressure fluctuations are not affected by the structural vibration. The pressure
field is then the same as observed on a rigid wall. The power spectral density of
velocity of a structure submitted to random excitations can be expressed as follows
from the generalized Green functions:

Svv x; y;xð Þ ¼x2
X
r

X
s

Re ar xð Þa�s xð Þ� �
Ur x; yð ÞUs x; yð Þ

�
Z
A

Z
A

Ur x; yð ÞUs x
0; y0ð ÞSpp0 xð ÞdAdA0 ð3Þ

Ur is the mode shape of the excited structure, Re the real part of the complex
number, Spp′ the cross-spectral density of the wall pressure, A the area excited by the
pressure field and αr the modal receptance of the structure,

ar xð Þ ¼ 1
x2

r 1þ igrð Þ � x2 ð4Þ

ωr is the pulsation of the mode r and ηr the associated damping loss factor. The
cross-spectral density of the wall pressure between two excitation points of the
structure can be expressed as follows:

Spp0 xð Þ ¼ C P;Q; xð ÞSpp xð Þ ð5Þ

where C is the correlation function of the pressure field and Spp the point power
spectral density of the pressure field, assumed to be constant over the surface of the
structure. We notice here that the correlation function is only dependent on the
frequency and the distance between the given points P and Q. This correlation
function is generally expressed by analytical formulations with coefficients derived
from experimental data for a given excitation. Consequently, the power spectral
density of velocity averaged over space domain (D) and frequency (Dx) is:
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Svvh iX;Dx
¼ 1

Dx

Z
Dx

Z
D

x2
X
r

X
s

Re ar xð Þa�s xð Þ� �
Ur x; yð ÞUs x; yð ÞA2Spp xð Þjrs xð ÞdSdx

ð6Þ

The joint acceptance function jrs has been introduced above, and is computed
performing a double integration of the product of the correlation function and the
mode shapes of the structure over the surface of the structure.

jrs xð Þ ¼ 1
A2

Z
A

Z
A

Ur x; yð ÞUs x0; y0ð ÞC x� x0; y� y0;xð Þdxdx0dydy0 ð7Þ

Different excitation models can be compared in terms of mean joint acceptance
function over resonant modes, as done in the high frequency approach [20]. Indeed,
total mean energy of an SEA subsystem excited by a spatially correlated excitation
is expressed as follows:

SEh i ¼ jmm xð Þh i
X
m

1
Dx

Z
Dx

x2 am xð Þj j2A2Spp xð Þdx ð8Þ

jmm xð Þh i is the average of the joint acceptance functions over the resonant modes in
the considered frequency band. In order to simplify the expression and the post
processing, simply supported plates are considered here, as often in the literature.
The joint acceptance functions can then be written in an analytical way for com-
parisons issue mainly. Three types of excitations are investigated in this paper: the
purely random noise, the incident diffuse field, the turbulent fluctuations of wall
pressure. ROF excitation is then considered as a reference and all other types of
excitations are then derived.

2.1 Purely Random Excitation

Purely random excitation corresponds to a white noise in the wavenumber space. It
can be defined from a spatially delta-correlated function from one point to another:

C x� x0; y� y0;xð Þ ¼ d x� x0ð Þd y� y0ð Þ ð9Þ

where δ is the delta function. The use of this type of correlation function allows us
to simplify the modal expression of the power spectral density of the response.
Indeed, for local mode shapes over the area A, and considering the normalization to
1 of the orthogonal basis of the mode shapes,
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Z
A

Ur x; yð ÞUs x; yð Þdxdy ¼ drs ð10Þ

The joint acceptance functions can be expressed explicitly as follows:

jrs xð Þ ¼ 1
A2

Z
A

Z
A

Ur x; yð ÞUs x
0; y0ð Þd x� x0ð Þd y� y0ð Þdxdx0dydy0 ð11Þ

jrainrs xð Þ ¼ drs
A2 ð12Þ

This relation simplifies the modal summation and leads to the following expression
of the power spectral density:

SPRvv x; y;xð Þ ¼ x2
X
r

ar xð Þj j2U2
r x; yð ÞSpp xð Þ ð13Þ

According to previous simplifications, standard vibroacoustic methods are val-
idated under the hypothesis of a ROF excitation. In order to use such methods,
equivalent ROF excitations for every spatially correlated loading case are devel-
oped in the next section. This equivalent model enables us to represent aerodynamic
loading from a spatially delta-correlated excitation, and to use all developments
obtained under the hypothesis of ROF excitation. The correlation functions can be
defined in the wavenumber-frequency spectrum from the space-frequency spectrum
as follows:

C kx; ky;x
� � ¼ 1

2pð Þ2
ZZ
1

C f; v;xð Þe�ikxf�ikyvdfdv ð14Þ

kx and ky are the wavenumbers in the two directions, f ¼ x� x0 and v ¼ y� y0: In
most cases, this formulation gives relatively simple expressions of the correlation
functions. The expression of the ROF correlation function in the wavenumber space
requires that the energy be uniformly distributed over the entire wavenumber-
frequency range, given that the density is uniform over the entire area:

Cðkx; ky;xÞ ¼ 1
4p2

ð15Þ

The energy of the pressure field is uniformly distributed over the entire wave-
number-frequency range, which implies that the mean-square pressure is infinite. In
practice, to overcome this difficulty, the ROF excitation is approximated by an ideal
low-pass process described by a uniform spectral density defined over a limited
wavenumber band [16].
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2.2 Incident Diffuse Field

The incident diffuse field is represented by an infinite sum of uncorrelated plane
waves whose incidence angles are uniformly distributed over a half-space. The
correlation function is given in the space-frequency domain by:

C x� x0; y� y0;xð Þ ¼ sinðk0ðx� x0ÞÞ
k0ðx� x0Þ

sinðk0ðy� y0ÞÞ
k0ðy� y0Þ ð16Þ

k0 is the acoustical wavenumber given by k0 = ω/c0, with c0 the speed of sound, and
x − x′ and y − y′ the distances between the two excitation points. For an incident
diffuse field, representation of the correlation function in the wavenumber space is,

Cðkx; kyÞ ¼ 1
4k20

if kxj j\k0 and ky
�� ��\k0

Cðkx; kyÞ ¼ 0 else
ð17Þ

This expression implies that acoustically slow modes kxj j[ k0 and ky
�� ��[ k0

� �
do

not respond to an incident diffuse field. In practice, these modes respond in the form
of corner modes [10]. The last excitation type studied in this paper is the TBL.

2.3 Turbulent Boundary Layer Excitation

Many authors have developed analytical formulations of the spatial correlation
function of TBL excitations from experimental results [1, 2]. The model of a
correlation function used in this paper was introduced by Corcos:

Cðx� x0; y� y0;xÞ ¼ e�dx x�x0j j cos cx x� x0ð Þð Þe�dy y�y0j j ð18Þ

In this model, x-axis is the direction of the flow. The parameters of the model are
derived from measurements and are expressed as follows:

cx;y ¼ x=Uc

dx;y ¼ ax;ycx þ bx;y=d

�
ð19Þ

Uc is the convection velocity and δ the thickness of the TBL (see Fig. 1). ax;y and
bx;y are empirical coefficients. The expression in the wavenumber-frequency
domain obtained for TBL excitation is analytically formulated as follows:

Cðkx; ky;xÞ ¼ dxdy
p2ðd2x þ ðcx � kxÞ2Þðd2y � k2y Þ

ð20Þ
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TBL excitation is characterized by an acoustic coincidence effect considering
wavenumbers in the direction of the flow. The representation of the spatial corre-
lation function in the wavenumber space highlights the coincidence effect when
equality occurs between the structural wavenumber and the acoustical wavenumber
(Fig. 2). The coincidence effect in the flow direction corresponds to the maximum
and is obtained in the case of kx = γx.

3 Equivalent ROF Excitation

In order to use simplified modal summation expressions, an equivalent spatially
de-correlated excitation is introduced here. ROF excitations can be described from
general closed formulations of spatially de-correlated functions. For the present

x

U∞

z

y

U(z)

U∞

Excited plate

δTBL

Fig. 1 Turbulent boundary layer excitation

k
x

C 

Fig. 2 Spatial correlation in
the direction of the flow for
TBL versus wavenumber kx
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applications, the correlation functions are defined in order to use modal basis
normalization property: Z

A

Ur x; yð ÞUs x; yð Þdxdy ¼ drs ð21Þ

The spatial correlation function is then mass proportional and can be written as:

C x� x0; y� y0;xð Þ ¼ CeqðxÞdðx� x0Þdðy� y0Þ ð22Þ

The present approach consists in finding the frequency function CeqðxÞ that
induces the same amount of vibration levels on the structure as a spatially correlated
excitation. The function Ceq is only dependent on frequency, which implies that the
power spectral density obtained for any excitation type is as follows:

Svv x; y;xð Þ ¼ x2
X
r

arðxÞj j2U2
r x; yð ÞCeqðxÞSppðxÞ ð23Þ

From Eq. (13), any spatially correlated excitations can be characterized con-
sidering the equivalent point power spectral density:

SeqppðxÞ ¼ CeqðxÞSrainpp ðxÞ ð24Þ

Thanks to the previous equation, the vibroacoustic analysis of any structure
subjected to acoustic or aerodynamic loads can be performed by exciting the
structure with an equivalent ROF load. The developed equivalent model needs to be
suited principally in the mid and high frequency ranges. Two approaches are
investigated in this paper by expressing the equivalence over the extended physical
domain and by expressing the equivalence in the wavenumber space.

3.1 Spatial Extent Equivalence

The spatial extent equivalence is based on previously published work on estimating
vibrations induced by turbulent fluctuations of wall pressure. This work has been
presented in [12, 13]. The equivalence is made from spatial extent integration of the
spatial correlation functions for two different excitations named exc1 and exc2
respectively,

Z
1

Z
1

Z
1

Cexc1ðf; v;xÞdfdvdx ¼
Z
1

Z
1

Z
1

Cexc2ðf; v;xÞdfdvdx ð25Þ
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This relation enables the explicit expression of the equivalent correlation func-
tion of the frequency in the form of:Z

1

Z
1

Z
1

CeqðxÞdðfÞdðvÞdfdvdx ¼
Z
1

Z
1

Z
1

Cexc2ðf; v;xÞdfdvdx ð26Þ

CeqðxÞ ¼
Z
1

Z
1

Cexc1ðf; v;xÞdfdv ð27Þ

As a first analysis of the previous relation, the method will produce relatively
low errors for short correlation lengths corresponding to acoustically fast modes.
Indeed, space integration being extended to infinity, implicitly implies that the
correlation lengths are much smaller than the length of the excited structure. In
Refs. [12, 13], the authors justify this approximation when the decay rates of the
correlation function are sufficiently high. In other words, results will be accurate in
the high frequency limit, as the correlation length decreases with frequency.

3.1.1 Application to an Incident Reverberant Pressure Field

For an incident diffuse wall pressure, the spatial extent equivalence leads to the
following function:

CeqðxÞ ¼
Z
1

Z
1

sinðk0fÞ
k0f

sinðk0vÞ
k0v

dfdv ð28Þ

According to the result,

Z1
0

sinðtÞ
t

dt ¼ p
2

ð29Þ

The equivalent excitation function Ceq is expressed by,

CeqðxÞ ¼ p2

k20
ð30Þ

The equivalent ROF excitation to a diffuse incident field involves a simple
equivalent function. The previous formulation is applied here to a simply supported
aluminum plate excited by an incident diffuse field. The length and width of the
plate are lx = 2 m and ly = 1.5 m respectively and 1.5 × 10−2 m thickness. Validation
is made here in terms of the mean joint acceptance functions over resonant modes.
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The boundary conditions of the simply supported plate lead to analytical formu-
lation of the mode shapes and the joint acceptance functions are:

jmm;rsðxÞ ¼
Z
A

Z
A

sin
mpz
lx

� �
sin

rpz0

lx

� �
sin

npy
ly

� �
sin

spy0

ly

� �

� sinðk0ðz� z0ÞÞ
k0ðz� z0Þ

sinðk0ðy� y0ÞÞ
k0ðy� y0Þ dydy0dz0dz0

ð31Þ

Considering the equivalent ROF excitation, joint acceptance functions are
expressed as follows,

jmn;rsðxÞ ¼ p2

k20

Z
A

Z
A

sin
mpz
lx

� �
sin

rpz0

lx

� �
sin

npy
ly

� �
sin

spy0

ly

� �

dðz� z0Þdðy� y0Þdydy0dzdz0
ð32Þ

jmm;rsðxÞ ¼ p2

k20
� A
4
dmrdns ð33Þ

Results are plotted from the third octave frequency band 200 Hz, up to 2,500 Hz
(Fig. 3). It can be noticed that the acoustic coincidence frequency, defined as
follows, is fc = 830 Hz

fc ¼ c20
2p

ffiffiffiffiffi
qS
D

r
ð34Þ

The mean joint acceptance functions over resonant modes is then well-described
based on the ROF excitation equivalent to the incident diffuse field for frequencies
higher than the acoustic coincidence frequency. Figure 3 shows a relatively large
error factor below the acoustic coincidence (up to 8 dB for the first frequency band).

ω

mmj

Fig. 3 Mean ‘joint
acceptance’ function over
resonant modes jmmh i versus
frequency: dashed line
analytical, line spatial extent
equivalence
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The obtained results imply that only acoustically fast modes are well-described
using the equivalent ROF excitation obtained from the spatial extent equivalence
idea. According to the wavenumber description of an incident diffuse field (17),
previous results show that acoustically slow modes have to be taken into account in
the entire response of the structure. These considerations are used by Maidanik [10]
to developed analytical formulations of radiation efficiency.

3.1.2 Application to TBL Excitation

The spatial extent equivalence is here applied to a TBL excitation. TBL excitation is
an important source of vibration and noise in the space and aeronautical industry.
Most research concerns the definition of the spatial correlation function. The
present approach can be applied to any analytical definition of the correlation
function. The Corcos analytical model is used here. The spatial extent equivalent
ROF excitation can then be expressed by:

CeqðxÞ ¼
Z
1

Z
1

e�dx fj j cos cxfð Þe�dy vj j � df � dv ð35Þ

CeqðxÞ ¼ 4dx
dyðd2x þ c2xÞ

ð36Þ

The numerical application consists of an aluminum plate of 2.8 m length and
1.9 m width, and 5 × 10−3 m thickness. The acoustical coincidence effect is related
to the convection speed and to the structural properties. Regarding the response of
the structure to a TBL excitation, and considering out-of-plane motion, this coin-
cidence occurs at the critical frequency:

fc ¼ U2
c

2p
:

ffiffiffiffiffi
qs
D

r
ð37Þ

where Uc is the convection speed, ρs the plate density and D the plate bending
stiffness. The present analysis is performed for frequency ranges over the coinci-
dence effect. The convection speed is 75 m/s, and the corresponding coincidence
frequency is fc = 120 Hz. Levels are observed in terms of mean square velocity (6)
and are averaged over third octave bands in the frequency range 200–5,000 Hz.

Figure 4 shows good agreement between the equivalent ROF mean square
velocity levels and the “exact” solution. It can be observed that the discrepancy
between the spatial extent equivalence results and the “exact” solution are less than
2 dB for all third octave frequency bands. TBL excitations encountered in the
aerospace industry can present convection speeds up to 650 m/s. For such high
convection speed, structures are studied either near or far the coincidence effect.
The equivalent excitation needs to accurately describe these frequency bands to

238 M.N. Ichchou et al.



meet industrial requirements. For the following computation, a convection speed of
270 m/s has been chosen and corresponds to real aerodynamic loading measure-
ments concerning ARIANE 5 wind tunnel testing (Mach 1.2). The coincidence
effect occurs at a frequency fc = 1,540 Hz. The frequency bands being studied can
then correspond to a wide frequency range. Vibration levels observed for third
octave frequency bands over the coincidence effect are in agreement with the
“exact” solution (Fig. 5). From a physical point of view, the results obtained from
this model were foreseeable, since the correlation lengths decrease when the fre-
quency increases. The correlated excitation tends to become spatially delta-corre-
lated in the high frequency limit. This is especially true for the TBL as the
correlation lengths have exponential terms, which depend on the distance between
the application points and the frequency. Previous comments concerning the
validity of such approach are then verified in this application.

Large errors can be observed for third octave frequency bands below the coin-
cidence effect. Correlation lengths are large here, and the spatial extent equivalence

ω

vvS

Fig. 4 Mean square velocity
in third octave band Svvh i
versus frequency for
Uc = 75 m/s. Line analytical,
dashed line spatial extent
equivalence

ω

vvS

Fig. 5 Mean square velocity
Svvh i in third octave band
versus frequency for
Uc = 270 m/s. Line analytical,
dashed line spatial extent
equivalence
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does not represent the real excitation around or below the coincidence effect.
Induced discrepancies are over 5 dB around the acoustical coincidence frequency.

The coincidence and high wavenumber regions must then be accurately
described from the equivalent spatially de-correlated approach. The interaction
between the pressure field and the mode shapes can be observed in the physical
domain or in the wavenumber space. The second case gives a convenient repre-
sentation of the coupling between the modes and the acoustic environment, and
leads to relatively simple expressions for correlation functions. In order to highlight
the coincidence effect, the equivalent excitations are described hereafter in the
wavenumber space.

3.2 Wavenumber Space Equivalence

The approach proposes an equivalent ROF excitation from a wavenumber-fre-
quency spectrum equivalence. The equivalence can be written in the wavenumber
space considering a given wavenumber band. Each wavenumber band can be
connected to a given frequency band. The equivalent correlation function can be
expressed in the wavenumber space as:

Ceqðkx; ky;xÞ ¼ CeqðxÞ
4p2

ð38Þ

Using the wavenumber-frequency spectrum of the excitation under study, and
the one of the equivalent ROF excitation, the frequency function Ceq can be
explicitly as:

Zk2
k¼k1

Z2p
h¼0

Ceqðk cosðhÞ; k sinðhÞ;xÞkdkdh

¼
Zk2

k¼k1

Z2p
h¼0

Cðk cosðhÞ; k sinðhÞ;xÞkdkdh
ð39Þ

Injecting expression (38) in Eq. (39) leads to:

CeqðxÞ ¼ 4p
k22 � k21
� � Zk2

k¼k1

Z2p
h¼0

Cðk cosðhÞ; k sinðhÞ;xÞkdkdh ð40Þ

k is the structural wavenumber for the out-of-plane motion, k1 and k2 the limit of the
given wavenumber band. The equivalent model can be applied to any analytical
correlation function in the same way.
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3.2.1 Application to an Incident Reverberant Pressure Field

According to the expression of the correlation function of an incident diffuse field
(17) in the wavenumber space, the equivalence in the wavenumber space can be
written as follows:

CeqðxÞ ¼ p2

k20
; if resonantmodes are acoustically fast

otherwise CeqðxÞ ¼ 0
ð41Þ

The previous relation and comments in Sect. 3.1.1 imply that the response of the
structure excited by a reverberant diffuse field is well described only for frequency
bands over the acoustic coincidence. For frequency bands below the acoustic coin-
cidence, both approaches, spatial extent equivalence and wavenumber equivalence,
need to include considerations of the reciprocity between the power radiated in a
reverberant field and power injected into a structure from an incident diffuse field.

3.2.2 Application to TBL Excitation

It has been shown that the space equivalence approach allows an estimation of the
vibration levels of the structure excited by a TBL for a relatively low convection
speed. The present equivalence must be able to predict vibration levels above or
around the acoustic coincidence effect. The application of the wavenumber space
equivalence for the TBL source gives the equivalent excitation profile:

CeqðxÞ ¼ 4p
k22 � k21
� � Zk2

k¼k1

Z2p
h¼0

dxdy
p2ðd2x þ ðcx � k cosðhÞÞ2Þðd2y � k2 sinðhÞ2Þkdkdh

ð42Þ

Analytical expression of the equivalent function is not of practical interest here
and a numerical integration can be performed. A convective speed of 270 m/s,
representative of a convective speed appearing at Mach 1.2 in an ARIANE 5 flight
was investigated. The numerical application consists of an aluminum plate of 2.8 m
length and 1.9 m width, and 5 × 10−3 m thickness. The coincidence frequency is
then fc = 1,540 Hz, and the frequency range of interest allows us to describe three
interesting wavenumber regions (i.e. the low, mid and high wavenumber bands). A
first validation was carried out through the comparison of the mean joint acceptance
functions of the resonant modes for each third octave frequency band (Fig. 6). The
reference value is obtained using an SEA software.1

1 SEALASCAR is an SEA based code developed and employed by EADS Space Transportation
[15, 19] for ARIANE vibroacoustic design.

Vibroacoustics Under Aerodynamic Excitations 241



Results show that the equivalent model gives satisfactory results for the joint
acceptance averaged over third octave bands in the frequency range 40 Hz–10 kHz.
Errors are lower than 2 dB over the entire frequency range of concern and a good
estimate is achieved before and after the coincidence frequency of 1,540 Hz. In the
first frequency bands, below 200 Hz, the number of modes per third octave band is
lower than 10, and the modal overlap is sufficiently low to consider that these
frequency bands are the first mid frequency ones.

The equivalent model obtained in the wavenumber space is accurate for mid and
high frequency ranges. Vibration levels are estimated here without computing the
joint acceptance functions, which can lead to a high cost of CPU time for the mid
frequency range.

The comparison of averaged joint acceptances might not be sufficient to prove
the validity of the methodology in the mid frequency regime. In order to be more
general, the equivalent ROF excitation is validated in terms of power spectral
density of velocity (6) without averaging the joint acceptance functions over the
resonant modes of the structure (see Fig. 6). Mean square velocity predictions using
the wavenumber equivalence seems better than those obtained using the spatial
extent ROF equivalent model (see Fig. 7), without any consideration of the acoustic
coincidence effect. The deviations observed on averaged values per third octave
bands are lower than 2 dB over the entire frequency range studied when the
wavenumber equivalence is employed.

This Equivalent TBL (ETBL) can then be used over all frequency bands
regardless of the acoustic coincidence effect. Figure 7 shows also that errors in the
vibration prediction increase as the frequency decreases. Figure 8 provides narrow
bands mean velocity comparisons.

The previous figure shows that the vibration level is well described in narrow
bands as well. Errors on the modal peaks are lower than 2 dB over the entire given
frequency range. As mentioned before, convection speed can reach 650 m/s for
aerospace applications, appearing at Mach 3 in an ARIANE 5 flight. For the present

ω

mmj

Fig. 6 Mean joint acceptance
jmmh i in third octave band
versus frequency for
Uc = 270 m/s, line
SEALASCAR, dashed line
wavenumber space
equivalence
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structure and frequency range, this convection speed means that all third octave
frequency bands are far above the acoustic coincidence effect. Indeed a convection
speed of Uc = 650 m/s corresponds, for the given structure, to a coincidence
frequency fc = 9,000 Hz. The previous results in the wavenumber equivalent model
showed that the errors introduced in the vibration level estimate become larger as
the given frequency decreases or, in other words, as the frequency range moves far
from the acoustic coincidence effect. This approach is applied to the Mach 3 TBL
loading case (see Fig. 9). Even though the given frequency bands are far below the
coincidence effect, results from the ETBL are still relevant. Indeed, the deviation
observed is lower than 3 dB for the first third octave frequency bands and con-
vergence to the exact value occurs in the mid frequency range.

This method is promising because it enables the use of FEM approaches for any
correlated excitation case in the mid and high frequency ranges with a relatively low
calculation cost. Once the equivalent model is found, the induced vibration levels can
be computed without estimating the joint acceptance functions. It can be observed

ω

vvS

Fig. 7 Mean velocity Svvh i in
third octave band versus
frequency for Uc = 270 m/s,
dashed line analytical, line
wavenumber equivalence,
dashed line along with plus
symbol spatial extent
equivalence

ω

vvS

Fig. 8 Mean velocity Svvh i in
narrow band for Uc = 270 m/s,
dashed line analytical, line
wavenumber space
equivalence
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from the previous model that the ROF equivalent excitation does not take into
account the structure boundary conditions. Indeed, these boundary conditions are
expressed in the integration of the mode shapes over the surfaces of the subsystems.

4 Application to a Structural-Acoustic Case

The aeroacoustic excitation is applied to a simply supported panel coupled with a
cavity, already modeled with SEA-like method (see Fig. 10).

The SEA-like matrix of the coupled system was calculated by applying a ROF
excitation on the panel and the cavity and by calculating the averaged energies and
injected powers in each subsystem. If the same approach were to be used to model
the aeroacoustic excitation on the coupled system, one would have to calculate a
new SEA-like matrix, corresponding to the excitation. The method presented in this
paper enables the use of the ROF, SEA-like matrix for aerocoustic excitation
modeling with SEA-like, by calculating an equivalent injected power vector cor-
responding to the aeroacoustic excitation.

ω

vvS

Fig. 9 Mean velocity Svvh i in
third octave band versus
frequency for Uc = 650 m/s,
dashed line analytical, line
wavenumber equivalence,
dashed line along with plus
symbol spatial extent
equivalence

Fig. 10 Panel-cavity coupled
system with aerodynamic
loadings
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Fig. 11 Energetic behavior of the coupled system excited with TBL where the convective velocity
is 75 ms−1: line analytical, dashed line spatial extend equivalence

Fig. 12 Energetic behavior of the coupled system excited with TBL where the convective velocity
is 200 ms−1: line analytical, dashed line spatial extend equivalence
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Figures 11 and 12 present the energetic behavior of the coupled system for two
TBL excitation of the panel and two modeling: an analytical model based on modal
coupling and the SEA-like model based on spatial extend equivalence. For low
convective velocity, the spatial extend equivalence leads to accurate results for low
convective velocity. However, for higher convective velocity, there is a discrepancy
below the coincidence frequency. Indeed, effects of TBL excitation on the panel
modes below and above coincidence frequency are different.

5 Conclusion

A ROF excitation equivalent to acoustic and aerodynamic excitations has been
developed and validated in this paper. This approach allows the description of a
broadband random spatially correlated excitation from a de-correlated pressure
field. Two methods have been presented here. The first, considers the equivalence
over the extended physical domain. It does not meet industrial needs, as it allows
equivalent ROF excitation only for frequencies over the acoustic coincidence effect.
A second method has been proposed and validated. It is based on the equivalence
definition in the wavenumber space. Validation of the approach has been carried out
for different acoustic and aerodynamic excitations, and for different structural
boundary conditions. This approach gives acceptable results for a wide frequency
range specifically for turbulent boundary layer excitations. The deviations observed
between the equivalent ROF approach and the standard modal analysis using the
joint acceptance functions are convenient (for a large scale of convective speed in
the case of TBL). In addition, narrow bands results predicting the power spectral
density of velocity are very promising. The equivalent ROF excitation has been
validated for TBL excitation based on the Corcos model but the present approach
can be applied to any analytical correlation function and work on this subject will
be pursued. Full scale validation (for a simplified ARIANE 5 vehicle) of what was
offered in this paper was already achieved and confirmed the main finding.
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Discussion About Different Methods
for Introducing the Turbulent Boundary
Layer Excitation in Vibroacoustic Models

Laurent Maxit, Marion Berton, Christian Audoly and Daniel Juvé

Abstract For controlling the noise radiated from vibrating structures excited by
turbulent boundary layer (TBL) it is relevant to develop numerical tools for
understanding how the structure reacts to TBL excitation. Usually, the wall pressure
fluctuations of the TBL are described through statistical quantities (i.e. space-fre-
quency or wavenumber-frequency spectra) which depend on the TBL parameters.
On the other hand, the vibro-acoustic models (i.e. Finite Elements, Boundary
Elements, Transfer Matrix Methods, Analytical models, etc.) evaluate deterministic
transfer functions which characterise the response of the considered structures. The
first part of this paper focuses on the coupling between the stochastic TBL and the
deterministic vibro-acoustic models. Five techniques are presented. Numerical
applications on an academic marine test case are proposed in order to discuss the
calculation parameters and the interests/drawbacks of each technique. In the second
part of the paper, the high frequency modelling with the Statistical Energy Analysis
(SEA) method is considered. The focus is placed on the estimation of an important
input of this method: the injected power by the TBL into the structure for each third
octave band.
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1 Introduction

Structures excited by the turbulent boundary layer (TBL) are very common in
practical applications. Car, airplanes, trains, and submarines may be excited by
pressure fluctuations due to the turbulent flow induced by their motions. In order to
reduce the noise radiated from these structures, it is important to understand at the
design stage how the structure reacts to the TBL excitation. It is then necessary to
develop numerical tools allowing predicting the vibration or the radiated pressure
from the structure excited by the turbulent flow. Usually, the calculation process is
decomposed in 3 steps:

1. A stationary hydrodynamic model is used to estimation the TBL parameters
over the surface of the structure from its geometry and the flow conditions;

2. The spectrum of the wall pressure fluctuations is evaluated from the TBL
parameters estimated in the previous step and by using one of the models
proposed in the literature. Some of them are expressed in the space—frequency
domain (like the famous Corcos model [1]) whereas as others are expressed in
the wavenumber—frequency domain (like the no less famous Chase model [2]);
Discussion about different models and comparison with experiment can be
found in [3, 4] for the frequency auto spectrum and in [5, 6] for the normalized
wavenumber cross spectrum;

3. The last step consists in using a vibro-acoustic model to estimate the response of
the structure to the pressure fluctuations. The choice of the model depends on
the frequency range of interest:

• For the low frequencies, deterministic models considering harmonic exci-
tations are generally considered. For example, it can be a standard Finite
Element Model (FEM) for a structural problem or FEM coupled with a
Boundary Element Model (BEM) for an acoustic radiation problem. The
coupling between the statistical model used to describe the wall pressure
fluctuations and the deterministic vibroacoustic model constitute a difficulty
in the calculation process described above (i.e. the transition from step 2 to
step 3). This topic is specifically addressed in the first part of this paper. Five
approaches will be proposed and discussed in Sect. 3 after having recalled
the mathematical formulation of the problem in Sect. 2.

• For high frequencies, the Statistical Energy Analysis (SEA) method [7] is
generally used to represent the vibro-acoustic behavior of complex struc-
tures. As the excitation is characterized in SEA by its time-averaged injected
power for each frequency band, it is necessary to evaluate this quantity when
considering the TBL excitation. We propose and discuss in Sect. 4 a formula
allowing estimating the injected power from the wall pressure spectrum
expressed in the wavenumber-frequency space. A methodology is also
proposed to take the spatial variations of the TBL parameters into account.
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2 Vibrating Structures Excited by Random Pressure
Fluctuations

2.1 Presentation of the Problem

Let us consider a baffle panel of surface Sp excited by a TBL as shown in Fig. 1.
Three assumptions are considered:

• The TBL is assumed to be fully developed, stationary, and homogeneous over Sp;
• The plate and the boundary layer are supposed weakly coupled. It is then

supposed that the vibration of the plate does not modify the TBL wall pressure
excitation. Spectra of the wall pressures over a rigid surface can then be
considered;

• It is assumed that the propagation of the acoustic waves into the fluid is not
affected by the turbulent flow. Moreover, for the marine applications (i.e. low
Mach number), we could also neglect the convective effect on the acoustic wave
propagation.

The marine test case considered for the numerical application is composed of a
thin rectangular plate simply supported along its four edges and immersed in water
on one-side. The flow direction is parallel to the longest edges of the plate (i.e.
about x-axis). Numerical values of the physical parameters considered for this test
case are given on Table 1.

The parameters characterizing the turbulent boundary layer are supposed to be
known: U1 is the flow velocity, Uc, the convection velocity, δ is the boundary layer
thickness, and sw the wall shear stress. From these parameters and the wall pressure
models proposed in the literature [2–5], we can define the spectrum of the wall
pressure fluctuations acting on the plate. The auto spectrum density of the wall
pressure Spp xð Þ is evaluated here considering Goody’s model [8] whereas the
normalised cross spectrum density is evaluated using the Corcos’s model [2]. The
later is considered for it simplicity because it provides an analytical expression of
the cross spectrum both in the space-frequency domain �/pp f;xð Þ and in the

wavenumber-frequency domain �/pp k;xð Þ, both.

Fig. 1 Baffled simply supported plate excited by a homogeneous and stationary TBL
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The spectrum of the wall pressure fluctuations is then given by

• in the physical space f ¼ fx; fy
� �

(i.e. spatial separation):

STBLpp f;xð Þ ¼ Spp xð Þ�/pp f;xð Þ; and; ð1Þ

• in the wavenumber space k ¼ kx; ky
� �

:

/TBL
pp k;xð Þ ¼ Spp xð Þ�/pp k;xð Þ: ð2Þ

The frequency band of interest is fixed here to [10 Hz–1 kHz] and is above the
hydrodynamic coincidence frequency. It results that the wavelength associated to
the convection velocity kc ¼ 2pUc=x is always smaller than the flexural wave-
length of the plate.

The objective of the present paper is to estimate the panel response induced by
the wall pressure fluctuation defined by its spectrum. In the next section, we give
the outlines of the formulation which is described in details in the literature [9–11].

2.2 Mathematical Formulation

pb x; tð Þ represents the wall-pressure fluctuations due to the TBL on the plate at point
x as a function of time t. The plate velocity at point x due to wall-pressure fluc-
tuations, v x; tð Þ can be expressed as the convolution product

Table 1 Physical parameters
of the marine test case

Parameters Numerical value

Flow velocity U1 = 7 m/s

Convection velocity Uc = 5 m/s

Boundary layer thickness d = 9.1 cm

Wall shear stress sw = 2.52 Pa

Corcos’ parameters a = 0.11; b = 0.77

Panel thickness h = 1 mm

Panel length in the streamwise direction L = 0.455 m

Panel length in the crosswise direction b = 0.375 m

Panel Young’s modulus E = 2.1 � 1011 Pa

Panel Poisson’s ratio m = 0.3

Panel mass density q = 7,800 kg/m3

Panel damping loss factor g = 0.01

Fluid sound speed c0 = 1,500 m/s

Fluid mass density q0 = 1,000 kg/m3
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v x; tð Þ ¼
Z
Sp

Zþ1

�1
hv x;~x; t � sð Þpb ~x; sð Þdsd~x; ð3Þ

where hv x;~x; tð Þ is the velocity impulse response at point x for a normal unit force at
point ~x. The improper integral corresponds to the convolution product between the
impulse response hv x;~x; tð Þ and the force pb ~x; sð Þd~x exerted on an elementary
surface d~x and it gives the plate velocity at point x due to this force (for a time-
invariant system). The surface integral over Sp corresponds to the summation of the
effect of the elementary forces over the plate surface and it gives v x; tð Þ (based on
the principle of superposition for a linear system).

As the turbulent flow produces random fluctuations, the plate response is
characterised by the auto-correlation function of the velocity, Rvv. Supposing that
the process is stationary and ergodic (i.e. expectation replaced by the limit of a time
average), Rvv can be written as:

Rvv x; tð Þ ¼ lim
T!1

1
T

ZT=2
�T=2

v x; sð Þv x; t þ sð Þds: ð4Þ

The Auto Spectrum Density (ASD) of the velocity at point x is defined as the
time Fourier transform of Rvv:

Svvðx;xÞ ¼
Zþ1

�1
Rvv x; tð Þe�jxtdt; 8x 2 R: ð5Þ

The same definition is used for the ASD of the wall-pressure fluctuations,
SCLTpp ðf;xÞ.

Note that:

• the Fourier transform ~f xð Þ of a function f tð Þ, is defined as ~f xð Þ ¼R1
�1 f tð Þe�jxtdt whereas others conventions can be used (for example

~f xð Þ ¼ 1
2p

R1
�1 f tð Þe�jxtdt). A special attention should be given on this point

when the ASD of the wall-pressure fluctuations is extracted of the literature;
• Moreover, the SCLTpp ðf;xÞ is here a double-sided spectrum and is a function of

the angular frequency x. The relation with a single-sided spectrum �SCLTpp ðf; f Þ
expressed as a function of only the positive frequency f is SCLTPP f;xð Þ ¼
4pð Þ�1�SCLTpp ðf; f Þ.

Introducing (3) in (4), and the result in (5), we obtain after some manipulations
of integrals:
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Svvðx;xÞ ¼
Z
Sp

Z
Sp

Hv x;~x;xð ÞSTBLpp ~x� ~~x;x
� �

Hv x;~~x;x
� �

d~xd~~x; ð6Þ

where Hv x;~x;xð Þ ¼ Rþ1
�1 hv x;~x; tð Þe�jxtdt is the Frequency Response Function

(FRF) in velocity at point x for a normal force at point ~x.
In the same manner, we can obtain the ASD of the radiated pressure at point

z into the fluid

Sppðz;xÞ ¼
Z
Sp

Z
Sp

Hp z;~x;xð ÞSTBLpp ~x� ~~x;x
� �

Hp z;~~x;x
� �

d~xd~~x; ð7Þ

where Hp z;~x;xð Þ is the Frequency Response Function (FRF) in pressure at point
z for a normal force at point ~x.

These two equations are the starting point of the following techniques for
coupling a wall pressure model with a deterministic vibroacoustic model. In the
next section, five different techniques are presented to estimate the vibration
response of the panel from (6). These techniques are also applicable to estimate the
radiated pressure into the fluid from (7).

3 Different Approaches to Couple a Stochastic Wall
Pressure Field to a Deterministic Vibroacoustic Model

3.1 Preamble: Calculation of Frequency Response Functions

Different vibroacoustic models can be used to estimate the Frequency Response
Functions (FRF) of complex panels radiated into a fluid:

• FEM using Perfectly Matched Layers (PMLs) [12];
• FEM coupled with BEM [13];
• FEM coupled with Infinite Elements [14];
• Transfer Matrix Method (TMM) for infinite multi-layers panels [15];
• Etc…

In these models, different types of harmonic excitations can be considered:

• A normal point force as illustrated on Fig. 2 for estimating a point to point FRF;
• A wall plane wave excitation;
• A specified pressure field over the panel surface.
• Etc…

Basically, for an angular frequency x, the equations of motions of the vibro-
acoustic problem can be written in the matrix form:
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Dx ¼ F; ð8Þ

where D is the dynamic stiffness matrix; x; the response vector; and F, the force
vector of the considered load case.

The response vector is obtained by inverting the dynamic stiffness matrix:

x ¼ D�1F: ð9Þ

The FRF can then been determined by extracting the appropriate information in
the response vector. In order to simulate the effect of the TBL excitation, many
FRFs should be calculated with the vibroacoustic model, and consequently, many
load cases should be considered for the process described above [i.e. Eqs. (8) and
(9)]. The management of multi load cases is then an important issue when dealing
with TBL excitation. For example, it is generally more efficient to multiply D�1 by
a force matrix containing the different load cases (i.e. matrix–matrix product) than
to achieve a loop over the different load cases and to multiply D�1 by the force
vector of each considered load case (i.e. loop + matrix − vector product). Moreover,
in some situations, for example when using of commercial software, it is not always
possible to have this optimal management of the multi load cases. This is why in the
following, we will not only indicate the computing time observed on the present test
case, but we also indicate the number of considered load cases.

For this present test case, the FRFs have been evaluated using an in-house code
based on the PTF (Path Transfer Function) approach [16–18]. It allows us to have
an optimal management of the multi load case under the MATLAB environment.
This substructuring method consists in decomposing our problem in two parts: the
panel and the semi-infinite fluid. The coupling surface is divided into patches which
sizes depend on the considered wavelengths. Each part is characterised separately
by PTFs (i.e. Path mobilities for the panel using the modal expansion method, path
impedances for the fluid using the Rayleigh integral). Writing the continuity con-
ditions at the coupling interface allows us to assemble the two parts. The particu-
larity of the present model compared to [17, 18] is that the fluid added mass effect is

Fig. 2 Illustration of the problem for evaluating the FRF between point x and
~x : Hvv x;~x;xð Þ ¼ Vx=F
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taken into account through the “wet modal frequencies” (which are estimated by
assuming the fluid incompressible) instead of using the imaginary part of the
acoustic impedance of the fluid domain. This permits to overcome the convergence
issue evoked in [18] concerning the patch size criterion. Here, a patch size lower
than half the flexural wavelength gives results with good numerical convergence.
The numerical process based on the PTF approach has been validated for the test
case considered by comparison with results published in the literature [19]. We do
not describe more in details these calculations which are out of the scope of the
present paper.

3.2 The Spatial Method

The first method for coupling the wall pressure spectrum and the FRFs calculated
with a vibroacoustic model is simply based on a regular spatial discretization of the
panel surface as shown on Fig. 3. Equation (6) becomes:

Svvðx;xÞ ¼
XH
i¼1

XH
j¼1

Hv x; xi;xð ÞSTBLpp xi � xj;x
� �

Hv x; xj;x
� �

dxidxj; ð10Þ

whereH is the number of discrete points and dxi is the elementary surface attributed
at the discrete point i.

Equation (10) can be rewritten in the matrix form:

Svv ¼ tHSTBLpp H; ð11Þ

with

STBLpp ¼
. .
. ..

.
. .
.

� � � STBLpp xi � xj;x
� � � � �

. .
. ..

. . .
.

2
664

3
775
H�H

; H ¼
..
.

Hv x; xi;xð Þdxi
..
.

2
664

3
775
H�1

: ð12Þ

x 

xi

Fi

δ

Fig. 3 Illustration of the
spatial discretization of the
panel surface
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The point-to-point FRFs, Hv x; xi;xð Þ; 8i 2 ½½1;H��, should be evaluated using
the vibroacoustic model. The number of load cases corresponds to the number of
discrete points, H.

A key parameter of this method is the spatial resolution of the discretisation.
Results for the test case are plotted in Fig. 4 with different resolutions given as a
function on the convective wavelength λc (which depends on the frequency). The
coarser mesh (i.e. δ = λc) gives poor results excepted at low frequency. It does not
allow representing correctly the convective part of the pressure fluctuations. A
spatial resolution corresponding to one third of the convective wavelength seems to
be a good compromise between the results accuracy and the computing times. Even
if the spanwise turbulence wall pressure correlation length of the Corcos model is
lower than the convective wavelength (and the streamwise correlation length), a
parametric survey shows us that the use of the same criterion for the spatial reso-
lution in the spanwise direction than in the streamwise direction gives relevant
results.

We emphasize that the calculation process [based on the matrix form (11)]
requires high memory capacity, in particular to store the wall pressure CSD matrix
STBLpp . This is why the calculations have not been performed above 500 Hz with our
computer (although 1 kHz was initially expected).

Fig. 4 Velocity ASD at point x = (0.05, 0.18) for different spatial resolutions: blue δ = λc; green
δ = λc/2; red δ = λc/3; black δ = λc/4
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3.3 The Choslesky Method

The second method is based on a Choslesky decomposition of the wall pressure
CSD matrix STBLpp [20, 21]:

STBLpp xð Þ ¼
. .
. ..

.
. .
.

� � � STBLpp xi � xj;x
� � � � �

. .
. ..

. . .
.

2
664

3
775 ¼ L xð ÞLT xð Þ; ð13Þ

where L xð Þ is a lower-triangular matrix of dimensions H�H and superscript
T indicates the transpose of the matrix.

In a first step, the method consists in achieving different realizations of the
stochastic field characterized by STBLpp xð Þ. The wall pressure vector of the kth

realization [21], pk is given by,

pk xð Þ ¼ L xð Þejuk
; ð14Þ

where uk is a phase vector of H random values uniformly distributed in 0; 2p½ �.
So, an ensemble average over a set of realizations of the pressure field

approximates the wall pressure CSD matrix:

STBLpp xð Þ � E pk xð Þ�pk xð Þ� �
; ð15Þ

where the bar over the complex value indicates the complex conjugate.
In a second step, the vibroacoustic model is used to estimate vk x;xð Þ, the panel

velocity at point x when the panel is excited by the pressure field, pk xð Þ. This
calculation is achieved for a given number of realizations, K. The number of load
cases considered in the vibroacoustic simulations corresponds then to the number of
realization.

Finally, the ASD of the velocity at point x is estimated by an ensemble average
of the velocity responses, vk x;xð Þ:

Svv x;xð Þ � E vk x;xð Þ�vk x;xð Þ� �
: ð16Þ

We illustrate this approach on the present test case. The velocity responses
vk x;xð Þ of 20 realizations are plotted in grey in Fig. 5. A large dispersion of these
responses can be observed. The ensemble average over these 20 realizations
[Eq. (16)] is plotted with a black curve on Fig. 5 and compared with the result of the
first method on Fig. 6. We can observe a good agreement between the two cal-
culations even when only 20 realizations have been considered. With this approach,
the number of load cases is then relatively small.
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3.4 The Wavenumber Method

The third method is based on a formulation in the wavenumber space of Eq. (6). Let
us consider the space Fourier transform of the wall pressure spectrum, /TBL

pp k;xð Þ.
With our definition of the Fourier transform, it is related to the wall pressure
spectrum in the physical space STBLpp ~x� ~~x;x

� �
by

STBLpp ~x� ~~x;x
� � ¼ 1

4p2

Zþ1

�1
/TBL
pp k;xð Þejk ~x�~~xð Þdk: ð17Þ

Introducing Eq. (17) in Eq. (6) gives

Svv x;xð Þ ¼ 1
4p2

Zþ1

�1
/TBL
pp k;xð Þ Hv x; k;xð Þj j2dk; ð18Þ

Fig. 5 Velocity ASD at point x = (0.05, 0.18). Grey results of 20 realizations; black average over
the 20 realizations
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with

Hv x; k;xð Þ ¼
Z
Sp

Hv x;~x;xð Þejk~xd~x: ð19Þ

Hv x; k;xð Þ is generally called the sensitivity function [22]. The interpretation of
Eq. (19) indicates that this quantity corresponds to the velocity at point x when the
panel is excited by an unit wall plane wave with wavevector k (i.e. by a wall
pressure field ejkx; 8x 2 Sp).

We emphasize that theses wall plane waves can be generated by travelling
acoustic plane waves only for wavenumbers k inside the acoustic domain (i.e.
kj j � k0, with k0, the acoustic wavenumber). For wavenumbers inside the subsonic
domain (i.e. kj j[ k0), the acoustic plane waves are evanescent and it is then more
complex to generate them physically. The Source Scanning Technique proposed in
[23] is one solution. From a numerical point of view, this problem disappears. The
pressure field of this excitation can be directly applied as the panel loading. When
using a numerical vibroacoustic model (like FEM, BEM, etc.), it is however nec-
essary to check that the spatial discretization of the model allows to represent the
spatial variation of this pressure field.

The third method proposed on this paper is based on a truncation and a regular
discretization of the wavenumber space k. We suppose that the discrete space is
composed of I points which are noted ki; 8i 2 ½½1; I��. The ASD of the velocity at
point x can then be approximated by

Fig. 6 Comparison of the results of method 1 (red) and method 2 (black)
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Svv x;xð Þ � 1
4p2

XI

i¼1

/TBL
pp ki;xð Þ Hv x; ki;xð Þj j2Dki; ð20Þ

where Dki is the elementary surface in the wavenumber domain attributed to the
discrete wavenumber ki.

The truncation and the discretisation of the wavenumber space should be done
carefully in order to avoid the loss of information:

• the wavenumber resolutions in the two directions should be defined such as to
permit a correct representation of the spatial variations in the wavenumber space
of the sensitivity function and the wall pressure spectrum. For the present test
case, an analytical calculation of the sensitivity function for an invacuo panel
gives us an order of magnitude of these spatial variations (inversely proportional
to the panel lengths). The wavenumber resolutions are fixed to 1 rad/m, inde-
pendently of the frequency. For a more complex panel, a trial and error process
would be necessary to fix these parameters;

• the cut-off wavenumbers in the two directions should be defined such as the
main contributions of the integrant of (18) are well taken into account. This
point is illustrated on Fig. 7 for the present test case at a given frequency. The
highest values of the sensitivity functions are obtained for wavenumbers close to
kwetf , the natural flexural wavenumber of an equivalent infinite plate taking the
fluid added mass effect into account. On another hand, the wall pressure spec-
trum exhibits the highest values for wavenumbers close to the convective
wavenumber, kc. In theory, the cut-off wavenumber should be defined in the

streamwise direction by �kx ¼ jxmax kwetf ; kc
h i

and in the crosswise direction by
�ky ¼ jykwetf where jx and jy are margin coefficient. As the considered frequency
is well above the hydrodynamic coincidence frequency, we have kwetf � kc and
�kx ¼ jxkc. This last criterion can lead to huge computing costs (because the
spatial discretisation of the vibroacoustic model should be able to describe the
“small” wavelength 2p=�kx). However, it is well known [24] that in many cases,
the structure plays a role of filtering of the excitation which is dominant. This is
illustrated on Fig. 7c where the product of the sensitivity function with the wall
pressure spectrum [i.e. integrant of Eq. (18)] has been plotted. It can be observed
that the contribution of the convective domain is negligible. Then, for this case,
the cut-off wavenumber in the streamwise direction can be reduced to
�kx ¼ jxkwetf . This permits to save huge computing times. It should be empha-
sized that this restriction is not always valid. In particular, it depends on the
frequency (compared to the hydrodynamic frequency), on the considered wall
pressure model (see [25]), and the boundary conditions of the panel (see [26]).
Here again, a trial and error process could be necessary at certain frequencies to
fix the cut-off wavenumber;
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With this approach, the number of load cases corresponds to the number of wall
plane waves considered for the calculation of the sensitivity functions, Hv x; k;xð Þ.

The present method respecting the previous criteria for the wavenumber reso-
lutions and the cut-off wavenumbers is compared with the spatial method in Fig. 8.
We can observe that the spatial method gives results slightly higher than the
wavenumber method (excepted for the first peaks). This can be attributed to the

(a) 

(b) 

(c) 

kc

wet
fk

Fig. 7 Different quantities in the wavenumber space k ¼ kx; ky
� �

: a the sensitivity function at point
x, Hv x; k;xð Þ; b the wall pressure spectrum, /TBL

pp k;xð Þ; c the product between the sensitivity

function and the wall pressure spectrum, /TBL
pp k;xð Þ Hv x; k;xð Þj j2. Results presented at 100 Hz

262 L. Maxit et al.



spatial resolutions of the first method (i.e. δ = λc/4) which is not sufficiently small to
ensure a full convergence of the method.

Contrary to the spatial and Cholesky methods, the wavenumber method allows
us to obtain results up to 1 kHz. This is mainly due to the fact that the convective
ridge which can be supposed negligible is not described with this method when
using appropriate cut-off wavenumbers.

3.5 The Reciprocity Method

This fourth approach has been proposed in [11] for predicting the noise radiated by
stiffened structures excited by TBL. It is based on a reciprocity principle which
gives a second interpretation of the sensitivity functions. Indeed, the Lyamshev
reciprocity principle [27] for vibro-acoustic problems indicates that the ratio of the
normal velocity of the plate at point x over the applied normal force at point ~x is
equal to the ratio of the normal velocity of the plate at point ~x over the normal force
applied at point x. With the present notation, we can write:

Fig. 8 Velocity ASD at point x = (0.05, 0.18). Comparison of the results of method 1 (red) and
method 3 (blue)

Discussion About Different Methods … 263



Hv x;~x;xð Þ ¼ Hv ~x; x;xð Þ: ð21Þ

This expression can be injected in the definition of the sensitivity function [i.e.
Eq. (19)] that allows us writing

Hv x;�k;xð Þ ¼
Z
Sp

Hv ~x; x;xð Þe�jk~xd~x: ð22Þ

One recall that Hv ~x; x;xð Þ represents the velocity response at point ~x when the
panel is excited at point x. Then, Hv x;�k;xð Þ can be interpreted as the spatial
Fourier transform of the velocity response of the panel excited at point x. Conse-
quently, the power spectrum density of the velocity of the plate at point x excited by
the TBL can be calculated with Eq. (20) on the basis of the response of the plate
excited by a normal force at point x and expressed in the wavenumber space by a
discrete spatial Fourier transform. That is to say that the plate response at a given
point due to TBL can be estimated from the vibratory field of the plate excited by a
point force at this same point.

We can emphasize that this technique remains available even if the point of
observation is into the fluid domain (for example for dealing with transmission loss
problem). In this case, the radiated pressure at a point z by the TBL-excited panel
would be estimated from the velocity field of the panel excited by an acoustic
monopole located at point z and having unit volume flow rate [11].

The main advantage of this approach is that the number of load case is very
small in general because it corresponds to the number of receiving points for which
the response to the TBL excitation should be estimated. As this excitation is spa-
tially distributed, it is generally not necessary to consider a large number of
receiving points, the stochastic vibratory field being relatively homogeneous.

We compare the sensitivity functions obtained with these two interpretations on
Fig. 9. Of course, the results are very similar. The wavenumber resolutions differ as
the ones of the reciprocity method depends directly on the panel dimensions (as a
consequence of the discrete spatial Fourier transform). The comparison of the
wavenumber and reciprocity methods on Fig. 10 shows a good agreement. The
slight differences can be attributed to the different wavenumber resolutions.

We can emphasize that this method requires few load cases but it requires
evaluating the spatial distributions of the vibratory field in order to perform the
spatial Fourier transform. When the vibratory field is evaluated from a numerical
model (like the PTF approach used in the present paper), this task can be relatively
time consuming and can reduce the efficiency of this approach. At its origin, this
approach has been developed for dealing with stiffened structures like plate or shell
stiffened in 1 direction or in 2 orthogonal directions [11]. For these cases, it is
possible to calculate analytically the sensitivity functions thanks to the reciprocity
principle described in this section. The computing times are then very short.
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Fig. 9 Sensitivity function at point x = (0.05, 0.18) in function of the wavevector k ¼ kx; ky
� �

.
Results at 1 kHz. Two calculations: upper, with Eq. (19) (i.e. direct interpretation); lower, with
Eq. (22) (i.e. using the reciprocity principle)

Fig. 10 Velocity ASD at point x = (0.05, 0.18). Comparison of the results of method 3 (blue) and
method 4 (green)
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3.6 Method Based on the Sampling of Uncorrelated Wall
Plane Waves

The last of the five methods presented in this paper has been presented recently in
[28]. It has some similarities with the method 2 (Sect. 3.3). But, contrary to the
latter, it does not require a Cholesky decomposition (which can be time
consuming).

Basically, it consists in rewriting Eq. (20) in the following form:

Svv x;xð Þ �
XI

i¼1

SAiAi xð Þ Hv x; ki;xð Þj j2; ð23Þ

with

SAiAi xð Þ ¼ /TBL
pp ki;xð ÞDki

4p2
: ð24Þ

This expression can be interpreted as the panel response to a set of uncorrelated
wall plane waves of stochastic amplitudes Ai; i 2 ½½1; I��. SAiAi xð Þ represents the
ASD of the amplitude of the ith waves. These wall plane waves are uncorrelated
because Eq. (23) corresponds to the case where SAiAj xð Þ ¼ 0; 8i 6¼ j (see [23] for
details).

This interpretation is similar to the one generally considered for describing an
acoustic diffuse field: a set of uncorrelated acoustic waves of equiprobable incident
angles and equal intensities. In the present case with the TBL excitation, the waves
are not limited to the acoustic domain and their amplitudes are not constant; they
depend on the wall pressure fluctuations, /TBL

pp ki;xð Þ from Eq. (24).
From this interpretation, we can define the wall pressure field of the kth reali-

zation, pk xi;xð Þ by,

pk xi;xð Þ ¼
XI

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SAiAi xð Þ

p
eju

k
i ejkxi ; ð25Þ

where uk
i ; 8i 2 ½½1; I��, are random phase values uniformly distributed in 0; 2p½ �.

As for the method 2, the panel velocity at point x when the panel is excited by
the pressure field, pk xð Þ is then estimated by using the vibroacoustic model. This
process is repeated for a given number of realizations, K; and, finally, the ASD of
the velocity at point x is estimated by an ensemble average of the velocity
responses, vk x;xð Þ [see Eq. (16)].

In Fig. 11, the velocity responses of 20 realizations are plotted in grey and the
ensemble average over these 20 realizations is plotted in black. We can observe that
this figure is similar to Fig. 5 related to the method 2, excepted that the calculation
is achieved up to 1 kHz. The advantages of the present method compared to the
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method 2 are: (a), it is not necessary to use a Cholesky decomposition to define the
wall pressure field of each realization. Equation (25) with (24) can be applied
directly from the wall pressure spectrum expressed in the frequency-wavenumber
space (with a Corcos or a Chase model for example); (b), the use of adapted cut-off
wavenumbers permits to neglect easily the effect of the convective ridge and then to
save computing time.

The good agreement between the results of method 3 and 5 on Fig. 12 allows us
validating the present approach.

3.7 Synthesis

Five methods for coupling a TBL wall pressure model with a deterministic vibro-
acoustic model have been presented:

• The first two methods are adapted for a wall pressure spectrum expressed in the
physical space (like given by the Corcos model); the spatial resolution criterion
which permits to describe correctly the convective ridge requires a very fine
discretization of the panel surface and it can limit these methods to low

Fig. 11 Velocity ASD at point x = (0.05, 0.18). Grey results of 20 realizations; black average over
the 20 realizations
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frequencies and/or to small panels. We have noticed that if this criterion is not
respected, these two methods overestimate significantly the vibratory field;

• The three other methods are adapted for a wall pressure spectrum expressed in
the wavenumber space. In some situations (e.g. for frequencies well above the
hydrodynamic frequency), the effect of the convective ridge can be neglected
which enables to reduce the cut-off wavenumber (with a criterion based on the
panel characteristics and not on the TBL ones). It permits to save computing
time. Thanks to that, a higher frequency range has been reached by comparison
with the spatial methods. It should however be emphasized that if the wall
pressure spectrum in the physical space was filtered by a low pass filter in order
to suppress the convective peak corresponding to the small spatial separations,
the spatial methods would certainly have a similar efficiency than the wave-
number methods.

As an indication, we give on Table 2 the number of load cases and the CPU time
per frequency observed on the present test case for the 5 methods. We should
emphasize that these computing times do not represent strictly the efficiency of each
method; they depend strongly on the calculation algorithm (that we try to optimize),
the computing environment (MATLAB for us), the management of the input/output
of the vibroacoustic code (use of PTF in-house code). Anyway, the method based
on the realizations of uncorrelated wall plane waves gave us smaller computing
time. The reciprocity method is the one which necessitates the lowest number of

Fig. 12 Comparison of the results of method 3 (blue) and method 5 (black)
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load case. It could be the most efficient if the management of the input/output with
the vibroacoustic code would not be optimal.

The presented results and the discussion focus on the vibratory response of the
panel. Of course, all the methods described in this paper can be used to evaluate the
radiated pressure from the panel excited by TBL (for dealing with transmission loss
problem for example). Moreover, they can be applied to more complex structures
than the rectangular thin plate considered for illustration.

4 High Frequency Modelling

4.1 Statistical Energy Analysis

Statistical energy analysis (SEA) allows the vibro-acoustic behaviour of complex
structures in high-frequency range to be predicted [7, 29]. The method is based on a
fundamental relationship relating the power flow exchanged by two-coupled sub-
systems to their total subsystem energies by the coupling loss factor (CLF).

Basically, SEA consists in decomposing the global subsystem in different sub-
systems as illustrated in Fig. 13 for a Sonar self noise issue on a ship. This sub-
structuring should be done in order to fulfil several conditions [30–33]. In
particular, each subsystem should exhibit several (many) modes in the frequency
band of interest and the couplings between subsystems should be weak [31]. For the
case presented in Fig. 13, the coupling between the dome and the Sonar cavity filled

Table 2 Synthesis of the number of load cases and the computing times

Method Spatial Cholesky Wavenumber Reciprocity Uncorrelated
waves

Number of load cases 27,300 20 10,000 1 20

CPU time/frequency (s) 5.8 16.4 2.5 2.3 1.9

Fig. 13 a Illustration of the self noise issue on the bow of an anti-submarine warfare surface ship;
b SEA model describing the energy sharing between subsystems
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of water may be a problem because it does not respect strictly the weak coupling
assumption [34]. In this case, SEA can be seen as a first approximate model which
is valuable for practical studies [35].

In a second step, SEA consists in writing the power balance for stationary
motion in each subsystem using the fundamental SEA relation to evaluate the
power flows. It produces a linear equation system where the unknowns are the total
energies of subsystems. Then, the difficulty in applying SEA is not due to solving
complicated equations, but in evaluating the SEA input parameters such as the
damping loss factors, the coupling loss factors [36] and the injected power [37–39].

In this section, we focus the discussion on the evaluation of the injected power
when the SEA subsystem is excited by a TBL. For the illustration case of Fig. 13, it
consists in estimating the injected power by the turbulent flow in three subsystems
(i.e. the Sonar dome and the two parts of the hull) for each frequency band (typ-
ically, third octave bands).

We suppose that the TBL parameters characterizing the turbulent flow have been
obtained from a hydrodynamic code and an appropriate model allows us describing
the spectrum of the wall pressure fluctuations.

Before going into the details about the injected power calculation, it is necessary
to make a break on two points:

• First, it should be remembered that the injected power depends not only on the
excitation, but also on the receiving structure. If the structure was infinitely
rigid, the injected power would be null. In the case of SEA model for which the
global system has been decomposed in weakly coupled subsystems, one can
suppose that the injected power in a given subsystem can be evaluated by
neglecting the couplings with the others subsystems. This assumption is valid if
the weak coupling condition is well respected with the others subsystems;

• The calculation of the injected power should be performed in the framework of
SEA hypothesis. That is to say that the frequency is relatively high, the excited
structure presents many modes, and the different SEA quantities (especially the
injected power) are time-averaged for a considered frequency band. Under these
hypotheses, it may be reasonable to evaluate the injected power in a complex
structure from the one in an equivalent academic structure [7]. Generally, this
latter is a rectangular thin plate. It could be surprising at the first sight to
“replace” a complex structure like the Sonar dome by a thin plate. However, it is
well-know that in the high frequencies, the effects of curvature of the dome and
of the boundary conditions on its vibratory behaviour can be neglected. If the
dome is made of an isotropic material and of constant thickness, a thin plate can
then be reasonably considered to evaluate SEA parameters like the modal
density or the injected power. For more complex structures like the stiffness hull
of the ship, the thin plate alone is probably not sufficient to represent correctly
the behaviour at high frequencies. In particular, the propagation of the Bloch-
Floquet waves due to the periodic stiffeners would not be described. This aspect
of approximation is part of the difficulties in applying SEA to manufactured
structures and is also part of the expertise of the SEA specialists.
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Anyway, in this paper, we have decided to focus our attention on the estimation
of the power injected by the TBL in an equivalent thin plate.

4.2 Estimation of the Time-Average Injected Power

Let us consider a thin plate subjected to a TBL excitation. The plate is made of an
isotropic elastic material and has a constant thickness. M, D, h, gs are, respectively,
the mass per unit area, the flexural rigidity, the thickness, and the damping loss
factor of the plate. The TBL is fully developed, stationary and homogeneous. We
consider a frequency band of angular bandwidth DX and of central angular fre-
quency X which is well above the hydrodynamic coincidence angular frequency.

The energy balance equation consists in writing that the injected power by the
TBL is dissipated by the plate. The time average of the injected power in the
considered frequency band, Pinj can then be evaluated from

Pinj � XgsMhV2i; ð26Þ

where hV2i is the time and space average of the quadratic velocity of the plate.
In the high frequencies, the shape of the plate and the type of boundary con-

ditions do not influence the SEA parameters [7]. Then, a rectangular simply-sup-
ported plate was considered in [24, 37] for evaluating hV2i from a modal
expansion. An alternative consists in considering an infinite plate (which is excited
by a ‘fictive’ homogeneous CLT) and in evaluating hV2i for a given area, Sp of the
plate. This “equivalence” of vibratory behaviour in the high frequencies between a
finite structure and an infinite one is often used in SEA. For its simplicity in the
mathematical developments, we adopt it in the present paper.

As the infinite plate is theoretically excited by a homogeneous CLT, the
vibratory field is assumed to be spatially homogeneous. The ASD of the velocity at
a given point x is independent of the point position:

Svv x;xð Þ ¼ Svv xð Þ; 8x 2 Sp: ð27Þ

The time and space average of the quadratic velocity of the plate is obtained
from

hV2i ¼ 1
2p

ZXþDX=2

X�DX=2

Svv xð Þdx: ð28Þ

The wavenumber formulation of Sect. 3.4 allows us writing the ASD of the
velocity
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Svv xð Þ ¼ 1
4p2

Z1
�1

Z1
�1

/TBL
pp kx; ky;x

� �
Hv kx; ky;x

� ��� ��2dkxdky; ð29Þ

where kx; ky are wavenumbers in the streamwise and spanwise directions,
respectively.

The sensitivity functions, Hv kx; ky;x
� �

can be calculated using the reciprocity
principle described in Sect. 3.5. It corresponds to the transversal velocities of the
plate expressed in the wavenumber space when the plate is excited by a normal
point force at an arbitrary point. (We chose the coordinate origin for convenience.)
Considering the Kirchhoff-Love’s dynamic plate equation, we obtain:

Hv kx; ky;x
� � ¼ jx

D 1þ jgsð Þ k2x þ k2y
� 	2

�k4f


 � ; ð30Þ

with kf ¼ x1=2 M
D

� �1=4
, the natural flexural wavenumber of the plate.

We can notice that these sensitivity functions have the most important magni-

tudes for wavenumbers close to the flexural wavenumber (i.e. when
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2x þ k2y

q
� kf )

and their magnitudes decrease quickly when the wavenumbers deviate from these
values (see example Fig. 14a). On the contrary, the wall pressure spectrum varies
relatively slowly in the subconvective wavenumber domain (see Fig. 14b). Then,
the more significant contributions of the integrand of (29) correspond to the
wavenumbers close to the flexural wavenumber (taking account that the convective
ridge can be neglected seeing that the frequency band of interest is well above the
hydrodynamic coincidence frequency). Supposing moreover that the wall pressure
spectrum is relatively flat for wavenumbers close to the flexural wavenumber, we
can write:

Svv xð Þ � /TBL
pp kf ; 0;x

� �
4p2

Z1
�1

Z1
�1

Hv kx; ky;x
� ��� ��2dkxdky; ð31Þ

This approximation is illustrated in Fig. 14c by comparing /TBL
pp

kx; ky;x
� �

Hv kx; ky;x
� ��� ��2 (full line) with /TBL

pp kf ; 0;x
� �

Hv kx; ky;x
� ��� ��2 (dashed

line); as discussed in Sect. 3.4, it should be emphasized that this restriction is not
always valid. The validity of this approximation depends on the frequency (com-
pared to the hydrodynamic frequency), on the considered wall pressure model, and
the boundary conditions of the panel. In the ‘high’ frequency, it is generally well
respected.
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The integral of this expression can be approximated by

Z1
�1

Z1
�1

Hv kx; ky;x
� ��� ��2dkxdky � x2

8D2gsk
6
f

: ð32Þ

Introducing Eqs. (28, 31, 32) in Eq. (26) and supposing that DX � X (and then
x � X), we obtain an estimation of the injected power by the TBL in the plate:

kf

(a)

(b)

(c)

Fig. 14 a Sensitivity function for an infinite steel 1 mm-thick plate; b corcos wall pressure
spectrum; c product between the sensitivity function and the wall pressure spectrum: full without
approximation; dotted with the approximation used in Eq. (31). Results at 200 Hz for ky = 0 rad/m
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Pinj � S

4
ffiffiffiffiffiffiffiffi
MD

p /TBL
pp kf ; 0;X

� �
DX: ð33Þ

An expression which differs only by a 2pð Þ3 factor was obtained in [37] con-
sidering a simply supported plate and a modal calculation. This factor is only due to
the difference of definition of the space-time Fourier transforms between the two
papers.

We notice that this power is independent from the plate damping. This may have
consequences for vibration and noise control. As it can be expected, it is also
proportional to the area excited by the turbulent flow.

Different approximations have been made to obtain this formula. In particular,
the frequencies should be well higher than the hydrodynamic coincidence fre-
quency and the wall pressure spectrum should be considered relatively flat in the
wavenumber region concerned by the plate characteristic wavenumbers (i.e. flex-
ural wavenumber). Comparison in [37] with an “exact calculation” for a present test
case and considering the Corcos model showed that the discrepancies were very
small in the frequency domain for which the SEA can be applied. For aeronautical
application, the calculation of the injected power proposed in Refs. [38, 39] can be
more accurate for frequencies lower than or close to the aerodynamic coincidence
frequency.

Expression (33) has been obtained considering a flat plate and it may give a fair
approximation of the injected power in subsystems composed of sheets having a
high radius of curvature, roughly constant thickness and made of isotropic material.
For stiffened structures like the ship hull, it could be seen as a first approximation. A
more accurate prediction could be obtained by considering the sensitivity functions
of a periodically stiffened plate [11]. In this way, it would be difficult to obtain an
analytical expression of the injected power but a numerical process could be
developed. SEA results could be compared to the approach proposed in [40–42] to
estimating broadband levels of acoustic power radiated due to rib/panel interaction
under TBL-like excitation.

4.3 A Methodology for Taking into Account the Spatial
Variation of the TBL Parameters

Hydrodynamic codes [37] permit to estimate spatial variations of the TBL
parameters due to static pressure gradients or development of the TBL. An illus-
tration is given on Fig. 15 for the bow of an Anti-Submarine Warfare surface ship.
The TBL parameters can then vary on the surface of a given SEA subsystem (for
example the Sonar dome of the ship). This can be an issue for evaluating the SEA
injected power. However, if these variations are relatively slow compared to the
wavelengths of the flexural motions, a numerical process taking these variations
into account can be proposed. Indeed, we have noticed previously that the
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relation (33) has been obtained independently of the boundary conditions of the
panel and it remains valid as long as many wavelengths are contained along each
edge of the panel. Then, it can be use to evaluate the injected power in a part of a
subsystem for which TBL parameters does not vary significantly.

The process consists in dividing the subsystem surface (excited by TBL) in
K patches having roughly constant TBL parameters. For each patch k of surface Sk,
we can evaluate the injected power per unit area, pkinj:

pkinj ¼
1

4
ffiffiffiffiffiffiffiffi
MD

p /TBL
pp;k kf ; 0;X

� �
DX; k 2 ½½1;K��; ð34Þ

where /TBL
pp;k is the wall pressure spectrum depending on the TBL parameters on the

kth patch.
An approximation of the injected power can then be obtained from

Pinj �
XK
k¼1

pkinjS
k: ð35Þ

Fig. 15 Illustration of hydrodynamic calculation of the TBL parameters for the front of a ship
[37]: a boundary layer thickness; b hydrodynamic friction velocity

1

K
k k

inj inj
k

Sπ
=

Π =

Dome area 

Σ

Fig. 16 Values of the injected power by unit area obtained from the TBL parameters of Fig. 15
[37]
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An illustration of this process is given on Fig. 16. The injected power in the
Sonar dome is evaluated by integrating over the dome surface the injected power by
unit area. The latter has been calculated from the parameters of Fig. 15 and it
exhibits significant spatial variations. This highlights the importance to taken the
TBL parameters into account.

5 Conclusions

This paper is focused on the coupling between TBL excitations and vibro-acoustic
models. In the low frequency range, different techniques have been presented to
make the relationship between the stochastic excitation and the deterministic model.
The efficiency of these techniques in terms of computation time depends on various
parameters such that the choice of the wall pressure models (in spatial or wave-
number form), the values of the physical parameters of the considered case, the
efficiency of the vibro-acoustic code (in particular, its ability to manage multi-load
cases), etc. For the marine test considered in this paper, the method consisting in the
realizations of uncorrelated wall plane waves was found to be the fastest one. This
method is easy to implement and it requires a small number of vibro-acoustic
calculations (i.e. the number of load cases is equal to the number of realization).
These methods offer a large possibility for coupling the wall pressure spectrum of
the CLT excitation with the transfer functions describing the vibro-acoustic
behaviour of the considered structure. In the future a more detailed study of the
influence of the spatial variations of the TBL parameters should be undertaken.

In the high frequency range, a formulation of the injected power in a SEA
subsystem subjected to a TBL excitation has been proposed as a function of the
wall pressure spectrum expressed in the frequency-wavenumber space. It has been
obtained considering an infinite flat plate and several assumptions which are gen-
erally valid for high frequencies. Investigations should be performed in the future to
extend these developments to more complex cases such as the stiffened structures
frequently met in industrial applications.
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Dimensionless Representations
of the Interaction Between Turbulent
Boundary Layer and Elastic Plates

Elena Ciappi, Sergio De Rosa and Francesco Franco

Abstract The study of the interaction between elastic structures and turbulent
boundary layer still presents some uncertainties. This is true even assuming a one-
way coupling and stationary turbulent boundary layer (TBL) over smooth and flat
plates in subsonic flow. The reasons are mainly related to (i) the limitation for the
direct numerical simulations of Reynolds number value of the Navier-Stokes
equations, (ii) the high frequency structural and acoustic numerical and modelling
difficulties and (iii) the lack of experimental data representative of all frequency-
wavenumber pressure fluctuation regions, needed for the direct validation of the
semi-empirical pressure models. In fact, when the pressure convective terms are the
dominant sources of vibrations and radiated noise, consolidated and almost case
independent formulations exist; on the contrary, when the subconvective terms are
of concern, the definition of models seems to be strongly dependent on the flow
conditions and the characteristics of the fluid-structure interaction. In order to find a
general procedure for the estimation of the response of elastic thin panels to TBL
excitation, some scaling laws derived using dimensional analysis and energetic
considerations are proposed. These dimensionless relations contain a combination
of both flow and structural parameters yielding to simple analytical expressions
relating a dimensionless structural response metric and a dimensionless frequency.
The found scaling expressions are validated with wall pressure fluctuations and
vibrational response data acquired in wind tunnels and towing tank for the case of
thin flat plates made of homogeneous isotropic and composite materials.
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1 Introduction

Turbulent boundary layer (TBL), inducing vibrations of elastic structures, is one of
the major noise sources in naval, aerospace, and automotive engineering.

The characterization of wall pressure fluctuations (WPF) is usually addressed
theoretically and experimentally by the definition of scaling laws for the power
spectral density (PSD) [1–4] and of semi-empirical models for the cross spectral
density (CSD) [5–7]. The identification of the scaling laws permits to make pressure
spectra independent of the test conditions and extrapolate data at full scale from low
Reynolds number laboratory experiments. The CSD models are supposed to be
valid only under the hypotheses of 2D fully developed TBL with zero pressure
gradient acting on a flat plate and contain empirical parameters most likely derived
from experimental data. Unfortunately, these parameters are not always universal
but necessitate dedicated experimental campaigns to be defined [8–10].

Besides, being time demanding and expensive, a model scale experiment for this
kind of measurements would only provide a partial information about the physics of
the problem. In fact, standard experimental set-up and data analyses for WPF
characterization, that make use of a spatial domain comparison between measured
CSD spectra and theoretical models can only capture the convective character of the
TBL. Only direct measurements of the wavenumber-frequency spectra or experi-
mental setup specifically designed to measure the longer wavelengths can provide
information about the subconvective domain. However, with respect to the large
amount of WPF experimental data only relatively few regard this range. A summary
of available data can be found in [1, 2, 11].

For these reasons, the definition of a predictive model able to represent correctly
the spatial variation of the wall pressure field, in all the frequency and wave-number
ranges, is still a research topic.

Some considerations can be found in [8, 9, 11] on the basis of the comparison
between numerical and experimental structural response data.

Moreover, with specific reference to underwater applications, some simplified
expressions for the representation of the low wavenumber domain have been
proposed in the last 30 years [1, 6, 12]. Recently Bonness et al. [11], using the
wavenumber white hypothesis and vibration measurements of a cylinder in pipe
flow identified the surface pressure level in the low wavenumber domain.

In recent years, aided by the increase of the computing power, a number of
numerical studies have been performed. Direct numerical simulations (DNS) of the
Navier-Stokes equations are generally limited to problems in which the local
Reynolds number, based on the momentum thickness, is of the order of 300
[13, 14]. A significant reduction of the computational time can be certainly obtained
using Reynolds Average Navier Stokes (RANS) simulations [15, 16]. In particular
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in [16] an original stochastic model for the representation of the space-time wall
pressure spectrum that used statistical data obtained from RANS calculations is
proposed. The values of Re# are in this case between 1,400 and 8,000.

On the other hand, the numerical solution of the structural equations, especially
when dealing with complex structures such as an aircraft fuselage or a ship hull,
deserves some attention. When the structural wavelengths are small compared to
the typical dimension of the problem, i.e. at high frequency, energy methods such
as the Statistical Energy Analysis [17], can be used. However, the definition of the
input power, starting from a general model for the pressure cross spectral density,
not using the separation of variables, can be rather complicated and computationally
demanding as the standard modal solution utilized in most of the low and mid
frequency analyses. Interesting developments are in [18, 19] and those findings are
here fruitfully used.

The problem of the computational cost versus the frequency bandwidth of
interest and the proposition of new efficient numerical and theoretical algorithms is
also addressed in several recent works [8, 20–23].

It is clear that the possibility to identify analytical relations for the structural
response on the basis of few dimensionless parameters can drastically reduce the
computational time. Several theoretical analyses, physical considerations and ana-
lytical formula can be found in [1] and in some pioneer works cited herein.

More recently [24], some scaling laws, for the structural response of flat thin
panel excited by a stationary TBL in subsonic and zero pressure gradient flow
conditions, have been proposed and partially validated using available experimental
data acquired in wind tunnels and towing tank. In that work, it is shown that the
proposed scaling, simply obtained from dimensional analysis, is able to determine,
at least for a certain class of problems, a unique representation of the plate response
independent of the particular flow conditions or structural properties.

Moreover, the functional relations between the physical parameters are discussed
and analytical expressions for the dimensionless plate response versus dimen-
sionless frequency are also identified. In the same paper, the possibility to derive
similar dimensionless dependences, starting from the energy based approach pro-
posed in [18], have been discussed too.

In this work, some new considerations about the definition and the validity of
these dimensionless forms are presented and discussed using new data sets. This is
aimed at extending the range of variations of Mach and Reynolds number values
with respect to previous studies. Furthermore, the possibility to apply the same
scaling to the response of panels made of composite materials is here discussed with
the help of data acquired in wind tunnel on composite panels with different lay-ups.
The results for the experimental data set, herein considered, have shown that the
approach is feasible and can provide interesting comparison metrics for this class of
problems.
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2 Structural Response Analysis

2.1 Definition of the Problem and of the Fundamental
Hypotheses

The mechanical system under study is a thin, flat, homogeneous plate with no pre-
stress (negligible pressurization and edge loadings), where only flexural waves are
considered. The plate is mounted on an ideally infinite rigid baffle flush with the
flow, and it is considered belonging to a xy plane. The flexural out-of-plane dis-
placements, named w(x, y, t), are along the z axis, while the flow is along the
x direction. The side lengths are a and b, in stream-wise and cross-stream direction,
respectively.

The plate is exposed on one side to a stationary TBL in an almost zero pressure
gradient and subsonic flow.

Moreover, a one-way coupling between the structure and the fluid is assumed,
i.e. the elastic deformation does not affect the fluid dynamic field.

2.2 Mathematical Formulation Through the Modal
Approach

The displacement cross spectral density between any arbitrary couple of points
belonging to the plate, A(xA, yA) and B(xB, yB), due to an assigned stochastic
distributed excitation, can be found with the following modal expansion as given in
[25] and discussed in [20, 23]:

Sw ¼
X1
j¼1

X1
k¼1

wj xA; yAð Þwk xB; yBð Þ
L�j xð ÞLk xð Þ

" #
� Sp xð Þ abð Þ2

cjck

" #
AQjQk xð Þ ð1Þ

with

AQjQk xð Þ ¼
Za
0

Za
0

Zb
0

Zb
0

Xpp x; y; x0; y0;xð Þ
Sp xð Þ abð Þ2 wj x; yð Þwk x0; y0ð Þ

" #
dy dy0dx dx0

cj ¼
Za
0

Zb
0

w2
j x; yð Þdy dx; LjðxÞ ¼ qsh x2

j � x2 þ igx2
j

h i ð2Þ

The symbol wi denotes the ith mode shape, and ωi the ith natural radian fre-
quency. The integrals defined by the symbol AQjQk are well known also as the
acceptances: joint acceptance for j = k, or cross acceptance for j ≠ k. The for-
mulation contained in the Eqs. (1) and (2) can be applied to any structural operator
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once assumed its modal base. This can be in continuous or discrete coordinates,
thus moving the problem to the finite element approach which is the standard for
the structural modelling.

In the present analysis, the fluid effects on the dynamic response of the plate can
be taken into account by introducing the wetted natural frequencies and mode
shapes. This information requires the evaluation of the added mass due to the fluid,
which is generally negligible in air, but induces significant modifications in the
modal parameters for heavy fluid like water.

From the analysis of the first of Eq. (2), it is evident that the quality of the
predictions is strictly related to the spatial characterization of wall pressure fluc-
tuations expressed in terms of its cross-spectral density function XPP.

2.3 Mathematical Formulation Through Dimensional
Analysis

In order to find a general and case independent representation for the structural
response to TBL excitation an approach based on dimensional analysis is here used.
Within the present analysis, the power spectral density of the plate displacement Sw
is considered as the output variable.

The cross spectral density of wall pressure fluctuations Xpp can be written in general
form as the product of the power spectral density SP in a reference point and a spatial
correlation function Γ between two points, whose distance is nx and ny in stream-wise
and cross-stream direction, respectively, as shown in the following equation:

Xppðnx;ny;;xÞ ¼ SpðxÞCðnx;ny;;xÞ ð3Þ

Both terms of the right hand side of Eq. (3) are in general complex functions of
flow parameters. In particular, the single point spectral density depends on the
boundary layer characteristic lengths d; d�, on the characteristic velocities U and us
and on flow properties namely ρf and v.

According to the scaling laws provided by several authors [1–3] and on the
derived analytical formulation [4], the role of d and d� is equivalent thus, only d is
retained for the dimensional analysis.

The semi-empirical models, available in the scientific literature to represent the
function Γ, suggest different functional dependences on flow parameters. The most
popular of them is the Corcos model [5], which considers the dependence on the
convection velocity Uc, only, whereas more sophisticated models [6, 7] include also
the dependence on δ and uτ. Thus, Eq. (3) can be rewritten in a more general form as:

Xpp ¼ Sp x; d;U; us; qf ; m
� �

C nx; ny;x; d;Uc; us
� � ð4Þ
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In view of a dimensional analysis related to the evaluation of the structural
response, it is convenient to consider directly as one of the dimensional parameter
the power spectral density of wall pressure fluctuations. In this case the dependence
on ρf and v, appearing only in the first term of Eq. (4), is not considered explicitly.
The same considerations hold for U.

Under the above assumptions, the plate response to the pressure field induced by
a turbulent boundary layer, according to Eq. (1), can be represented as a generic
function f depending on both the following dimensional fluid dynamic and struc-
tural variables:

f Sw; Sp;x; d;Uc; us; qs;E; g; h; a; b; nx; ny
� � ¼ 0 ð5Þ

where ρs is the material density, E the Young modulus, η is the total damping
coefficient (sum of the material and of the aero/hydrodynamic damping) and h, a,
b are the plate thickness, length and width, respectively. In Eq. (5) there are 14
dimensional parameters thus, according to the Buckingham theorem [26], there are
11 dimensionless parameters governing the problem. The identification of these last
is not unique but one of the admissible sets is given by:

SwUc

h3
; qs

ffiffiffiffiffiffiffiffiffi
U3

c h
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; E
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a
h
;
b
h
;
d
h
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Then, the power spectral density of the plate displacement can be rewritten in the
following form:

Sw ¼ h3

Uc
g qs

ffiffiffiffiffiffiffiffiffi
U3

c h
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ffiffiffiffiffiffiffiffiffiffi
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h
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 !
ð6Þ

In [24], a deep analysis on the physical meaning of the dimensionless parameters
aimed at establishing their relevance with respect to the conditions under study is
performed. The conclusions are briefly summarized hereafter:

• in the present analysis only thin plates are considered therefore the value of a/
h and b/h can be assumed definitely large;

• the dimensionless parameter d=h indicates the fluid-structure degree of coupling
for conventional plates (the case of thick flexible plates is excluded a priori).
Consistent numerical values of d and h for the present test cases indicate that
their ratio is always much greater than 1. This is coherent with the hypothesis of
one-way coupling;

• if it is assumed that the major contribution to the plate response is due to
diagonal terms of the cross-spectral density matrix, ξx/h and ξy/h can be
neglected;
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• although the ratio us=Uc for an equilibrium boundary layer over a flat plate is a
function of the Reynolds number [27], its variation is small and can be con-
sidered of minor importance;

• for the considered plates damping coefficient values are approximately the same
thus, as a first approximation, η is neglected.

From the analysis of the remaining parameters it is straightforward to define a
dimensionless frequency:

x� ¼ xh
Uc

ð7Þ

A useful reading of this parameter can be suggested by introducing the coin-
cidence frequency ωc and the longitudinal structural wave speed cL whose
expressions are:

xc ¼ U2
c

ffiffiffiffiffiffiffi
qsh
D

r
with D ¼ Eh3

12ð1� m2Þ ; cL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E
qsð1� m2Þ

s

Equation (7) can be rewritten in the following way:

x� / x
xc

Uc

cL
ð8Þ

showing that the proposed reduced frequency relates to both the ratio of the actual
and coincidence frequencies and the ratio between the flow and the structural waves
velocities.

The last two dimensionless parameters that seem important for the present
problem are those involving the pressure power spectral density.

Without any further considerations on the physics of the problem, the plate
response can be dependent on one of them or on a combination of the two. Nev-
ertheless, in order to make the plate response independent of the input it seems
convenient to consider the ratio Sw/Sp as done already in [8].

In [24] it was shown that, it is possible to define three functional dependences for
the spectral density functions related to the plate displacement, by evidencing also a
generic function, g, of the dimensionless frequency ω*. Since in the same work has
been already demonstrated that one of them does not produce a satisfactory data
collapse only the other two are here considered, their expression is:

Sw ¼ h3

Uc
E

ffiffiffiffiffiffiffiffiffiffi
h

SpUc

s !�2

g x�ð Þ; ð9Þ
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Sw ¼ h3

Uc
qsE

ffiffiffiffiffiffiffiffiffiffi
h

SpUc

s ffiffiffiffiffiffiffiffiffi
U3

c h
Sp

s !�1

g x�ð Þ; ð10Þ

Accordingly, it is possible to define two dimensionless displacement functions of
the dimensionless frequency ω* only:

Sw
Sp

E
h

� �2

¼ Sw
Sp

qs
h

� �2
c4L ¼ gI x

�ð Þ ð11Þ

Sw
Sp

Uc

h

� �2

qsE ¼ Sw
Sp

qs
h

� �2
U2

c c
2
L ¼ gII x

�ð Þ ð12Þ

The capability of the above relations to produce a data collapse and the func-
tional dependence on the dimensionless frequency is investigated using available
experimental data.

2.4 Energy Formulation

In this section, some literature results, obtained using an energetic formulation, are
considered to identify the characteristic parameters governing the plate response to
TBL and to provide a theoretical comparison with the forms derived using
dimensional analysis.

The development of an energy model for the plate response needs a correct
representation of the power input for a TBL excitation that can be rather difficult and
time consuming. This issue is addressed in [18] by using, as fundamental relation-
ship, the modal response expressed by Eq. (1). Specifically, the main TBL models,
due to Corcos, Corcos with Davies approximation, Efimstov and Blake, are inves-
tigated. In [18] the following representation for the power input PIN is adopted:

PIN xð Þ / Sp xð Þ ab
2qSh

U2
c

x2

ffiffiffiffiffiffiffi
qsh
D

r
� U a; b;Uc;x; cL; us; dð Þ ð13Þ

where Φ is a dimensionless function representing the average value of the joint
acceptance integral in wavenumber space. This term depends on the selected model
for the TBL excitation, on plate geometry and on boundary conditions. In the above
representations the functional dependence is the more general with respect to dif-
ferent TBL models [see also Eqs. (1) and (4)]. Recalling that PIN has the following
general expressions:

PIN xð Þ ¼ gx3abqShSw;mean ð14Þ
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where Sw;mean denotes the mean displacement response, it is straightforward to get
that:

Sw;mean xð Þ
Sp xð Þ

h2

q2ScLU
3
c

� �
1
g

	 
�1

/ Uc

xh

� �5

�U a; b;Uc;x; cL; us; dð Þ: ð15Þ

Therefore, a dimensionless response is again obtained and it evidences the same
groups highlighted in the previous section with a classical dimensional analysis,
Eqs. (11, 12). According to the present result, the dependence is with the fifth
power of the reciprocal of the dimensionless frequency. All the remaining depen-
dences are left in the Φ function in which they can be attributed specifically to the
difference among the TBL models, the boundary conditions, etc.

However, without any loss of generality, it is possible to state that, as far as
frequency increases, i.e. for ω ≫ ωc function Φ tends to a constant value [see also
(18)] therefore a new dimensionless panel response is easily defined in the form:

Sw;mean xð Þ
Sp xð Þ

gq2ScLU
3
c

h2

� �
¼ g

IV
x�ð Þ ¼ ðx�Þ�5 x� � Uc

cL
ð16Þ

Moreover, in Totaro [18] it is shown that, if the Corcos model with the Davies
approximation [28] is adopted and if the expression for the injected power is
frequency averaged, function Φ is independent of plate dimensions and boundary
conditions but is dependent on the ratio ω/ωc only. Therefore it is possible to define
a new dimensionless response as:

gV ¼ ðx�Þ�5U x� cL
Uc

� �
; x� � x�

lim ¼ ph
minða; bÞ ð17Þ

It can easily be seen that if a dependence on the velocity ratio is assumed in the

form: cL
Uc

� ��1
, Eq. (17) returns Eq. (12) but multiplied by η, i.e.:

gV x�ð Þ ¼ g
II
x�ð Þ g ð18Þ

Equation (18), although obtained forcing a functional dependence on the basis of
the results attained by dimensional analysis, indicates a rigorous way to introduce
the dependence on damping in the dimensionless panel response.

3 Experimental Data Sets

The five experimental data sets, considered for this analysis, concern steady tur-
bulent boundary layers in almost zero pressure gradient and subsonic flow acting on
thin flat plates.
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Among the large amount of data available in the literature, on wall pressure
fluctuations and induced structural vibrations, these experimental setups are the few
ones able to provide, for each test case, information on both quantities acquired in
the same facility and with the same setup. This aspect is fundamental for the
validation of the proposed scaling procedure. However, the two measures are never
performed simultaneously in fact, wall pressure fluctuations are typically acquired
using sensor arrays flush mounted on thick rigid plates.

The first two sets of data are extracted from a database containing measurements
of wall pressure fluctuations and structural response acquired in a towing tank. The
first one is relative to an experimental campaign performed on a catamaran model
[9]. Two PVC plates 3 and 2.5 mm thick, respectively, in the following named P1a
and P1b have been inserted in the bottom of the hull in correspondence of the stern
region to detect vibrations; measurements are performed for model speeds of 3.3
and 5.3 m/s, respectively. A complete description of this experimental campaign
can be found in [9].

The second set of data belongs to an experimental setup designed to measure
wall pressure fluctuations and the response of elastic portions of a scaled bulbous
model of a surface ship. The considered data regard a particular section where the
flow reaches stationary conditions and where pressure gradient effects, due both to
water surface deformation and to structural curvature, can be neglected. The elastic
element inserted in the model is a PVC 3.3 mm thick plate, hereinafter called P2.
The model velocity in this case ranges between 3.6 and 6.36 m/s. A more detailed
description of this experimental campaign can be found in [10, 29].

The other three sets of data instead are obtained from measurements performed
in aerodynamic tunnels.

The former is due to Finnveden et al. [8], it consists of a 1.6 mm aluminum plate,
below named P3, exposed to flow velocities of 80, 100 and 120 m/s, respectively.
The second is part of the experimental campaign performed by Totaro et al. [19] on
four different plates of different geometries and materials. The data considered for
this analysis regard the 1 mm thick PVC plate, indicated as P4, for flow velocities
equal to 35 and 50 m/s, respectively.

The latter data set is obtained from an experimental campaign performed in a
transonic wind tunnel [30, 31] over a 1.6 mm thick aluminum plate and two
composite panels with similar layup except for a viscoelastic layer, at different
Mach numbers ranging between 0.45 and 0.8. Data, here considered, are relative to
Mach = 0.6 selected, among the available ones, to ensure that flow is stationary and
still subsonic. These last three panels are hereafter called P5, C1 and C2.

Table 1 lists the principal mean flow TBL parameters of the 11 experimental test
cases whereas Table 2 presents the principal characteristics of the plates made of
isotropic homogeneous materials.

Tables 3 and 4 report the geometrical and material characteristics of the com-
posite panels and of the single layers, respectively.

In Fig. 1 the range of variation of the dimensionless frequency for each data set
is depicted. As expected, the wind tunnel and the towing tank setups are divided
into two distinct groups even if an overlap region exists for 0.07 < ω* < 0.52.
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Table 1 TBL mean flow parameters

Fluid Plate U (m/s) δ (mm) uτ (m/s) Uc (m/s)

Water P1a, P1b 3.3 120 0.11 0.70 U

5.3 113 0.163 0.70 U

P2 3.64 51 0.102 0.65 U

5.45 49.7 0.147 0.65 U

6.36 48 0.171 0.65 U

Air P3 80 50 2.6 0.75 U

100 50 3.1 0.75 U

120 53 3.7 0.75 U

P4 35 55 1.4 0.62 U

50 85 1.96 0.62 U

P5, C1, C2 204 54.8 8.72 0.6 U

Table 2 Panels geometrical characteristics and material properties

P1a P1b P2 P3 P4 P5

Material PVC PVC PVC Aluminum PVC Aluminum

Density (Kg/m3) 1,190 1,190 1,190 2,700 1,400 2,700

Young’s modulus (GPa) 3.2 3.2 3.2 71 4.5 70

Thickness (mm) 3.0 2.5 3.3 1.6 1.0 1.6

η 0.02 0.02 0.02 0.005 0.018 0.01

Table 3 Composite panels characteristics

Panel Lay-up h (mm) η

C1 0F/45/90/-45/0/45/-45/0/-45/90/45/0F-IWWF 2.37 0.01

C2 0F/45/90/-45/0/45/VEM/-45/0/-45/90/45/0F-IWWF 2.52 0.04–0.02

F fabric layer
IWWF inter-woven wire fabric for lightning strike protection
VEM visco-elastic material

Table 4 Properties of the layers

Layer type ρs (kg/m
3) hL (mm) E1 (GPa) E2 (GPa) ν12 G12 (GPa)

Unidirectional 1,550 0.193 142 7.79 0.34 4.00

Fabric 1,531 0.220 65.2 65.2 0.05 3.86

Fabric-IWWF 1,909 0.220 65.2 65.2 0.05 3.86
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As a final note, it is important to underline that the experimental power spectral
densities of the plate responses here used are representative of their spatial mean,
calculated using acceleration/velocity signals acquired in different points over the plate
surface. In a similar way, the power spectral density ofWPF considered for the present
analysis is, for each setup, the mean value over all the available pressure sensors.

Figure 2 shows the ratio between the PSD of the plate acceleration and that of
WPF for the 13 data sets. Again, due to the difference among test conditions the

Fig. 1 Range of variation of
dimensionless frequency

Fig. 2 Dimensional panel
responses
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plate responses exhibited different amplitudes and different shapes. This is partic-
ularly evident in the low-mid frequency range, 10–103 Hz. In this region, the
significant gap in the curve levels is related to the different fluid and flow velocities
and to the different values assumed by the ratio between the structural and the aero/
fluid-dynamic wavenumbers. In particular for the aerodynamic case (Plates P3, P4,
P5, C1 and C2), the structural responses are dominated by the convective com-
ponents of the pressure field for a large part of the low-mid frequency range. On the
contrary, coincidence frequencies for P1a, P1b and P2 are below 1 Hz. As a
consequence of this, the spectrum amplitude does not display a distinct maximum
and structures receive energy mainly from the sub-convective component of the
pressure field. The same Figure displays a curve relative to flight data acquired on a
Boeing 737 [32] and full scale data measured during an experimental campaign
performed on a Ro-Ro-Pax ship [33]. Although not directly useful to validate the
present approach, due to the lack of information about flow parameters and
structural details, they can give interesting insights about the significance of the
available model scale data in terms of frequency range and spectra amplitude.

4 Application of the Scaling Laws

4.1 Summary

It is useful to summarise here the proposed scaling laws in order to facilitate the
reading of the results discussed in the next section. The names are selected to
evidence the main contributions to the functional dependence (see Table 5).

The structural law involves only parameters, which can be related to the
knowledge of the material and the plate characteristics. The aeroelastic law is
defined by the presence of the ratio (at the second power) between the convective
speed and the thickness of the plate, thus linking to the aeroelastic dimensionless
reduced frequency, ωh/Uc. The last two laws are related to the energy distribution,
being derived inside an approach useful for the high frequency range where the
structural elastic domain behaves as a waveguide. The only difference is in the
approximation used in defining the power input into the system.

Table 5 Summary of the
proposed scaling laws

Equation Scaling law Name

(11) Sw
Sp

E
h

� �2¼ g
I
x�ð Þ Structural

(12) Sw
Sp

Uc
h

� �2
qsE ¼ g

II
x�ð Þ Aeroelastic

(16) Sw;mean xð Þ
Sp xð Þ

gq2ScLU
3
c

h2

� �
¼ g

IV
x�ð Þ Energy-I

(18) gV ¼ gg
II
x�ð Þ Energy-II
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4.2 Homogeneous Panels

The first non-dimensional quantity, defined by Eq. (11), is represented in Fig. 3 to
check its ability to provide a scaling of the 11 data sets relative to the homogeneous
panels. The results clearly indicate an excellent collapse of the three curves relative
to P3 whereas the curves relative to P4 show the same trend in a similar non-
dimensional frequency range and a complete superposition with the previous ones.
Moreover, P5 shows a similar trend and a satisfactory superposition with P3 and P4
data. Finally, curves relative to P1a, P1b and P2 exhibit a good collapse both among
themselves and with the aeronautical ones for values of the dimensionless fre-
quency corresponding to the overlap region (see Fig. 1). The slight data dispersion,
visible in this last frequency range, can be in large part attributed to the presence of
noise in the acceleration signals.

In [24] three distinct regions for the panel response have been identified, the
functional relations between dimensionless frequency and dimensionless response
are obtained with linear regression curves (in logarithmic scale), well approximated
by the simple relations:

S�w ¼
4� 108ðx�Þ�4x�\0:07
1� 108ðx�Þ�80:07\x�\0:21
2� 107ðx�Þ�3x� [ 0:21

8<
:

drawn for comparison in Fig. 3, along with the experimental measurements.
On the contrary, the capability of Eq. (12) to provide a good data collapse is

analyzed in Fig. 4. In this case the superposition among all curves acquired in wind
tunnels is excellent moreover, it seems that in the overlap frequency range data
spreading is a little reduced with respect to the results shown in Fig. 3.

Fig. 3 Dimensionless panel
response Eq. (11),
homogeneous materials
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By the inspection of Fig. 4 it is possible to identify at least two distinct regions
for the plate dimensionless response. Using a linear regression curve, the two
regions can be represented by the following expressions:

S�w ¼ 1� 102 x�ð Þ�6 x� \ 0:35
4� 102 x�ð Þ�4:5 x� [ 0:35

�
ð19Þ

At this time it is interesting to analyze the behavior of Eq. (16) when applied to
the same data sets. The result is shown in Fig. 5 along with the curve ω*−5 obtained

Fig. 4 Dimensionless panel
response Eq. (12),
homogeneous materials

Fig. 5 Dimensionless panel
response Eq. (16),
homogeneous materials
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analytically using the energy approach. Although data collapse is not as good as in
the previous cases the energetic formulation gives a rather good approximation of
the structural response. In particular, the law directly provided by the expression of
the power input seems to give a good description, as expected, for sufficient high
values of the dimensionless frequency i.e. well above the convective region.

4.3 Composite Panels

The application of the dimensionless relations to composite panels, if the cL value is
not available from complementary analyses, needs the definition of an equivalent
Young modulus i.e. of the value E of an equivalent panel with same dimensions but
made of a homogeneous isotropic material. The definition of this equivalence can
be done on the basis of different principles. Here a dynamic equivalence is applied
by equating the first natural frequencies of the two panels, assuming simply sup-
ported boundary conditions, same side lengths and mass. The variation of E, when
considering the first 10 modes is small, its mean value for both panels C1 and C2 is
equal to 43.5 GPa.

The results obtained applying Eqs. (11), (12) and (16) to the composite panels
are displayed in Figs. 6, 7 and 8, respectively. In particular, by the inspection of
Fig. 6 it is evident that C1 and C2 are well overlapped to P5 suggesting that the
equivalence has been correctly formulated. However, a quite significant dispersion
of data at low frequency is more clearly visible. On the contrary, Fig. 7 shows an
excellent collapse of all data sets. Again, the best fit is obtained with Eq. (19).

Fig. 6 Dimensionless panel
response Eq. (11),
homogeneous and composite
materials

294 E. Ciappi et al.



Finally, the application of gIV provides, as in Fig. 5, a satisfactory but not
excellent collapse of data. In particular, the high frequency part of the composite
response curves is not perfectly superimposed nor to wind tunnel neither to towing
tank data.

As a final note, it is interesting to analyse the form provided by Eq. (18) where
structural damping is included in the expression of the dimensionless response. The
result is displayed in Fig. 9 where a very good scaling, of the same quality as the
one provided by gII, is evident.

It has to be noted that, for the available data sets, the variation of η is not so
significant since the extreme values are that of P3 equal to 0.5 % and that of C2

Fig. 7 Dimensionless panel
response Eq. (12),
homogeneous and composite
materials

Fig. 8 Dimensionless panel
response Eq. (16),
homogeneous and composite
materials
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where the presence of the viscoelastic layer returns a damping coefficient varying
with frequency between 4 and 2 %. For the sake of precision the higher value is
used here to obtain the curve displayed in Fig. 9. In particular, the results obtained
with data acquired in high Mach number flow conditions (panels P5, C1 and C2),
indicate that the use of gI has a less efficacy at providing a good scaling for the low
frequency range. Moreover it is not negligible that similar functional dependences
as those provided by gII have been already obtained starting from theoretical for-
mulations based on energy methods.

Recalling Eq. (19), it can be assumed that the different dimensionless frequency
regions identified in Figs. 4 and 7 are representative of the response around the
convective region and a little above i.e. for ω ≥ ωc and of the response of the panel
for ω ≫ ωc, respectively.

The knowledge of the data for the material has been here limited to the longi-
tudinal waves propagation speed and to the Young modulus. This last has been
obtained with the described equivalence. A more detailed analysis can be performed
by using the spectral finite element approach [34] that is just aimed at the simulation
of the material rather than the structure. This approach is fundamental when dealing
with complicated assembly of materials and configurations and can provide the
required parameters for the dimensionless representation.

5 Conclusions

In this work some scaling laws derived from the sole application of dimensional
analysis are proposed and validated on the basis of a quite large amount of
experimental data acquired both in wind tunnels and in the towing tank. These data

Fig. 9 Dimensionless panel
response Eq. (18),
homogeneous and composite
materials
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allow a considerable variation of the identified dimensionless parameters. In par-
ticular, with respect to previous applications, scaling laws have been successfully
applied to high Mach number data and to response curves relative to composite
panels, leading to more robust conclusions about the effectiveness of the dimen-
sionless forms.

In particular it has been shown that the dimensionless expression that take into
account for the fluid structural coupling here named as aeroelastic formulation,
seems to be the most adequate at providing data collapse in the whole frequency
range. Consequently, analytical expressions have been identified to represent the
trend of the dimensionless response curves vs dimensionless frequency in the
logarithmic plane. It is worthwhile to recall that this expression found a strong
theoretical basis in some relations that can be obtained following energetic
considerations.

The application of the scaling laws to the response curves of ribbed panels
typical of aeronautical and naval structures and to different kind of composite
materials can widen the significance of the proposed approach.
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The Method of the Pseudo Equivalent
Deterministic Excitations (PEDEM)
to Bound the Random Response

Sergio De Rosa, Francesco Franco and Elena Ciappi

Abstract The analysis of the response of a stochastic system, through a discrete
coordinate set, can become computationally challenging, even when using a full
modal representation. Nevertheless, many dynamic load cases, in engineering
applications, have stochastic behaviour as the wall pressure fluctuations due to the
turbulent boundary layer. In this work, a new method is proposed: it is named as
frequency Modulated Pseudo Equivalent Deterministic Excitation, PEDEM, and it is
based on the Pseudo Excitation Method, PEM. This latter can be considered as an
exact representation since it uses a modal decomposition of the cross-spectral
density matrix of the excitation; the extraction of the eigensolutions of the load
matrix, at each frequency step, is a computational disadvantage. PEDEM overcomes
this issue by introducing some approximations based on the analysis of the
eigensolutions of the dynamic load matrix versus frequency. Mainly, two different
approximations are proposed with reference to extreme frequency ranges (low and
high) wherein the dynamic matrix of a random and convective load has different
characteristics. A criterion to identify these frequency ranges is proposed versus a
dimensionless representation of the frequency. Moreover, it is shown that the
proposed approximations represent the bounding curves of the response for the
whole frequency range. Fruitful comparisons with a full stochastic approach is
discussed. The proposed approximations combine a good accuracy and represen-
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tation of the stochastic system together with a significant reduction of the com-
putational costs if compared to a full stochastic response or a PEM solution. The
method is applied over two simple configurations (a chain of oscillators and two
flexural plates) but the possible extensions to more complex cases are motivated by
the quality of these preliminary results.

1 Introduction

The problem of the response of engineering structures can be separated in the
analysis of the type of excitation and the possibility to represent the system
response characteristics.

A large part of the loads are time-variant and have a random behaviour and thus
this pre-requisite knowledge can rule the quality of the obtained predictions. At the
same time, it is rather common to analyse the structural response in discrete
coordinate since this approach is central for a large part of numerical disciplines
such as the finite element approach (FEA), a standard for the engineering field
[1–3]. The analysis of the building response under earthquake and the vibration of a
vehicle induced by roughness of road surface are classical example of random
vibrations.

Even if this field is rather well-known, the practical applications are often limited
by computational costs which severely rule the engineering needs of stability,
robustness and quickness in getting the results. This is due to the degrees of
freedom needed for the simulation of the given system, as in FEA, and/or to the
mathematical operations needed for the treatment of the stochastic variables.

This paper is just centred on the analysis of the random response of systems
represented in discrete coordinates excited by a random and convective load due to
the turbulent wall pressure fluctuations. This kind of load well reproduces the high
level of complexity of a generic random and convective excitation; in fact, several
types of real loads can be considered as a derivation of this case. This holds for
frequency domain random response under stationary excitations.

A formulation in discrete coordinates of such random response involves many
matrix operations and often a solution based on a modal approach is pursued [1]. In
this case, the expansion on modes and natural frequencies can use only few terms if
a low degree of overlap exists in the first low frequency region. All required
operators are expanded by using the structural in vacuum and undamped mode
shapes and natural frequencies. Nevertheless, some improvements can be per-
formed by accounting also for aeroelastic interactions and/or by using complex
modal basis which can be an important aspect when the stochastic load has con-
vective characteristics [4, 5].

In the present work, Corcos model is considered as a stochastic dynamic load
simulating a one- or two-dimensional distribution of turbulent wall pressure fluc-
tuations [6, 7]. The aim here is the development of a numerical procedure that,
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under some approximations, allows a reduction of the computational cost in a
discrete coordinates framework. It must be stated that many other turbulent
boundary layer (TBL) models exist in literature [8–11] but their analysis is out of
the scope of the present work.

The problem of the structural response under a TBL excitation is addressed in
many works [12–14]. For such a problem, the transformation of the pressure dis-
tribution into discrete locations is one of the most critical points and it can be
computationally expensive for the desired level of numerical accuracy. Then, the
use of consistent formulation in the finite element scheme can be sometimes
unfeasible as frequency increases [15]. A spatially equivalent approximation of the
load matrix is suggested in recent works in order to simplify the numerical algo-
rithms in the high frequency bands [16–18].

In other approaches, deterministic solution schemes have been proposed to
afford a stochastic problem [19–23]. These last represent the core references for the
present applications. In particular, the pseudo excitation method, PEM, is the kernel
of the present derivations and it has been proposed by Lin [19–23], since 1985. The
work in [19], although in Chinese, is accredited to be the reference paper for PEM
definition. PEM can be considered as an exact representation, a good summary is in
[2] where a detailed discussion about the computational advantages can be also
found in comparison with a full stochastic response (FSR). FSR is here used as
reference too. Recently, PEM has been also applied to the coupled structural-
acoustic systems under random excitations [24].

As shown later, PEM decomposes the cross-spectral density matrix of the
excitation that, although much more efficient than FSR, requires the analysis of the
eigensolutions of the load matrix at each frequency step. Thus, even if more useful
than the FSR approach, this eigenanalysis can be computationally expensive.

In this paper, a frequency modulated pseudo equivalent deterministic excitation,
PEDEM, is proposed and its derivation is based on the PEM.

PEDEM is always applied inside a deterministic solution scheme but tries to
overcome the disadvantages of the extraction of the eigensolutions at each frequency
step. In fact, the solution approach uses the different approximations for the load
matrix as derived in the extreme frequency range where a dimensionless frequency
assumes very low and very high values. Specifically, these approximations derive
from the careful analysis of the evolution of the eigensolutions of the load matrix.
Clearly, a criterion is also proposed to identify the three (low, mid, high) frequency
ranges. It is expressed in terms of the cited dimensionless frequency.

PEDEM is applied here to two-test cases both containing the relevant features of
the specific random response problem: a chain of 1D oscillators and a flexural plate.
They are analysed in order to discuss the robustness of the numerical solution
scheme by comparing the PEDEM results with those obtained with a full stochastic
solution.

The attention is totally devoted on the analysis of the possible bounding curves
derived by the PEDEM approach for the stochastic response of systems in discrete
coordinates. The turbulent boundary layer model (TBL) used for the analysis of a
random and convective load is invoked to simulate a complicated distribution of the
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coherence and correlation lengths; nevertheless, it is very similar to many real
situations.

After these introductory notes, Sect. 2 shortly presents the exact approaches; i.e.
the full stochastic response through the modal approach and PEM. An analysis of
the characteristics of the eigensolutions of the excitation matrix is in Sect. 3 and it
introduces the frequency modulated pseudo-equivalent deterministic excitation,
detailed in Sect. 4. The numerical test-cases are discussed through system eigen-
solutions and forced responses in Sect. 5 and the concluding remarks are reported in
Sect. 6.

A final note about the lexicon herein used: the word limits is used for describing
the frequency ranges in which the solutions is presented and discussed; the terms
bounds or bounding curves is invoked for defining the intervals in which the
response can be represented.

2 Exact Approaches

This section presents the two announced methods for the analysis of the stochastic
response. They are related to stationary excitations in the frequency domain.

It has to be highlighted that the structural system model is a linear one,
assembled in discrete coordinates by using its eigensolutions, eigenvectors (mode
shapes) and eigenvalues (natural frequencies).

2.1 Full Stochastic Response (FSR) Through Modal
Approach

The formulation for getting the stochastic response of a system composed by NG
discrete coordinates, is here reported [1]:

SWW xð Þ ¼ V H� xð Þ VT SFF xð Þ V H xð Þ VT ð1Þ

where the symbols denote:

• x, the circular excitation frequency;
• SWW, the output hermitian cross-spectral density matrix;
• H, the complex diagonal matrix of the modal mobilities, Hi; the ith transfer

function with reference to a constant damping value, g: Hi xð Þ ¼ x2
i � x2þ�

jx2
i gÞ�1, being xi, the ith system natural frequency and j the imaginary unit;

• V, the real matrix of the structural system eigenvectors;
• SFF, the hermitian cross-spectral density matrix of the input load.
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The superscripts T and � denote respectively the transposition and conjugation
of the matrix.

The generic output cross-spectral density matrix, SWW, is thus obtained through
the multiplication of several matrices for each excitation frequency: the frequency
dependent operations lead to an unacceptable computational cost, even if the
number of modes, NM, is lower than the degrees of freedom, NG. This topic is
addressed in [15].

2.2 Pseudo Excitation Method (PEM)

PEM uses the eigenvalues and eigenvectors of the load matrix, SFF, to decompose
the random response in addition to the system ones. A summary is here given from
[23].

2.2.1 Summary

A linear system is considered under a zero-mean stationary random excitation with
a given power spectral density, SFFðxÞ.

Two generic time responses, qðtÞ and yðtÞ, can be considered as system outputs.
Their auto and cross spectral densities, SQQ, SYY and SQY , can be obtained by using
PEM. In fact, the excitation function, f ðtÞ, can be replaced by a sinusoidal exci-
tation; here the symbol f̂ denotes the pseudo equivalent term:

f̂ ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SFFðxÞ

p
expðjxtÞ ð2Þ

By invoking the frequency response transfer function, HqðxÞ and HyðxÞ, one
gets:

q̂ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SFFðxÞ

p
HqðxÞ expðjxtÞ ð3Þ

ŷðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SFFðxÞ

p
HyðxÞ expðjxtÞ ð4Þ

The auto and cross power spectral densities can be easily obtained:

q̂�ðtÞ q̂ðtÞ ¼ SQQðxÞ ð5Þ

q̂�ðtÞ ŷðtÞ ¼ SQY ðxÞ ð6Þ

ŷ�ðtÞ ŷðtÞ ¼ SYYðxÞ ð7Þ
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If q̂ and ŷ are now two vector responses:

q̂� q̂T ¼ SQQ ð8Þ

q̂� ŷT ¼ SQY ð9Þ

ŷ� ŷT ¼ SYY ð10Þ

PEM allows evaluations of auto and cross spectral densities of two selected
random responses by using the corresponding pseudo harmonic responses, that is
the response to the equivalent sinusoidal excitation as in Eq. (2).

An immediate choice for the formation of the pseudo excitation vectors is to
invoke the modal decomposition of the load matrix. For a square hermitian NG
matrix of rank NR:

SFF xð Þ ¼
XNR
i

di xð Þ Z\i[ Z\i[ T
; NR�NG ð11Þ

di xð Þ is the real ith eigenvalue and Z\i[ denotes the ith complex column of the
eigenvector matrix Z.

The system response can be written as follows:

SWWðxÞ ¼
XNG
i

w�ðx; iÞwTðx; iÞ ð12Þ

w x; ið Þ ¼ V H xð Þ VTZ\i[
ffiffiffiffiffiffiffiffiffiffiffi
di xð Þ

p
ð13Þ

As stated before, PEM involves a decomposition of the load matrix and thus it
converges to the exact response, see Eq. (1), if all the eigensolutions are used.

Thus, the spectral density of a structural response, SWWðxÞ, to an input spectral
density, SFFðxÞ, can be obtained by subjecting it to a series of pseudo excitations,
covering the frequency range of interest.

It has to be underlined that

• in FSR, Eq. (1), the same structural eigensolutions, V and xi, are used to
decompose both the load and the structural matrices.

• In PEM, Eqs. (12) and (13), two eigensolutions sets are used: the first is related
to the load matrix, Z and di, and the second belongs to the structural matrices, V
and xi.

Moving from the last consideration, the approximation proposed in this work
eliminates the evaluation of the load matrix eigensolutions under some
circumstances.
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3 Characteristics of the Eigensolutions of Excitation Matrix

Before proceeding at defining the new method, some considerations about the
eigensolutions of the load matrix are needed. For the sake of completeness, it must
be cited an interesting analysis of the excitation wave-types and their adequacy to
represent the physical cases [16].

The attention is focused on a specific excitation field; i.e. the random and
convective load produced by turbulent boundary layer wall pressure distribution.
This pressure input can be represented in a simple 1D domain, according to [6], as a
load matrix whose generic member in 1D case is (the subscript FF is omitted):

Si;j xð Þ ¼ AðxÞ exp �ax
xjxi � xjj

Uc

� �
exp j

xðxi � xjÞ
Uc

� �
ð14Þ

being x the coordinates of the two control points and Uc the convective flow speed;
this Uc is generally a constant fraction of the undisturbed one, U. The symbol ax
denotes a correlation coefficient, since the term Uc

xax
can be easily read as a corre-

lation distance.
For the sake of simplicity, the autospectral function AðxÞ in all this work is

considered as unit value, AðxÞ ¼ 1. This work hypothesis does not influence the
whole development.

For a problem formulated according to following expressions D can be defined
as a measure of the mesh size used to sample the spatial distribution of the exci-
tation. Thus, it is useful to introduce a dimensionless frequency, j, in which the
excitation frequency, the convective flow speed and the spatial distribution of the
control points are included, being D the minimum distance among two different
control points:

j x;Uc;Dð Þ ¼ xD
Uc

ð15Þ

Now, it is useful to report the trivial eigensolutions, (k and Z) of two particular
square matrices of NG order, the identity, I, and the unity, 1, ones.

The ðm; nÞth member of the first is defined as follows:

Im;n ¼ dm;n ð16Þ

where d is the Kronecker operator. Its NG eigenvalues, named k, are identical and
they are all unitary, being solution of ðk� 1ÞNG ¼ 0. The jth eigenvector is com-
posed by null values with the only exception of jth element:

ZðjÞT ¼ c 0 . . . 1 . . . 0f g ð17Þ

being c the constant used for the required normalisation.
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The ðm; nÞth member of the 1 is defined as follows:

1m;n ¼ 1 ð18Þ

The equation for k is kNG�1ðk� NGÞ ¼ 0 thus the only non null eigenvalue of 1
has the value of NG; its associated eigenvector is:

ZðjÞT ¼ c 1 1 1 . . . 1f g ð19Þ

Two limit matrices are thus evidenced. One holds in the low frequency range,
j ! 0:

lim
j!0

SFF ¼ 1; ð20Þ

the other one in the high frequency range, j ! 1:

lim
j!1 SFF ¼ I ð21Þ

The above mentioned properties, in terms of eigensolutions, are used in the next
section.

4 Frequency Modulated Pseudo Equivalent Deterministic
Excitation (PEDEM)

PEDEM derives directly from PEM, but it avoids the computational penalty related
to the extraction of the load matrix eigensolutions at each frequency step of the
solution range. Equations (12) and (13) are used but they are approximated
according to following expressions:

SWW xð Þ ¼
XNG
i

r� x; ið Þ rT x; ið Þ ð22Þ

r x; ið Þ ¼ V H xð Þ VT
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SFF

ðiÞ xð Þ
q

ð23Þ

The ith eigensolution of the load matrix have been substituted with the (i)th
column of the same matrix.

The discussion on the proposed approximation can start by investigating the
variation of the eigenvalues as function of the dimensionless frequency, Fig. 1.

The present TBL model reduces to a normal incident wave as j ! 0; in fact, in
this limit condition the pressure field is fully correlated. Therefore, in the low
frequency range the SFF matrix can be approximated by the 1 matrix. The output
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cross-spectral matrix can be built using Eqs. (12) and (13) where the only non null
eigenvalue is equal to NG and the associated eigenvector is given by Eq. (19). This
range will be named as low frequency range and Eqs. (22) and (23) can fruitfully
applied. The superscript low will be used. It is thus useful to write again the Eq. (22)
by using the (low) apex:

SWW
ðlowÞ xð Þ ¼

XNG
i

r� x; ið Þ rT x; ið Þ ð24Þ

Nevertheless, any TBL field can be represented as a totally uncorrelated pressure
field as j ! 1. Therefore, the SFF matrix in the high frequency range can be
approximated by the I matrix. The output cross-spectral matrix can be built, again,
using Eqs. (12) and (13) where the eigenvalues are all equal to 1 and the associated
eigenvectors have the form in Eq. (17). This range is named as high frequency
range and it is very easy to check that a useful relationship exists and this will be
specified in the section related to the plate results.

PEM, Eqs. (12) and (13), can be related to great computational savings if
compared with the FSR, Eq. (1), requiring only a given set of the eigensolutions of
the load matrix. Consequently, the PEDEM can have the same computational

Fig. 1 Eigenvalues for a 1D TBL load matrix with 10° of freedom, Eq. (14). The red curves
represent the first and last eigenvalues; the symbols are the diamond and square, respectively
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advantages in the low and high frequency ranges. Thus, it remains to verify when
and how PEDEM can be applied with specific attention to the mid-frequency range.

The frequency ranges are better identified through the dimensionless frequency,
j. In fact, the rate of spatial correlation of the pressure field is a function of the
frequency, the convective flow speed, the correlation parameter, ax, and, obviously,
the spatial sampling distance, D. As consequence, the following are the proposed
criteria for the three frequency ranges (Table 1).

Bounding curves (max–min) for the response are defined in terms of a power of
NG. This point is specifically addressed in the section concerning the flexural
plates. In PEM sense, this interval is the maximum evolution of the eigenvalues in
the whole frequency range. The missing knowledge about the evolution of the
eigenvalues generates an interval of the response measured by a power of NG. It is
expected that this interval is very important in the mid frequency range where both
the approximations are expected to be not adequate and they can be interpreted only
as bounding curves.

A final point is that the relative position of the load matrix eigenvalues and the
structural ones has to be taken into account. To this aim the possible occurrences
are summarised in the sketch proposed in Fig. 2. There the thick double-arrowed
red segments identify the frequency ranges between the first and last structural
natural frequencies so that each situation is measured on the dimensionless fre-
quency axis.

Table 1 Definition of the
dimensionless frequency
limits—1D

Low Mid High

j j\ax ax\j\a�1
x j[ a�1

x

Fig. 2 Sketch of the possible locations of the structural eigenvalues as measured on the
dimensionless frequency axis
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As stated before, the attention is here concentrated on the bounding curves
derived from PEDEM and thus the SWW

ðlowÞ and SWW
ðhighÞ will be directly com-

pared with the FSR results in order to evaluate if they represent the interval of the
response between the minimum and maximum values for each excitation frequency.

It is expected that the PEDEM bounding solutions, defined as low and high, may
give origin to different accuracy of the response results in the different frequency
ranges.

It has to be eventually underlined that the proposed PEDEM solutions are
associated to cheaper computational costs than the PEM ones avoiding at all the
extraction of the eigensolutions. Furthermore, the high frequency one requires only
a multiplication of the low one for the factor NG.

5 Test-Cases

This section is fully devoted to the analysis of the two selected test-cases.
The first involves a 1D system represented by a chain of 10 mass-spring

oscillators; the second concerns the response of two rectangular flexural plates both
made of homogeneous material.

5.1 A Chain of Oscillators

5.1.1 Main Data

The system is represented by a chain of 10 (mass-spring) oscillators equally spaced
(D ¼ 20 cm) along a given x axis; they can move only along this one and thus
NG ¼ 10. The system is fixed at one edge and free at the other end (Fig. 3).

The mass values are (kg): 1, 5, 3, 3, 5, 1, 2, 3, 5, and 0:1; the stiffness ones (Pa m):
1, 0:2, 4, 0:5, 0:3, 1, 0:5, 6, 0:3, 0:33.

Fig. 3 Chain of mass-spring oscillators
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A damping value, g, is introduced by multiplying directly the stiffness matrix for
the term 1þ j gð Þ. For the present evaluations it has been fixed at a constant value,
g ¼ 0:03:.

It has to be remarked that the elements of the load matrix are represented by
functions in which the auto-spectra are unit values.

In order to study this system, as function of the dimensionless frequency, the
original stiffness matrix has been multiplied by a coefficient C to allow an easy
variation of structural natural frequencies. For the given values of C, the natural
frequencies of the chain of the oscillators move to higher or lower values with
respect to the original ones, obtained with C ¼ 1. The role of the relative location of
the eigenvalues of the structural matrix and of the load one on the system response
can be thus analysed (Fig. 2).

Table 2 reports the values of C and the correlation coefficient, ax. A more
complete investigations of the frequency ranges can be found also in [25].

5.1.2 Analysis of the Response

The response of the system in different conditions are herein analysed. They consist
of the sum of velocity autospectra, that is the sum of the elements on the diagonal of
the output matrix.

Each of them is evaluated at 275 frequencies equally spaced between the first
and last system natural frequencies. Furthermore, in each graph, the limits of low
frequency, ax, and high frequency, a�1

x , are always reported as vertical red dashed
lines. In this way, it is simple to evaluate where the 10 natural frequencies are
located with reference to the specific ranges as in Fig. 2. It has to be remarked also
that the value of ax ¼ 0:13 is unchanged in the present evaluations; its reciprocal is
constant too, a�1

x ¼ 7:7.
In each figure, from Figs. 4 to 9, the thick red line is the FSR solution and the

continuous and dashed black lines are the low and high PEDEM bounding curves,
respectively.

Figure 4 presents the response results in the LL frequency range and the
agreement is perfect between FSR and the low approximation, as expected. In fact,
in this frequency range, the load matrix can be well confused with the 1 one.

Table 2 Summary of the
results: U ¼ 80 m/s,
ax ¼ 0:13, g ¼ 0:01

C Figure Range (Fig. 2)

10−3 4 LL

10−1 5 LM

101 6 MM

103 7 MH

105 8 HH

107 9 HH
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In Fig. 5, being in the LM range, the situation is still acceptable even if some
differences start appearing. In the MM range, Fig. 6, both the approximations well
bound the FSR response which migrates from one to another for increasing exci-
tation frequency. This behaviour is much more evident in Figs. 7 and 8.

In the last frequency range, HH, Fig. 9 the response is dominated by the
uncorrelated field, thus by a load matrix which can be well represented by the I one.
On the contrary, in Fig. 8, which refers to the HH range too, the first natural
frequency is close to the high frequency limit and therefore, there is an effect of the
mid-frequency behaviour.

With these parameters, a LH case is not discussed since it is presented for the
flexural plates in the next section.

5.2 Flexural Plates

Two plates are considered here and they come from research projects in which the
results have been compared to experimental measurements performed in wind
tunnel facilities. In the present work, the comparisons with the experimental data for
validation purposes, are not be shown, while the applicability of the proposed

Fig. 4 Response of the chain of oscillators: velocity (PSD) ðm2 s�1Þ versus dimensionless
frequency; LL range
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approach is discussed. Nevertheless, it can be underlined that the following ana-
lytical results have been verified with the above mentioned experimental data and
full stochastic results in discrete coordinates [14, 15].

The models refer to plates lying in a generic xy plane, being x the direction of
undisturbed flow, U.

Herein, the simulations always concern a Corcos type load. In terms of matrix,
Eq. (14) becomes now:

Si;j xð Þ ¼ AðxÞ exp � jxi � xjj
LxðxÞ

� �
exp � jyi � yjj

LyðxÞ
� �

exp j
xðxi � xjÞ

Uc

� �
ð25Þ

being x and y the coordinates of the two control points; Lx and Ly denote the
correlation lengths; Uc is the convective flow speed, and it is assumed a fixed
percentage of the undisturbed one, Uc ¼ 0:8U. The correlation distances are the
following:

LxðxÞ ¼ Uc

xax
; LyðxÞ ¼ Uc

xay
: ð26Þ

ax and ay are the stream- and cross-wise correlation parameters, respectively.

Fig. 5 Response of the chain of oscillators: velocity (PSD) ðm2 s�1Þ versus dimensionless
frequency; LM range
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The numerical results are carried out with the following set of parameters:
ax ¼ 0:12 and ay ¼ 0:7.

The quantity R defines a dimensionless metric for the plate response:

R xð Þ ¼ x4ðq hÞ2
AðxÞ SWW ð27Þ

This metric is used to discuss the results. In this way, the structural response
does not depend on the power spectral density of the wall pressure fluctuations,
which is only a multiplicative factor. The numerator is a measure of the vibrational
energy of the plate.

For both the plates the evolutions of the eigenvalues are very similar to the
content of Fig. 1. Thus, the previous considerations still hold, and also the repre-
sentation in terms of dimensionless frequency ranges as in Fig. 2.

The definition of the dimensionless frequency ranges is not trivial in the 2D case;
thus, for the sake of simplicity, the same definition adopted in the 1D test has been
used also for the plate, by using only ax. This definition will be one of the points to
be addressed in the near future.

Fig. 6 Response of the chain of oscillators: velocity (PSD) ðm2 s�1Þ versus dimensionless
frequency; MM range
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The bounds of the structural response can be specified by using a factor
ffiffiffiffiffiffiffi
NG

p
to

define the interval according to the PEDEM framework. In fact, it is easy to show
that:

SWW
ðhighÞ xð Þ ¼

ffiffiffiffiffiffiffi
NG

p
SWW

ðlowÞ xð Þ ð28Þ

5.2.1 KTH Plate

The flexural plate discussed here is made of aluminium and is 1:6 mm thick; the
area is 768� 328 mm2, being the longest side in the stream-wise direction. The
plate is simply supported along its edges and a finite element model has been
assembled to obtain natural frequencies and mode shapes, in order to build a
reference solution according with Eq. (1).

The plate belongs to a series of test performed in the wind-tunnel facility at KTH
in Stockholm, during the EU project ENABLE [13].

It has to be noted that for such kind of problems, that is simulation of the
stochastic response in discrete coordinates, another problem adds complexity to the
solution; in fact, the discretization of the joint acceptance integral and its solution
are based on both the number of degrees of freedom (sampling of the aerodynamic
wavelength) and the integration type [15].

Fig. 7 Response of the oscillators: velocity (PSD) ðm2 s�1Þ versus dimensionless frequency; MH
range
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In Fig. 10, the analytical solution of the plate response is reported together with
the bounding curves provided by the PEDEM method. The considerations made for
the chain of oscillators hold also in this 2D case.

Figure 11 presents on the same chart the analytical response, the full stochastic
one with the modes obtained by the finite element model and the PEDEM high
frequency solution with the spatial equivalence suggested in [16].

The spatial equivalence approximates the load matrix with a particular diagonal
one. This approximation is more and more valid as frequency increases because the
wall pressure field becomes spatially uncorrelated. The spatial equivalence
approximation determines the expression of each term of the matrix diagonal and
they are function of frequency and wall pressure field coefficients. The knowledge
of this term allows an easy evaluation of the load matrix eigensolutions and,
therefore, a direct application of the PEDEM approach.

The structural mesh has been designed to work up to 18,000 Hz but the aliasing
problem for the aerodynamic load limits this maximum frequency at 1,350 Hz. The
finite element mesh is 101� 43 nodes, so that D ¼ 7:7 mm. As consequence, for
Uc ¼ 40 m/s, the low frequency limit is around 100 Hz; the high one is around
1,200 Hz.

A summary is also given in Fig. 12 where the flow speed is only changed. The
increased flow-speed simplifies the response calculations because the aliasing

Fig. 8 Response of the chain of oscillators: velocity (PSD) ðm2 s�1Þ versus dimensionless
frequency; HH range
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Fig. 9 Response of the chain of oscillators: velocity (PSD) ðm2 s�1Þ versus dimensionless
frequency; HH range

Fig. 10 Response of the KTH flexural plate: metric R (dB) versus frequency (Hz)
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Fig. 11 Response of the KTH flexural plate: metric R (dB) versus frequency (Hz)

Fig. 12 Response of the KTH flexural plate: metric R (dB) versus frequency (Hz)
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frequency limit is around 2,700 Hz. In fact, the PEDEM results show a better
convergence to the analytical ones as frequency increases.

For Uc ¼ 80 m/s, the low frequency limit is around 200 Hz; the high one is
around 2,400 Hz.

5.2.2 AMACA Plate

The second investigated plate is still made of aluminium and has the same thickness
of the KTH one, 1:6 mm; the area is 420� 320 mm2. It is simply supported along
its edges and a finite element model has been assembled to obtain natural fre-
quencies and mode shapes, in order to build a reference solution according with
Eq. (1). The finite element mesh is 57� 42 nodes, so that D ¼ 8 mm. As conse-
quence, for Uc ¼ 136m/s, the low frequency limit is around 350 Hz; the high one is
around 4; 000 Hz.

This plate is one of the test-articles used in a research project managed by
ALENIA/Aermacchi during three years 2008–2010. Homogeneous and composite
materials plates have been tested in the CIRA transonic wind-tunnel at several
Mach numbers and with different conditions of the boundary layer [26, 27].

By looking at the content of Fig. 13, all the previous considerations remain valid:
the PEDEM bounding curves allow confining the response without any information
about the eigenvalues of the load matrix.

Fig. 13 Response of the AMACA flexural plate: metric R (dB) versus frequency (Hz)
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6 Concluding Remarks

A newly defined technique named PEDEM is here used to define bounding curves
for the analysis of the stochastic response of linear operators in discrete coordinates.
This is accomplished by using a set of pseudo equivalent deterministic forces. The
method is based on PEM, pseudo excitation method, but it avoids the analysis of
the eigensolutions of the cross-spectral load matrix.

The two test cases are very simple and concern a chain of mass-spring oscillators
and a flexural plate; both are excited with a pressure distribution as generated by a
turbulent boundary layer.

The results shown that the curves generated in PEDEM as approximations of the
PEM theory are (i) computationally cheap avoiding the extraction of the load matrix
eigenvalues and (ii) well bound the exact responses used as references. The anal-
yses are carried out in all the dimensionless frequency ranges by using the
asymptotic forms assumed by the load matrix.

Investigations on more realistic configurations are needed but the actual results
are very satisfactory.

Nevertheless, it is shown that the low and high frequency PEDEM approxima-
tions are in agreement with the reference curves in the analogous frequency ranges.
Therefore, the defined bounds can be used only in the mid frequency range where
the eigensolutions of the load matrix strongly vary versus frequency. A detailed
analysis of the load matrix eigensolutions could improve the quality of the results
and narrow the response bounds. It can be one of the first topics to be addressed.
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A Numerical Methodology for Resolving
Aeroacoustic-Structural Response
of Flexible Panel

Randolph C.K. Leung, Harris K.H. Fan and Garret C.Y. Lam

Abstract Fluid-structure interaction problem is relevant to the quieting design of
flow ducts found in many aeronautic and automotive engineering systems where the
thin duct wall panels are directly in contact with a flowing fluid. A change in the
flow unsteadiness, and/or in the duct geometry, generates an acoustic wave which
may propagate back to the source region and modifies the flow process generating it
(i.e. an aeroacoustic process). The unsteady pressure arising from the aeroacoustic
processes may excite the flexible panel to vibrate which may in turn modify the
source aeroacoustic processes. Evidently there is a strong coupling between the
aeroacoustics of the fluid and the structural dynamics of the panel in this scenario. It
is necessary to get a thorough understanding of the nonlinear aeroacoustic-structural
coupling in the design of effective flow duct noise control. Otherwise, an effective
control developed with only one media (fluid or panel) in the consideration may be
completely counteracted by the dynamics occurring in another media through the
nonlinear coupling. The present paper reports an attempt in developing a time-
domain numerical methodology which is able to calculate the nonlinear fluid-
structure interaction experienced by a flexible panel in a flow duct and its aeroa-
coustic-structural response correctly. The developed methodology is firstly verified
able to capture the acoustic-structural interaction in the absence of flow where the
numerical results agree with theory very well. A uniform mean flow is then allowed
to pass through the duct so as to impose an aeroacoustic-structural interaction on the
flexible panel. As a result, the nonlinear coupling between the flow aeroacoustics
and panel structural dynamics are found completely different from the case without
mean flow. A discussion of the new physical behaviors found is given.
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1 Introduction

The accurate prediction of noise generation by flow induced vibration is an
important and challenging task in many engineering problems. It is a major con-
sideration in the quieting design of many applications that involve unsteady flow
and flexible structures, such as those found in aircraft, automotive and ventilation
systems. For example, people staying indoor are always annoyed by the noise
radiation from air-conditioning or ventilation systems. The noise generated by the
operations of air-moving machines, or by the turbulent flows in ducts, propagates
through the ductworks and radiates from the duct outlets. Besides, the duct walls are
commonly constructed from thin metal sheets. They are easily set to vibrate by both
turbulent flows and noise. The vibration will generate additional noise to both
inside and outside of the ducts [8] which causes more annoyance to people. Usually
in such kind of problem, a complex interaction between the flow dynamics,
acoustics and structural dynamics is involved. The three dynamical processes affect
each other in a coupled manner and the final noise generation is very complicated.

Researchers have attempted different approaches to the study of the dynamics of
flow-acoustics-structure interaction problem. Some of them favour their focus on
the interaction between flow and structure over the acoustic aspects. Carpenter and
Garrad [3] developed a simple model for flow over a compliant surface supported
on an elastic foundation for the investigation of different types of flow-induced
surface instabilities. Lucey [19] studied the wave-bearing behaviour of a finite
flexible plate in a uniform flow. He found that it is possible for the plate to respond
at frequencies other than that of the driver in the presence of flow. He assumed an
incompressible flow in his study so the relevant acoustic field cannot be resolved.
On the other hand, some researchers studied the interaction between an acoustic
wave and a vibrating structure. Frendi et al. [10] compared two coupling models of
acoustic-structural interaction. He found that the “decoupled model” is more
accurate in predicting the panel response and acoustic radiation, and need lower
computational cost. Huang [12] studied an idea of duct noise control by installing a
flexible panel in an otherwise rigid duct, and provided theoretical solutions of this
acoustic-structural interaction problem in frequency domain.

Other researchers are interested in studying the acoustic radiation driven by a
fluid-structure interaction. Clark and Frampton [6] demonstrated the importance of
including aeroelastic coupling in modelling the structural acoustic response for
interior noise control on modern aircraft. Schäfer et al. [21] attempted to solve the
fluid-acoustic-structure interaction of a flow past a thin flexible structure fully. They
solved the fluid-structure interaction through a numerical coupling of the solutions
from a fluid dynamic solver and a structural dynamic solver, and then determined
the resultant acoustic field by adding the contributions from the fluid dynamic and
structural dynamic solutions. In that way, the acoustic solution was simply treated
as a consequence to the fluid-structure interaction but the effect of the acoustics on
fluid-structure interaction was omitted.
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All the aforementioned studies reveal that the three elemental dynamical pro-
cesses (i.e. acoustics, flow and structural dynamics) are equally important in liter-
ally all fluid-acoustics-structure interaction problems but the current state of effort
in resolving their highly coupled interactions is still far from satisfactory. It remains
in a stage in which the coupled interaction between any two dynamics (e.g. fluid
and structure) are calculated and the solution thus obtained is used to deduce the
remaining dynamical process as an effect. In some situations, such effect may be fed
back to significantly modify the interactions creating it but the determination of this
feed-back process is always lacking. Furthermore, the current approaches usually
involve the use of three different solvers for each dynamics. Pairwise dynamical
coupling relies on extensive data exchange of three data sets for the calculation of
complete interaction. That way would inevitably lead to prohibitively high demands
in computational resources, high programming difficulties as well as severe
numerical errors arising from data extrapolation involved during the exchanges.

In this light, the goal of the present study is to develop a simple yet accurate
numerical methodology that fully accounts for the nonlinear fluid-acoustics-struc-
ture interaction encountered in real applications. The development takes the view
that typically a fluid-acoustics-structure interaction problem occurs within a domain
composed of a compressible fluid and a flexible structure. It is logical to take an
approach that calculates the fluid dynamical processes entirely (i.e. fluid dynamics
and acoustics) as well as the structural dynamics, and then resolves their coupled
interaction. It is more appropriate to describe the fluid-acoustics-structure interac-
tion problem as a aeroacoustic-structural interaction problem. Here we report the
formulation of the numerical methodology and demonstrate its capability by
solving the aeroacoustic-structural response of a canonical problem that involves an
excited panel in a duct carrying a flow.

2 Problem of Interest

Recently Huang [12] has proposed a concept for low-frequency duct noise control
making use of a finite length tensioned flexible panel flush-mounted in an infinite
rigid flow duct (Fig. 1). When a plane acoustic wave is propagating through the
duct, the panel responds to vibrate and the local distension in the vicinity of the
panel thus created renders a local wave propagation speed far less than its isentropic
value. The mismatch in the wave speed there leads to reflection and scattering of
acoustic wave at the edges of the panel. The extent of reflection and scattering
depends on the acoustic-structural interaction occurring with the vibrating panel
which eventually results in creates passbands and stopbands for the acoustic
transmission.

We select the cases Huang [12] attempted for the demonstration of the developed
numerical methodology. He presented a detailed linear analysis in frequency domain
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on how various panel parameters (e.g. length, stiffness, structural damping, etc.)
influence the acoustic-structural interaction and subsequent transmission loss in the
absence of mean flow. His results of the analysis are complete and provide a set of
good reference for validating and verifying of the calculation. It is worthwhile to
note that Huang and his co-workers [12, 13] have later extended the concept to
develop the so-called drum-like silencer configuration by appending a side-branch
cavity to the flexible panel. The fluid inside cavity provides additional elastic stiff-
ness to the vibrating panel. In the present paper, the duct side-branch is excluded.

3 Formulation of Numerical Methodology

Schäfer et al. [21] calculated the acoustic field generated from the interaction of a
thin flexible panel with a turbulent flow in a semi-open domain in time-domain.
They first solved the fluid-structure interaction by coupling, through a parallel data-
exchange interface, the solutions obtained from an finite-volume incompressible
large-eddy simulation (LES) flow solver and an finite-element structural mechanics
solver. Then they summed up the acoustic waves generated respectively from the
unsteady flow solution and the panel structural solution using an finite-element
acoustic solver. The total acoustic wave is allowed to propagate freely away from
the panel. The effect of acoustic wave on the fluid-structure interaction is essentially
excluded in the calculation. Such kind of hybrid approach is not appropriate for the
present problem of interest. It is because in a flow duct the generated acoustic
waves are reflected by the duct walls and mixed with the flow fluctuations. The
overall fluctuations may propagate back to the source region and alter the unsteady

Fig. 1 Schematic configuration of the problem
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flow dynamics and the panel structural vibration there. On the other hand, coupling
approach described in [21] involves three channels for data exchange with three
solvers. It involves many extrapolations of flow and panel vibration data which
inevitably leads to substantial loss of useful dynamic data especially those with
high-frequencies. Considering all these weaknesses of the hybrid approach, it is
proposed to adopt a formulation which tries to maintain the accuracy of individual
solvers yet keep the number of data exchange during coupling to minimal.

In order to obtain accurate time-domain solution of the aeroacoustic-structural
response of the in-duct flexible panel exposed to flow and acoustic wave, there are
three key elements in the numerical methodology. They are (i) the modeling of
aeroacoustics of the fluid, (ii) the prediction of the dynamic response of the panel,
and (iii) correct coupling strategy for the nonlinear interplay between the fluid
aeroacoustics and panel structural dynamics. All of these elements must be included
in the formulation of the numerical solver and each one of them must be selected
according to the specific configuration considered.

3.1 Aeroacoustic Model

Acoustic motion is just a kind of unsteady flow motions that a fluid medium
supports [7]. It is logical to adopt a numerical model for the fluid medium which
allows simultaneous calculation of both the acoustic field and the unsteady flow
generating it. Otherwise, the inherent nonlinear interaction between these two fields
cannot be properly accounted for in the calculation. This capability is particularly
important in calculating the present aeroacoustic problem because the acoustic
fluctuations experience multiple reflections and scattering inside the duct which
may propagate back and alter the unsteady flow dynamics and the panel structural
vibration there. This capability is completely missing in the hybrid aeroacoustic
models in which the flow solution is used to drive the acoustic field. As such, we
adopt an aeroacoustic model based on direct aeroacoustic simulation (DAS)
approach [17, 18] in the present study.

The aeroacoustic problem is governed by the two-dimensional compressible
Navier-Stokes equations together with ideal gas law for calorically perfect gas. The
normalized Navier-Stokes equations without source can be written in the strong
conservation form as,

oU
ot

þ o F� Fvð Þ
ox

þ o G� Gvð Þ
oy

¼ 0; ð1Þ
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U ¼

q

qu

qv

qE

2
6664

3
7775; F ¼

qu

qu2 þ p

quv

ðqE þ pÞu

2
6664

3
7775; G ¼

qv

quv

qv2 þ p

ðqE þ pÞv

2
6664

3
7775;

Fv ¼ 1
Re

0

sxx
sxy
sxxuþ sxyv� qx

2
6664

3
7775; Gv ¼ 1

Re

0

sxy
syy
sxyuþ syyv� qy

2
6664

3
7775;

ρ is the density of fluid, u and v are the velocities in x and y direction respectively,
t is the time, normal and shear stress sxx ¼ ð2=3Þl 2ou=ox� ov=oyð Þ; sxy ¼ l 2oð
u=oyþ ov=oxÞ; syy ¼ ð2=3Þl 2ov=oy� ou=oxð Þ, total energy E ¼ p=qðc� 1Þ
þðu2 þ v2Þ=2, pressure p ¼ qT=cM2, heat flux qx ¼ l=ðc� 1ÞPrM2½ � oT=oxð Þ
qy ¼ l=ðc� 1ÞPrM2½ � oT=oyð Þ, the specific heat ratio c ¼ 1:4, Mach number M ¼
û0=ĉ0 where û0 is the duct mean flow velocity, ĉ0 ¼

ffiffiffiffiffiffiffiffiffiffi
cR̂T̂0

p
, the specific gas

constant for air R̂ ¼ 287:058J=ðkg � KÞ, Reynolds number Re ¼ q̂0ĉ0L̂p=l̂0, and
Prandtl number Pr ¼ ĉp;0l̂0=k̂0 ¼ 0:71.

The DAS solver must be able to accurately calculate the acoustic and flow
fluctuations, which exhibit large disparity in their energy and length scales. This
poses a strict requirement to the solver of being low dissipation and highly accurate.
Conventionally, high order explicit finite difference schemes such as Bogey [2] are
adopted in DAS. Recently, the conservation element and solution element (CE/SE)
method [5] has been proven to be a viable alternative [18]. This numerical scheme
takes an entirely different approach and concept from conventional schemes (e.g.,
finite-difference). Its numerical framework relies solely on strict conservation of
physical laws and emphasis on the unified treatment in both space and time. Lam
et al. [18] showed that CE/SE method is capable of resolving the low Mach number
interactions between the unsteady flow and acoustic field accurately by calculating
the benchmark aeroacoustic problems with increasing complexity. Therefore, the
CE/SE based the DAS solver is adopted as the aeroacoustic model in the present
study. In this paper, the formulation of the CE/SE method is not given. Its details
can be referred to the works of Lam [16].

3.2 Structural Dynamic Model

The dynamic response of the flexible panel can be modeled with the nonlinear Von
Karman’s theory for isotropic rectangular elastic plate on Kelvin foundation. The
panel is assumed to be of uniform small thickness hp and initially flat. In the theory
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the normal displacements of the vibrating panel can reach the order of hp but the
tangential displacements can still be assumed to be negligibly small. Using the same
set of reference parameters adopted in the aeroacoustic model, the normalized
governing equation for panel displacement w ¼ ŵ=L̂p ¼ wðx; zÞ, where z is the
direction pointing out of paper in Fig. 1, can be written as,

Dr4w�L Tx; Ty; Txy;w
� �þ qphp

o2w
ot2

þ C
ow
ot

þ Kw ¼ pex; ð2Þ

where L Tx; Ty; Txy;w
� � ¼ Tx½o2w=ox2� þ Ty½o2w=oy2� � 2Txy½o2w=ðoxoyÞ�; D ¼

D̂L̂4p=ðq̂0û20Þ is the flexural rigidity of panel, qp ¼ q̂p=q̂0 is the density of panel,

hp ¼ ĥp=L̂p is thickness of panel, C ¼ Ĉ=ðq̂0ĉ0Þ is the structural damping coeffi-
cient, Kp ¼ K̂pL̂p=ðq̂0ĉ0Þ is the stiffness of foundation, pex ¼ p̂ex=ðq̂0ĉ20Þ is the net
pressure exerted on the panel surface, Tx ¼ T̂x=ðq̂0ĉ20L̂pÞ; Ty ¼ T̂y=ðq̂0ĉ20L̂pÞ and
Txy ¼ T̂xy=ðq̂0ĉ20L̂pÞ are the axial stress resultants, and r4 ¼ o4=ox4 þ
2 o4= ox2oy2ð Þ� �þ o4=oy4 is the biharmonic operator.

In his analysis [12], Huang used a membrane model for the structural dynamics
of the flexible panel. In order to ensure a consistent comparison with his analytical
results, we need to simplify Eq. (2) for the calculation. A membrane can be con-
sidered as a very thin (with thickness/span <1/50) elastic panel with no appreciable
flexural resistance so D = 0. The panel exterior is freely exposed to ambient air so
K = 0. It is further assumed that in-plane shear stress can be ignored because the
sideways motion at every point on the membrane is negligible. Consequently the
tension is effectively uniform across the panel thickness. With all these assumptions
made, the membrane model can describe the thin panel dynamics with small dis-
placements (i.e. ŵ=ĥp � 0:2) [4, 20, 23]. For the present study, we further assume
no variations of the panel dynamics in z-direction so that the panel behaves more or
less a quasi one-dimensional flexible beam along x-direction. Therefore,
w ¼ wðxÞ; L Tx; Ty; Txy;w

� � ¼ L Tx;wð Þ ¼ Tx½o2w=ox2�, and the panel structural
dynamic equation to be solved becomes

qphp
o2w
ot2

þ C
ow
ot

� Tx
o2w
ox2

¼ pex: ð3Þ

Note that in this equation the net external pressure should be interpreted as pressure
difference across the panel, i.e. pex ¼ p0 � p (Fig. 1).

The panel dynamic equation is solved using the standard finite-difference pro-
cedures. The panel is initially discretized into a series of connect linear meshes of
size Dx. All panel mesh points are located below the row of CE/SE solution points
just next to boundary of fluid domain (Fig. 2). All spatial derivatives of the panel
displacement are approximated using second-order central differences [11] as
follows,

A Numerical Methodology for Resolving … 327



own;j

ox
¼ wn;j

x ¼ 1
2Dx

wnþ1;j � wn�1;j
� �

; ð4Þ

o2wn;j

ox2
¼ wn;j

xx ¼ 1
Dx2

wnþ1;j � 2wn;j þ wn�1;j� �
; ð5Þ

where the superscripts j and n indicate the j-th time step and n-th panel mesh point
respectively. The second-order spatial derivatives at the two panel edges are given
by w1;j

xx ¼ �4w1;j þ 4
3w

2;j
� �

=Dx2 and wN;j
xx ¼ �4wN;j þ 4

3w
N�1;j

� �
=Dx2. The time

derivatives are calculated using the following approximations, with time step size
Dt,

own;j

ot
¼ _wn;j ¼ 1

2Dt
wn;jþ1 � wn;j�1� �

; ð6Þ

o2wn;j

ot2
¼ w

:: n;j ¼ 1
Dt2

wn;jþ1 � 2wn;j þ wn;j�1� �
; ð7Þ

Fig. 2 Meshes at fluid-panel interface. Dashed line undeflected panel position. Square solution
points of boundary cells and ghost cells of CE/SE mesh. Circle panel mesh points
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Substituting all these approximations to Eq. (3), the panel displacement is
approximated as

wn;jþ1 ¼ Cwn;j�1Dt � 2qphp wn;j�1 � 2wn;jð Þ þ 2pDt2 þ 2Txwn;j
xxDt

2

2qphp þ CDt
: ð8Þ

Therefore, after each time step the dynamics of all panel mesh points W ¼
½w; _w;w:: �T are readily available.

3.3 Boundary Condition

The boundary conditions for the duct fluid domain are prescribed as follows. Iso-
thermal condition Tp ¼ T0 is specified on all solid surfaces. Slip boundary condition
is applied to all rigid surfaces. For the fluid boundary in contact with the vibrating
panel, the tangency condition ðv� _wÞ ¼ 0 and the normal pressure gradient con-
dition op=oy ¼ qw

::
are required to satisfy. Pinned conditions are prescribed at both

edges for the flexible panel where the displacement and bending moment are set to
zero, i.e. w1;j ¼ wN;j ¼ w1;j

xx ¼ wN;j
xx ¼ 0.

At each time step the fluid domain is deformed by the calculated panel dis-
placement. Usually remeshing (e.g. in So et al. [22]) is applied to the deformed fluid
domain so as to eliminate any highly strained mesh where the solution is under-
resolved. Otherwise the solution accuracy will be seriously deteriorated. In the
remeshing procedure all mesh points in the fluid domain are updated so heavy
computational resources are required. For the present problem, recognizing the
characteristic feature in CE/SE method on how the flow solution is calculated at
solution points [16] and the fact that panel displacements are very small compared
to panel thickness [12], we can account for the effect of deformation of fluid domain
with a much simpler technique that is derived in the spirit of immersed element
boundary method [9].

A brief of this simplified technique is given here with the help of the description
of the computational domain around a panel mesh point xn illustrated in Fig. 2. In
CE/SE method the solution points are not laid on the physical fluid domain
boundary. The flow conditions at the boundary there are manifested by placing a
mirror ghost cell behind the boundary (e.g. Ag). Appropriate flow variables are then
specified at the ghost cell such that the desired flow conditions at the true panel
position are implicitly given by interpolation with the boundary and ghost cells. For
the rigid duct boundaries, we set the ghost point transverse velocity vg ¼ �vb for
enforcing slip boundary condition. For the vibrating panel surface, we assume that
its displacement is smaller than the offset d of solution point Ab and its velocity in
y-direction vg can be approximated as
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vg ¼ _wn þ dþ wn

d� wn
_wn � vbð Þ: ð9Þ

All the flow variables other than vg in the ghost cell are set according to the slip
boundary condition procedure of Lam et al. [18]. Certainly we need to pay attention
whether our assumption is valid during the course of calculations. For a large
displacement (i.e. w[ d), the tangential panel velocity becomes significant and the
panel vibration starts to exhibit nonlinear behaviors. In this situation a more
elaborated panel structural dynamic model together with a proper remeshing pro-
cedure must be used. In all the calculations reported here we found w=d\68 %
consistently. This observation indicates that our proposed simplified technique
works well for the present problem.

3.4 Fluid-Panel Coupling Scheme

When an unsteady flow and an acoustic wave are passing over the flexible panel,
the flow pressure fluctuations acting on the panel will force to vibrate. The vibrating
panel then modifies the boundary condition of the aeroacoustic flow which has to
change as a consequence. The aeroacoustic field and the panel structural response
are coupled to each other through the tangency boundary condition (effect of
structural response on the unsteady flow) and the normal pressure gradient condi-
tion (effect of flow unsteadiness on the structural response). Both physical condi-
tions respectively ensure the continuity of velocity and momentum at the fluid-
panel interface in the solution of the problem. Therefore, an coupling scheme that
allows seamless coupling of both effects is necessary for the accurate prediction of
the flow-panel interaction involved. In addition to achieving the required numerical
accuracy, we also want a scheme that is efficient and does not invoke too heavy
computational resource requirement for marching the solution. We attempted two
schemes for coupling in the present study.

The first scheme we attempted follows the idea of Jaiman et al. [15] which is
schematically illustrated in Fig. 3. In this scheme, the panel structural dynamic
solution W j�1 available at the end of the ðj� 1Þ-th time step is treated as the
boundary condition of the fluid domain in contact with the panel for the solver of
aeroacoustic model for calculating the new aeroacoustic solution at the j-th time
step, i.e. the Uj. Then the new panel structural response W j is evaluated by solving
Eq. (3) with its forcing term, i.e. pex, constructed from the aeroacoustic solution Uj.
Both Uj and Wj available at the end of the j-th time step are then used as the initial
solutions for the ðjþ 1Þ-th time step and the solution of the problem marches in
time afterwards. As such in each time step the update of the panel structural
response appears to lag that of aeroacoustic solution. This feature leads to the
enforcement of the tangency condition and the normal pressure gradient condition
in a staggered manner. Thus the communication between the two solutions is
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literally one-way so the scheme can be considered to resolve the fluid-panel
interaction in a loose coupling sense. The numerical error arising from the delay
between the updates of aeroacoustic and structural dynamic solutions can be
effectively suppressed with the reduced time step size [15]. Since a small time step
size is always needed for the present explicit CE/SE aeroacoustic solver [18],
especially in the case with a low Mach number flow, the scheme appears to be a
reasonable choice for solving the present problem.

Another more elaborated scheme we attempted for calculating the fluid-panel
coupling follows the idea of Jadic et al. [14] which emphasizes more on the two-
way coupling between the aeroacoustic and structural dynamic solutions (Fig. 4). In
the calculation at the j-th time step, initial solution estimates, Uie and W ie are firstly
evaluated in the same way as described in the loose coupling scheme. The initial
estimates are then put into a predictor-corrector procedure in which the errors in the
satisfaction of both tangency and normal pressure gradient conditions are mini-
mized in an iterative manner. Essentially, an aeroacoustic solution estimate Ukþ1 is
obtained with an predicted boundary condition kWk þ ð1� kÞWk�1, where k is the
relaxation factor [1]. Then the estimated Wkþ1 is obtained with an predicted forcing
from kUkþ1 þ ð1� kÞUk . If the relative errors between the solutions at iterations
k and k þ 1 at all panel mesh points is less than the prescribed precision e, then the
final solutions Uj ¼ Ukþ1 and W j ¼ Wkþ1 are marched forward to next time step;
otherwise the iteration continues until the precision requirement is reached. Since
the effects of aeroacoustics on the panel structural dynamics and its vice versa are
accounted for in the solution in equal footing, the procedure described leads to a
more tightly coupled scheme for resolving the fluid-panel interaction. Nevertheless

Fig. 3 Calculation procedure of the staggered coupling scheme. AAM aeroacoustical model; SDM
structural dynamic model
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Fig. 4 Calculation procedure of the iterative coupling scheme. AAM aeroacoustical model; SDM
structural dynamic model
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the computational resources incurred is heavier. In all the calculations reported in
the later sections, k is set equal to 0.5 whereas the precision requirement e is
prescribed to 10�10. The number of iterations in each time step is around 20.

4 Results and Discussions

Although the numerical methodology developed aims to resolve the nonlinear
aeroacoustic-structural interaction between a flexible panel and an incident acoustic
wave in the presence of flow, it would be informative to assess how accurate the
developed methodology resolves the acoustic-structural response of the panel
without flow first. We then proceed to include uniform flows for the study of its
capability of resolving the aeroacoustic-structural interaction. We use the same
physical parameters as in Huang [12]: duct width ĥ ¼ 100mm, panel length L̂p can
be changed, density of panel q̂p ¼ 1000 kg/m3 (close to rubber), thickness of panel

ĥp ¼ 0:05mm, tensile force T̂x ¼ 58:0601N/m and frequency of incident wave
f̂ ¼ 340Hz.

The present computational domain for Huang’s problem is detailed in Fig. 1. In
solving the problem, we normalize all the flow and structural variables with the
reference parameters, namely, length = panel length L̂p, velocity ¼ ĉ0 ¼ 340m/s,
time t̂0 ¼ L̂p=ĉ0, density ¼ q̂0 ¼ 1:225 kg/m3, and pressure q̂0ĉ

2
0. Here the variables

with a caret “^” denote the quantities with dimensions and subscript “0” means the
fluid property in stationary ambient. The duct sections upstream and downstream of
the flexible panel is set 36 times of the panel length for ensuring sufficient space for
the generated acoustic wave to propagate. In order to avoid the contamination of
any erroneous waves reflected from the physical duct inlet and outlet, numerical
anechoic termination (D0 in Fig. 1) proposed by Lam et al. [17] is attached to the
inlet and outlet. It acts to absorb leaving acoustic waves scattered from the vibrating
panel. The chosen physical parameter gives Re ¼ 1012. Thus the fluid viscosity
effect is effectively suppressed and the flow in the calculation is essentially inviscid.

Different meshing on the fluid domain and the panel was attempted for con-
vergence study of the proposed methodology. The mesh used in the calculations for
the forthcoming discussions is the largest one that exhibits convergent results. It is
defined as follows. The panel mesh size is set to Dx ¼ 0:002 uniformly. The fluid
region above the panel follows the same mesh size along x-direction. The mesh size
is smoothly increased to Dx ¼ 0:05 from the panel edges to the duct interior
upstream and downstream of the panel over approximately a panel length beyond
which Dx remains constant on going towards the duct inlet and outlet. A uniform
mesh distribution Dy ¼ H=50 is taken along y-direction in all cases.
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4.1 Acoustic-Structural Response

As mentioned earlier, the acoustically excited vibration of the flexible panel is able to
reflect and scatter the incident acoustic waves. As a result the pressure of the acoustic
wave propagating to duct section downstream of the panel is reduced. The reduction
of the acoustic pressure is described by the transmission loss TL defined as

TL ¼ 20 log10
ðpdownstreamÞrms
ðpincidentÞrms

� �
; ð10Þ

where subscript rms means the root-mean-squared value. We calculate the TL with
different panel lengths Lp=H ¼ 4:3; 6 and 8 using both staggered and iterative
fluid-panel coupling schemes. No structural damping is assumed. Since the panel
length is chosen as the reference length, here we calculate the effects of Lp=H
variation through modifying the value of duct width H. This is different from the
notation adopted in the theory where H is fixed but Lp varies. A comparison of the
numerical TL with the corresponding theoretical values is given in Table 1. The
difference DTL ¼ TLnumerical � TLtheoretical is also provided. In general DTL reduces
as Lp=H increases. The iterative fluid-panel coupling scheme appears to perform
better than the staggered scheme for all cases attempted. The difference in the
numerical result is particularly pronounced for a short panel (Lp=H ¼ 4:3) where
the DTL ¼ 2:2 db for staggered scheme but DTL ¼ 0:9 db for the iterative scheme.
All these observations reveal that the iterative coupling scheme is more superior in
capturing the fluid-panel interaction. Furthermore a careful check shows that
additional time spent in iterative scheme takes approximately 30 % of that used in
the staggered scheme. Having compared with the pros and cons of the scheme, we
decide to employ the iterative scheme for all subsequent calculations.

A more elaborated assessment of the numerical methodology with iterative
scheme is illustrated in Fig. 5. In this figure the numerical results with panel
structural damping are also included. In Huang’s frequency-domain analysis [12],
the damping coefficient taken for the n-th structural vibration mode is estimated as

C ¼ nqphp�C

Lp

ffiffiffiffiffiffiffiffiffi
Tx
qphp

s
; ð11Þ

Table 1 Transmission loss TL at various Lp=H

Lp=H

4.3 6 8

Theoretical results 2.1 2.1 15.0

Staggered scheme 4.4 (2.2) 1.1 (−1.0) 14.2 (−0.8)

Iterative scheme 3.0 (0.9) 1.3 (−0.8) 14.7 (−0.3)
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where n is the mode number and �C is a function of material property. For the
present time domain analysis, we choose n corresponding to the dominant mode of
vibration of undamped panel vibration and �C ¼ 0:2. A summary of the DTL in the
figure shows that the largest deviation observed is less than 1 db. It indicates that
the present numerical solver is able to capture the acoustic-structural interaction
accurately.

We can better understand the mechanism of transmission loss through the study
of the temporal evolution of the acoustic pressure fluctuations. Take the time-
stationary solution for the case with Lp=H ¼ 3:2 as an example which gives high
TL ¼ 20:9 in undamped case. Figure 6 illustrates the snapshots of acoustic pressure
fluctuations within one period of the acoustic excitation. Figure 6a shows the total
acoustic pressure fluctuations p0. Strong acoustic-structural interaction is evident
around in the vicinity of the vibrating panel. Figure 6b shows the propagation of
pressure fluctuations p0incident of the incident wave when the flexible panel is absent.

In response to the incident excitation the flexible panel re-radiates an acoustic
wave p0re�radiated ¼ p0 � p0incident to both upstream and downstream directions.

Fig. 5 Variation of transmission loss TL with panel length Lp=H. Line theoretical result with
undamped panel [12]; dashed line theoretical result with damped panel; circle numerical result
with undamped panel; cross numerical result with damped panel. The table shows DTL at all cases
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Upstream of the panel, the re-radiated wave interferes constructively with the
incident wave which results in a strong standing wave is created in duct section
upstream of the panel (Fig. 6a). Downstream of the panel, the re-radiated wave and
the incident wave maintains almost out-of-phase so an effective cancellation is
resulted (Fig. 7). This explains why only a weak resultant acoustic wave can be
observed in the duct downstream (Fig. 6a) and high TL prevails in this case.

The calculated panel structural response for Lp=H ¼ 5 and C ¼ 0 is illustrated in
Fig. 8. In Fig. 8a the panel velocity distribution is obtained from taking the mean
value over one forcing period. In Fig. 8b the modal amplitudes are obtained from
performing a spatial fast Fourier transform on the panel velocity. Both figures are
normalized by the strongest observed value x ¼ �0:41. Evidently that the
numerical panel responses agree well with the theoretical prediction. The panel
vibration is dominated by in a narrowband with the 12-th axial mode as the peak
(Fig. 8a). Consequently 12 vibration peaks are evident along the panel (Fig. 8b)
where the strongest vibration occurs at the second peak close the leading edge
of the panel. From a closer look in the same figure we can see that the present

Fig. 6 Snapshots of acoustic pressure fluctuations in one period of incident excitation ðLp=H ¼
3:2Þ: t0 is beginning moment. T is the period of the incident wave. a Total acoustic pressure p′,
b incident acoustic wave p0incident, c re-radiated wave p0re�radiated
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time-domain calculation succeeds to calculate all the peaks but the linear frequency-
domain theory fails to predict the first peak at x ¼ �0:48, which is in fact very
weak. This observation reveals that the strong ability of the present numerical
methodology in capturing the nonlinearity of the fluid-panel interaction no matter
how weak they are. The panel structural responses of cases with strong (TL ¼ 20:8)
and with weak transmission loss TL ¼ 3:0ð Þ are compared in Fig. 9. They occur
with Lp=H ¼ 3:2 and Lp=H ¼ 4:3 respectively. Again structural damping is not
included in the calculations. There is a distinct difference observed. In high TL case
the dominant vibration mainly occurs in a narrowband of vibration modes (the 6-th
to the 8-th modes) in the present. Same observation prevails in the case with
Lp=H ¼ 5. However, in low TL case, the panel vibration is dominated by a single
peak (the 10-th mode). These observations suggest that as the modal content of the

Fig. 7 Variation of the phase difference of between incident wave and re-radiated wave along the
duct ðLp=H ¼ 3:2Þ

Fig. 8 Panel structural response of case ðLp=H ¼ 5Þ. a Panel modal vibrating velocity amplitude.
Circle theoretical result; cross numerical result. b Panel vibrating velocity amplitude along the
panel. Line theoretical result; dashed line numerical result

A Numerical Methodology for Resolving … 337



vibrating panel gets richer, the associated distension created by the fluid-panel
interaction becomes richer and more prominent. That will increase the mismatch of
the phases between the vibrating panel and the incident acoustic wave and lead to a
more severe change in the impedance above the panel. Consequently more
acoustical energy can be reflected so the TL becomes high. On the other hand, as
there is only a single mode prevailing the in the panel vibration, the associated
change in the impedance will be much limited. Only a very limited amount of
reflection is possible so the TL becomes very small.

4.2 Aeroacoustic-Structural Response

To demonstrate the ability of the proposed methodology to capture full aeroacou-
stic-structure interaction of the panel, we select the panel with Lp=H ¼ 3:2 and
C ¼ 0 and impose an uniform mean flow with velocity û0 in the same direction of
the incident acoustic wave in the duct. The Mach numbers attempted are M ¼ 0:1,
0.5 and 0.8. The transmission loss calculated is illustrated in Fig. 10. In general, the
mean flow acts to suppress the transmission loss of the flexible panel. The reduction
of transmission loss gives a nonlinear trend with the mean flow velocity.

Fig. 9 Structural responses with high and low TL. Left column panel modal velocity amplitude;
right column modal velocity along the panel
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Figure 11 shows the modal distribution of the panel vibration at all values of M
attempted. In the absence of the mean flow (i.e. M = 0), the panel vibration lies
within a narrowband of axial mode number (Fig. 11a). WhenM is increased slightly
to 0.1, broadening of the bandwidth is observed and the modal amplitudes reduce.
Such change in the panel vibration, however, results in a significant reduction of 9
db in the transmission loss. When M is increased further to 0.5, the modal distri-
bution changes from a unimodal one to a bimodal one with the stronger vibration
prevailing at lower mode number. The separation and the amplitude difference
between the two arms of bimodal distribution increases at a higher M = 0.8. In order
to get a clearer picture of the changes mentioned, it would be informative to observe
the panel flexural wave behaviours closely. Figure 12 shows the snapshots of panel
displacements. It is interesting to observe that at this Mach number the two modal

Fig. 10 Variation of TL with
mean flow Mach number for
undamped panel
ðLp=H ¼ 3:2Þ

Fig. 11 Panel vibration with
Lp=H ¼ 3:2. a Modal
velocity along the panel,
circle, M = 0; diamond,
M = 0.1; square, M = 0.5;
cross,M = 0.8. bModal peaks
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peaks observed in Fig. 11 in fact correspond to two flexural waves. The longer
wavelength one (at the second mode) is propagating along the incident wave
direction. On the contrary the shorter wavelength one (at the 12-th mode) is
propagating opposite to the incident wave direction. Certainly these two kinds of
flexural wave propagation will create two different kinds of fluid-panel interactions
but their overall effect is counterproductive. This phenomenon has never been
observed before, so a more detailed analysis is needed.

5 Concluding Remarks

We have presented the development of a numerical methodology for the time-
domain prediction of aeroacoustic-structural response of a flexible panel exposed to
an incident acoustic wave in a flow duct. The methodology aims to correctly resolve
the nonlinear coupling of the acoustics, fluid dynamics as well as structural
dynamics simultaneously. Previous numerical attempts have relied on the approach
in which the physical processes are individually solved and their solutions are
communicated through three numerical interfaces for resolving the overall inter-
action. That way would lead to an increase in the errors in resolving the coupling
due to frequent extrapolation of solutions from one dynamics solver to another.
Such errors may be effectively reduced at the expense of prohibitively large demand
in the computational resources. In the present approach, we solve the entire
problems with solvers in two domains, namely the fluid domain and the flexible
panel, with a single coupling procedure. In the fluid domain, we adopt a numerical
solver based on the direct aeroacoustic simulation (DAS) approach which has been
proven to be able to accurately solve the scale-disparate fluid dynamics and
acoustics, as well as their interactions, simultaneously. We solve the structural
dynamics of the flexible panel using a standard finite-difference scheme. Both
staggered and iterative procedures are evaluated for coupling the aeroacoustic and
structural solutions for resolving the fluid-panel interaction. We first calculate the
acoustic-structural responses of a flexible panels with different length in the absence
of flow and compared the numerical results with the predictions with existing

Fig. 12 Snapshots of panel
vibration with Lp=H ¼ 3:2
and M ¼ 0:5
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theory. The numerical results are consistent with the theory. The maximum error in
the calculation transmission loss is less than 1 db. This shows that the present
numerical methodology is able to capture all the key acoustic and structural
dynamic processes arising from the interaction. The comparison also shows that the
iterative procedure gives much less error with a mild increase in the computational
resources. We then include uniform mean flows of different Mach numbers into the
problem. The numerical results show that the presence of mean flow changes the
acoustic and panel structural responses entirely. The responses are completely
different from those in no flow case. Consequently the transmission loss decreases
rapidly with an increasing flow velocity. All the observations highlight the mean
flow plays an important role in determining the nonlinear aeroacoustic-structural
interaction.
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Calculating Structural Vibration
and Stress from Turbulent
Flow Induced Forces

Stephen A. Hambric, Matthew Shaw, Robert L. Campbell
and Stephen C. Conlon

Abstract This paper summarizes computational procedures for assessing structural
vibration and stress induced by turbulent flow excitation. The overall process is
described, including commonly used empirical models for wall pressure fluctua-
tions from turbulent boundary layers, impinging jets, and separated flows. A tutorial
on how to assess potential structural damage caused by excessive tensile/com-
pressive loading is given, including how to account for combined mean and cyclic
stresses. An example of a beam driven by a turbulent shear layer emanating from a
nozzle is given, showing calculations made in the time and frequency domains.

1 Introduction

Fluctuating pressures in high-speed complex fluid flow can excite structures into
vibration so severe that fatigue cracking or material yielding can occur [13, 18, 19].
In 2011, a panel on the top of a Boeing 737 fuselage failed during flight (see Fig. 1),
causing the grounding of several planes until the cause of the failure, fatigue
cracking in the Aluminum underskin of the panel joints, was determined and
corrected. In 2004, large sections of metal separated from steam dryers in two
boiling water reactors [11]. The cause was acoustically induced fatigue cracking
and eventual crack propagation and failure. Although these sorts of flow-induced
stress failures occur periodically in many industries, most of the open literature
focuses on the forcing functions and/or vibration and noise, but does not often
address alternating stresses and fatigue failure. This paper summarizes the overall
flow-induced stress analysis process, and provides a brief tutorial on methods for
assessing the likelihood of structural failure. Additional references are provided
which include more detail.
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Analyzing the fluctuating stresses within flow-excited structures requires several
steps, each of which must be executed with great care to ensure accurate calcula-
tions. They are:

1. determining the mean and fluctuating surface pressure distribution beneath the
fluid flow field;

2. mapping the pressures onto a vibro-acoustic model of the underlying structure;
3. computing the structural vibration response, along with the strain and stress

response, and
4. analyzing the stress results to determine if yielding or fatigue failure might

occur.

In this paper, we survey some of the computational techniques used to perform
these analyses.

2 Fluctuating Pressures

There are many examples of turbulent fluid flows which can cause excessive
vibration and stress in structures, including:

Fig. 1 Photographs of
Boeing 737 fatigue failure in
2011 (from public news
reports)
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• high speed, but subsonic turbulent boundary layer (TBL) flow over aircraft;
• separated and reattached flow over launch vehicles ascending into orbit;
• jet discharge flow impinging on runways beneath STOVL aircraft; and
• flow instabilities caused by vortices shed from structures, like turbomachinery

blades.

These and other complex flow fields are often extremely difficult to characterize
quantitatively, comprised of partially correlated random velocity events over space
and time. Measurements are usually limited to a fixed number of sensors which are
insufficient to fully define the pressure amplitudes and correlation distributions.
However, for some of the more simplified flows, like TBLs over large structures,
empirical models have been developed to approximate the important features of the
pressure fluctuations [12]. In cases like these, a stationary ergodic wall pressure
signal is common, and frequency-domain representations may be applied to the
driven structures, with averaged spectral response may be computed. For the more
complex flows with less available data, Computational Fluid Dynamics (CFD)
time-accurate modeling is often attempted to estimate the loading, supported by
limited experimental validation data. Figure 2 is an example of a flow field at an
instant in time computed using CFD Large Eddy Simulation (LES) methods. The
velocity fluctuations become more pronounced as the flow progresses downstream.
Turbulent eddies pulsate and collide with each other, with the pressure disturbances
propagating eventually to the underlying wall surface.

Relative to unsteady forcing function modelling, TBL flow is perhaps the best
understood of all turbulent flows. Flow attached to a surface becomes turbulent
above a critical speed U, usually nondimensionalized against size D and viscosity ν
as a Reynolds Number (UD/ν). When this happens, the flow cannot sustain the
velocity gradients in the boundary layer profile and turbulent eddies form. The
eddies don’t last long, dissipating into smaller and smaller eddies until their energy
is eventually dissipated by viscous effects. As they propagate and pulsate, however,

Fig. 2 Example of flow field
over a curved surface (flow
moves from left to right) at an
instant in time computed
using CFD LES
methodology, courtesy of
ARL/Penn State
Computational Mechanics
Division
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they generate pressure fluctuations on the underlying surface. The net pressure
fluctuations are a superposition of the pulsations from all of the eddies passing by
above the surface.

Since the turbulent eddies are short lived events, the distribution of pressure
fluctuations over the surface is only partially correlated, both over space and time.
Many investigators have measured these pressures, in the form of amplitudes,
spatial and time correlation, and effective convection velocity. A recent set of
measurements on an operating small aircraft provides new insights into these
quantities [16]. The convection velocity varies with frequency and separation dis-
tance, since different eddy sizes dominate the wall pressures at different frequencies.

Although TBL pressure fields are extremely complicated, their frequency spectra
may be approximated with empirical models. Many models have been suggested
[12], and usually subdivide the wall pressures into autospectrum and cross-spec-
trum components. The autospectrum, not surprisingly, is proportional to flow speed
and fluid density. An RMS wall pressure is estimated (proportional to Q = ½ρU2),
and the energy is distributed over frequency according to an empirically assumed
distribution. For example, TBL flow RMS wall pressures typically vary from 0.005
to 0.02Q, whereas separated and reattached flow wall pressures are much higher,
about 0.1Q. The cross-spectrum depends on the effective convection velocity, and
empirically determined decay coefficients which represent the spatial breadths of
the wall pressure correlations. The models are all effectively curve fits to measured
data, and are routinely used in TBL-induced vibration and noise studies.

Although TBL flow is often investigated in the literature, it is actually quite
benign when compared to other more powerful excitation types. In particular, the
TBL literature almost always assumes the wall pressure statistics are homogenous
(invariant of position), and the static pressure is constant. In many cases, such as
flow over airfoil noses, the flow is affected by a static pressure gradient, which
distorts the shape of the boundary layer. This distortion affects the production of
turbulent eddies, and their shapes and propagation speeds and directions. Adverse
pressure gradients lead to stronger large turbulent eddies, and increased low fre-
quency wall pressure spectra [17].

Even stronger wall pressures are caused by flow separated from a body which
reattaches farther downstream. The separated flow contains large, highly energetic
vortices which impinge on the reattached region strongly, leading to very high low
frequency excitation. The impinging pressures are also more highly correlated over
space, which also increases effective structural excitation [6].

Jets emanating from nozzles can generate strong pressure pulsations on down-
stream surfaces. Impinging jets [1], like those discharging from Vertical Take Off
and Landing (VTOL) aircraft and striking runways, have been known to cause
significant structural damage. Measurements of the pressure spectra, as well as the
spatial correlations of the wall pressures [21] are available, and empirical models
have been suggested to simulate them [9]. Jets also generate strong wall pressures
when propagating or ‘washing’ over a surface. Measurements show a complex
variation in wall pressures and surface correlations with jet speed variation [5].
When the jets become supersonic, shock cells form in the flow, further complicating
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the quantification of wall pressures as turbulent eddies are scattered when interacting
with the sudden impedance discontinuities near the shock cells.

While empirical models are often used to simulate the surface loading caused by
these and other turbulent flow sources, time-accurate CFD techniques like LES are
being used more frequently to model more complex flows not well suited to sim-
plified models. Massively parallel computer clusters allow model sizes previously
unimaginable to be analyzed at Reynolds Numbers of practical interest and over
time spans sufficiently long to compute reasonably accurate wall pressure statistics.
When time-accurate CFD solutions are available, the entire surface pressure field
may be stored and applied to a structural model, either in the native time domain, or
transformed into the frequency domain.

3 Mapping Pressures to Structural Models

While it may seem trivial to apply computed pressure loads to structural models,
this step is often prone to errors. Of course, empirical models may be easily
exercised to generate wall pressures and cross-correlations over any grid of points.
However, computational flow models nearly always use different spatial discreti-
zation resolution than structural models. Careful planning is therefore required to
ensure a common subset of mesh points is used for both the fluid and structural
models. If common points are not used, the pressure field must be interpolated onto
the different discretization in the structural model. Interpolation must be performed
with great care to avoid adding bias errors to the final structural loading. Finally,
CFD models are usually exercised at much smaller time steps than are required for a
structural vibration analysis. The finer time step resolution is required to ensure
converged flow solutions. Resampling the pressure time histories with a larger time
step will reduce structural analysis computational times considerably.

4 Computing Structural Vibration and Stress Response

The most common approach used to analyze the vibrations of structures excited by
time-varying pressure fluctuations is modal expansion [4, 10]. The response is
modeled as a series summation of modal amplitudes, where each mode responds
differently to the pressure field. A given modal response, often referred to as a joint
acceptance [22], is simply the integrated product of the pressure distribution and a
given mode shape. The more closely the pressure distribution and mode shape
aligns, the higher the modal response.

The modal responses and resulting vibrations may be computed in either the
time or frequency domains. However, frequency domain calculations require the
pressure loading to be stationary and ergodic to compute meaningful response
spectra. For pressure fields influenced by sporadic, non-stationary events, a time-
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domain calculation may be required to ensure that peak loading and response is
accurately captured.

For stiff, lightweight structures or structures immersed in water, acoustic models
of the radiation resistance of any internal or external fluid must be applied to the
structural surface. The resistance adds significant damping to the structural vibra-
tions at and around the acoustic coincidence frequencies. Reactances can also be
important, adding stiffness or mass to lightweight structures, shifting resonance
frequencies. Boundary element modeling is commonly used to compute these
resistances and reactances.

Stresses may be calculated by post-processing the vibration fields, taking spatial
derivatives to compute strains, which are then combined with stress-strain material
relationships to compute stress tensors. The derivatives, however, are often inac-
curate for regions with strong spatial gradients. A more accurate approach is to pre-
compute converged stress ‘mode shapes’, which may be combined with the modal
amplitudes to compute stresses. Both static and alternating stresses are required to
assess whether a structure may fail.

An example of a flow-excited structural stress response calculation is given here.
Consider a beam downstream of a nozzle, as shown in Fig. 3. High internal pressure
drives air flow out of the nozzle. A turbulent shear layer forms on the outer surface
of the nozzle, and propagates downstream, expanding and diffusing. As the tur-
bulence propagates, velocity fluctuations combine to generate impinging pressures
on the beam surface. The beam, constrained on its ends with simple supports, has
the following dimensions and material properties:

Length 1.103 m

Cross-sectional area 4e−4 m2

Density 2,700 kg/m3

Young’s modulus 70 GPa

Loss factor 0.01

The turbulent shear layer is computed using an inviscid Large Eddy Simulation
(LES) CFD computer program. The simulation generated 0.4 s of results with a

p(t)

h(t)

d U

x

L

Fig. 3 Turbulent nozzle discharge flow with wall pressure fluctuations applied to beam surface
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“sample rate” of 5,000 Hz. Figure 4 shows the wall surface pressure variation with
time. The propagating shear layer is clearly visible in the contours, which show an
alternating wave convecting downstream. The total pressure (mean + alternating) is
always positive, indicating a static component that pushes downward on the beam.
The static component is mostly due to atmospheric pressure, and partly to the
steady flow. Figure 5 shows a Fourier Transform of the wall pressure time histories.
Most of the excitation is at low frequencies, and becomes stronger as the flow
propagates downstream.

Figure 6 shows the first three mode shapes of the beam, which vibrate with the
highest amplitudes. Displacement and stress (stress on the outer beam fibers, with
positive stresses implying tension) are shown. Displacement spectra computed from
both frequency domain and time domain approaches are compared in Fig. 7. The
peak responses match well, particularly for the low order modes. Figure 8 shows the
static beam deflection, and Fig. 9 shows spectra of the tensile stresses computed at
x/L = 0.15.

Fig. 4 Wall pressure
(including atmospheric) as a
function of distance (x-axis)
and time (y-axis). Distance
(x) is normalized by nozzle
height (d)

Fig. 5 Wall pressure as a
function of distance (x-axis)
and frequency (y-axis).
Position is normalized by
nozzle height (d). Frequency
is normalized by nozzle
height (d) and mean flow
velocity (u)
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Fig. 7 Displacement spectra
computed using time- and
frequency-domain methods at
x/L = 0.15. The first three
beam mode orders are
indicated. The lowest peak
below 100 Hz is a tone in the
CFD computed wall pressures

Fig. 6 Fundamental simply
supported beam mode shapes,
displacement (top) and tensile
stresses on outer fibers of
cross section (bottom)

Fig. 8 Mean (static) beam
displacement distribution
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5 Post-processing of Stresses

The resulting stresses, whether computed in the time or frequency domain, are
examined using various techniques to determine the likelihood of failure. It is
important to include both the fluctuating, as well as the static (or mean) components
of the stress in these assessments. Figure 10 shows a notional time history of stress.
The structural material is damaged only when total (mean + time-varying) stress
exceeds its limits. Yielding, which is rare, is more readily assessed. Peak stress is
compared to a material’s yield limit. Fatigue failure, however, is much more dif-
ficult to determine considering the uncertainties involved in the assessment.

There are simple and complicated ways to assess structural fatigue failure. The
simplest is to plot static and alternating stresses on a Goodman diagram [8], as
shown in Fig. 11. In a Goodman diagram, the x-axis represents static stress, with
tensile stresses positive, and compressive stresses negative. Only tensile stresses
can induce cracking, so we only consider the right side of the diagram. The y-axis
represents alternating stress. The ultimate stress limit of the material is plotted on
the static stress axis, and the endurance stress limit (more on this soon) is plotted on

Fig. 9 Tensile stress
spectrum computed at
x/L = 0.15
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Fig. 10 Notional time history of stress which includes a mean (static) component
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Fig. 11 Goodman diagrams based on [8]. Top basic diagram, Middle modified diagram, Bottom
modified diagram including compressive terms
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the alternating stress axis. A straight line connects the two points. Any stress state
inside the lower triangle of the diagram is acceptable for infinite life. Note that the
allowable alternating stress decreases as static stress increases.

A modified Goodman diagram includes the material yield stress limits, plotted as
points on both the static and alternating stress axes. Another straight line joins these
points, forming two new triangles. The one on the upper left represents finite
structural life, where a structure will crack after a certain number of stress cycles.
Finally, the diagram may be extended to the compressive quadrant, but the
endurance limit does not apply for compressive stresses.

To determine fatigue life for a structure, material test data are used. Figure 12
shows an adaptation of a typical design fatigue curve for Austenitic Steels and
Aluminum. Samples of material are tested in a lab, usually with alternating uniaxial
loading applied, until enough material damage accumulates and cracking is
observed. Samples are tested under zero mean load, and also with the presence of
mean stresses, mainly to represent any residual stresses that may be present in a
material that has not been ‘stress-relieved’ (heated and allowed to relax for a set
period of time until all residual stresses are minimized), or for materials which are
welded (where the welding induces residual deformation and stress).

In a fatigue curve, the alternating stress value is usually plotted on the y axis, and
the number of stress cycles plotted on the x axis. For a sinusoidal stress of a given
magnitude, the number of cycles to failure may be either inferred graphically, or
computed using a curve fit to the data. Figure 12 shows a commonly used empirical
model for the low cycle count region of the fatigue curve. At very low cycle counts
(less than about 105) where stresses are high, fatigue is called ‘low cycle’, and
above about 105 cycles, where stresses are lower, ‘high cycle’. Constants for the
magnitude and exponential are determined and fatigue life may be estimated
directly from the formula. Fatigue curves are only the means of many statistical
samples, however, so that the actual number of cycles to failure may be somewhat
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Fig. 12 Approximate fatigue
life curve for austenitic steels,
adapted from [2], and
Aluminum. Note that there is
no upper asymptotic limit for
Aluminum
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lower or higher depending on material quality. Obviously, the higher the alternating
stress, the fewer cycles required to induce cracking. For some materials, like steel,
there is an upper bound, or endurance limit. These materials should never crack if
the alternating stresses are below this limit. For Aluminum, however, there is no
upper endurance limit.

For structures that experience nonzero mean stresses, approximations of the total
effective alternating stress are often made. The simplest model for determining
equivalent completely reversed stress amplitude rar is from Smith-Watson-Topper
[7, 20], where a geometric mean of stress amplitude ra (half of the range between
minimum peak and maximum peak stresses) and peak stress (rmax) is computed:

rar ffi ðrarmaxÞ1=2:

For stresses which include many peak frequencies, like the example in Fig. 9, linear
summations of stress cycles are used to estimate damage. The well-known Palm-
gren Miner linear cumulative damage hypothesis [14, 15] is often used, and sum-
marized in Fig. 13. The hypothesis assumes that all alternating stress amplitudes
contribute equally to cumulative stress, so that:

E½Damage� ¼
X ni

Nfi
¼ n1

Nf1
þ n2
Nf2

þ n3
Nf3

þ � � �

where ni are the number of cycles corresponding to stress amplitude ri and its
respective limit Ni. If the final result is greater than 1, there is more than a 50 %
chance that fatigue cracking will initate.

It is often not straightforward to extract the number of cycles for a given stress
amplitude from a stress time history. The most popular approach is called Rainflow
Analysis, where a time history is post-processed to sort various stress events into a
histogram [3]. The estimated cumulative damage is then based on summing all of
these events and applying them using the Palmgren-Miner rule and a material
fatigue life curve.
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Fig. 13 Palmgren-Miner
linear cumulative damage
hypothesis
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6 Summary and Conclusions

This paper summarizes the full process of computing structural vibrations, stresses,
and potential material damage in flow-excited structures. Methods for estimating
flow-induced surface pressures, analyzing structural response, and post-processing
resulting stress calculations to assess damage probability are discussed. Examples
from the open literature are cited, providing a survey of papers useful to the
community.

The discussion on stress post-processing and damage assessment presents only
the basics of this complex field. There are many more advanced fatigue assessment
approaches available, which address the order of stress events (high amplitude
stress events which occur early during a structure’s life very likely have a larger
impact on damage accumulation than those which occur later in life) and other
complicated effects, such as non-uniaxial stresses in complex structural shapes.
Also, once fatigue cracking initiates, how the crack continues to grow and propa-
gate requires much more complicated analyses. Entire journals are devoted to
fatigue analysis and crack behavior, and the reader is encouraged to pursue these if
a more rigorous fatigue and/or cracking propagation treatment is desired. However,
the bulk of the stress community uses the simple models and rules presented here. If
a structure can be designed conservatively so that cracking never initiates, crack
propagation assessments are, of course, not necessary.
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Appendix
Vortex Shedding from a Two-Dimensional
Hydrofoil at High Reynolds Number

Professor Steven L. Ceccio
Chair, Naval Architecture and Marine Engineering
Mechanical Engineering
University of Michigan
Ann Arbor, Michigan 48109

Abstract Prediction of lifting surface performance (such as lift, drag, vibration, and
hydroacoustic noise) requires an understanding of the separated turbulent flow at
the surface’s trailing edge. In this region, the boundary layers that separate from the
suction and pressure side of the lifting surface may interact to form a structured near
wake composed of vortical structures having a quasi-periodic geometrical
arrangement (a condition commonly called vortex shedding). When it occurs,
this type of structured near wake often leads to unwanted tonal hydroacoustic noise.
However, vortex shedding is difficult to predict, and it does not follow any simple
scaling based on Reynolds number. This presentation describes results from an
experimental effort to identify and measure the major flow features in the near-wake
of a hydrofoil at chord-based Reynolds numbers as high as those of full-scale ship
propellers and heavy lift aircraft wings (*50 million). The experiments were
conducted at the US Navy’s William B. Morgan Large Cavitation Channel with a
two-dimensional, test-section-spanning hydrofoil (2.13 m chord, 3.05 m span,
60 metric tons of lift). Two trailing edge shapes were investigated. Measurements
include hydrofoil vibration, time-averaged and unsteady surface pressures, and
LDV- and PIV—determined flow velocities. When taken together, the measured
results suggest that the relative strength of vortex shedding can be assessed from the
trailing-edge geometry and the time-averaged shear rate in the foil’s boundary
layers at its trailing edge (Figs. A.1 and A.2).
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Fig. A.1 The HIFOIL mounted in the test section of the Large Cavitation Channel (left) and a
schematic of the HIFOIL cross-section (right)

Fig. A.2 Instantaneous contour of normalized instantaneous vorticity fluctuation and vector field
of normalized instantaneous velocity fluctuations in the near wake of the HIFOIL for the baseline
trailing edge at 1.5 m/s (ReC = 4 Million)
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