
 123

LN
BI

P 
19

0

15th International Conference, ICEIS 2013
Angers, France, July 4–7, 2013
Revised Selected Papers

Enterprise
Information Systems

Slimane Hammoudi
José Cordeiro
Leszek A. Maciaszek
Joaquim Filipe (Eds.)



Lecture Notes
in Business Information Processing 190

Series Editors

Wil van der Aalst
Eindhoven Technical University, Eindhoven, The Netherlands

John Mylopoulos
University of Trento, Povo, Italy

Michael Rosemann
Queensland University of Technology, Brisbane, QLD, Australia

Michael J. Shaw
University of Illinois, Urbana-Champaign, IL, USA

Clemens Szyperski
Microsoft Research, Redmond, WA, USA



More information about this series at http://www.springer.com/series/7911

http://www.springer.com/series/7911


Slimane Hammoudi • José Cordeiro
Leszek A. Maciaszek • Joaquim Filipe (Eds.)

Enterprise Information
Systems
15th International Conference, ICEIS 2013
Angers, France, July 4–7, 2013
Revised Selected Papers

123



Editors
Slimane Hammoudi
Groupe ESEO
Angers
France

José Cordeiro
Joaquim Filipe
Polytechnic Institute of Setúbal
Setúbal
Portugal

and

INSTICC
Setúbal
Portugal

Leszek A. Maciaszek
Wroclaw University of Economics
Wroclaw
Poland

and

Macquarie University
Sydney, NSW
Australia

ISSN 1865-1348 ISSN 1865-1356 (electronic)
ISBN 978-3-319-09491-5 ISBN 978-3-319-09492-2 (eBook)
DOI 10.1007/978-3-319-09492-2

Library of Congress Control Number: 2014945219

Springer Cham Heidelberg New York Dordrecht London

� Springer International Publishing Switzerland 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with
reviews or scholarly analysis or material supplied specifically for the purpose of being entered and executed
on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication or
parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location, in its
current version, and permission for use must always be obtained from Springer. Permissions for use may be
obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under
the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The present book includes extended and revised versions of a set of selected papers from
the 15th International Conference on Enterprise Information Systems (ICEIS 2013), held
in Angers, France, during July 4–7, 2013, and co-organized by the ESEO Group. The
conference was sponsored by the Institute for Systems and Technologies of Information,
Control and Communication (INSTICC), held in cooperation with the Association for
Advancement of Artificial Intelligence (AAAI), the IEICE Special Interest Group on
Software Interprise Modelling (SWIM), the ACM Special Interest Group on Manage-
ment Information Systems (SIGMIS), and the ACM Special Interest Group on Computer
Human Interaction and in collaboration with the Informatics Research Center (IRC).

The conference was organized in six simultaneous tracks: Databases and Infor-
mation Systems Integration, Artificial Intelligence and Decision Support Systems,
Information Systems Analysis and Specification, Software Agents and Internet
Computing, Human–Computer Interaction and Enterprise Architecture. The book is
based on the same structure.

ICEIS 2013 received 321 paper submissions from 48 countries in all continents.
From these, after a blind review process, 33 % were published and presented orally,
from which 29 were selected for inclusion in this book, based on the classifications
provided by the Program Committee. The selected papers reflect state-of-art research
work that is often oriented toward real-world applications and highlight the benefits of
information systems and technology for industry and services, thus making a bridge
between the worlds of academia and enterprise. These high-quality standards will be
maintained and reinforced at ICEIS 2014, to be held in Lisbon, Portugal, and in future
editions of this conference.

Furthermore, ICEIS 2013 included four plenary keynote lectures given by Stephen
Mellor (Freeter, UK), Fabien Gandon (Inria, France), Ulrich Frank (University of
Duisburg-Essen, Germany) and Henderik A. Proper (Public Research Centre – Henri
Tudor, Luxembourg). We would like to express our appreciation to all of them and in
particular to those who took the time to contribute with a paper to this book.

On behalf of the conference Organizing Committee, we would like to thank all
participants. First of all the authors, whose quality work is the essence of the con-
ference, and the members of the Program Committee, who helped us with their
expertise and diligence in reviewing the papers. As we all know, producing a con-
ference requires the effort of many individuals. We wish to thank also all the members
of our Organizing Committee, whose work and commitment were invaluable.

December 2013 Slimane Hammoudi
José Cordeiro

Leszek A. Maciaszek
Joaquim Filipe
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Challenges in Bridging Social Semantics
and Formal Semantics on the Web
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Abstract. This paper describes several results of Wimmics, a research lab
which names stands for: web-instrumented man-machine interactions, com-
munities, and semantics. The approaches introduced here rely on graph-oriented
knowledge representation, reasoning and operationalization to model and sup-
port actors, actions and interactions in web-based epistemic communities.
The research results are applied to support and foster interactions in online
communities and manage their resources.

Keywords: Semantic web � Social web � Knowledge representation �
Ontologies � Typed graphs

1 Introduction: Toward Hybrid Societies on the Web

The Web is no longer perceived as a documentary system. Among its many evolu-
tions, it became a virtual place where persons and software interact in mixed com-
munities i.e. a hybrid space where humans and web robots interact and form new
kinds of collectives that we will call here hybrid societies. These large scale inter-
actions create many problems in particular the one of reconciling formal semantics of
computer science (e.g. logics, ontologies, typing systems, etc.) on which the Web
architecture is built, with soft semantics of people (e.g. posts, tags, status, etc.) on
which the Web content is built.

Let us take a concrete and very common example. Many Web sites include for-
ums, blogs, status feeds, wikis, etc. In other words, many Web sites include content
management systems and rapidly build huge collections of information resources.
As these collections grow, several tasks become harder to automate: search, notifi-
cation, restructuring, navigation assistance, recommendation, trend analysis, etc. One
of the main problems is the gap between the fairly informal way content is generated
(e.g. plain text, short messages, free keywords) and the need for structured data and
formal semantics to automate these functionalities (e.g. efficient indexes, domain
thesauri). Mixed structures are starting to appear (e.g. structured folksonomies, hash
tags, machine tags, etc.) but automating support in such collaboration spaces requires
efficient and complete methods to fully bridge that gap.
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As the Web becomes a ubiquitous infrastructure bathing all the objects of our
world, this is just one example of the many frictions it will create between formal
semantics and social semantics. This trend is also amplified by the growing number of
datasets published and interlinked online by initiatives like Linking Open Data. This
expanding web of data together with the schemas, ontologies and vocabularies used to
structure and link it form a formal semantic web with which we have to design new
interaction means to support the next generation of web applications.

This is why the Wimmics1 research laboratory proposes to study methods, models
and algorithms to bridge formal semantics and social semantics on the Web. This
article provides a survey of the current research topics of the laboratory.

2 Challenges in Bridging Formal Semantics and Social
Semantics

From a formal modeling point of view one of the consequences of the evolutions of
the Web is that the initial graph of linked pages has been joined by a growing number
of other graphs. This initial graph is now mixed with sociograms capturing the social
networks structure, workflows specifying the decision paths to be followed, browsing
logs capturing the trails of our navigation, automatas of service compositions speci-
fying distributed processing, linked open data from distant datasets, etc.

Moreover, these graphs are not available in a single central repository but dis-
tributed over many different sources with very different characteristics. Some sub-
graphs are public (e.g. dbpedia) while others are private (e.g. corporate data). Some
sub-graphs are small and local (e.g. a users’ profile on a device), some are huge and
hosted on clusters (e.g. Wikipedia). Some are largely stable (e.g. thesaurus of Latin),
some change several times per second (e.g. sensor data), etc.

And each type of network of the Web is not an isolated island. Networks interact
with each other: the networks of communities influence the message flows, their
subjects and types, the semantic links between terms interact with the links between
sites and vice versa, the small changing graphs of sensors are joint to the large stable
geographical graphs that position them, etc.

Not only do we need means to represent and analyze each kind of graphs, we also
need the means to combine them and to perform multi-criteria analysis on their
combination.

Wimmics proposes to address this problem focusing on the characterization of (a)
typed graphs formalisms to model and capture these different pieces of knowledge and
(b) hybrid operators to process them jointly. Our team especially considers the
problems that occur in such structures when we blend formal stable semantic models
and socially emergent and evolving semantics.

The two next sections detail this research program according to two main research
directions combining two complementary types of contributions we target:

1 Wimmics is a joint research laboratory between Inria Sophia Antipolis - Méditerranée and I3S
(CNRS and Université Nice Sophia Antipolis). http://wimmics.inria.fr.
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1. First research direction: to propose multidisciplinary approach to analyze and
model the many aspects of these intertwined information systems, their com-
munities of users and their interactions;

2. Second research direction: to propose formalizations of the previous models and
reasoning algorithms on these models providing new analysis tools and indicators,
and supporting new functionalities and better management.

In a nutshell, the first research direction looks at models of systems, users, com-
munities and interactions while the second research direction considers formalisms
and algorithms to represent them and reason on their representations.

In the short term we intend to survey, extend, formalize and provide reasoning
means over models representing systems, resources, users and social links in the
context of social semantic web applications.

In the longer term we intend to extend these models (e.g. dynamic aspects), unify
their formalisms (dynamic typed graphs) and propose mixed operations (e.g. metrical
and logical reasoning) and algorithms to scale them (e.g. random walks) to support the
analysis of epistemic communities’ structures, resources and dynamics.

Ultimately our goal is to provide better collective applications on the web of data
and the semantic web addressing jointly two sides to the problem: (1) improve access
and use of the linked data for epistemic communities and at the same time (2) use
typed graph formalisms to represent the web resources, users and communities and
reason on them to support their management.

3 Analyzing and Modeling Users, Communities and Their
Interactions in a Social Semantic Web Context

The first challenge we identified in the introduction was to propose multidisciplinary
approach to analyze and model intertwined information systems, communities of users
and their interactions. Examples of research questions here include:

– How do we improve our interactions with an information system that keeps getting
more and more complex?

– How do we reconcile and integrate the formalized stable semantics of computer
science and the negotiable social interactions?

– How do we facilitate communication between systems and system developers using
formal representations and between users and usage analysts using corresponding
less formal or non-formal representations?

– How do we reconcile local contexts of users and global characteristics of the world-
wide system?

The main goal of this first research direction is to improve the understanding the
systems have of the communities of their users. To provide better collective appli-
cations on the web of data and the semantic web we need to adapt classical models to
the specificities and variety of web systems (requirements, functionalities, specifica-
tions), users (profiles and context: location, devices, activities, etc.), and groups
(communities and networks of interest, communities and networks of practice, social
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constructs, etc.). In Wimmics, these models are designed, integrated, and published
according to web standards to support functionalities of web applications providing
access and use of the linked data to epistemic communities.

We defend that such models necessarily call for multidisciplinary approaches to
analyze and model the many aspects of the information systems. Our proposal relies:

– on extending requirement modeling to build models of the systems;
– on cognitive studies and user modeling results to build models of the users;
– on ergonomic studies and interaction design methods to model the interactions

between users through the system and with the system, in order to support and
improve these interactions.

We had several experiences in past projects with a user modeling technique known
as Personas [1]. We are interested in these user models that are represented as specific,
individual humans and we apply them to capture models of the members of web-based
communities. Personas are derived from significant behavior patterns (i.e., sets of
behavioral variables) elicited from interviews with and observations of users (and
sometimes customers) of the future product. The main merit of the Personas method is
to engage design team members more effectively in not only taking users into account
but also having constantly in mind that they are designing for people. This effec-
tiveness comes from several aspects, in particular:

1. by integrating concrete elements in the description of a user-type (name, photo,
etc.)., it prevents that the user remains an abstraction for the designer (this
abstraction leading the designer to lose sight of the user);

2. by connecting more strongly scenarios to the actors of these scenarios (i.e., the
users), the Personas method avoids the problem often encountered in conventional
methods of scenario-based design, namely to ignore users in the development of
scenarios and thus ‘‘dehumanizing’’ these scenarios.

In the Personas method, the link between scenarios and users is established with
the most important characteristic of personas: their goals. These goals form the basis
for scenario development. Our user models specialize ‘‘Personas’’ approaches to
include aspects appropriate to Web applications. The formalization of these models
will rely on ontology-based modeling of users and communities starting with gener-
alist schemas (e.g. FOAF).

Beyond the individual user models we propose to rely on social studies to build
models of the communities, their vocabularies, activities and protocols in order to
identify where and when formal semantics is useful. We already proposed an
extension of the Persona approach to Collective Personas [2] and we now develop our
method to encompass web-based communities. We compare this approach to the
related ‘‘collaboration personas’’ method [3, 4] and to the group modeling methods [5]
which are extensions to groups of the classical user modeling techniques dedicated to
individuals. Both methods having been developed independently from one another,
they differ along several dimensions, for example: whereas the Collaboration Personas
method (CnP) focuses on forms of collaboration within a group, the Collective Per-
sonas method (CeP) focuses on the nature of the collective; whereas CeP refers to
models or theories of collectives to define types of collectives, CnP uses pragmatic
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classifications; whereas CnP describes scenarios as stories, CeP describes them in a
more structured way. We also propose to rely on and adapt participatory sketching and
prototyping to support the design of interfaces for visualizing and manipulating rep-
resentations of collectives.

Wimmics also has a background in requirement models and, in the short term, we
want to consider their extension and specialization to web applications (in particular
semantic web and linked data applications) and their representation in web-based
formalisms in order to support mutual understanding and interoperability between
requirements, resources and specifications of interconnected web applications and
web datasets (e.g. [6]).

For all the models we identify we rely on and evaluate knowledge representation
methodologies and theories, in particular ontology-based modeling.

In addition to the persona models identified previously, in a longer term we will
consider a number of additional features to be captured in the user models.

We already added contexts, devices, processes and media descriptions that are
formalized and used to support adaptation, proof and explanation and foster accep-
tation and trust from the users [46, 47]. We specifically target a unified formalization
of these contextual aspects to be able to integrate them at any stage of the processing.
This unified formalization already allows us to use the same model and data for very
different functionalities such as access control [7] or presentation customization [8].

We extended current descriptions of relational and emotional aspects in existing
variants of the personas technique. In particular we intend to exploit Olsen’s char-
acterization of a user’s relationship to a product [9] since this characterization was
made by analogy to human relationships. The elaboration of the characteristics to be
included in a ‘‘relational-user’’ model will rely on work dealing with ‘‘relational
agency’’ (‘‘as a capacity to recognize others as resources, to elicit their interpretations
and to negotiate aligned actions’’ [10]), and on ‘‘relational agents’’ (as ‘‘computational
artifacts designed to build long-term social-emotional relationships with users’’ [11]).
The elaboration of relational characteristics will be informed by empirical studies of
relationship characterization, and of personality definition by users on the Web. These
directions are a natural extension of our work on the use of affective ontologies in
semantic web applications [12] and algebraic modeling of emotional states [13].
We also proposed algorithm to detect and classify the emotional states [14, 15] that
can then be represented and exchanged together with their ontologies on the Web.
Indeed, for each of these extensions we systematically consider additional extensions
of the corresponding schemas to capture additional aspects and publish them as public
ontologies on the semantic web.

Concerning the social dimension we now focus on studying and modeling mixed
representations containing social semantic representations (e.g. folksonomies) and
formal semantic representations (e.g. ontologies) and propose operations that allow us
to couple them and exchange knowledge between them [16]. The very long term
objective is to obtain a uniformed and integrated representation of social aspects
(e.g., groups, networks, communities), social objects (web resources e.g. pictures,
posts), social informal semantics (e.g. tags, folksonomies) and social formal semantics
(e.g. ontologies, schemas).

Challenges in Bridging Social Semantics and Formal Semantics 7



In addition, to take into account social dynamics, we believe that argumentation
theory can provide models (e.g. [17]) that must be adapted to open web constraints.
Argumentation theory can be combined to requirement engineering to improve par-
ticipant awareness and support decision-making (e.g. [18]). On the methodological
side, we propose to adapt to the design of such systems the incremental formalization
approach originally introduced by the CSCW and HCI communities [19, 20].
In incremental formalization users first express information informally and then the
system helps them formalize it. The goal of such an approach is to get users to interact
at least partially with formal representations, to make them contribute to a formal-
ization closer to their needs [21].

Argumentation theory can also be combined with semantic web models and social
web approaches to provide explicit formal representation of some social dynamics
(e.g. opinions, agreements, debates, disagreements) more and more useful to under-
stand the state and status of a resource and, for instance, decide on whether to trust it
or not.

This kind of understanding and models allow scaling-up some very time-con-
suming tasks on the social web (e.g. managing and moderating Wikipedia) in par-
ticular when they are combined with natural language processing (NLP) to tackle the
textual nature of these interactions as in [22–26]. In addition NLP approaches can also
improve the design of interaction with the collections of models and data that are
growing on the Web. For instance NLP allows us to support natural language querying
of semantic web triple stores [27, 28].

And the linguistic knowledge useful for such processing can in turn be the subject
of knowledge representation and data exchanged on the Web [29, 30].

Finally, on a very long term a much needed evolution of all our models is the
temporal and dynamic dimension. We now plan to study and survey initiatives and
contributions on dynamic graph representation and analysis and merge them with
typed graph models of the Web of data to natively and uniformly support the time
dimension in our representations.

4 Formalizing and Reasoning on Heterogeneous Semantic
Graphs

The second challenge identified in the introduction is to propose formalizations of the
previous models and reasoning algorithms on these models providing new analysis
tools and indicators, and supporting new functionalities and better management.
Examples of research questions include for instance:

– What kind of formalism is the best suited for the models of the previous section?
– How do we analyze graphs of different types and their interactions?
– How do we support different graph life-cycles, calculations and characteristics in a

coherent and understandable way?

In this second research direction members of Wimmics focus on formalizing as
typed graphs the models identified in the previous section in order for software to
exploit them in their processing. The challenge is two-sided:
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– To propose models and formalisms to capture and merge representations of both
kinds of semantics (e.g. formal ontologies and social folksonomies). The important
point is to allow us to capture those structures precisely and flexibly and yet create
as many links as possible between these different objects.

– To propose algorithms (in particular graph-based reasoning) and approaches (e.g.
human-computing methods) to process these mixed representations. In particular
we are interested in allowing cross-enrichment between them and in exploiting the
life cycle and specificities of each one to foster the life-cycles of the others.

While some of these problems are known, for instance in the field of knowledge
representation and acquisition (e.g. disambiguation, fuzzy representations, and argu-
mentation theory), the Web reopens them with exacerbated difficulties of scale, speed,
heterogeneity, and an open-world assumption by default.

Many approaches emphasize the logical aspect of the problem especially because
logics are close to computer languages. We defend that the graph nature of linked data
on the Web and the large variety of types of links that compose them call for typed
graphs models. We believe the relational dimension is of paramount importance in
these representations and we propose to consider all these representations as fragments
of a typed graph formalism directly built above the semantic Web formalisms. Our
choice of a graph based programming approach for the semantic and social web and of
a focus on one graph based formalism is also an efficient way to support interoper-
ability, genericity, uniformity and reuse.

We targeted an abstract graph model close to the GRIWES model [31] and we
evaluate it in merging social graphs (e.g. sociograms, folksonomies) and semantic
Web graphs (e.g. RDF, schemas, linked data) in a unified typed graph formalism. This
work on abstracting the knowledge representation models follows our experience with
conceptual graphs and semantic networks approaches.

An example of such abstract structure is the ERGraph [31] defined relatively to a
set of labels L as a 4-tuple G = (EG, RG, nG, lG) where:

– EG and RG are two disjoint finite sets respectively, of nodes called entities and of
hyperarcs called relations.

– nG : RG ? EG
* associates to each relation a finite tuple of entities called the

arguments of the relation.
– lG : EG [ RG ? L is a labelling function of entities and relations.

This type of oriented labelled multi-graph structure is at the core of most of our
formalizations. New knowledge structures are regularly identified (e.g. folksonomies,
named graphs) and old ones re-launched (e.g. thesauri and SKOS). This kind of
abstract construct can be used and reused across graph representations such as RDF,
Topic Maps, Social Networks, Knowledge Graphs, etc.

There exists now an extensive body of work in Graph-based Knowledge Repre-
sentation [32] that we align with the ones needed for semantic web data structures
(e.g. [31, 33, 34]) and in the short term we intend to continue specifying the required
characteristics of such a language and systematically evaluate their effectiveness in
implementing these abstract graph models in real applications [35, 36].

Challenges in Bridging Social Semantics and Formal Semantics 9



Likewise we extend our abstract graph machine not only to cover as many features
as possible of new languages like SPARQL 1.1, RDF 1.1 and RIF, but also to extend
them with experimental features (e.g. semantic distances) and a challenge is to inte-
grate other operators with classical graph manipulation in particular: approximation,
clustering, analysis operations, spreading algorithm, temporal reasoning and extend
them to work on typed graphs. For instance, we considered the near linear time
algorithm to detect community structures in large scale network RAK/LP [37] based
on label propagation and changed the propagation algorithm to take semantics into
account the algorithm SemTagP [38].

Currently, graph operators (joint, homomorphism, propagation, distances, etc.)
allow us to perform a broad range of queries and reasoning operations. An example of
abstract graph operation is an ERMapping [31]: Let G and H be two ERGraphs, an
ERMapping\x[ from H to G for a binary relation X over L9L is a partial function
M from EH to EG such that:

– Ve[ M-1(EG), (lG(M(e)), lH(e))[ X
– Vr0[RH’ Ar[ RG such that card(nH0(r0))= card(nG(r))
– V 1BiBcard(nG(r)), M(nH0

i(r0))= nG
i(r)

– Vr0[RH0 A r[M(r0) such that (lG(r), lH(r0))[X where H0 is the sub-ERGraph of H
induced by M-1(EG).

This mapping operator can then be used and reused for many operations
(searching, deriving, grouping, etc.) and across many graph formalisms compatible
with the ERGraph structure. In particular when X is a preorder over L, it captures a
hierarchy such as the taxonomical skeleton of an ontology, a thesaurus, a partonomy,
etc.

Our implementations [35] and their applications (e.g. ISICIL [39], DATALIFT
[40], DiscoveryHub [41]) show that type-based inference algorithms (e.g. conceptual
graph projection, inference rules) and type-parameterized operators (e.g. parameter-
ized betweeness centrality) provide declarative formalisms to flexibly define opera-
tions to monitor, filter, query, mine, validate, protect, etc. these imbricated graph
structures taking into account constraints spanning several types of network at once.

In the longer term we intend to build on our experience with such formalisms to
identify, propose and characterize fragments of typed graph formalisms best suited for
each type of model identified before. We will restrain ourselves to specify the required
characteristics of a limited number of formalisms (ideally one) and systematically
evaluate their effectiveness in implementing these abstract graph models in real
applications.

The mixed representations identified in the previous section really call for hybrid
reasoning methods merging semantic Web inferences, social graph analysis and
content mining in cross-dimensional indicators and operators. The key problem is to
have integrated operators on these formalisms, able to perform at the same time exact
reasoning and more approximate one to combine all aspects of the problem.
For instance a centrality [42] can be computed on a social network taking into account
only some relation types [43] or some topics of interest using an extension of regular
expressions to graph paths [33]. This same centrality can also be computed by using a
complete walk algorithm or approximated by using random walks but in both cases
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the ability to consider and reason on types of links and nodes will be a core problem.
Another example is combining folksonomies and ontologies in the same application
and using a combination of automated processing (e.g. a range of semantic similarities
and inference rules) and human-based computing (e.g. analyzing the behaviors of
users carrying out a search) to structure and maintain a thesaurus of tags and keywords
used in a community [44].

Our final goal is to have both an abstract language dissociated from the concrete
languages and an extensible abstract machine to process them. In particular this allows
us to define parameterizable graph operators for instance to revisit classical structural
metrics and adapt their definition to go beyond the pure structural calculation and take
into account the types in the graphs. In the longer term, we intend to perform search
(e.g. homomorphism) and logical derivation (e.g. homomorphism and merge) but also
approximation (e.g. distances), clustering (e.g. propagation), analysis (e.g. centrality),
etc. jointly on the same graphs. We target the design of an abstract graph machine [35]
generalizing operations needed by and sometime shared across different languages
(e.g. SPARQL, RIF, POWDER, RDF/S and OWL inferences) and operations.
In addition we also believe it is interesting to study alternatives to OWL stack and
the associated DL-reasoning. For instance a rule-based semantic web with an alter-
native stack (RDF/S + SPARQL + Rules) provides certain advantages: rules are often
more natural for humans, they support event-based programming and web service
integration, they are usable both for domain independent and domain dependent
inferences, etc.

To adapt to web growth and dynamics, we also plan to evaluate other approaches
(e.g. Random walk on graphs approaches) that do not naturally use labels but could be
indirectly parameterized (e.g. making a correspondence between probabilistic distri-
butions and the types of links) and to consider temporal reasoning approaches to
include temporal context and change patterns to identify trends, mine temporal
propagation to build oriented networks, track behavioral patterns to qualify actors and
communities (e.g. detect a dying community) extending models from [45] for
instance.

We believe that moving to graph languages with open-world logics, temporal
aspects, distributed and loosely coupled algorithms and model-driven programming
relying on higher abstractions (e.g. formal ontologies) provides an adequate theoret-
ical and operational framework to allow not only the specification and operational-
ization of the models and algorithms, but also the opening of these black boxes to be
able to explain, document, prove and trace query performances and results for the
users, as in [46, 47].

As a last example, the same graph-based formalisms we propose to use in rep-
resenting our models can be used to declaratively capture the landscape of the data
distribution and the workflows of our operations [48], interpret them and execute
them. This is the approach we would like to explore to support different operations on
heterogeneous and distributed data (e.g. summarizing the content of distributed triple
stores [49]) and automated explanation, trace and documentation of the processes.
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5 Conclusion

Wimmics provides models and algorithms to bridge formal semantics and social
semantics by formalizing and reasoning on heterogeneous semantic graphs.

The models we design include: users, their profiles, their requirements, their
activities and their contexts; social links, social structures, social exchanges and
processes; conceptual models including ontologies, thesauri, and folksonomies.
Whenever possible these models are formalized and published according to stan-
dardized web formalisms and may motivate research and suggestions on extending
these standards. The schemas and datasets produced are published as linked data
following the web architecture principles.

The algorithms we study include: typed graphs indexing, reasoning and searching;
hybrid processing merging logical inferences, rules and metrical inferences; approx-
imation and propagation algorithms; distributed and scalable alternatives to classical
reasoning. These algorithms are implemented and distributed as part of generic open
source software.

Wimmics has indeed the culture of producing prototypes of applications and
extensions of existing applications relying on web languages as demonstrators and
proofs of concept. At the core of many of our prototypes is the abstract graph library
we develop, maintain and publish as open-source software. This platform called
Corese/KGRAM [35] currently implements W3C standards (in particular RDF/S 1.1
and SPARQL 1.1) and is both a research result and a library on top of which we test
new ideas and algorithms. Currently this platform is extensively used in several
applications such as: Isicil, Neurolog, DiscoveryHub, etc.

Finally we continuously participate to the extension, specifications, implementa-
tion, tests, deployment and teaching of W3C Web standards and our research results
support, use and influence the evolution of these standards.
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Abstract. Enterprises are constantly in motion. Novel technologies,
new markets opportunities, cost reduction, process improvement, service
innovation, globalisation, mergers, acquisitions, etc., continuously trigger
enterprises to change. This variety of change drivers also fuels the need
for enterprises to seek the right balance between the many, quite often
contradicting, drivers for change.

In this position paper, we aim to investigate the potential role of
enterprise architecture as a means to support senior management in
steering/influencing the direction in which an enterprise “moves” in
response to, or in anticipation of, the many change drivers. In doing so,
we aim to develop a fundamental understanding of the systemic playing
field in which enterprise architecture is to play a role. To this end, we will
start by exploring how enterprises can be seen as being continuously “in
motion”. We then turn to the control paradigm to reflect on the need to
steer this motion. We will also argue that the resulting steering system
is a second order information system. Using this understanding we then
identify the ingredients needed for enterprise architecture.

Keywords: Enterprise architecture · Enterprise transformation · Enter-
prises in motion

1 Introduction

Modern day enterprises, be they businesses, government departments or organi-
zations, are constantly in motion. Socio-economic challenges, such as the finan-
cial crisis, mergers, acquisitions, innovations, novel technologies, new business
models, servitisation of the economy, reduced protectionism, de-monopolisation
of markets, deregulation of international trade, privatisation of state owned
companies, increased global competition, etc., provide key drivers for change.
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These challenges are fuelled even more by advances in technology, in particu-
lar the development of information technologies. As a result, enterprises need
be continuously “on the move” to find the right balance between these many,
sometimes contradicting, change drivers. The resulting changes can materialise
in different forms. They might, for example, take shape as top-down and pre-
meditated efforts, but might also occur as numerous small changes that emerge
bottom-up in a seemingly spontaneous fashion.

Organizations increasingly turn to enterprise architecture as a means to steer
the direction of the changes that occur in an enterprise [12,22,31,33,42,60]. Over
the past decades, the domain of enterprise architecture has seen a tremendous
growth, both in terms of its use and development in practise and as a subject of
scientific research. The roots of the field of enterprise architecture can actually
be traced back as far as the mid 1980s [46].

In this position paper, we aim to investigate the potential role of enterprise
architecture as a means to support senior management in dealing with challenges
brought forward by the continuous motion of modern day enterprises. In doing
so, we aim to develop a fundamental understanding of the systemic playing
field in which enterprise architecture is to play a role. We will therefore start
by exploring what it means for an enterprise to be “in motion” (Sect. 2). We
then turn to the control paradigm from management science [34,35], to reflect
on ways to steer this motion (Sect. 3). This will also lead to the introduction
of the notion of second order information systems being information systems
that are not targeted at supporting the operational processes of an enterprise,
but rather at supporting the change processes of an enterprise. Second order
informations systems enable the enterprise, and senior management in particular,
to steer the motion of an enterprise. Using this understanding we then zoom in
on the potential role of enterprise architecture in steering an enterprise’s motion
(Sect. 4). In doing so, we also discuss what we regard as being the core ingredients
of enterprise architecture.

2 Enterprises in Motion

In line with [17], we consider an enterprise to primarily be a social system, in
particular a social system with a purpose. The social individuals, i.e. humans,
making up the enterprise will typically use different technological artefacts to
(better) achieve their purpose. As a result, enterprises are generally regarded as
being socio-technical systems. In using the term enterprise we will therefore also
refer to the used technological artefacts.

2.1 Challenges to Enterprises

In [23,42,46], we discussed several challenges facing an enterprise. Each of these
challenges potentially drive an enterprise to change. Below we briefly summarize
three of these challenges.



18 H.A. Proper

Keep Up or Perish. Enterprises face many changes, such as mergers,
acquisitions, innovations, novel technologies, new business models, reduced pro-
tectionism, deregulation of international trade, privatisation of state owned com-
panies, increased global competition, etc. These factors all contribute towards
an increasingly dynamic environment in which enterprises want to thrive.

Shifting Powers in the Value Chain. Clients of enterprises have become
more demanding. A shift of power in the value chain is occurring. Clients have
grown more powerful and demand customized, integrated and full life-cycle prod-
ucts and services. Rather than asking for a “printer”, they require a guaranteed
“printing service”. A shift from basic products to full services. Even more, web-
sites and social media, where consumers can share pricing information, expe-
riences, ratings, etc., creates a transparency on the market that provides even
more control to the consumers.

The creation and delivery of such complex products and services requires
additional capabilities which may not be readily available within a single (pre-
existing) enterprise. In this pursuit they increasingly engage in complex product-
offerings involving other parties, leading to cross selling and co-branding. To
ensure the quality of such products and services, a high level of integration and
orchestration between the processes involved in delivering them is required.

Comply or Bust. In the networked economy, governance of enterprises becomes
increasingly complex. One sees a shift in governance from individual departments
within an organization, to the entire organization, and lately to the organiza-
tion’s value web. Management does not only have to worry about the reputation
of their own organization, but also about the other organizations in their value
web.

How daunting the latter might be can be illustrated by real life examples,
such as a large shoe manufacturer who outsourced the production of shoes to
another company, to only discover at a later stage that the latter made use of
child labour. Although the latter company was not part of the shoemaker’s own
organization, their reputation was still damaged, threatening their survival on
the market-place.

Governance is not only an issue to an organization on its own, but also a
major concern to society as a whole. As a result of undesired and uncontrol-
lable effects of the increased socio-economical complexity and interdependency
of organizations, services, products and financial instruments. Examples of such
side-effects are the well-known Enron scandal, as well as the sub-prime mortgage
crises. To control and/or prevent such effects, new legislation has been put in
place to better regulate enterprise practises.

Excel or Outsource. Increasingly enterprises outsource business processes.
Outsourcing of business processes requires organizations to precisely understand
and describe what needs to be outsourced, as well as the implementation of
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measures to ensure the quality of the outsourced processes. In deciding on what
to outsource and how to safeguard its quality, management needs insight into
the extent to which processes can be outsourced, the risks that may need to be
managed when doing so, as well as the interdependencies within the outsourced
processes and between the outsourced processes and the retained organization.

Conversely, organizations with a strong tradition in a certain business process
may decide to become industry leader for such processes. For example, processing
of payments, management of IT infrastructure, and logistics.

IT as the Business Differentiator. In most enterprises, the role of IT started
with the ‘automation of administrative work’. While there continues to be a clear
role for IT to automate administrative information processing, the actual use of
IT has moved far beyond this. In numerous situations, IT has given rise to new
social structures, and business models. Consider, for example, the development
of social media, the (acclaimed) role of twitter in time of social unrest, the
emergence of on-line music stores, app-stores, music streaming services, etc. The
advent of ‘big data’ [27] is expected to drive such developments even further
by allowing IT based systems to use statistical data to tune their behaviour to
observed and learned trends.

At the same time, IT has become firmly embedded in existing technological
artefacts. The cars in which we drive may contain more lines of code than typical
banking applications do. The next generation of cars will even be able to (par-
tially) do the driving for us. The so-called smart (power) grid, is likely to lead to
the ‘smartening’ of household appliances. The military use of all sorts of drones
also spearheads more peaceful applications of such self-reliant devices that can
e.g. perform tasks on behalf of us in hostile or unpleasant environments.

The evolution of information technology brings an abundance of new oppor-
tunities to enterprises. Technology becomes part of almost everything and most
processes have become IT reliant, if not fully automated. The technological evo-
lutions confront enterprises with the question of which technologies are relevant
to the enterprise? Which technology should be replaced and which technology
could be of use for developing new products (or services) of to enter new mar-
kets [2]?

2.2 Continuous Motion as a Primary Business Process

As a result of a.o. the above discussed socio-economical and technical challenges,
enterprises need to change continuously. Different kinds of, and views on, change
in enterprise exist. Some examples include:

1. Large scale technology migrations [45] concerned with large scale migration
of IT platforms.

2. Enterprise transformation [23,53], concerned with pre-meditated and funda-
mental changes to an enterprise’s relationships with one or more key con-
stituencies, e.g., customers, employees, suppliers, and investors.
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3. Business innovation [18], dealing with continuous innovation of the business,
its products and/or services.

4. Continuous process improvement and other forms of business process reengi-
neering [14,50].

5. Mergers & acquisitions of new parts of an enterprise [1].
6. Organisational splitting, the “inverse” of mergers & acquisitions [41].
7. Organisational drift, dealing with gradual misalignment between an enter-

prise’s original intent (strategy, business model, operating model, etc.), and
the actual operational activities [36]1.

8. Self-organisation by self-steering teams [5,44].
9. Bricolage & emergence may, as argued by Ciborra [13], provide enterprises

with strategic advantages in terms of the bottom-up evolution of socio
-technical systems that will lead to outcomes that are deeply rooted in an
enterprise’s organizational culture, and hence much more difficult to imitate
by others.

We suggest to generalize these different flavours of change in enterprises to
“enterprises in motion”, where the word motion refers to “an act, process, or
instance of changing place” [38].

It is important to note that enterprises do not just change by means of pre-
meditated change programs. We even go as far as to argue that small changes
actually make up the bulk of an enterprise’s motion. As such, these seemingly
small changes should be taken into due consideration as well (e.g. to identify
organizational drift). For example, it is quite common that business processes
are not executed as designed. People working in an enterprise are likely to make
changes to the design of business processes just ‘to make it work’. Either to make
it work for the individual worker, or because the designers did not realize all the
variety and complexity one has to deal with in the day to day operations of
the enterprise. One might even argue that business processes only work, because
people will make them work, even if they are not designed well enough. Should
senior management be aware of such changes? We take the stance that, in view
of challenges such as the ‘Comply or bust’ challenge, the answer is: potentially
yes.

Another example would be the use of technologies such as social media
(LinkedIn, Facebook, etc.), cloud storage (Dropbox, Google Drive, etc.), and pri-
vately owned mobile devices (Tablets, smart phones, etc.). The use of such tech-
nologies leads to several bottom up changes of the IT used in support of business
processes. Co-workers may start sharing work files within, or beyond, the enter-
prise using cloud storage services, they may also start using their own mobile
devices (BYOD2) in the office, etc. Once ‘detected’, enterprises may respond
to such changes in different ways. It usually leads to a pre-meditated response,
where one e.g. forbids the use of some forms of new technology, provides more
controlled alternatives, or even fully embraces the developments. Underlying all
of this, one can usually see a struggle between ease-of-use, and security and risk
1 http://www.marchmenthill.com/qsi-online/2011-06-19/organizational-drift
2 http://en.wikipedia.org/wiki/Bring your own device
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considerations. This trade-off, once again, illustrates the need for senior manage-
ment to ultimately be aware (to a level relevant to them) of such developments.

Given the needs of modern day enterprises to be constantly in motion to
meet ever changing challenges, we also argue that the continuous motion of
an enterprise is actually one of its primary business processes, next to the ‘nor-
mal’ operational business processes. As such, the business process for continuous
motion deserves careful design and management.

2.3 Motioning the Running Enterprise

Based on the view that enterprises are continuously in motion, we suggest to
make a distinction between two aspect systems of an enterprise: the running
aspect system and the motioning aspect system. Where the motioning aspect
concerns the actions involved in changing the enterprise, the running aspect
concerns its regular operational activities. This situation is illustrated in Fig. 1.
Note that the motioning system can motion both aspect systems. In other words,
the motioning system can change itself as well.

Motioning 
system

Running 
system

Enterprise

motions

Fig. 1. Motioning and running aspect systems.

Being aspect systems, the actual social (and technological) actors in an enter-
prise can play roles (simultaneously) in both aspect systems. We argue that
this is actually quite normal for us as human beings. While doing our day-to-
day activities we also tend to reflect, depending on our personal goals, on how
to make these activities more efficient, effective, pleasurable, etc., while conse-
quently making the necessary changes. In the case of e.g. changes by self-steering
teams, there is likely to be a larger overlap between the actors playing roles in
both aspect systems, while in the case of pre-meditated and large scale change,
this overlap will be less (but still essential and existent).

The authors of [4] suggest to distinguish between multiple levels of motion-
ing: improvement to deal with minor optimizations, transformation to deal with
structural changes, and improvisation covering ‘out of bound’ situations (e.g.
when competitors introduce a game-changing product/technology, or unexpected
socio-economical developments).
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3 Steering the Motion of Enterprises

Given the potential impact which the challenges as discussed in Sect. 2 may
have on an enterprise, and that as a consequence enterprise are continuously in
motion, we argue that there is a need to steer this motion. It needs to be ensured
that the motion is in line with the overall purpose and strategy of the enterprise,
while also staying within the bounds of e.g. external regulations.

3.1 Steering

In terms of Fig. 1, this leads to the introduction of two additional aspects sys-
tems: the producing and steering aspect systems. This distinction runs orthogo-
nal to the distinction between the running and motioning systems. The resulting
situation is depicted in Fig. 2. The production aspect is concerned with the actual
performance of activities of e.g. the motioning system (i.e. making changes) or
the running system (e.g. producing products or delivering services). The steering
aspect is concerned with the overall steering of the activities of the production
system, such as ensuring their mutual alignment, efficiency and contribution to
the overall goals (e.g. the purpose of the enterprise), as well as compliance to
external regulations. According to the dictionary [38], to steer specifically means:

Producing
system

Steering
system

Motioning 
system

Running 
system

EnterpriseEnvironment

motions

steers

steers

Fig. 2. Producing and steering aspect systems.

1. to control the direction in which something (such as a ship, car, or airplane)
moves;

2. to be moved or guided in a particular direction or along a particular course.

We consider this to be applicable to the motion of an enterprise as well.
Note again that Fig. 2 concerns aspect systems, so actual (human or tech-

nological) actors in the enterprise may play roles in all four aspect systems as
identified in Fig. 2.
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Depending on the enterprise, its purposes, context, and concerns, the steering
system can use different styles of steering. For example, a restrictive top-down
style of control approach, or a more laissez-faire based care-taking/stewarding
approach. It may also apply different rhythms towards steering the activities
in the producing system. For example, a regular planning-based approach or a
more evolutionary/agile approach in line with e.g. the Deming cycle [15].

3.2 Control Paradigm

The role of the steering system can be illustrated more specifically in terms of the
control paradigm (see Fig. 3) from management science [34,35]. The essence of
the control paradigm is that during the execution of a process there is some kind
of interaction with the environment (input and output), and that this process
is controlled by some authority which monitors, and if necessary adjusts, the
process to make sure the intended objectives are reached. For the controlling
system to operate effectively, it needs awareness of:

Environment

Controlling system

Target system

Fig. 3. The control paradigm, taken from [34,35].

1. the current & anticipated steering goals, concerns and constraints,
2. the state & motion of the object’s environment,
3. the state & motion of the object itself,
4. the impact of earlier interventions.

In addition, it requires the abilities to:

1. perform a SWOT analysis of the motion of the object and its environment,
in relation to the coordinative goals and constraints, as well as earlier inter-
vention actions,

2. formulate (when needed/desired) an intervention plan to influence the object
and/or its environment,

3. perform an intervention plan.
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3.3 The Sense-Think-Act Paradigm

From a theoretical point of view, the control paradigm is based on the more
general notions of cybernetics [6] and feedback systems [7]. The field of robotics
has developed a variation of the control paradigm in the form of the Sense-
Think-Act paradigm [25,55]. In terms of Fig. 3, sensing corresponds to the two
arrows leading into the control system, while thinking is internal to the control
system, and acting corresponds to the two outgoing arrows. As a consequence
of its origins in robotics, sensing, thinking and acting is inherently intended as
a continuous process involving rapid revolutions of a Deming [15] alike cycle.

In terms of the requirements on a controlling system, we would have the
following correspondence:

1. Sense: (1) the current & anticipated coordinative goals and constraints, (2)
the state & motion of the object’s environment, (3) the state & motion of
the object itself and (4) the impact of earlier coordinative interventions.

2. Think : (1) perform a SWOT analysis of the motion of the object and its
environment, in relation to the coordinative goals and constraints, as well
as earlier intervention actions, and (2) formulate (when needed/desired) an
intervention plan to influence the object and/or its environment.

3. Act : perform an intervention plan.

We argue that sensing, thinking and acting are actually more specific aspect
systems of the steering system from Fig. 2. For enterprises in motion, this leads
to the situation as shown in Fig. 4. The sensing aspect system observes the
environment, the performing of motioning system, as well as the running system
as a whole. It acts by influencing the performance part of the motioning system.

Producing
system

Steering
system

Motioning 
system

Running 
system

EnterpriseEnvironment

Sense

Act

T
hink

motions

Fig. 4. Sense, Think and Act aspect systems added.

It should be noted that the sense-think-act paradigm, and associated aspect
systems, can be applied to all four quadrants of Fig. 2. The steering aspect system
only refers to the overall steering of activities, of both the motioning and running
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Sense

Act

T
hink

Way of 
thinking

think-able

act-able

sense-able

Fig. 5. Role of a way-of-thinking.

systems. In other words, the producing system certainly involves its own (local)
steering/control systems, e.g. human actors planning/steering their own work
activities. In Sect. 4.2 we will return to this issue.

3.4 Role of the Way-of-Thinking

In the context of designing and engineering of information systems and enter-
prises, several frameworks have been developed. These include, for example,
Zachman [67], SEAM [65], and DEMO [51]. In [54], Seligmann et al. argue that
system design and development methodologies are based on a way of thinking
that verbalises the assumptions and viewpoints of the method on the kinds of
problem domains, solutions and designs that can be developed. This notion is
also referred to as die Weltanschauung [56], underlying perspective [37] and phi-
losophy [8].

We argue that in the context of enterprises in motion, it is necessary to take
the way of thinking explicitly into account. This is illustrated in Fig. 5. The way
of thinking influences the sensing in the sense that it implicitly biases that what
is sense-able, i.e. that what can be observed. Similarly, it influences/biases that
what is considered to be think-able, and ultimately act-able. More specifically,
it means e.g. that the used design and engineering framework, e.g. the above
mentioned Zachman [67], SEAM [65], or DEMO [51] frameworks, influences what
is sense-able, think-able and act-able upon by the steering system.

3.5 Second Order Information Systems

The motion-steering system can be regarded as a second order information sys-
tem [26]. As such, it is actually to be regarded an information system in the
broad sense, as it involves both human and computerised actors. Needless to
say, that IT can play an important role in this information system [47].

In this vein, techniques such as process mining [3], software cartography
[57,58] and enterprise cartography [58] are examples of IT based techniques that
can support the sensing activities of the motion-steering system. Similarly, IT
based techniques can be used to support the thinking and acting activities.
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4 The Role of Enterprise Architecture

We now turn to the role of enterprise architecture in the context of the motion-
steering aspect system of an enterprise.

4.1 Enterprise Architecture

In line with the definition provided in [22] we regard architecture as essentially
being about: “Those properties of an artefact that are necessary and sufficient
to meet its essential requirements”. The focus on the properties that matter, is
also what distinguishes it from design. Consequently, an enterprise architecture
focuses on those properties of an enterprise that are necessary and sufficient to
meet its essential requirements. This includes, in principle, all aspects of Fig. 2,
in particular the running, motioning, producing, and steering aspect systems.

The reference to properties that are necessary and sufficient to meet its essen-
tial requirements introduces subjectivity to the scoping of architecture: Who
determines what the essential requirements are? What is indeed to be regarded
as essential, or not, is in the eyes of the beholder. It strongly depends on the
purposes, goals and associated concerns, of the individual stakeholders. This,
in particular, means that the essential requirements can be linked directly to
the enterprise’s (past/current) strategy, next to other core concerns of the key
stakeholders [22]. As such, we argue that enterprise architecture should first and
foremost be about essential sense-making in that it should primarily:

1. make sense of the past and future of the enterprise with regards to the way
it has/will meet its essential requirements as put forward by its core stake-
holders and captured in its strategy;

2. provide clear motivations/rationalisation, in terms of the above essential
requirements, as well as e.g. constraints, of the trade-offs that underly the
presence of the elements (e.g. building blocks or architecture principles)
included in the architecture.

This will enable enterprise architects and senior management to take informed
decisions about an enterprise’s motion. In line with this, we argue that:

1. the purpose of an enterprise architecture is (i) to understand the current
motion of the enterprise, including its past and its likely future motion and
(ii) formulate, as well as motivate/rationalize, the desired future motion and
the interventions needed to achieve this;

2. its meaning is that it expresses, in relation to the (current) essential require-
ments: (i) the understanding how the enterprise has evolved so-far, (ii) what
the expected natural motion of the enterprise is and (iii) the desired future
motion of the enterprise and actions needed to change/strengthen the current
motion;

3. its elements should focus on the fundamental properties that have played a
role in its past motion, as well as its expected/desired future motion.
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It is important to note that while an enterprise is in motion, it is likely
that the understanding of what the essential requirements are, will change. This
means that the boundary between what was included in the architecture and
what is considered design may also shift over time.

4.2 Levels of Steering

Given the fact that an enterprise architecture forms a bridge between strategy
and design [16,42], it follows that the motion-steering system actually involves
(at least) three levels of steering. These are illustrated in Fig. 6.

Strategic 
thinking

Current & past affairs

Architectural 
thinking

Design 
thinking

Intentions

limits 
architectural 
freedom

limits 
design 
freedom

Strategically 
relevant

Architecturally
relevant

Design 
relevant

Strategy

Architecture(s)

Design(s)

becomes part of

Fig. 6. Levels of steering.

At the top level we find the steering of strategically relevant issues. This
concerns the definition and evolution of the enterprise’s strategy. Depending
on the goals and concerns that are involved in the strategic thinking level, the
border between the strategic level and the architectural level would need to be
adjusted. Needless to say, that this border cannot be fixed a priori. It will depend
on the situations and concerns as they evolve.

At the next level, we find the architectural level. There the same applies.
Depending on the essential requirements that follow from the strategic level,
as well as the goals and concerns of the stakeholders, the border between the
architectural level and design level can be adjusted. Again, this border cannot
be fixed a priori as well. For example, a shifting societal focus towards e.g. the
carbon footprint of the production of services and goods, may all of a suden
trigger the architectural need to study the carbon impact of the enterprise’s
business processes. This would entail the need to, at an architectural level, now
consider and design business processes at a finer level of detail then before.
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As suggested in TOGAF [60], the architectural level might be subdivided
into additional levels, e.g. a strategic, a segment, and a capability architecture
level.

The last level of the steering system involves the design level. This design level
is filled in by e.g. system development projects and/or decisions by self-steering
teams on how they plan/organize their work.

Note that, Fig. 6 does not suggest that the decision makers involved in one
level of thinking cannot be involved in another level. On the contrary. We argue
that the decision makers at the strategic level (i.e. senior management) should
also be involved in (some of) the decisions taken at the architectural level, and
similarly, decision makers from the architectural level (i.e. architects) should be
involved in decision making at the design level.

The circles on the four thinking boxes are a reminder of the fact that each
of these levels of thinking has (its own) way of thinking (see Fig. 5) that influ-
ences/biases its sensing, thinking and acting abilities.

The left hand side of Fig. 6 shows the input, i.e. the abstraction (typically in
terms of models) of the sensing activities, to the thinking activities. To stress the
fact that this should not just involve the current state, but rather a historical
perspective and current trends of the entire enterprise, we refer to this input as
the current & past affairs3. The dotted arrows on the left side of Fig. 6 illustrate
that the lower levels can take the higher levels of information as (contextual)
input.

The right hand side of Fig. 6, represents the results of the thinking activities.
In other words, the intentions/plans for action. The dotted arrows illustrated
the fact that the lower levels need to be compliant to the higher levels. As such,
the (higher level) intentions are also a part of the input for the at the lower level.
This is signified by the fat arrow running across the top of the diagram.

It should be noted that, as also argued in [11,23], there is a potential corre-
spondence between the different levels of steering and the Beer’s viable systems
model [9]4. For more details, refer to e.g. [11,23]

4.3 Ingredients of Architecture

Given our current understanding of the role of architecture, and the related
activities, we will now list what we regard as being the key ingredients of archi-
tecture. We have grouped these into five frameworks concerned with: stakeholder
engagement, design motivation, structuring the design thinking, communication
of architectures, and the architectural process, respectively.

Engagement Framework. Architectural decision making is not only the work
of architects. It should involve several stakeholders within, and possibly beyond,
the enterprise. Architecture methods/approaches such as SEAM [65], GEA [64]
and CAEDA [39] focus on the involvement of stakeholders.
3 http://en.wikipedia.org/wiki/Current affairs (news format)
4 http://en.wikipedia.org/wiki/Viable System Model

http://en.wikipedia.org/wiki/Current_affairs_(news_format)
http://en.wikipedia.org/wiki/Viable_System_Model
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A distinction can be made between the identification of the groups of stake-
holders that needs to be involved, e.g. in terms of GEA’s dashboard [63], on one
hand, and strategies to deal with their actual involvement in gathering require-
ments, designing and decision making as provided in SEAM [65] and CAEDA [39]
on the other hand. Together, they provide a framework for stakeholder engage-
ment, clearly identifying which stakeholder groups to involve, when to involve
them, what their interests/purposes are, and how to involve them in the archi-
tectural thinking process.

Which stakeholders groups to involve depends highly on the strategy and
focus of an enterprise, as well as its internal and external social-political con-
stellation. Traditional approaches and frameworks, such as the Zachman [59]
framework, provides a pre-defined grouping of stakeholders. As argued in [63],
this grouping should be more organization and situational specific.

Motivation Framework. As argued in [49], several lines of reasoning can be
used in architectural thinking, a very important one being the design motivation
dimension. It bridges between needs and solutions. Building on the work reported
in [61], we suggest to distinguish three levels:

1. Why – Needs of the stakeholders towards different elements of the enter-
prise. In the case of architecture, the focus will be on the essential goals and
needs of the stakeholders.
The needs are to be formulated in terms of goals and activities of the stake-
holders. For example, in terms of the affordance [21] (a property of an object,
or an environment, which allows an individual to perform an action) towards
the activities of the stakeholder, or the positive/negative value it may bring
to the stakeholder in general. A linkage to the goal-oriented requirements
engineering [32] is apparent.

2. What – Requirements towards the solution design space. Where the stake-
holder needs are formulated in terms of the experience, value, or usage space
of stakeholders, the requirements are formulated towards the actual design
space of the enterprise and its constituting elements. At an architecture level,
these requirements may take the form of so-called architecture principles [22].

3. How – Designs concerned with the composition/selection of actual building
blocks of the enterprise. At an architecture level, this typically takes the form
of e.g. models in terms of ArchiMate [33], BPMN [40] or DEMO [51] models.

The above three levels suggest a motivational flow from the needs of stakehold-
ers, via requirements limiting the design space, to the actual design itself. The
missing link, however, are the actual design motivations. The selection of design
elements must be motivated in terms of requirements, while requirements must
be motivated in terms of actual needs. The desire to bridge this gap, fuels work
on the rationalisation of architectural design decisions [19,43].

Design Framework. Where the stakeholder engagement framework identifies
the groups of stakeholders to involve in the architectural thinking processes,
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a design framework is needed to structure the actual architectural thinking. It
embodies, and structures, the way of thinking about the enterprise as a des-
ignable artefact.

This is where existing frameworks/approaches for the architecting, design, or
engineering, of enterprises, such as DEMO [51], Zachman [59], TOGAF’s content
framework [60], IAF [66], GERAM [29] or ArchiMate’s [28,33] core framework,
can play their main role. They provide (parts of) the way of thinking that can
be used to structure the actual architectural thinking. Where necessary, exist-
ing frameworks and approaches can be combined. For example, combining the
ontological focus of DEMO with the more implementation oriented focus of
ArchiMate [30,52].

Depending on the concerns of stakeholders, more specific extensions of the
design framework may be necessary. For example, extensions dealing with secu-
rity and access control [20].

Both the design and motivation frameworks should have an underlying mod-
elling landscape that integrates the different aspects of the enterprise that are
considered relevant from the perspective of the design framework [10]. Standards
such as ArchiMate [28] provide a good starting point. However, as argued in [10],
more flexibility is needed to cater for organization/context specific language use
and/or refinements. Furthermore, the design and motivation frameworks should
be used as the way of thinking (see Fig. 5) towards the sensing, thinking and
acting activities at the architectural steering level.

Communication Framework. Where the engagement framework provides a
view on who to communicate with, and the motivation and design frameworks
set the level and topics about what to communicate about, the communication
framework should define how to communicate.

In [48] a detailed discussion is provided on how to create different communi-
cation strategies for architectures. This involves a tuning between the audience
involved in the communication, the purpose of communication (e.g. informing
or decision making), the characteristics of the information to be communicated,
and the strategy used.

Process Framework. The final ingredient concerns the processes involved in
‘doing architecture’. In other words, architecture process frameworks including
e.g. TOGAF’s ADM [60], GERAM’s process framework [29] and DYA [62], while
GEA [64] also provides explicit processes to include the identified stakeholder
groups.

We argue that the chosen/composed processes framework should always
involve activities pertaining to the continuous (e.g. PDCA [15] alike) sensing,
thinking and acting, while using the engagement framework to engage the right
stakeholder groups, and using the design framework to structure the architec-
tural thinking. We find that existing architecture approaches tend to put a strong
emphasis on the thinking aspect, quite often even without the use of an effective
engagement framework.
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5 Conclusions

In this position paper, we investigated the potential role of enterprise architec-
ture as a means to support senior management in steering enterprises in motion.
We presented our fundamental understanding of the playing field, in which enter-
prise architecture is to play a role, based on a.o. the control paradigm.

We also argued that the motion-steering system of an enterprise is essentially
a second order information system, yielding several future challenges for the field
of information systems [47].

Based on this, we also identified different levels of steering enterprises in
motion, positioning architectural steering (and thinking) in between strategic
level steering and design level steering. Finally, we suggested the key ingredi-
ents of enterprise architecture as being: an engagement framework, a motivation
framework, a design framework, a communication framework, and a process
framework.

References

1. Mergers and Acquisitions; Dangerous Liaisons – the integration game. Research
and opinions; executive summary, Hay, Group (2007)

2. TechnoVision 2012 – Bringing business technology to life. Research report,
Capgemini, Utrecht, The Netherlands (2009)

3. van der Aalst, W.M.P.: Process Mining: Discovery Conformance and Enhancement
of Business Processes. Springer, Heidelberg (2011)

4. Abraham, R., Tribolet, J., Winter, R.: Transformation of multi-level systems –
theoretical grounding and consequences for enterprise architecture management.
In: Proper, H.A., Aveiro, D., Gaaloul, K. (eds.) EEWC 2013. LNBIP, vol. 146, pp.
73–87. Springer, Heidelberg (2013)

5. Achterbergh, J., Vriens, D.: Organisations: Social Systems Conducting Experi-
ments. Springer, Heidelberg (2009)

6. Ashby, W.R.: An Introduction to Cybernetics. Chapman & Hall, London (1956)
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Abstract. In database systems most join algorithms operate on only
two inputs at a time. Research into joins on more than two inputs, called
multi-way joins, has shown that the intermediate partitioning steps of a
traditional hash join based query plan can be avoided. This decreases the
amount of disk based input and output (I/Os) that the query requires.
This work studies the advantages and disadvantages of implementing and
using different multi-way join algorithms and their relative performance
compared to traditional hash joins. Specifically, this work compares hash
join with three multi-way join algorithms: hash teams, generalized hash
teams and SHARP. The results of the experiments show that in some
cases multi-way hash joins can provide a significant advantage over hash
join but not always. The cases where hash teams and generalized hash
teams have better performance is limited, and it does not make sense to
implement these algorithms in a production database management sys-
tem. SHARP provides enough of a performance advantage that it makes
sense to implement it in a database system used for data warehousing.

Keywords: Multi-way join · Hybrid hash · Join ordering · Query
optimization · PostgreSQL

1 Introduction

Multi-way joins are capable of joining more than two relations at a time.
These algorithms have the potential for significant performance improvements
over multiple binary joins by avoiding intermediate partitioning and materializa-
tion steps. However, database systems are not using multi-way joins. This work
experimentally evaluates several multi-way join algorithms and compares their
performance to traditional binary join query plans.

The positive argument for multi-way joins is supported by a significant
amount of research literature that demonstrates performance benefits. Hash
teams [1] implemented in Microsoft SQL Server 7.0 and generalized hash teams [2]
improve I/O efficiency compared to binary plans by avoiding multiple partition-
ing steps. These algorithms can be used for joins of relations on the same join
c© Springer International Publishing Switzerland 2014
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attributes (hash teams) or join relations related by a chain of functional depen-
dencies/foreign keys (generalized hash teams). It has been shown by the SHARP
[3] query processing system that a multi-way operator adapts to estimation inac-
curacies, has the ability to dynamically share memory easier than binary plans,
and avoids redundant next() calls in the iterator model. Further, streaming
multi-way joins such as MJoin [4] and slice join [5] compensate for network
delays and blocking. A streaming multi-way join operator allows tuples to be
processed from any input at any time which simplifies optimization issues such
as join order selection and handles changing input arrival rates.

However, there are issues with robustness of multi-way operators. A multi-
way operator still must select a probe ordering internally which has similar
complexity as join order selection with the additional goal that it is adaptable
to the data characteristics during join processing. The one known commercial
implementation, hash teams in Microsoft SQL Server 7.0 [6], was later dropped
in SQL Server 2000 SP1 [7] in order to improve stability and due to limited
performance benefits. There are limitations on the types of joins possible using
a multi-way operator. Hash teams are limited to joins of relations all on the
same join attributes, generalized hash teams support chains of foreign key joins,
and SHARP supports star queries. Finally, although it has been argued that
the changes to the query optimizer to support multi-way joins are straightfor-
ward, in practice that is not the case. A typical query optimizer [8] is only
capable of exploring binary plans. Without modifying the plan generator to cost
multi-way plans simultaneously with binary plans, multi-way operators must be
constructed after binary optimization is complete.

To gain insights on the capability of multi-way joins in a database system,
we implemented three multi-way join algorithms: hash teams, generalized hash
teams, and SHARP. The algorithms were evaluated both in PostgreSQL and in
a stand-alone C++ implementation. In both experimental environments, multi-
way join algorithms demonstrated some performance benefits, especially with
regards to I/O, compared to binary plans. However, their CPU utilization was
often higher resulting in mixed performance relative to binary plans. The con-
tribution of this work is an experimental evaluation in two environments of the
multi-way algorithms and a discussion on their general applicability in data-
base systems. This paper is an extension to previously published work [9] that
included the first set of results with PostgreSQL and an algorithm for converting
binary to multi-way join plans. This work contains new experimental results with
a second, independent implementation of the algorithms to verify the original
results and related further discussion.

The organization of this paper is as follows. In Sect. 2, we overview exist-
ing work on multi-way hash joins. The algorithm implementations are briefly
described in Sect. 3. Experimental results in Sect. 4 demonstrate benefits but
also implementation challenges of multi-way joins. The paper closes with con-
clusions and future work.
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2 Previous Work

2.1 Binary Hash Joins

A join combines two relations into a single relation. We refer to the smaller
relation as the build relation, and the larger relation as the probe relation.
A hash join first reads the tuples of the build relation, hashes them on the
join attributes to determine a partition index, and then writes the tuples to disk
based on the partition index. It then repeats the process for the probe rela-
tion. The partitioning is designed such that each build partition is now small
enough to fit in a hash table in available memory. This hash table is then probed
with tuples from the matching probe partition. Hybrid hash join (HHJ) [10] is
a common hash join algorithm implemented in most database systems. Hybrid
hash join selects one build partition to remain memory-resident before the join
begins. Any available memory beyond what is needed for partitioning is used
to reduce the number of I/O operations performed. Dynamic hash join (DHJ)
[11,12] can adapt to memory changes by initially keeping all build partitions in
memory and then flushing on demand as memory is required. Hash join opti-
mizations [13] include bit vector filtering and role reversal.

2.2 Multi-way Joins

A multi-way join can join two or more relations at the same time. The common
issues in all multi-way join implementations are the hash table structure, the
probe ordering, and the join types supported.

The hash table structure must support the ability to partition the input
relations such that only tuples at the same partition index can join together.
Each input typically has its own hash table and associated partition file buffers.
A multi-way operator that has multiple hash tables can use the memory avail-
able to buffer tuples from any input. Internally, the algorithm must select a
probe ordering. The probe ordering specifies the order of inputs to probe given
a tuple of one input. The probe ordering may differ based on the input tuple
and may adapt as the join progresses.

Not all joins can be efficiently executed using multi-way hash joins. If all
inputs cannot fit in memory, the only join plans that can be executed using one
partitioning step are those where the inputs all have common hash attributes or
joins where indirect partitioning is possible. One partitioning step is sufficient
as the cleanup can be performed by loading all partitions at the same index in
memory and then probing. Star joins can be processed using multi-dimensional
partitioning. Multi-dimensional partitioning requires the build relations be read
multiple times during the cleanup phase, but this still may be more efficient than
the corresponding binary plans.

Hash Teams. Hash teams [1] was invented by Goetz Graefe, Ross Bunker,
and Shaun Cooper at Microsoft and implemented in Microsoft SQL Server 7.0
in 1998. Performance gains of up to 40 % were reported. Hash teams perform a
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multi-way hash join where the inputs share common hash attributes. Hash teams
can also include other types of operators that use hashing such as grouping.
A hash team is split into two separate roles: the hash operators and a team
manager. The hash operators are responsible for consuming input records and
producing the output records. They manage their hash table and overflow files.
They also write partitions to disk and remove them from memory as well as
loading them back into memory on request of the team manager. The team
manager is separate from the regular plan operators. Memory management and
partition flushing are coordinated externally by the team manager. It also maps
hash values to buckets and buckets to partitions. When the manager decides
that a partition needs to be flushed, it asks all of the operators in the team to
flush the chosen partition.

Generalized Hash Teams. Hash teams were extended to generalized hash
teams [2] by Alfons Kemper, Donald Kossman and Christian Wiesner in 1999.
Like hash teams, the tables are partitioned one time and the join occurs in one
pass. However, generalized hash teams are not restricted to joins that hash on
the exact same attributes as they allow tables to be joined using indirect par-
titioning. Indirect partitioning partitions a relation on an attribute that func-
tionally determines the partitioning attribute. A TPC-H [14] query joining the
relations Customer, Orders, and LineItem can be executed using a generalized
hash team that partitions the first two relations on custkey and probes with
the LineItem relation by using its orderkey attribute to indirectly determine a
partition number using a mapping constructed when partitioning Orders. This
mapping provides a partition number given an orderkey.

The major issue with indirect partitioning is that storing an exact representa-
tion of the mapping function is memory-intensive. In [2], bitmap approximations
are used that consume less space but introduce the possibility of mapping errors.
These errors do not affect algorithm correctness but do affect performance.
The bitmap approximation works by associating a bitmap of a chosen size with
each partition. A key to be stored or queried with the mapping function is hashed
based on the bitmap size to get an index I in the bitmap. The bit at index I is
set to 1 in the bitmap for the partition where the tuple belongs. Note that due
to collisions in the hashing of the key to the bitmap size, it is possible for a bit
at index I to be set in multiple partition bitmaps which results in false drops.
A false drop is when a tuple gets put into a partition where it does not belong.

The generalized hash team algorithm does not have a “hybrid step” where
it uses additional memory to buffer tuples beyond what is required for par-
titioning. Further, the bitmaps must be relatively large (multiples of the input
relation size) to reduce the number of false drops. Consequently, even the bitmap
approximation is memory intensive as the number of partitions increases.

SHARP. Another multi-way join algorithm is the Streaming, Highly Adaptive,
Run-time Planner (SHARP) [3] that performs multi-dimensional partitioning.
SHARP was invented by Pedro Bizarro and David DeWitt at the University
of Wisconsin - Madison in 2006. An example TPC-H star query involves Part,
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Orders and LineItem. In multi-dimensional partitioning, Part and Orders are the
build tables and are partitioned on partkey and orderkey respectively. LineItem
is the probe relation and is partitioned simultaneously on (partkey,orderkey) (in
two dimensions). The number of partitions of the probe table is the product of
the number of partitions in each build input. For example, if Part was partitioned
into 3 partitions and Orders partitioned into 5 partitions, then LineItem would
be partitioned into 5*3 = 15 partitions.

For a tuple to be generated in the memory phase, the tuple of LineItem
must have both its matching Part and Orders partitions in memory. Otherwise,
the probe tuple is written to disk. The cleanup pass involves iterating through
all partition combinations. The algorithm loads on-disk partitions of the probe
relation once and on-disk partitions of the build relation i a number of times
equal to

∏i−1
j=1 Xj , where Xi is the number of partitions for build relation i.

Reading build partitions multiple times may still be faster than materializing
intermediate results, and the operator benefits from memory sharing during
partitioning and the ability to adapt during its execution.

2.3 Other Join Algorithms

There are two other related but distinct areas of research on join algorithms.
There is work on parallelizing main-memory joins based on hashing [15] and
sorting [16]. The assumption in these algorithms is that there is sufficient memory
for the join inputs such that the dominate factor is CPU time rather than I/O
time. In this work, we are examining joins where I/O is still a major factor.
The main-memory and cache-aware optimization techniques employed in these
works could also be applied to I/O bound joins.

Another related area is performing multi-way joins on Map-Reduce systems
such as in [17,18]. Map-Reduce systems are designed for very large-scale queries
over a commodity cluster. The join algorithms used and how they apply to
multi-way joins are distinct from traditional relational database systems.

3 Multi-way Join Implementation

Performance of the multi-way join algorithms depends on the implementation.
Multiple implementations of the algorithms allow for testing in different condi-
tions. Implementations were created in the open source database system Post-
greSQL as well as a standalone C++ implementation.

3.1 Implementation in PostgreSQL

To test the effectiveness of the multi-way join algorithms in a real world set-
ting, the algorithms were implemented in the open source database system
PostgreSQL [19]. PostgreSQL is an advanced enterprise class database system.
It includes a query planner and optimizer, memory manager, and a hybrid hash
join implementation.
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Adding the three multi-way join algorithms involved the addition of six source
code files with more than 5000 lines of code. Each join had a file defining its
hash table structure and operations and a file defining the operator in iterator
form. Generalized hash teams (GHT) had two mapper implementations: exact
mapper and bit mapper. The exact mapper assumed an integer join attribute
and mapped its input to a partition number.

In comparison to implementing the join algorithms themselves, a much harder
task was modifying the optimizer and execution system to use them. The basic
issue is both of these systems assume a maximum of two inputs per operator,
hence there are many changes required to basic data structures to support a
node with more than two inputs. The changes can be summarized as follows:

– Create a multi-way hash node structure for use in logical query trees and join
optimization planning.

– Create a multi-way execution node that stores the state necessary for iterator
execution.

– Modify all routines associated with the planner that assume two children
nodes including EXPLAIN feature, etc.

– Create multi-way hash and join clauses (quals) from binary clauses.
– Create cost functions for the multi-way joins that conform to PostgreSQL cost

functions which include both I/O and CPU costs.
– Modify the mapping from logical query trees to execution plan to support

creation of multi-way join plans.

The changes were made as general as possible. However, there are limitations
on what queries can be successfully converted and executed with multi-way joins.

3.2 Standalone C++ Implementation

The algorithms were also implemented in C++ to isolate them from the
complete database system (such as the buffer manager) of PostgreSQL. All
the supporting data structures, algorithms, and memory management also were
implemented. This includes all code that defines relations, tuples, attributes,
and other basic relational database data structures. Each algorithm was imple-
mented in a separate source file and extended the same base Operator class. All
the algorithms were implemented using the same hashing algorithms and hash
tables. The source contains 8400 lines of code across 46 files. The source code
can be found online [20]. Source was built using Visual Studio 2012.

The hash tables used separate chaining. Each hash table is an array of linked
lists. Hash collisions are handled by adding each tuple that hashes to a specific
array index to the end of the linked list for that array index. The array length is
set to the number of tuples that will be stored in it to obtain a load factor of 1.
The load factor α of a table of size m with n tuples is calculated with α = n/m.
A low load factor as well as a good hash function is needed to keep the average
cost of a hash lookup as small as possible. This is important since each probe
tuple that is looking for its matches will need to be checked against every tuple
stored in the hash table that hashes to the same array index as the probe tuple.
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When in the probe phase of a join each tuple of the probe relation is read
into memory, hashed and then probed against the existing in memory hash table.
Each tuple in the hash table that matches the hash of the probe tuple must then
be checked to see if its join attributes match the join attributes of the probe
tuple. If the tuples have more than one attribute that they are joined on or they
are joining on non-integer attributes this can be a very CPU intensive operation.

The C++ implementation does not include a query parser or optimizer. Each
query was hand optimized and hard coded into the program. Multiple runs of
the program were scripted using Windows PowerShell.

4 Experimental Results

4.1 PostgreSQL Results

The PostgreSQL experiments were executed on a dual processor AMD Opteron
2350 Quad Core at 2.0 GHz with 32 GB of RAM and two 7200 RPM, 1 TB hard
drives running 64-bit Linux. Similar results were demonstrated when running
the experiments on a Windows platform. PostgreSQL version 8.3.1 was used,
and the source code modified as described. Since PostgreSQL includes a hybrid
hash join (HHJ) algorithm by default, all the multi-way join algorithms were
compared against it in order to see how they performed against an optimized
and tested hash join algorithm.

Fig. 1. TPC-H 10 GB relation sizes.

The data set was TPC-H benchmark [14] scale factor 10 GB1 (see Fig. 1)
generated using Microsoft’s TPC-H generator [21], which supports generation of
skewed data sets with a Zipfian distribution. The results are for a skewed data
set with z = 1. Experiments tested different join memory sizes configured using
the work mem parameter. The memory size is given on a per join basis. Multi-
way operators get a multiple of the join memory size. For instance, a three-way
operator gets 2*work mem for its three inputs.
1 The TPC-H data set scale factor 100 GB was tested on the hardware but run times

of many hours to days made it impractical for the tests.
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Fig. 2. PostgreSQL: hash teams.
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Fig. 3. PostgreSQL: generalized hash teams.

Direct Partitioning with Hash Teams. One experiment was a three-way
join of Orders relations. The join was on the orderkey and produced 15 million
results. The results are in Fig. 2.

The results clearly show a benefit for a multi-way join with about a 60 %
reduction in I/O bytes for the join and approximately 12–15 % improvement in
overall time. The multi-way join performs fewer I/Os by saving one partitioning
step. It also saves by not materializing intermediate tuples in memory and by
reducing the number of probes performed. The multi-way join continues to be
faster even for larger memory sizes and a completely in-memory join.

Indirect Partitioning with Generalized Hash Teams. Indirect partition-
ing was tested with a join of the Customer, Orders, and LineItem relations.
Generalized hash teams was compared using both a bit and exact mapper.
The bit mapper used 12 bytes * number of tuples in the Orders relation as its
bit map size which is the same amount of space used by the exact mapper. The
results are in Fig. 3.

For this join, GHT had fewer I/Os but that did not always translate to a
time advantage unless the difference was large. HHJ had worse performance on a
memory jump from 2000 MB to 2500 MB despite performing 20 GB fewer I/Os!
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Fig. 4. PostgreSQL: SHARP.

Fig. 5. Stand-alone implementation: hash teams.

The difference was the optimizer changed the query plan to join Orders with
LineItem then the result with Customer at 2500 MB where previously Customer
and Orders were joined first. This new ordering produced double the number
of probes and join clause evaluations and ended up being slower overall. These
results show that CPU cost in probing hash tables is as significant factor as the
number of I/Os performed.

The major limitation was the mapper size. The mappers did not produce
results for the smaller memory sizes of 32 MB and 64 MB as the mapper could not
be memory-resident. For 128 MB, the bit mapper performed significantly more
I/Os and had larger time than the exact mapper due to the number of false drops.
The number of false drops was greatly reduced as the memory increased. The
CPU and memory cost of the mapper reduced the performance of generalized
hash teams significantly.

Multi-dimensional Partitioning with SHARP. One of the star join tests
combined Part, Orders, and LineItem. The performance of the SHARP algorithm
versus hybrid hash join is in Fig. 4. SHARP performed 50–100 % fewer I/Os in
bytes and was about 5–30 % faster. Only at very small memory sizes did the
performance become slower than HHJ, and it was faster in the full memory
case. SHARP had a performance advantage as the CPU time decreased as well
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as the I/O time as the multi-dimensional partitioning results in less hash table
probing than a binary plan.

4.2 Standalone C++ Results

The standalone implementation was tested using the same TPC-H database and
queries but on different hardware. All experiments were performed on a PC
running Windows 8 with a quad core Intel Core i7 2600K processor at 4.4 GHz
with 24 GB RAM and a 512 GB Crucial M4 solid state drive.

Direct Partitioning with Hash Teams. Hash teams was compared to dyna-
mic hash join (DHJ) for the three-way join of Orders relations. Both left deep
and right deep DHJ query plans were evaluated. Both DHJ operators in the
join plan were given memorySize bytes of memory, and the single hash teams
operator received 2 × memorySize bytes of memory.

Figure 5 shows that hash teams performed significantly fewer I/Os than both
the left deep and right deep DHJ query plans. The right deep plan uses fewer
I/Os than the left deep plan because it always chooses a single Orders relation to
partition for both DHJ operators while the second operator in the left deep plan
partitions the result of the first DHJ operator. This I/O savings translates into a
time savings both due to the reduced data transfer and DHJ requiring multiple
partitioning steps and intermediate tuple materialization. Since hash teams only
has one partitioning step and only materializes tuples when producing the final
output it is able to gain a significant advantage over the widely used dynamic
hash join.

Indirect Partitioning with Generalized Hash Teams. Generalized hash
teams (GHT) were compared to DHJ using the three-way join of Customer,
Orders, and LineItem relations. Both left deep and right deep DHJ query plans
were evaluated. First, GHT was evaluated using a large amount of memory for
the map in order to ensure that there were no false drops. This is to show the
behaviour of GHT in its best possible conditions as the memory for the map
is not counted against the memory for the join. Second, GHT was evaluated
with the map memory counted against the join memory to show its behaviour
in normal conditions.

Figure 6 shows that even though generalized hash teams performed 30 % to
100 % fewer I/Os than the left and right deep DHJ query plans, this did not
always result in a time advantage. GHT is approximately 8 % slower than the
right deep DHJ plan when performing zero I/Os and 25 % slower than the left
deep DHJ plan. GHT is slower because of the extra hashing and probing of
the map GHT needs to match tuples when joining relations. It is not until low
memory sizes that GHT becomes faster than both the left and right deep DHJ
plans.

Figure 7 shows the I/Os used for GHT when the memory used by the map is
removed from the memory available to the join. GHT behaves reasonably until
there is not enough memory to keep the number of false drops low. Once GHT
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Fig. 6. Stand-alone implementation: generalized hash teams.

Fig. 7. Stand-alone implementation: generalized hash teams for small memory sizes.

has only a very small amount of memory the mapping places each Lineitem
tuple in a large number of partitions causing the amount of file I/O to increase
significantly. It also shows that once the I/Os increase for GHT it becomes
the slowest join. GHT is not executable for smaller join memory sizes as its
performance degrades significantly.

Figure 8 shows the effect of the number of bits per tuple that is used for the
map. When there is a small amount of memory available for the map (approxi-
mately 1 bit for every 10 tuples) the number of false drops becomes very large.
The bit map size should be at least 1/4 of the mapped relation size to avoid
severe false drop penalties.

Multi-dimensional Partitioning with SHARP. SHARP was compared
against DHJ using a query joining Part, Orders, and LineItem. In this star join,
Lineitem is the fact table and Orders and Part are the dimension tables. As
shown in Fig. 9 SHARP is able to make much more efficient use of the join mem-
ory to perform fewer I/Os in low memory conditions. This is because SHARP
partitions each relation independently. Since SHARP performs fewer I/Os and
does not need multiple partitioning steps, it is faster than DHJ at all memory
sizes.
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Fig. 8. Stand-alone implementation: false drops compared to bitmap size

Fig. 9. Stand-alone implementation: SHARP.

5 Discussion and Conclusion

Implementing efficient, robust, and scalable multi-way joins is a non-trivial
challenge. The experimental results clearly show that multi-way performance
depends on the join type. Direct partitioning joins are efficient and are clearly
superior when the hash attributes uniquely identify tuples in each input. How-
ever in that case, it is also likely that interesting orders based on sorting may
apply (as the relations may be sorted on the primary/unique attribute) which
would have even better performance.

Indirect partitioning has benefits, but the mapping functions consume both
space and CPU time. Indirect partitioning is inapplicable if the mappers cannot
be completely memory-resident during partitioning. Indirect partitioning with-
out a hybrid step is not competitive with binary plans. Note that this does not
contradict the results in [2] as the join algorithm was not used in conjunction
with the space saving hash aggregation structure proposed. The results clearly
show both a benefit and an issue with direct and indirect partitioning joins. The
number of I/Os performed is less but that does not always translate into a time
advantage. The I/O cost is often reduced by intelligent operating system buffer-
ing. Overall, indirect partitioning joins are not as robust as binary joins and the
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high CPU cost often outweighs any I/O advantages. Similar to main-memory
optimized joins, optimizing algorithms for cache-awareness is very beneficial for
performance. A cache-aware multi-way join may have better performance.

Multi-dimensional partitioning as implemented in SHARP is a much more
consistent winner. The major bad case relates to the “curse of dimensionality”
when build inputs are read multiple times and more I/Os are performed than the
corresponding binary plan. This case can be identified by the cost functions and
will be avoided by the optimizer. Like the one-to-one direct partitioning joins,
multi-way partitioning is faster than binary plans for the fully in-memory case.
This speed improvement occurs as it does not materialize intermediate results
and performs the same (or fewer) number of probes than binary plans. Further,
star queries are much more common than the types of queries that would be
beneficial for direct or indirect partitioning. Multi-dimensional partitioning is a
beneficial addition to the set of join operators and in its most basic implemen-
tation (without any adaptability) is fairly straightforward to implement.

6 Conclusions

The goal of this paper was to determine if multi-way joins are useful in a database
system. The answer is yes, but primarily for star queries. Direct and indirect par-
titioning multi-way joins improve performance in some cases, especially for one-
to-one joins. The two major issues are the relatively limited number of queries
affected, and the care that must be taken to guarantee good performance. Multi-
dimensional partitioning is beneficial for a larger number of queries, more effi-
cient except for known cases, and more stable to implement. Multi-dimensional
partitioning joins should be implemented in commercial database systems.

Future work includes allowing the optimizer to cost multi-way joins simul-
taneously with binary plans and conducting experiments to evaluate multi-way
joins in conjunction with aggregation operators.

References

1. Graefe, G., Bunker, R., Cooper, S.: Hash joins and hash teams in Microsoft SQL
Server. In: VLDB, pp. 86–97 (1998)

2. Kemper, A., Kossmann, D., Wiesner, C.: Generalised hash teams for join and
group-by. In: VLDB, pp. 30–41 (1999)

3. Bizarro, P., DeWitt, D.J.: Adaptive and robust query processing with SHARP.
Technical report 1562, University of Wisconsin (2006)

4. Viglas, S., Naughton, J., Burger, J.: Maximizing the output rate of multi-way join
queries over streaming information sources. In: VLDB, pp. 285–296 (2003)

5. Lawrence, R.: Using slice join for efficient evaluation of multi-way joins. Data
Knowl. Eng. 67(1), 118–139 (2008)

6. Graefe, G., Ewel, J., Galindo-Legaria, C.: Microsoft SQL Server 7.0 query proces-
sor. Technical report, Microsoft Corporation. http://msdn.microsoft.com/en-us/
library/aa226170(SQL.70).aspx, September 1998

http://msdn.microsoft.com/en-us/library/aa226170(SQL.70).aspx
http://msdn.microsoft.com/en-us/library/aa226170(SQL.70).aspx


50 M. Henderson and R. Lawrence

7. Microsoft Corporation: Description of Service Pack 1 for SQL Server 2000. Techni-
cal report, Microsoft Corporation. http://support.microsoft.com/kb/889553, May
2001

8. Moerkotte, G., Neumann, T.: Dynamic programming strikes back. In: ACM SIG-
MOD, pp. 539–552 (2008)

9. Henderson, M., Lawrence, R.: Are multi-way joins actually useful? In: Proceedings
of the 15th International Conference on Enterprise Information Systems, ICEIS
2013. SciTePress (2013)

10. DeWitt, D., Katz, R., Olken, F., Shapiro, L., Stonebraker, M., Wood, D.: Imple-
mentation techniques for main memory database systems. In: ACM SIGMOD, pp.
1–8 (1984)

11. DeWitt, D., Naughton, J.: Dynamic memory hybrid hash join. Technical report,
University of Wisconsin (1995)

12. Kitsuregawa, M., Nakayama, M., Takagi, M.: The effect of bucket size tuning in
the dynamic hybrid GRACE hash join method. In: VLDB, pp. 257–266 (1989)

13. Graefe, G.: Five performance enhancements for hybrid hash join. Technical report
CU-CS-606-92, University of Colorado at Boulder (1992)

14. TPC: TPC-H benchmark. http://www.tpc.org/tpch/
15. Blanas, S., Li, Y., Patel, J.M.: Design and evaluation of main memory hash join

algorithms for multi-core CPUs. In: SIGMOD Conference, pp. 37–48 (2011)
16. Albutiu, M.C., Kemper, A., Neumann, T.: Massively parallel sort-merge joins in

main memory multi-core database systems. PVLDB 5(10), 1064–1075 (2012)
17. Zhang, X., Chen, L., Wang, M.: Efficient multi-way theta-join processing using

mapreduce. PVLDB 5(11), 1184–1195 (2012)
18. Afrati, F.N., Ullman, J.D.: Optimizing multiway joins in a map-reduce environ-

ment. IEEE Trans. Knowl. Data Eng. 23(9), 1282–1298 (2011)
19. PostgreSQL: open source relational database management system. http://www.

postgresql.org/
20. Henderson, M.: C++ source code for multi-way join algorithms. https://bitbucket.

org/mikecubed/hashjoins
21. Chaudhuri, S., Narasayya, V.: TPC-D data generation with skew. Technical report,

Microsoft Research. ftp://ftp.research.microsoft.com/users/viveknar/tpcdskew

http://support.microsoft.com/kb/889553
http://www.tpc.org/tpch/
http://www.postgresql.org/
http://www.postgresql.org/
https://bitbucket.org/mikecubed/hashjoins
https://bitbucket.org/mikecubed/hashjoins
ftp://ftp.research.microsoft.com/users/viveknar/tpcdskew


What Do We Know About ERP Integration?

Tommi Kähkönen(&), Andrey Maglyas, and Kari Smolander

Software Engineering and Information Management,
Lappeenranta University of Technology, Lappeenranta, Finland

{tommi.kahkonen,andrey.maglyas,kari.smolander}@lut.fi

Abstract. Enterprise Resource Planning (ERP) systems have been the major
interest of companies to improve the business performance with integrated
business systems during the last 15 years. As demands for collaborative busi-
ness through supply chain increased, so did the integration requirements for
ERPs that are today connected externally with customers, suppliers and busi-
ness partners and internally with continuously changing system landscape of
the enterprise. We conducted a systematic mapping study to investigate how
ERP integration has been studied by the academia from 1998 to 2012. Studies
about technological issues are mostly dealing with systems inside a company
whereas studies on methodological issues focus on the integration of the supply
chain management and e-business. However, these studies are often either
carried out without a rigorous empirical research method or they are based on
single cases only. Quantitative methods have been mainly used to investigate
quality attributes of ERPs but issues related to ERP integration in terms of a
network of stakeholders in an ERP project still need more research in the
future.

Keywords: Enterprise resource planning � Integration � Systematic mapping
study � Literature review

1 Introduction

ERP systems are integrated information systems that aim to integrate the core business
processes in a company, previously automated by monolithic legacy applications
[1, 2]. They are designed to automate the flow of information, material and financial
resources of these processes to a single storage, which can be accessed to get the
enterprise data whenever it is needed [3, 4]. The rationale for adopting an ERP system
is that the enterprise can enhance its business performance, financial predictability,
productivity and decision making by business process automation with timely access
to management information [2, 5]. Adopting an ERP system is challenging and
expensive project for a company, which usually chooses an ERP product from one or
several vendors (e.g. SAP, Oracle or Microsoft) and either re-engineers its business
processes to match those offered by the ERP product, or customizes the ERP product
to match the existing processes [3, 6].

ERPs originate from inventory control systems, which later transformed into
mainframe-based material requirements planning systems (MRP and later MRP2) first
to convert production plans into raw material requirements and later to optimize the
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production process of a plant [7, 8]. In 1990s more functions were included to the
unified system that was renamed to ERP [7]. Originally designed to integrate only the
internal business functions, it was soon realized that ERPs could not meet all inte-
gration requirements of the changing business environment. It became necessary to
integrate operations across national borders and coordinate business processes with
partners in strategic alliances [9].

Business collaboration has become a key strategy for companies and it needs
cooperation among organizations, integration of business processes and enterprise
systems [10]. In a modern business environment, a single organization is a part of the
network of delivering and supporting organizations – a part of the supply chain [4].
Even though it is challenging to accomplish, integration is needed to interconnect
customers, distributors and suppliers via integrated supply chains [9]. Implementing
an ERP system is seen as the first step in the process of enterprise-wide supply chain
integration [2, 11]. Indeed, the ERP system became just one, but important part of the
complex IT-architecture of an organization [12]. The literature has noted this by
renaming the ERP to ERPII or Extended ERP, in which the traditional ERP is seen as
a backbone of the enterprise business suite, that is tightly integrated with other
operational systems such as SCM (Supply Chain Management) and CRM (Customer
Relationship Management) [13]. As these systems cross the boundaries of organiza-
tions, additional challenges are encountered in integration: customers need to access
the system via web interfaces [13] and there is also a need to provide a mobile access
to the enterprise data, regardless of the location [14, 15].

Even though significant amount or research has been conducted on ERP systems
during the last 15 years and ERP vendors have constantly upgrade their products, we
can still read from the news about ERP disasters1.

The growing number of information systems dealing with products manufacturing
and delivery leads to the key role of integration in ERP projects. Therefore this study
maps systematically the existing knowledge in the field of ERP integration and
investigates how it has been studied in the academia in order to provide a solid
baseline for further ERP integration research.

The next section provides the definition for the concept integration and discusses
other literature reviews performed on ERPs. Section 3 explains the process of this
mapping study. Results are presented in Sect. 4. Section 5 discusses about the future
directions of ERP integration research and Sect. 6 provides the conclusions.

2 Background

In the domain of information systems, integration is a multidimensional concept often
represented with different perspectives. For example, Barki and Pinsonneault list three
perspectives technical, business, and strategic [9].

1 http://www.cio.com/article/721628/Air_Force_scraps_massive_ERP_project_after_racking_up_1_
billionin_costs
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Application integration is a strategic approach to bind information systems
together [16]. According to Linthicum, application integration can be both internal
(Enterprise Application Integration, EAI) and external (business-to-business, B2B)
[16]. Internal integration deals with interrelationships and trade-offs within a firm
while external integration refers to coordination with customers and/or suppliers [17].
From the integration point-of view, the focus of ERP has traditionally been internal
system, but however, along with the evolution of ERPII, The Internet and web
technologies have changed the focus of ERP integration to external, to consider also
external stakeholders, to connect customers and suppliers through CRM and SCM to
the ERP system [18, 19].

Seven systematic literature reviews to map all the conducted research on ERP
systems have been done since the end of 1990s [20–26]. These literature reviews
address the integration issues only partly. Moreover, the number of papers identified
varies between studies. For example, Botta-Genoulaz et al. found only five articles
that deal with integration of ERP and other systems (a survey on recent literature)
while Esteves and Bohorquez identified 21 integration-related articles and categorized
these articles as ‘‘Evolution’’ [22].

Rather than examining all the ERP related research we aim at finding out the ERP
integration issues from the literature in order to provide a comprehensive view to this
topic. Only Schlichter and Krammergaard had similar approach and identified the
research methods of the studies, but they did not highlight what methods have been
used to investigate integration issues [25].

For this study, we have set the following research questions: (1) How have the
number of publications related to ERP integration been evolved between 1998 and
2012? (2) What aspects of integration have been investigated? (3) What research
methods have been used in these studies? and (4) What topics need to be investigated
further?

3 Research Method

A systematic literature review (SLR) is a secondary study which aims to gather and
evaluate all the evidence on a selected research topic [27, 28]. It aims at identifying
gaps in current research to point out the potential areas of further research and it can
also provide background to position new research activities [29].

Systematic mapping study (SMS, sometimes called as scoping review) is a study
complementary to SLR [29, 30]. Kitchenham and Charters highlight qualitative dif-
ferences between SLR and SMS [29]. Petersen et al. provide more comprehensive
comparison by stating that there are similarities and differences in goals and process as
well as in breadth and depth of these studies [30]. Unlike SLR, SMS does not aim at
establishing the state of evidence and identifying the best practices based on empirical
evidence. Mapping studies do not study articles in detail but aim at classification and
thematic analysis. The goal of both types of studies is to identify the research gaps
with the aim to influence the future direction of primary research. An SMS aims to
classify and structure a certain field of interest, often by analysing the categories and
frequencies of publications [30]. An SMS analyses the literature to find out what kind
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of studies related to research question have been done, what is their publication forum
and what kind of outcomes have been produced [31]. The process for SMS in software
engineering has been defined by Petersen et al. [30]. Figure 1 presents this process.

First, the research questions are defined for the SMS. Search strings are selected
and they are used to search articles from scientific databases to identify the primary
studies, by manually browsing and handling the results of the search. Screening of
papers for inclusion and exclusion is used to filter out the papers that do not answer the
research questions. In keywording of abstracts, the context and contribution of research
is identified. This can be done by identifying a set of keywords and combining them to
form a high-level understanding of the research area. Based on the keywording, the
population of related papers can be classified and categorized. Finally, the data is
extracted from studies and presented in a form of a systematic map that visualizes the
results with graphs and tables or other graphical representations [30].

In our study, keywords and databases were selected after defining the research
questions. Searches were made by using the advanced search functionality offered by
the databases. A set of related articles was identified from the search results by using
inclusion and exclusion criteria. Categorization was made iteratively by handling the
set of related articles that were not excluded. Finally, the results were presented, a
systematic map was produced and the meaning of results was interpreted.

3.1 Selecting Keywords and Databases

First, a pilot search from different databases was made to estimate how feasible the
chosen area of interest is for performing a systematic mapping study. It appeared that
the number of search results varied from 20 to 260 depending on the database by using
keywords ‘‘ERP’’ AND ‘‘integration’’. We decided that this number of articles is
possible for closer investigation.

Rather than choosing specific journals or conferences, we selected six databases
for review: ACM, CiteSeer, IEEEXplore, Sciverse, SpringerLink and EBSCO. These
databases target a wide range of the most important conferences and journals in
computer science, software engineering, and information systems. Moreover, they all
offer an advanced search functionality that allows searching from different parts of the
article, like from titles, abstracts, and keywords.
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Fig. 1. A process of systematic mapping study.
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We decided to search the terms ‘‘ERP’’ AND ‘‘integration’’ from the metadata
(titles, keywords and abstracts) of articles. The time period was set from 1998 to 2012.
From ACM, CiteSeer and EBSCO we had to perform two searches, because the search
engines allowed only searching from titles or from abstracts instead of from all the
metadata. Filtering was used in searching to crop the unrelated topics in Sciverse and
EBSCO. Table 1 shows the results from actual search.

3.2 Handling the Related Articles

Each of 721 papers was first reviewed by reading the title, keywords and abstract. This
was done to decide if the article meets the criteria. At this point, articles focusing on
completely different topics such as Event Related Potentials, or articles written
in other language than English were dropped out. We also removed duplicate articles.
In total 310 articles were identified as potentially interesting, and they were reviewed
in more detail.

Exclusion Criteria. During the further analysis of the remaining 310 articles, filtering
was performed to drop out unrelated articles. An article was excluded if it was not
related to integration issues. For example, many articles mentioned the used keywords
in the abstract, but focused on other issues than the integration with other systems. The
term ‘‘Integration’’ usually appears in a definition of ERP, which is often presented in
the abstract to introduce the research area. Also, if it occurred that the article just
briefly mentioned ERP and mainly focused on some other subject, the article was left

Table 1. Results from actual search.

Source Search criteria and filtering Selected/
Total

ACM (1) ERP and integration from abstracts, published in
1998–2012
(2) ERP and integration from titles, published in 1998–2012

5/21
1/1

CiteSeer (1) ERP and integration from abstracts, published in
1998–2012
(2) ERP and integration from titles, published in 1998–2012

25/66
5/7

IEEEXplore ERP and integration from metadata, published in 1998–2013 141/239

Sciverse ERP and integration from titles, abstracts and keywords
limiting to Computers in Industry, European Journal of
Operational Research, Expert Systems with Applications,
Information & Management, International Journal of
Production Economics

18/26

SpringerLink ERP and integration from titles and abstracts since 1.1.1998,
no book chapters

12/42

EBSCO (1) ERP and integration from abstracts, source type: academic
journals, published in 1998–2012, filtering out evoked
potentials from thesaurus terms

(2) ERP and integration from titles, source type: academic
journals

88/261
15/58

Total 310/721
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out. This filtering reduced the total number of articles from 310 to 140. Then, we made
a decision to focus only on journal articles because they are often the extended
versions of conference papers. It reduced the number of articles to be reported from
140 to 56. The full data is available in http://enact.lut.fi/erp_sms.

Categorization of Articles. The categorization was made by analysing the 56 selected
journal articles. The data recorded from the related articles is shown in Table 2.

From each publication, publication name, publication type, name of the publica-
tion forum, year and country were recorded. The categorization was made by dividing
articles to classes based on their scope of integration: Internal or External. Internal
deals with the integration of applications, systems and devices inside a company with
no involvement of business partners, or with no relation to business partners. External
means that ERP integrates with information systems outside the organization or that
the integration aims at collaboration of business partners or external stakeholders.
Furthermore, the related sub-categories were identified. The sub-categories were
created inductively by labeling conceptually the most essential topic of interest of the
article. The list of sub-categories included Technological issues, Methodological
issues, Quality issues, and Extending ERP.

The research method used in the article was recorded. It was not always clearly
defined in the article. In these cases the method was set either to literature study in
cases where article just presented some ideas by relying on literature or constructive
research in cases where the article proposed a construct based on the literature.
Table 3 lists the applied research methods used in these articles.

4 Results

Figure 2 shows the number of ERP integration related journal publications yearly.
ERP integration has become the interest of researchers after 2002. The year 2006 had
the biggest number of publications. Since there are no published articles in years 1998
and 1999, it seems that the time period used as the search constraint is suitable.

It is notable that most of the articles are case studies, use constructive approach or
are based on literature only (Table 3). In addition, a common qualitative approach
such as ethnography is completely missing from this population of journal articles and
grounded theory is applied only in one article.

Table 2. Data collected from articles.

Article data Categorization data

Publication name
Publication type (journal, conference

or other)
Publication forum (if available)
Publication year (1998–2012)
Keywords (if available)
Author’s home country

Scope of integration (internal or external)
Sub category (technological issues, methodological

issues, quality issues, or extension to ERP)
Research method (systems dynamics, literature

study, focus group, survey, Delphi study,
constructive research, case study, multiple

case study)
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About half (28) of the publications address methodological issues. These articles
discuss about processes and approaches of how integration was carried out in a certain
case. They also discuss about critical success factors, challenges, management and
information sharing in ERP integration. Some of these articles proposed a conceptual
research framework. The second biggest subset (12 articles) deals with technological
issues. These articles propose a technological approach to integration typically by
presenting an architectural solution or by discussing about certain technologies used in
integration. 7 publications discuss about extending ERP by identifying additional
functionality that could be provided by the ERP system, or by proposing a new
architecture for the ERP system.

Quality issues was selected as a sub-category if the article addressed measureable
characteristics of ERP systems or benefits provided by the ERP system related to
integration. 9 articles addressed this sub-category.

The systematic map of ERP integration is presented in Table 4. The scope of
integration, related sub-category and applied research methods of the articles are
presented in the map. For research methods, abbreviations from Table 3 are used. The
next chapters walk through the main findings from the found articles and interprets the
systematic map of ERP integration.

Table 3. Applied research methods.

Applied research method Number of publications

Systems Dynamics (SD) 1

Literature Study (LS) 11

Focus Group (FG) 1

Survey (S) 7
Delphi Study (DS) 1

Constructive Research (CR) 16

Case Study (CS), Multiple-case study (MCS) 16, 2

Grounded Theory (GT) 1

Fig. 2. The number of journal publications on ERP integration.

What Do We Know About ERP Integration? 57



4.1 Technological Issues

Twelve identified articles deal with technical issues of integration. This is not sur-
prising, as integration is often seen as a technical matter. These articles addressing
technological issues aim at building flexible solutions and architectures for integrating
ERP with other systems. Specific technologies such as SOA and EAI are often used to
aid the integration effort [38, 41].

Systems targeted by these implementation frameworks include other information
management systems such as APS (Advanced Planning and Scheduling), DSS (Design
Support Systems) or Product Data Management (PDM) [34–36]. The process of
integrating ERP with APS is presented, problems encountered, best practices in
integration as well as a functional architecture is presented [33]. Also, an architecture
to integrate the DSS over SCMs and ERPs of multiple organizations is proposed [39].
In manufacturing companies, there is often a need to integrate ERP with robots on the

Table 4. A systematic map of ERP integration.

Internal External ERP
Characteristics

Technological
Issues

[32] CR, [33] CS,
[10] CR, [34] CR,
[35] CR, [36] CR,
[12] CR

[37] LS, [38] CS, [39] CR
[40] CR, [41] CR

Methodological
Issues

Processes and
Approaches:
[42] GT, [1] CS, [43]
CS, [44] CS, [45]
CS, [46] CR,
[47] LS, [48] CS
Challenges:
[49] CR, [2] CS, [50]
S, [51] LS

Processes and Approaches:
[52] LS, [53] CS, [18] CS, [6]
CS, [54] CS, [55] LS, [56] LS,
[13] FG, [57] LS, [58] LS,
[59] S
Information sharing:
[60] LS, [17] MCS
Challenges:
[61] DS, [62] CS, [63] CS

Quality Issues Benefits:
[64] S, [65] MCS,
[66] S

Benefits:
[67] CS, [68] CS,
[69] LS, [8] S
Characteristics of ERP:
[19] CR, [70] S

ERP Extension New
Functionality
to ERP:
[7] LS, [71] S,
[72] SD
New
Architecture
for ERP:
[73] CR, [74]
CR, [75] CR,
[76] CR
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execution level through a MES (Manufacturing Execution System). An approach to
develop a distributed MES that integrates ERP with operational systems at the lower
level is proposed [32]. A process and technology for ERP and MES integration is
presented [12].

Sometimes ERP integration targets both manufacturing and planning systems. An
approach where data exchange is made internally and externally between ERP, APS
and MES is proposed in [40]. Enabling technologies for ERP and E-commerce
technologies are briefly discussed [37]. Integration can also target legacy systems and
other systems of business partners [38, 41]. Also, an approach for integrating dis-
tributed relational database systems with different enterprise systems is described [10].

The articles related to technological issues are often made with no systematic
research approach. Instead, they are mostly relying on literature or they are based on
specific cases. Because of this, they may not be fully applicable to other organizations.
In addition, the studies related to implementation do not generally cover the systems
accessed by external stakeholders, such as SCM and e-commerce systems. Moreover,
mobile and web interfaces which are important in modern ERPs are not discussed in
these articles at all.

4.2 Methodological Issues

Another group of studies addresses the integration challenges caused by ERP systems
that are generally seen as difficulties in the integration with other applications. There
are challenges when interconnecting specific ERP modules with other subsystems
internally [50]. Also, implementing the interfaces between systems and connecting
ERP with non-ERP systems can sometimes be a complex effort [51, 63]. Retrieving
data from legacy systems by building temporal interfaces can be challenging [2]. It
has also been identified that ERP systems sometimes prohibit the building of addi-
tional systems that communicate with it [49]. It is argued that ERP systems are not
designed to cross organizational boundaries, and additional technologies, such as EAI
are needed to cross-organizational integration [62]. Because of the non-modular and
closed system architecture, insufficient for an extended enterprise functionality, the
current ERP solutions cannot support SCM integration efficiently [61].

This group also includes studies that report processes and approaches to integrate
ERP with different systems. The critical success factors when integrating ERP with
computer-aided design and manufacturing (CAD/CAM) systems has been evaluated
[42]. A process of building a decision support system by integrating carefully selected
functions from SCM, GIS (Geographic Information System) and ERP is presented
[43]. In a case study of an ERP project in healthcare, integration with various different
internal systems such as non-ERP applications, web applications and mobile devices
was needed [45]. Two literature-based studies discuss the integration of ERPs and
Knowledge Management (KM) systems [46, 47]. An integration methodology for
PDM and ERP integration by digital manufacturing is proposed [48].

EAI is sometimes used to integrate ERP with other systems and ERP modules. A
case study of an EAI project where ERP was integrated with several other internal
systems is made [44]. It is also suggested that processes can be easily integrated when
combining ERP with EAI [6]. An approach to integrate ERP modules from different
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vendors by using EAI to minimize the need of customization of ERP packages is made
[1]. A high-level comparison between ERP and EAI as means for enterprise inte-
gration is proposed [56].

ERP is strongly related to Supply Chain Management and e-business. Relation-
ships of ERP and SCM have been studied [55, 59]. The integration methods and
strategies of ERP and SCM are discussed [52, 54]. An approach for SMEs to extend
their ERP system across the supply chain is also presented [18]. Requirements for an
electronic supply chain are studied and it is pointed out that ERP should be first
integrated with other internal applications before forming an e-supply chain [57]. ERP
is also seen as a backend system for e-business and an inter-organizational ERP
process model has been constructed [13]. Existing e-business frameworks and their
relationships to enterprise applications such as ERP and CRM is made and a pre-
diction of their future state and challenges is proposed [58]. A framework for
E-business change is proposed by stating that there are other than technological
matters, such as cultural and change management issues that affect the integration in
E-business projects [53].

Two studies [17, 60] address information sharing and cooperation. Internal and
external information sharing as an integrative practice to enable better collaboration in
supply chain planning is examined [17]. Also, a framework of cooperation for supply
chain partners is provided by analyzing both enablers and obstacles in ERP systems
that facilitate supply chain information sharing and cooperation [60].

The studies addressing methodological issues mainly focus on external integration
of SCM and e-business. Information sharing and collaboration practices are not
studied broadly as well as the tools used to aid integration efforts. A major part of
these studies is based on a single case study only. It would be beneficial to know more
about general challenges and success factors that can be adopted in other situations
as well. Therefore, besides qualitative studies, there is a need for industry-wide
quantitative studies. Moreover, the use of tools to aid integration efforts is unrecog-
nized by these studies.

4.3 Quality Issues

Nine studies that investigate certain quality attributes of ERP systems or evaluate the
relationships between ERP benefits and integration were found. They include a
framework to evaluate the potential of ERP to e-business by considering flexibility,
modularity and integration of an ERP system [19]. In addition, a linkage between ERP
and SCM is studied by developing a framework to evaluate ERPs capabilities to
support SCM initiatives [69]. Also, benefits of integrating ERP with SCM is discussed
[67, 68].

The effect of integration on performance is examined by Kang et al. who inves-
tigated how non-IS integration (people, standardization and centralization) affects
performance [64]. A multi-level view of integration and its influence on ERP per-
formance is studied in [8]. Also, the benefits of ERPs with a greater physical scope
have been investigated in [66].
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The ERP package selection criteria is studied with a conclusion that the system’s
fit with partners’ systems, cross-module integration and compatibility between other
systems are the top criteria when selecting ERP systems [70].

This category contains the most quantitative studies conducted on ERP integration
issues in the population. Integration is generally considered as beneficial to enter-
prises. These studies also suggest the role of ERP as a backbone of an extended
business system. The non-IS perspective of integration proposed by Kang et al. could be
studied also with qualitative methods, such as grounded theory and case studies [64].

4.4 Extending ERP

This group of articles discusses the need for additional functionality for ERP systems
and completely new approaches for ERP system architecture.

The similarities and differences of ERP and workflow management systems are
identified and it is noted that ERP vendors have been starting to add workflow capa-
bilities on their products [7]. The relationships between ERP and Strategic Enterprise
Management (SEM) systems are investigated and their integration is proposed [71]. A
knowledge-based system for production-scheduling as an ERP module is proposed in
[73]. It has been suggested that an on-demand ERP could provide a sustainability
benchmarking service and also other services based on the ERP data [72].

An ERP system architecture, based on re-configurable characteristics of material
objects and financial objects, and having the advantage of workflow re-configurability
and re-usability is proposed [75]. An architecture for integrating distributed ERP
systems with e-commerce systems is presented [74]. Also, a prototype based on a
multi-agent ERP to achieve enterprise wide integration is suggested [76].

These articles address diverse topics, but they all identify the need of extending
the functionality of ERPs. New architectures for ERP systems are proposed because of
the need for more flexible ERP system architecture where other systems can easily be
integrated. ERP as an on-demand service is addressed by one article only [72]. The
future studies could investigate how the requirement for on-demand ERP integration
affects integration.

5 Discussion

The results of this study highlight the multidimensional nature of ERP integration [9].
We clearly identified internal and external technological issues of ERP integration
related to technical perspective, but these studies do not often use a systematic
research approach, which makes them difficult to generalize. Similar results were
observed by Esteves and Pastor who found a set of articles dealing with connecting
ERPs with other systems [23]. They identified that these articles were mainly tech-
nology-oriented and focus on the development of interfaces with other systems, web
technologies and integration of CRM modules [23]. In their updated literature review,
the authors highlighted the need for more research on ERP and SCM integration and
saw mobile technologies, on-demand and open source ERPs as future trends [22].

What Do We Know About ERP Integration? 61



The business process perspective of ERP integration is covered by methodological
and quality issues. These studies are often based on single case studies and therefore
other qualitative and quantitative approaches would be beneficial for investigating the
phenomenon deeply from different viewpoints. When comparing our study with other
literature reviews, e.g. [21], we observe that methodological issues have been
increasingly targeted, even more than technical issues.

One group of studies on ERP integration that we called ERP Extension was in that
sense different from technological, methodological, and quality issues that it could not
be divided into external and internal issues. However, these studies discussed matters
closely related to ERP integration and fitted well to the strategy perspective of ERP
integration presented by Barki and Pinsonneault [9]. This group of studies mainly
discussed possible ways to extend existing ERP systems in order to integrate them
with other enterprise information systems. This trend was recognized by Moon, who
identified a set of articles dealing with ERP extension and observed a further
expansion of ERP’s scope as a future trend [24]. According to Moon, companies are
considering extensions to their ERP systems towards e-business, SCM, CRM, MES,
supplier relationship management, and business intelligence systems. Our study brings
out a more detailed viewpoint on how integration issues with these systems have been
studied. Addo-Tenkorang and Helo also identified the extended nature of ERP and
proposed that future ERPs are based on more advanced technologies, such as SOA,
web services, Web 2.0 and they state that future ERPs will be delivered in SaaS
(Software as a Service) model [20].

Probably the trend predicted by Moon takes place and ERP products will be
enhanced with advanced technologies. However, the integration of ERP systems is not
only a technical matter but mostly a socio-technical phenomenon dealing with both
technologies and interactions between stakeholders. There is no doubt that ERP
products will be enhanced with more advanced technologies. However, we believe that
instead of technical issues, methods, tools, and coordination to manage the integration
in future ERP systems will become more relevant than technological matters.

5.1 Limitations of Study

The study focuses only on journal articles. Conference articles and their contribution to
this area have been left out due to space limitations. We have, however, also collected
and analyzed all conferences articles that met the query criteria. The full data table is
available in http://enact.lut.fi/erp_sms. It is also possible that we miss some studies if
authors have used some other terms, such as ‘‘interconnecting systems.’’ Another
limitation is that the set of related articles may not be complete. Some databases such as
Google Scholar were left out because of the limitations of their search functionality.
However, we believe that the selected databases and their query results provide a
representative view of previous research.

5.2 Future Research

As ERP systems are becoming more complex, there is also a more urgent need to
solve the integration issues in ERP projects. The concept of an ERP community has
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been defined as a tactical group consisting of an ERP vendor, an ERP consultant and
the implementing organization [77]. There is a need to study ERP projects from the
ERP stakeholder network perspective to investigate how integration issues are
effectively solved in this network; what kind of tools, methods, and processes are used
to aid the integration and how are people collaborating. ERP adoption is often a long
project with its own lifecycle and therefore the investigation of integration issues
during ERP system lifecycle would be useful for understanding when and what kind of
problems should be expected.

6 Conclusions

This paper mapped the existing literature of ERP integration by searching articles
from scientific literature databases. We searched journal articles related to ERP
integration issues. A total of 56 articles were analyzed further. The articles were
categorized based on their scope of integration (internal, external) and also by using
four sub-categories: technological issues, methodological issues, quality issues and
extending ERP.

ERP integration is necessary due to ERP’s role as a backbone of the enterprise
business system. According to our analysis, the research that aims at solving techno-
logical issues is often conducted with no rigorous and well-defined research method.
Moreover, the observed research on technology deals mostly with internal manufac-
turing and decision making systems, and lacks the focus on SCM and e-commerce that
are accessed by external parties. The device aspect with mobility and Internet has not
been widely considered either. The methodological issues that have been investigated
focus mostly on e-business and SCM integration, but mainly with single cases only.
The use of tools and collaboration practices are quite unrecognized by the current
studies. The most comprehensive research on ERP integration has been done on quality
issues by examining the ERP characteristics and benefits of integration.

Even though ERP products have improved over the years, there still seems to be
significant issues with ERP projects. A fair amount of research has been conducted on
ERP systems, so this makes us wonder why – with better products and a huge
knowledge base – these projects still fail frequently. One reason for this could be the
more complex environment and unrecognized area of research – the ERP stakeholder
network. The future research should consider various stakeholders in the ERP
development network and study how integration issues are solved within this network.
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Abstract. This paper presents solutions that leverage Semantic Web
Technologies (SWT) to allow pragmatic traceability in supply-chains,
especially for the textile industry. Objectives are the identification of the
supply-chain, order management, tracking and problem reporting (such
as dangerous substance detection). It is intended to be a generic platform
supporting potentially any kind of industrial supply-chain, to be usable
in harsh environments (mobile appliances) without any kind of commu-
nications possibility and to be fully usable to non-IT people, including
for the modelling of the production processes. The developed solutions
also allow the consumer to benefit from the traceability through informa-
tion pages available by scanning the QR codes available on the finished
products (clothes, clocks, etc.). This paper presents: (i) the methodology
applied to achieve those functionalities, (ii) the design and implementa-
tion choices, and (iii) the test results. The main value of this paper is the
usage of the Semantic Web in real-world industrial traceability solutions,
which were tested in real supply-chains in Switzerland and India. The
commercialization of the developed solutions has started.

Keywords: Traceability, Ontology · Semantic web · Textile industry

1 Introduction

In 2007, a new European regulation on chemicals called REACH1 initiated the
creation of a catalogue of potentially dangerous substances actively used in every-
day consumer goods. Many of these have been identified as potential threats to
human health and are therefore forbidden on the European territory.
1 REACH - Registration, Evaluation, Authorization and Restriction of Chemical Sub-

stances - http://ec.europa.eu/environment/chemicals/reach/reach intro.htm.
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REACH puts the responsibility on the industry for evaluating and manag-
ing the risks about chemicals they use or import. As a consequence, industrial
actors henceforth have the duty of tracking all substances used in the products
they manufacture or import in Europe. Unfortunately, in practise this is barely
the case. As an example, during the EURO 2012 soccer championship, Europe’s
Consumer Watchdog revealed unusually high concentrations of dangerous chem-
ical substances in several team shirts that could potentially be harmful to fans’
health2. Independent tests highlighted high concentrations of lead, nickel and
organotin, a chemical that can irreversibly damage the human nervous system.
That’s just one example among many others, but it shows a major failure of
brands and the general clothing industry in their capacity of fully capturing or
even understand their own manufacturing processes. When a problem is finally
discovered, it is often already too late and the cost of any corrective measure is
usually too high.

Such situation is unfortunately too common and stands as a motivation driver
for the work described in this paper. Bringing supply-chain traceability to the
end consumer and to the economic partners (resellers or brands) is a difficult
task. Information related to the manufacturing process is usually not made avail-
able (obfuscated on purpose or by lack of sufficient means) or extremely opaque.
However, in order to become REACH-compatible, industrial actors will have the
difficult task of motivating each participant belonging to the process to commit
to the gathering of the necessary information.

This paper describes an extension of the work previously published in the
ICEIS’13 proceedings. The Fairtrace framework is currently undergoing the com-
mercialization phase and intends to provide additional answers to the former
research questions. In addition to what has already been done, we also pro-
vide an additional insight into the data models and the validation mechanisms
that we are currently developing. Our goal is to continue supporting pragmatic
solutions and also to continue using semantic technologies as the backbone for
traceability.

The objectives of Fairtrace are primarily the identification of the supply-
chain (activities), order management and monitoring, as well as problem report-
ing (such as dangerous substance detection). It is intended to be a highly generic
platform supporting potentially any kind of industrial supply-chain (clock indus-
try, cocoa, ...); to be usable in harsh environments (mobile appliances) without
any kind of communication facilities and to be usable by non-IT people (includ-
ing the modelling of their production processes). Our solution must also benefit
the final consumer (buyer), allowing him/her to obtain information on the trace-
ability with a simple scan of a QR code on finished products (clock, cloth, ...).
To support our objectives, we decided to leverage Semantic Web Technologies
(SWT) in the core of the Fairtrace software to assess potential advantages when
applied to an industrial setting.
2 http://news.stepbystep.com/euro-2012-football-fans-warned-against-buying

- toxic-shirts-313/

http://news.stepbystep.com/euro-2012-football-fans-warned-against-buying- toxic-shirts-313/
http://news.stepbystep.com/euro-2012-football-fans-warned-against-buying- toxic-shirts-313/


70 B. Alves et al.

A fully functional prototype has already been designed, implemented and
described in [1]. Field tests have been realized in India in February 2012. We have
collected real-time information triggered by an order for an organic fair tee-shirt.
A startup company founded by our commercial partner Importexa is currently
preparing the commercialization of a product based on Fairtrace applied to the
textile industry. A part of the technology has already been patented (a dynamic
formular creation system based on semantic data [2]).

This paper is structured in five parts: the first part discusses some aspects
of research in specific areas of supply-chain management. In the second part,
we detail in descriptive terms the methodology of our work. Then, in the third, we
present the results of the project and various discussion issues in the fourth part.
We then conclude with some future directions and challenges still to overcome.

2 Related Work

Fairtrace aims at achieving an agile traceability system that can help in the man-
agement and monitoring of supply-chains. Supply-chain management (SCM) is
concerned with the coordination of activities for producing a product demanded
by a customer [3,4]. Because thoughtful management of the supply-chain often
results in substantial cost savings, the field has seen considerable industrial and
research activity. It is no surprise then, the literature on the subject is so
abundant that all aspects are well covered. References [5,6] describe issues
and opportunities of SCM. Other works propose formal SCM frameworks [7],
infrastructures [8,9] and models [10]. Logistics is a very active field where research
focuses especially on optimization patterns [11]. Supply-chain monitoring (SCMo)
is a sub-branch of SCM that operates on information, inventory management
and cash-flow [5]. The monitoring strives to rapidly identify problems in the
supply-chain and solve them with the help of established procedures.

The focus of this paper is on supply-chain traceability (SCMt), which pri-
marily addresses the problem of tracing goods from raw materials to finished
products. An identifiable trend on SCMt is the use of external technologies such
as RFID to enable traceability [12,13], including in the textile industry [14].
Many publications also exist on SCMt processes and implications, such as [15].
An important research track has been also developed on the composition of Web
services in the supply-chain in order to ensure traceability among the partners
of the chain [16]. These works have been extended by enriching Web services
with Semantic descriptions, in order to avoid ambiguity among the services and
allowing an explicit meaning of the data interchange [17]. These Semantic Web
Services [18] and their coordination [19] allowed to improve mutual sharing of
information for business-to-business integration.

In order to define a common understanding of supply-chain models, several
research works proposed the use of supply-chain ontologies [7]. For instance, [20]
proposed quite a complex ontology that is not industry specific. Those work show
that Semantic Technologies can have many advantages for the interoperability
of the business partners in the chain. Research works also exist to use Semantics
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with RFID solutions [21]. Reference [22] also proposes semantics description
to ensure traceability. Other interesting research papers describe the usage of
autonomous agents to deal with the information in the supply-chain [8], including
its combination with Semantic Web descriptions [23].

In relation to the research above, the work presented in this paper can be
specified as follows: Fairtrace is meant to trace all activities of the entire manufac-
turing process, including documents and products. It is able to identify the raw
materials which were used, certificates, waste, etc. It can also be used to identify
roles and responsibilities and to keep track of who did what. It does not cur-
rently include optimization techniques for the logistics. Fairtrace can track many
variables, which can be used as performance indicators. A customizable chain of
validators also allows to track problems arising along the supply-chain, such as
the detection of dangerous chemical substances. Businesses can thus react very
quickly to any unexpected condition. From a technological perspective, Fairtrace
was conceived with a focus on Semantic Web Technologies (SWT). Every piece
of data in the system is related to a concept in a semantic data repository. All
models use semantic descriptions and traceability information can be displayed
to the user hierarchically.

The next sections explain thoroughly how Fairtrace was conceived, and its
main results.

3 Methodology

The scoping phase of the project consisted in capturing and understanding the
requirements of traceability. An analysis of a typical textile manufacturing chain
was made to get a rough idea on the process. A consultant specialized in the
textile industry was commissioned to analyze Importexa’s own supply-chain in
India. Her mission was to visit factories, identify and document all activities
throughout the manufacturing process. She captured information about certifi-
cates, delivery challans, cotton lots, mixing lots and many other documents, but
also took pictures of places and production machines. Our task was thereafter to
analyze all those paper resources in order to sketch out a formal description of the
longitudinal process. The very first model was a transcription of the complete,
moderately detailed manufacturing process using the primitives of BPMN3.

The process was complemented by several additional documents more accu-
rately describing the information to be captured on the supply-chain. A critical
path — a minimal path from the starting activity (order) to the end (ginning)—
was defined. The method consisted in searching through pairs of documents
such as orders, challans or bills for matching identifiers to find a complete and
continuous traceability path up to the origin of the cotton. The base model was
augmented with additional attributes (GSM, weight, ...) extracted from the doc-
uments that we analyzed. This extra information helps tracking quantities and
waste.
3 BPMN - Business Process Modeling and Notation - http://www.bpmn.org.

http://www.bpmn.org
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3.1 Requirements

Fairtrace objectives focus on usability, supply-chain data transparency, generic-
ity and adaptability.

As a consequence of the first requirement, business partners in the supply-
chain needed a simple way to enter data about their production directly into our
system. Among all alternatives considered, a system of minimally constrained
web formulars was retained. On one hand, it was important to give users the
freedom to design themselves these formulars — possibly by drag-dropping GUI
components — without having to resort to any particular IT knowledge or skills.
On the other hand, formulars needed to the bound to the underlying data model.
Web formulars coupled to a flexible data binding system offer the kind of usabil-
ity that was required in this project. Web forms can be implemented in pure
HTML and are supported natively by all kinds of devices. They can be adapted
to any sort of display they are affected to, with relatively few lines of CSS code.
They can be edited and pre-filled with data coming from the repository and
customers can mark fields optional or required at wish.

The formular system was also designed to be adaptable. Each formular is
dynamically linked to the underlying data model by a dynamic binding system
that uses specific binding names to associate fields from the formulars to partic-
ular objects and properties in the model. Coupled to an instantiation engine that
creates model instances based on the data acquired, the whole system provides a
very generic framework that can adapt to almost any model or domain, without
requiring recompilation.

To provide transparency on the data, it is important that information can
be accessed without any technological barriers. A dashboard system providing
supply-chain monitoring support and capable of providing easy data exploration
was designed as a consequence. Furthermore, we wanted the information to be
presented to the customer both horizontally (information for a specific time
frame) and vertically (hierarchy of data). Such a system would allow anyone
entitled to do so, to descend into any part of the traceability data chain providing
them with a full transparent access to its contents.

3.2 Domain Modelling

The data model in Fairtrace was designed to capture many different aspects
of the supply-chain, including details on the process itself and on the products
deriving from it. We divided the modelling task into creating models for both.

To improve on usability, we wanted to empower the customers (or any one
entitled to do so) to design graphically their supply-chains. We had to provide
the necessary primitives (activity, flow) to allow it. For that reason, we did not
hard-code the process into a model for each different customer, but decided
instead to specify a language partly derived from BPMN describing business
process concepts such as activities, flows, roles, users, partners, authorizations
and collection points. Supply-chains would then be specified in terms of these
primitives.
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Our process model provides support for a small subset of BPMN-like con-
structs. We added a few more custom primitives (collection points) that are used
by the security granting mecanism. Before resigning ourselves to model every-
thing from scratch, we tried on different approaches. We had a look to the PSL4

specification and ontogy, M3PO [24] and BPMNO5. Unfortunately, the complex-
ity of the semantics and the verbosity of those models seemed a bit excessive for
our needs.

The product model is strongly bound to the industrial domain it describes;
in this case, the domain was the textile supply-chain. We searched on-line for
existing ontologies describing domain knowledge on textile products, but unfor-
tunately, we could not find any that more or less suited our needs. We decided
thus to also model the product domain from scratch. To do so, We have literally
analysed dozens of documents brought back from India by the consultant.

3.3 Semantic Technologies

Leveraging Semantic Web Technologies has been a strong requirement of this
project from the very beginning. Throughout the first prototyping phase, we
have learned a lot on the subject and gained much more confidence on how to
properly model our domains. This insight led us to correct most of the mistakes
we did.

The models we have designed do not require much expressiveness. As such,
we do not use elaborated constructs like Restrictions, because decidability can
be an important issue. We needed the language to be sound, complete (all log-
ical consequences are drawn) and monotonic (i.e. all statements remain valid
after inserting new knowledge). During the development of the prototype, we
decided to translate our conceptual models (process, products) to RDFS instead
of a more expressive OWL. First, it was easier to work with and the seman-
tics of its constructs were also easier to grasp. Since our models were mainly
based on subsumption hierarchies using sub-class and sub-property relations
(rdfs:subClassOf, rdfs:subPropertyOf), RDFS was a sufficient choice.

In the current version, however, we shifted towards OWL2 RL. Supported
natively by our semantic repository solution, OWL2 RL fits perfectly in rule-
based systems. Our goal was to take our initial modelling further and take advan-
tage on the new constructs available to us right out of the box, without having
to resort to custom rule sets. The former models were intended to be merely
“object-oriented style” specifications, without any “advanced feature”. Current
models leverage OWL constructs such as owl:inverseOf to link objects, so that
the data they describe can easily be displayed in dashboard’s object browser tree.
This shift of trend was operated primarily to ease the modelling, more than a
will to define the precise semantics of our domain objects.

The current process model hasn’t changed dramatically compared to the
former model. We opted out on reliance on the owl:AnnotationProperty to
4 PSL - Process Specification Language - http://www.mel.nist.gov/psl/.
5 BPMO - BPMN Ontology - https://dkm.fbk.eu/index.php/BPMN Ontology.

http://www.mel.nist.gov/psl/
https://dkm.fbk.eu/index.php/BPMN_Ontology
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annotate our model classes and properties (give them JSON-style names). We
used the owl:inverseOf construct to express direct symmetrical links between
objects. owl:propertyChainAxiom was used to infer missing links between some-
how related nodes. We wanted to be able to process nodes quickly in the middle-
ware. We focused thus on easing the translation between the RDF models and
their JSON serialization that we use to exchange object data with the front-end.
We wanted to simplify this step, since it was decided not to expose any RDF
details to the front-end.

The product model however has required a bit more expressiveness to model
sometimes complex relationships between objects of different classes, but also to
compensate for potential gaps due to the lack of sufficient data. We took advan-
tage of owl:inverseOf, owl:subPropertyOf and owl:propertyChainAxiom
constructs to bring data to where it was needed. Since every order only rep-
resents a few thousands triples, we are far more concerned with the speed of the
requests, than the size of the data. For this reason, it seemed a good compro-
mise to design rules to migrate data to where it can be quickly collected and
queried for.

Fig. 1. Overview of the architecture.

3.4 Infrastructure

The prototype infrastructure was designed to meet requirements for the three
types of customers we wanted to target: business partners, end users and supply-
chain partners.

The business partners category is mostly composed of brands and resellers
that will license the future Fairtrace solution for monitoring their own supply-
chain. Their needs are primarily basic-management controls, extensive infor-
mation and problem reporting. Those requirements were implemented into the
prototype as a supply-chain designer, a graphical formular edition interface and
a dashboard to control all operations, assign users, roles and authorizations.
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To end users we wanted to provide them with traceability information about
a product on scanning a QR code on the finished product. We had to design a
system to map these codes to specific views on the information collected from the
data store. That information is then formatted to target the particular device
the user browses on.

Finally, we had to provide a way for the supply-chain partners to send data to
the system. By partners, we mean any entity working in the supply-chain to cre-
ate and finalize the product. These can be factories, transporters, single users...
The dynamic formular system we designed was meant to be simple and func-
tional. It supports simple common controls such as date pickers, file selectors,
picture boxes, text fields, lists, combo boxes and other types of selectors. It
is thus possible to integrate certificates (such as for biological production) as
PDF/A files as well as other kind of documents. Those binary resources are
stored on the cloud and a link is kept inside the RDF data store. The formular
design and the dynamic binding systems were thought to be used by designers
not especially proficient with technology. We favored simplicity and wanted to
hide the technical details (URIs, JSON object, ...).

The data binding system uses formulas to define the proper binding to the
data model. We have design an expression language that is evaluated at run-time
and allows finding the correct binding dynamically. We resorted to this solution
in order to overcome some limitations of the formular design language, that can
cannot unfortunately be changed with the current funding.

Furthermore, we also considered both mobile and browser-enabled appli-
cations to display formulars. The mobile application was designed to manage
and display the formulars in potentially non connected configurations. We had
to take into account that wireless signal could be a problem in some places
where the application was meant to be used (such as in cotton fields in India).
We designed an offline mode, that would allow later synchronization with the
Fairtrace server. The browser-enabled application was meant to be used directly
in factories, where Internet is generally available. We considered this option too,
because it was obviously easier and faster to input data from a keyboard rather
than on a mobile.

3.5 Implementation

The actual implementation phase of the prototype went surprisingly well.
We opted for an agile development process with a relatively short feature devel-
opment cycle (<1 month). We were able to finish both on time and on budget.
We spent extra resources on polishing important features, so that the proto-
type would be ready for a demonstration to potential customers. The last step
of the development was testing the prototype in a real situation. We modeled
Importexa’s supply-chain and requested them to initiate the process. Importexa
started an order for an organic fair cotton tee-shirt. When the actual manufac-
turing began, we had the consultant in India to teach the functioning of the
system and to check that everything was going as planned. We wanted to show
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off that the prototype was able to trace all the manufacturing activities and
capture all the products of it.

The current implementation is ongoing work and draws heavily to what has
already been done. We tried to avoid as much heavy changes as possible. We just
made sure to provide a better integration while designing slightly overhauled
functionality. The core remains basically, ensuring data quality is where our
efforts are now concentrated.

4 Results

The original project yielded three main results, which were a functional proto-
type, two ontologies created from the process and product models and the system
and the modeling of a textile manufacturing chain. We also describe advances
in the current implementation.

4.1 Prototype and Current Work

The current infrastructure shown on Fig. 1 is a three-tier infrastructure com-
posed of a data, a business and a presentation layers and was developed in Java
as a Spring MVC application running on a Tomcat 6 servlet container. It is quite
similar to the former prototype, but uses different technologies. The data layer
hosts the RDF store (semantic repository). The middleware is comprised of the
business layer and acts as a message translator and rule enforcer between the
application server and the RDF store. Finally, the presentation layer contains
both the Business To Business (B2B) and front-end operators. A Business To
Consumer (B2C) front-end solution maps QR codes that come on the final prod-
ucts with information views about the whole upstream chain to be presented to
the final consumer.

The semantic functionality (i.e. semantic store) is provided by the OWLim SE
5.3 engine from OntoText6 running as an extension of the OpenRDF7 Sesame
2.6.0 runtime. A set of Data Transfer Object (DTO) classes provide seamless
data access and querying functionality. The current backend exclusively relies
SPARQL 1.1 for updating data. Indeed, SPARQL 1.1 UPDATE was not sup-
ported by the versions of OWLim and Sesame used in the prototype. Data had
to be programmatically inserted, updated or removed; that was time consuming
and error prone. Queries for traceability data are made against the implicit graph
containing the inferred triples. Queries on the process itself are made against the
explicit graph and returned to the API caller via the DTOs.

The business layer is comprised of a set of classes that receive requests
through a series of REST Web service endpoints. The requests and responses
are encoded as JSON objects. Payloads are translated, verified, business rules
are enforced, security applied and then forwarded as a data access requests.
6 http://www.ontotext.com
7 http://www.openrdf.org

http://www.ontotext.com
http://www.openrdf.org
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Data extraction is done with SPARQL SELECT and CONSTRUCT queries. Reposi-
tory modifications are done in transactions and are rolled back in case of problem.
Service endpoints that manage process resources (objects) use the CRUD para-
digm (Create, Retrieve, Update, Delete) and produce JSON-encoded messages.
Data requested for products is returned as a group of properties along with the
identifier of the individual (Listing 1.1).

Listing 1.1. Product object encoded in JSON.

property_set: {

properties: [

{

property: {

name: "order_id",

label: {

"en": "original order number"

},

value: "CA16576"

}

},

{

property {

name: "reference_id",

label: {

"en" : "internal order reference"

},

value: "FE00047"

}

},

...

],

object_id: "order001"

}

The application server was built on the latest version of Ruby on Rails and
coordinates all requests between the presentation layer components and the back-
end storage. It also enforces a certain number of business rules, but its role is
more to coordinate B2C and B2B actions, unlike the back-end, which role is to
coordinate data requests. The B2B front-end is the Web-based control panel of
the system. It is intended to be customizable to businesses willing to license the
Fairtrace ecosystem. It allows to dynamically and graphically model the supply-
chains, creating the formulars and binding them to any step of the associated
process. It can monitor order progress by showing various indicators and track
any upstream issue such dangerous chemical detection. Users can then navigate
vertically through traced data (Fig. 2) or horizontally (Fig. 3) by querying the
date inside a specific time span.

The Operator front-end is aimed at supply-chain partners working in coor-
dination. It presents them formulars that were previously created in the B2B
front-end for them. It allows them to send data related to their activities into
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Fig. 2. Vertical navigation through data hierarchy.

Fig. 3. Horizontal navigation through data.

the system. The frontend is currently being modified to include enterprise-level
General Performance Indicators (GPIs) that provide invaluable information on
performance. On the mobile appliances, the frontend is an HTML5 container
application that allows to download pending formulars created on the B2B front-
end, fill them, update them and synchronize them back with the application
server. It provides support for an offine mode, where data can be synchronized
back later.

4.2 Ontologies

Implementing the models was a bit delicate in that a clear separation of con-
cerns was necessary. Having a multi-disciplinary team, we needed a modularized
design in order to allow parallel and effective development. In order to create



Fairtrace: Applying Semantic Web Tools and Techniques 79

the ontologies based on our models a RDF repository to store ontology data was
required. The choice of OWLim as the semantic repository and reasoner is the
result of an objective test, where different semantic repositories were compared
based on a few metrics (size, simplicity, ..). The OWLim SE 5.3 engine works as
an extension of a SAIL repository in Sesame. It is easy to setup, provides really
fast inferences on vast amounts of data, supports geo-spatial and full-text search
capabilities.

OWLIM Triple Reasoning and Rule Entailment Engine (BigTRREE) uses a
total materialization reasoning strategy that computes inferences after insert/up-
date/delete cycles. That kind of strategy has the disadvantage of making infer-
ences a bit slower (especially on very large datasets), because it computes the
complete closure (optimizations aside) on each transaction. Even so, it does
allow extremely fast queries, almost on par with traditional DBMS systems.
The Fairtrace prototype heavily relies on queries, so OWLim SE was certainly a
righteous choice. An additional feature that also helped in our choice was that
it was actually very easy to deploy and write entailment rules for.

Almost every object used by the web and mobile platforms is stored in the
repository A-BOX as an individual from either the process ontology or the prod-
uct ontologies. Each ontology is the implementation of a conceptual model in
RDF Schema8.

The process ontology defines the building blocks for modeling business
processes. It is a straight mapping from an object model to RDF. It does
not define any particular semantics, except the ones explicitly given in the
RDF Schema specification (?x rdfs:type rdf:Resource for instance). It builds
around concepts like steps (activities), flows (links), users, roles, authorizations,
partners, collection points and formulars. Formulars are assigned to a particular
collection point linked to a specific step. Authorizations are defined for collection
points to state who and on what role can enter data and download the formu-
lars. The intent of these primitives is not to fully map the BPMN specification,
but to present a synthetic view of the supply-chain. Conditions, loops and other
advanced primitives are not yet supported. We did not reuse existing ontologies,
because we needed a simple and efficient ontology.

The product ontology models the domain objects. In contains definitions for
textile industry objects, such as fabrics, parts, dyes, yarns, mixing lots. Concepts
are linked together – in a critical path – so a customer can eventually navigate
through individuals from the initial order down to the geographical place where
the cotton was produced. Every step and every product of the supply-chain
can thus be identified. Documents and special objects, such as certificates are
also modeled and can be linked to binary data (pictures). They can be used
to prove that cotton is really organic and fair and that all authorizations have
been obtained by a partner for instance. Importexa can enforce that business
partners insert them in the system. In terms of semantics, the model uses mostly
subsumption hierarchies. We assert for example:
8 http://www.w3.org/TR/rdf-schema/

http://www.w3.org/TR/rdf-schema/
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fto:Certificate rdfs:subClassOf fto:Document.
fto:ProcessedFabric rdfs:subClassOf fto:Fabric.
fto:hasCertificateName rdfs:subPropertyOf rdfs:label.

Furthermore, to compensate for the lack of property-chains (only available
in OWL 2), we defined custom rule-sets (see Sect. 3.3). These are necessary in
order to bridge the gaps in the model that can occur due to the lack of sufficient
data, causing thus an impossibility to descend in the hierarchy.

4.3 Validators

In order to take advantage of data analysis, it is important that we ensure
the quality of the data is good. However, since most information entered in the
system is not within direct control, we must provide a general framework to keep
it under control. To tackle this problem, we designed a three layered validation
system, composed of field, dataset and data validators.

Field Validation. Field validators ensure that data entered in the form fields
are within bounds and are compliant to the specified data type. In general,
field validators are implemented on the client side (Javascript), but we also
offer the possibility to configure them on the server-side. Field validators can be
configured dynamically with regular expressions and data type constraints. This
kind of validators can interrupt submission.

Dataset Validation. Dataset validators check the data that is passed along
with a form submission. Those validators are configured to react to the presence
of specific objects. They generally operate on the data level, that is, once the sub-
mission data is transformed into RDF triples. They search for specific instances
in the data, such as chemicals. This kind of validators can either interrupt the
submission or just emit warnings.

The detection of dangerous substances of the prototype was not codified in
the model ontologies themselves. We decided to develop that functionality with
a fixed chain of Java classes that emulate rules. Each validator was created as
a plug-in to analyze a subset of the dataset and generate messages on specific
conditions. The current iteration of Fairtrace goes further and allows dataset
validators to connect to external data sources and send triples directly into the
repository along with the dataset. This allows the engine to infer certain condi-
tions. For example if a particular substance is encountered within form submis-
sion data (an instance of fto:Substance that is part of REACH’s forbidden list for
instance), the validator can tag that instance with the fto:DangerousSubstance
class, so that the system will know that this object represents a global threat.

Data Validation. Data validators can either be triggered manually or auto-
matically. They run against the whole graph of data context of a single order.
They can track things like inconsistencies and even correct them given a set
of general rules. They can also track certain types of instances and produce
warnings upon detection. This kind of validators also issue warnings.
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4.4 Supply-Chain Modelling

We also modeled a simple textile supply-chain obtained from the analysis of the
information taken in the supply-chains in India. According to our consultant,
our process model, even simple matches almost 90 % of existing real chains.
It models all upstream steps such as Mixing, Spinning, Dyeing, Processing,
Transforming, Weaving, Sewing and Packaging. Ginning was purposely left aside,
since information about the provenance of cotton was readily available at the
Mixing step.

4.5 Testing

The infrastructure was deployed and tested in India. The objective was purely to
assess its flexibility. We did not acquire quantitative indicators such as number
of queries for each order, etc., because it was materially (i.e. financially) not
possible to launch enough real orders to gather enough data for the results to
turn out meaningful. We concentrated thus on a feasibility study following the
project plan methodology:

– We selected the supply-chain partners in India that usually work with the
textile company Importexa in Switzerland;

– A consultant from Importexa visited the partners on site in order to thor-
oughly document the supply-chains;

– The consultant described formally the supply-chains using a Business Process
Modeling notation;

– On the basis of the consultant documentation (data description, business
process model, etc.), we designed in our Web-based B2B Frontend the
processes and formulars acquiring information inside those formulars;

– Those formulars were instantaneously deployed for data acquisition, both as
HTLM5-enabled mobile and Web formulars;

– Importexa launched a real order for an organic fair cotton tee-shirt, whose
production data should be acquired with our solutions;

– A consultant was then sent to India in order to teach working partners how
to input data on the forms and send it for treatment;

– A final report described the results of the tests.

The tests ran for many days and a couple of formulars had to be re-adjusted
to better match the partner’s requirements. We were reactive and could almost
immediately update the formulars and they were able to use it straight away.
As the tests were made on a real Importexa order, we could monitor data incom-
ing from all steps including all chemicals and certificates (GOTS, Fairtrade,
GMO free, and so on) in realtime (Fig. 4).

5 Discussion

Fairtrace is regarded as a success on management, collaboration and technol-
ogy support levels. It raised high commercial interest when it was presented



82 B. Alves et al.

Fig. 4. Test data acquisition in India.

and demonstrated in a technical session to potential customers. One customer
is ready to deploy the solution for his supply-chains. Although we had no quan-
titative metrics for the tests, we could assess on its success in a real scenario.
We faced many unexpected real-world conditions that could not be foreseen.
We were able to respond to problems and modification requests quickly (in a
matter of minutes) and could attest of the flexibility of the prototype.

Importexa has now created the Fairtrace SA start-up that will commercialize
the finished product. Fairtrace is currently being improved and adapted to mar-
ket segments other than the textile industry. A survey on potential markets has
already been done and first discussions have already taken place with interested
brands and Swiss resellers, in order to adapt the tool to new markets (clock
industry, controlled cheese production, cocoa, ...). Supply-chain traceability can
be a strong selling argument, because it implies that companies master the entire
production chain, can react quickly to potential problems (such as to follow the
REACH regulation) and can prove their customers that they exactly know what
they produce.

The difficulty will be however to convince partners to use the system on an
daily basis. We have already encountered resistance in the textile domain with
some suppliers. Although the problem was not directly bound to a misconception
of the system, it shows that there’s still much way to go to make such solution
viable. This is the biggest challenge that will face the newly established start-up
and for which we are still trying to find solutions. If we fail to show partners
immediate return, they will never use it.

In this project we have set Semantic Web Technologies was a prerequisite,
because the opportunity was good to explore its possibilities for future projects.
Fairtrace helped us understanding that SWT are now mature enough to use
in commercial projects. We were very pragmatic about there use, so we only
had a glimpse at the full range of possibilities that it has to offer. However,
the expressiveness of the languages coupled to the rule-based OWLIM reasoning
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engine was good enough to allow complex constructs. We still have directions
for improvements: we can link geographical places to GeoNames9 features for
instance, redirect specific concepts to DBpedia10 definitions or even automati-
cally categorize items as dangerous by making use of bridges to external datasets.

6 Conclusions

This paper presented a pragmatic semantic-based approach to the traceability
problem in supply-chains. The first prototype is finished and has been success-
fully tested in a Swiss and Indian supply-chain in the textile industry. However,
Fairtrace is still an ongoing work and the roadmap contains many improvements.
SWT will continue playing a central role in the future infrastructure. We are cur-
rently using the next-generation OWLIM semantic repository to take advantage
on the new constructs offered by OWL2 and SPARQL 1.1 UPDATE. We are also
implementing important enhancement on the creation of formulars, on the cus-
tomization of the system and on the primitives for modelling supply-chains.
Finally, we are also considering intelligent agent techniques for automatically
querying the semantic repositories to bring the benefits of decision support to
our customers.

Acknowledgements. We especially thank the Swiss Commission for Technology and
Innovation (http://www.kti-cti.ch) who financed a big part of this project under con-
tract number PFES-ES No. 11141.1, and the company Ontotext who supported us
with a research license for OWLim SE.

References

1. Alves, B., Schumacher, M.I., Cretton, F., Le Calv’e, A., Cherix, G., Werlen, D.,
Gapany, C., Baeryswil, B., Gerber, D., Cloux, P.: Fairtrace - a semantic-web ori-
ented traceability solution applied to the textile traceability. In: 15th International
Conference on Enterprise Information Systems 1, pp. 101–106 (2013)

2. Werlen, D., Alves, B., Cherix, G., Gapany, C., Schumacher, M.: Procédé d’édition
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Abstract. Sampling schemes for approximate processing of highly selective
decision support queries need to retrieve sufficient number of records that can
provide reliable results within acceptable error limits. The k-MDI tree is an
innovative index structure that supports drawing rich samples of relevant
records for a given set of dimensional attribute ranges. This paper describes a
method for estimating sufficient sample sizes for decision support queries based
on inverse simple random sampling without replacement (SRSWOR). Com-
bined with a k-MDI tree index, this method is shown to offer a reliable
approach to approximate query processing for decision support.

Keywords: Decision support queries � Approximate query processing �
Sampling � Data warehousing � Inverse simple random sample without
replacement (SRSWOR)

1 Introduction

Last two decades have seen significant advances in research to facilitate decision
support queries on data warehouses storing huge amounts of data. Such queries often
require large processing time to derive information suitable for the present day analysts
and decision makers. As time is at a premium for taking effective decisions within
enterprises, estimates of query results that are reliable approximations within accept-
able error limits and delivered in a timely manner may be more crucial than ensuring
absolute accuracy of those results. Relatively small random samples can be used
effectively for certain data warehouse queries. But these samples may not adequately
represent data sought by highly selective queries. A sufficient sample for such a query
should be ideally drawn from a subset of the data warehouse records that satisfy the
query’s selection conditions. Given a sufficient sample, the query result estimated from
it will have accuracy within the specified confidence interval. This paper is focused on
estimating the sizes of sufficient samples for data warehouse queries.

Picking records at random from a database without prior organization to facilitate
the process is very inefficient [16], as the records to be included in a sample may be
scattered across the disk storage resulting in a large number of disk accesses. Several
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researchers have proposed schemes to ameliorate the cost of data access for
approximate query processing [1, 8, 10–15, 19]. Joshi and Jermaine [14] proposed a
binary tree index structure called the ACE tree for efficiently drawing samples for
processing database queries. They demonstrated the effectiveness of this structure for
single and two attribute database queries, though they did not deal with multi-attribute
aggregate queries. For databases with k key attributes, they [14] proposed to extend
the binary ACE tree by splitting the ranges of one attribute after another at consec-
utive levels starting from the root to level k + 1; the splitting process is to be then
repeated with each attribute in the same sequence as before until the required number
of leaf nodes are reached. The resulting binary tree index will have a very large
number of levels for a data warehouse with even a relatively small number of attri-
butes. Rudra et al. [17] proposed the k-MDI Tree, which extends the ACE Tree
structure to deal with multi-dimensional data warehouses using k-ary splits of data
ranges. It was shown that random samples of rows that satisfy the conditions of a
given query could be drawn more efficiently using the k-MDI tree.

The k-MDI tree index [17] allows storing of records for quick retrieval of random
samples in given attribute ranges. It thus supports picking of rich samples for queries
with highly specific selection conditions. The result of a decision support query to get
the average of an attribute can be estimated from a sample containing a sufficient
number of records that satisfy the query conditions. But to estimate the sum of an
attribute, both the average and the count of the records that satisfy the query in the
whole database need to be estimated. Chaudhuri and Mukerjee [4] had proposed an
unbiased estimator based on inverse simple random sampling without replacement
(SRSWOR) by random sampling of a finite population until a predefined number of
domain members are observed. In this paper, the inverse SRSWOR method is adapted
to estimate sufficient sample sizes for decision support queries using the k-MDI tree
index. The method is empirically evaluated on a large real world data warehouse.

The rest of the paper is organized as follows: In Sect. 2, we define some basic
terms, and briefly describe the k-way multi-dimensional (k-MDI) indexing structure
and how it is used for estimating query results. Section 3 discusses how to select
sufficient samples using inverse SRSWOR. In Sect. 4, the results of our experiments
are described. Finally, Sect. 5 concludes the paper and provides some pointers for
further research.

2 Dimensions, Measures and the k-MDI Tree Index

In this section, we define some terms pertaining to data warehousing and then review
the k-MDI tree index and the process for retrieving relevant samples from a data
warehouse.

2.1 Dimensions and Measures

The data for decision support queries is normally structured in large databases called
data warehouses. A typical data warehouse based on a star schema consists of a large
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table in the middle called the fact table connected to other tables called dimension
tables. For example, consider the fact table Sales shown as Table 1. A dimension table
Store linked to StoreNo in this fact table will contain more information on each of the
stores such as store name, location, state, and country [9]. Other dimension tables
could exist for item and date. The remaining attributes like quantity and amount are
typically, but not necessarily, numerical and are termed measures. A typical decision
support query aggregates a measure using functions such as Sum(), Avg() or Count().
The fact table Sales along with all its dimension tables forms a star schema.

In decision support queries a measure is of interest for calculation of averages,
totals and counts. For example, a sales manager may like to know the total sales
quantity and amount for certain item(s) in a certain period of time for a particular store
or even all (or some) stores in a region. This may then allow her to make decisions to
order more or less stocks as appropriate at a point in time.

2.2 k-MDI Tree Index

The k-ary multi-dimensional index tree (k-MDI tree) proposed in [17] extends the
ACE tree index [14] for multiple dimensions. As shown in Fig. 1, the ACE tree is a
binary tree of potentially unlimited height. In the example shown (Fig. 1), the root
node I1,1 with its range I1,1.R labeled as [0–64] signifies the key value range of the
whole data set. The key of the root node partitions the range I1,1.R into I2,1.R = [0–32]
and I2,2.R = [33–64]. This partitioning of ranges is propagated down the tree among
the descendants of respective nodes. The ranges associated with a section of a leaf
node are determined by the ranges associated with each internal node on the path from
the root node to the leaf. If we look at the path from I1,1 i.e. the root node down to the
leaf node L4, we come across the following ranges 0–64, 0–32 and 17–24. A leaf node
is partitioned into sections (S1, S2, …), their number depending on the number of
dimensions indexed. Thus, the first section L4.S1 has a random sample of records in
the range 0–64; L4.S2 has them in the range 0–32; L4.S3 in the range 17–32 and L4.S4

in the range 25–32. The size of each leaf is chosen as the number of records that can
be stored in a disk block and so the number of leaf nodes depends on the size of the
database, which also determines the height of the index tree itself.

Table 1. Fact table SALES.

SALES

StoreNo Date Item Quantity Amount

21 12-Jan-11 iPad 223 123,455

21 12-Jan-11 PC 20 24,800

24 11-Jan-11 iMac 11 9,990

77 25-Jan-11 PC 10 12,600
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As opposed to the unlimited height of the ACE tree, the height of the k-MDI tree
(Fig. 2) is limited to the number of key attributes. As a multi-way tree index, it is
relatively shallow even for a large number of key value ranges and thus, requires only
a small number of disk accesses to traverse from the root to the leaf nodes.

The k-MDI tree is a k-ary balanced tree [2] as described below:
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Fig. 1. Structure of the ACE tree.
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Fig. 2. General structure of the k-MDI tree.
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1. The root node of a k-MDI tree corresponds to the first attribute (dimension) in the
index.

2. The root points to k1 (k1 B k) index nodes at level 2, with each node corre-
sponding to one of the k1 splits of the ranges for attribute a1.

3. Each of the nodes at level 2, in turn, points to up to k2 (k2 B k) index nodes at
level 3 corresponding to k2 splits of the ranges of values of attribute a2; similarly
for nodes at levels 3 to h, corresponding to attributes a3, …, ah.

4. At level h, each of up to kh - 1 nodes points to up to kh (kh B k) leaf nodes that
store data records.

5. Each leaf node has h + 1 sections; for Sects. 1 to h, each section i contains
random subset of records in the key range of the node i in the path from the root to
the level h above the leaf; section h + 1 contains a random subset of records with
keys in the specific range for the given leaf.

Thus, the dataset is divided into a maximum of kh leaf nodes with each leaf node,
in turn, consisting of h + 1 sections and each section containing a random subset of
records. The total number of leaf nodes depends on the total number of records in the
dataset and the size of a leaf node (which may be chosen as equal to the disk block
size or another suitable size). More details on leaf nodes and sections are given in
Subsect. 2.3. In real data sets, the number of range splits at different nodes of a given
level i need not be the same. For convenience, the number of splits at all levels
are kept as k in Fig. 1 that shows the structure of the general scheme for k-MDI
multilevel index tree of attributes A1, A2, …, Ah with k ranges (R11, R12, …, R1k),
(R21, R22, …, R2k), … (Rh1, Rh2, …, Rhk) respectively at levels (1, …, h). In other
words, Rij is the i-th attribute’s j-th range high water mark (HWM).

Fig. 3. A leaf node (changes in range values for attributes are indicated in bold).
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An example of the k-MDI tree for a store chain dataset with three dimensions –
store, date sold and item number is shown in Fig. 3. The number of range splits and
hence branches from non-leaf nodes vary between 3 and 4 in this example.

2.3 Leaf Nodes

The lowest level nodes of a k-MDI tree point to leaf nodes containing data records.
The data records are stored in h + 1 sections, where h is the height of the tree. Section
S1 of every leaf node is drawn from the entire database with no range restriction on the
attribute values. Each section Si (2 B i B h + 1) in a leaf node L is restricted on the
range of key values by the same restrictions that apply to the corresponding sub-path
along the path from the root to L. Thus for section S2, the restrictions are the same as
on the branch to the node at level 2 along the path from the root to L and so on.

Figure 3 shows an example leaf node projected from the sample k-MDI tree. The
sections are indicated above the node with attribute ranges for each section below the
node. The circled numbers in each section indicate record numbers that are randomly
placed in the section. The range restrictions on the records are indicated below each
section, where the first section S1 has records drawn from the entire range of the
database. Thus, it can contain records uniformly sampled from the whole dataset. The
next section S2 has restriction on the first dimension viz. store (for leaf node L7 this
range is store numbers 1–16). The third section S3 has restrictions on both first and
second dimensions viz. store and date. While the last section S4 has restrictions on all
the three dimensions – store, date and item. The scheme for selection of records into
various leaf nodes and sections is explained in detail in the following section.

2.4 Relevancy Ratios and Using the k-MDI Tree Index

By using a k-MDI tree index, we can draw stratified samples for data warehousing
queries from restricted ranges of key values. The database relevancy ratio (DRR) of a
query Q, denoted by q(Q) is the ratio of the number of records in a dataset D that
satisfies the query conditions to the total number of records in D. For a query with no
condition, q(Q) is 1. Similarly, the sample relevancy ratio (SRR) of a query Q for a
sample set S, denoted by q(Q, S) is defined as the ratio of the number of records in
S that satisfy a given query Q to the total number of records in S.

In a true random sample of records, the SRR for a query Q is expected to be equal
to its DRR, i.e., E(q(Q, S)) = q(Q). A sample with q(Q, S) [ q(Q) is likely to give a
better estimate of the mean than a true random sample. However, for the sum of a
column, the sample needs to be representative of the population, i.e., q(Q, S) should be
close to q(Q).

Consider the following formula for estimating the sum: T̂ ¼ Np̂�X, where N is the
cardinality of the population, p̂ the estimated proportion of records satisfying the
query conditions and �X the mean of records in the sample satisfying the query con-
dition [3]. In order to estimate the mean, we can use all relevant sampled records from
all sections of the retrieved leaf nodes, but to estimate the sum we can use sampled

90 A. Rudra et al.



records only from section S1, which is the only section with records drawn randomly
from the entire dataset. For estimating the sum for a query with conditions on some of
the indexed dimensions we use appropriate sections of the retrieved leaf nodes to get a
better estimate of the mean; the records from section S1 are used to get a fair esti-
mation of the proportion of records that satisfy the query conditions.

2.5 Effect of Sectioning on Relevancy Ratio

As discussed earlier, sections S1 to Sh+1 of each leaf node contain random collections
of records with the difference that S1 contains records from the entire dataset while
other sections contain random records from restricted ranges of the key attributes.
Consider a query with the same range restrictions on all three dimensions (store, date
and item) as section L7.S4 in Fig. 2. We are then likely to get more relevant records in
the sample from the second section L7.S2 than from S1 since records of S2 have
restrictions on the first dimension of store that matches the query condition. Records in
S3 will have restrictions on both store and date dimensions that match that of the query
and so likely to contain more relevant records than in S2. All records in section L7.S4

will satisfy the query since the range restrictions on S4 exactly match the query.
Mathematically, for a query Q having restrictions as mentioned above:

q Qð Þ ¼ E qðQ; L7:S1Þð Þ�E qðQ; L7:S2Þð Þ
�E qðQ; L7:S3Þð Þ�E qðQ; L7:S4Þð Þ

Using this property of the k-MDI tree, it is possible to quickly increase the size of
a sample that is too small, by including more records from other sections of the
retrieved leaf nodes.

2.6 Record Retrieval to Process a Query

The objective of using the k-MDI tree is to retrieve a significant number of relevant
records (i.e. records that satisfy the query conditions) in the sample drawn for pro-
cessing a given query. The query conditions may span sections of one or more leaf
nodes, which can be reached from index nodes that straddle more than one range of
attribute values. Traversing the tree from the root using the attribute value ranges in
the query conditions can access these leaf nodes. Sections from multiple leaf nodes are
then combined to form the sample.

We describe the retrieval process using an example query on the sample database
of Fig. 3. Consider a query Q0 about sales in store 12 for date range 1–13 and item
range 12K–20K. The retrieval algorithm finds the sections of leaf nodes for this query
as follows:

1. Search index level 1 to locate the relevant store range. Store 12 is in the left most
range of 1–16.

2. Traverse down to index level 2 (date), indicated by a dashed arrow in Fig. 4,
along the first store range. Since there is a condition on date (1–13), compare the
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HWMs (high water marks) of the three ranges and find that it fits into two date
ranges viz. the first and the second. Make a note of these date ranges.

3. Traverse down using the first date range to the next index level, which has item
ranges. Since there is a condition on item numbers (12K–20K), compare this
range with HWMs and find that it fits into two ranges viz. the third and the fourth.
Make a note of these item ranges.

4. Traverse down using the third item range to relevant leaf pages and make a note
of them.

5. Iterate step 4, except this time using the fourth item range.
6. Next, repeat the above three steps i.e. steps 3 through 5; but this time using the

second date range instead.
7. Now retrieve records from the relevant sections in the four leaf nodes (viz. L3, L4,

L7 and L8) to form a sample for the given query.

3 Sampling to Sufficient Levels Using Inverse SRSWOR

An important question to be answered is how much sampling is sufficient to estimate
some property of a population. For business analytics on very large data [5], it is
valuable to provide the analytic query user with incremental feedback of the ongoing
progress of an approximate query [6, 7]. The method described below for determining
if a sufficient sample size has been retrieved is based on the works of Chaudhuri and
Mukerjee [4] and Sangngam and Suwatee [18]. Their research established that inverse
simple random sampling without replacement (or inverse SRSWOR) method provides

Fig. 4. Navigation down index tree nodes for conditions on three dimensions.
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an unbiased estimate of the number of data points (M) satisfying property P, if
sampling is continued until a pre-assigned number, say m, of data points satisfying
property P are present in the sample. For a commonly raised query Q we need to
establish an acceptable pre-assigned number m. Such an m is established only once
(the first time the query Q is raised). If the underlying market situation changes
significantly then one might have to revise the value of m. We first discuss some of the
necessary concepts. In the present case, property P would be the conditions imposed
on a query viz. the dimension ranges. For a given query Q, assume that we have
determined the estimate of q(Q). Recall that

q Qð Þ¼Number of cases satisying conditions of query Q
Sample size n

:

We could also choose the above sample size n as follows: Fix the proportion of

error we are ready to tolerate, say e. Then choose n ¼ z2
a=2

qðQÞð1�qðQÞÞ
e2 , where e is a

number such as 0.01, 0.02, or 0.05 etc. and Za=2 is the normal ordinate such that

Prob P(Q)� qðQ) [ za=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qðQÞð1�qðQÞÞ
n

q

� �

¼ a
2 where P(Q) is the random variable

representing q(Q). Usually, we take for 95 % confidence interval.
Now estimate q(Q) again using this new sample size. Henceforth, assume that we

have this new estimate with error bounded by e. In fact, when the true value of q(Q) is
not too close to zero (0) or one (1), and sample size n is large enough we know that the
random variable P(Q) representing q(Q), follows approximately the Normal distri-

bution with mean q(Q) and standard deviation
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qðQÞð1�qðQÞÞ
n

q

. Now assume that the true

value of is not too close to zero (0) or one (1), then we can get 95 % confidence
interval for true value of q(Q) as

q Qð Þ � 1:96

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qðQÞð1� qðQÞÞ
n

r

;q Qð Þ þ 1:96

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qðQÞð1� qðQÞÞ
n

r

 !

ð1Þ

Using the confidence interval (1) we can choose about 5 to 10 possible values for
P(Q). These values may correspond to 10, 25, 50, 75, 90 percentile points of the
random variable P(Q). Let us denote these values by q1(Q), q2(Q), q3(Q), q4(Q), and
q5(Q).

Using these 5 percentiles, choose 10 % or 20 % of the corresponding M values as
possible choice of values for m. More specifically,

m1;1 ¼ 0:10q1 Qð ÞN;m2;1 ¼ 0:20q1 Qð ÞN;

m1;2 ¼ 0:10q2 Qð ÞN;m2;2 ¼ 0:20q2 Qð ÞN;

m1;3 ¼ 0:10q3 Qð ÞN;m2;3 ¼ 0:20q3 Qð ÞN;

m1;4 ¼ 0:10q4 Qð ÞN;m2;4 ¼ 0:20q4 Qð ÞN; and

m1;5 ¼ 0:10q5 Qð ÞN;m2;5 ¼ 0:20q5 Qð ÞN:
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We now describe the Basic Find_M or BF_M algorithm. There are five steps in the
BF_M algorithm, which are as follows:

1. Initialization: In this step, various variables, like counts and cumulative totals, are
initialized.

2. Sampling: Records are sampled iteratively and those meeting the given condition
i.e. satisfying the given property, say P, are used for calculating the sum and the
count of the value(s) in the query.

3. Check & iterate: This step checks if sufficient number of samples have been
retrieved. In case, it has not reached the targeted number of samples, it iterates the
sampling step, else it terminates further sampling.

4. Estimation: In this step, unbiased estimators of M, average and sum, and their
variances are computed.

5. Best estimate: Choose the best estimate as the one that minimizes the desired
variance.

In the step 4 the unbiased estimators of M, average and sum, and their variances
are computed using the following formulae from Chaudhuri and Mukerjee [4]:

Let the current sample size be n and the number of transactions satisfying the
property P be m. Define set sum0 ¼ sum Xið Þ and Z = (Sum(Xi

2))/m,

M̂ ¼ N
m� 1
n� 1

; vðM
_

Þ ¼ N2 m� 1
n� 1

� �

m� 1
n� 1

� �

� N� 1
N

m� 2
n� 2

� �

� 1
N

� �

; �x ¼ sum0

m
; T

_

¼ M
_

�x;

s2 ¼ m
m� 1

Z� �xð Þ2
	 


; v �xð Þ ¼ M
_

�m

M
_

m� 1ð Þ
Z� �xð Þ2
	 


; R = N2 m� 1
n� 1

� �

N� 1
N

m� 2
n� 2

� �

þ 1
N

� �

; and

v T
_
	 


¼ T
_2
� R Z� s2

� �

þM
_

s2
h i

:

Note that unbiased estimators of M, average and sum are given by M̂; �x; and T
_

respectively. Furthermore, unbiased estimators of M̂; �x; and T
_

are given by

vðM
_

Þ; v �xð Þ and vðT
_

Þ respectively.
Now, for a given query Q, we can use the above method to recommend the

appropriate value of m that yields the smallest variance for the estimate of M. To
determine the number of sections to retrieve, frequency tables for all dimensions are
used. In case the query involves more than one dimension, information in frequency
tables for all dimensions involved in the query condition is utilized.

4 Experimental Results

To evaluate the effectiveness of the proposed sampling technique based on the k-MDI
tree, experiments were performed on real life supermarket retail sales data [20] for a
month from 150 outlets. The data warehouse is structured as a star schema shown in
Fig. 5, with the fact table (Itemscan) consisting of over 21 million rows and three
dimension tables viz. StoreInfo, ItemDesc and StoreMemberVisits.
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In Sect. 3, the concept of inverse random sampling without replacement [4, 18]
along with unbiased estimation techniques was introduced for estimating the mean,
Sum and M, the count of records satisfying a property P in the database. Next, the
results of the experiments are shown using the k-MDI tree to facilitate random
retrieval of records to estimate M.

We considered a set of three queries (modified version of TPC-H Query 1 [21] )
containing the SQL functions – avg(), sum(), count() with varying database relevancy
ratios (or DRR, as defined in Sect. 2.4), viz. low (\0.01), medium (0.01–0.1) and high
([0.1) DRRs. The queries were of the form:

ITEMSCAN 
 

storeno 
datesold 
itemno 
visitno 
qty 
totalScanAmt 
unitcost 
unitprice 

 

21,421,663 

ITEMDESC 
 
itemno                          
categoryno             
subcategoryno     
 primarydesc            
 secondarydesc      
 colour                        
 sizedesc                      
 statuscode               
  :                   

19,825 

STOREINFO 
  

storeno         
 storename   
 regionno      
 districtno     
 storetype     
 address        
   : 
 

150 

STOREMEMBERVISTS 
 
 memberno           
 visitno                
 storeno 
 memberstatuscode             
   : 
      

218,872 

Fig. 5. The schema for experimental retail sales data warehouse.

Table 2. Error rates of M, Avg and Sum for low DRR queries.

Sampling rate Est. value of M Error in estimating M Error Avg Error Sum

m1,1 3231 6.61 4.1 14.68

m1,2 2758 9.01 2.21 12.02

m1,3 2757 9.05 3.12 19.08

m1,4 3286 8.42 2.59 15.46

m1,5 3353 10.61 2.19 15.4

m2,1 2670 11.9 1.78 12.87

m2,2 3340 10.18 1.36 14.65

m2,3 3262 7.62 1.27 9.86

m2,4 2782 8.21 1.69 9.28

m2,5 3241 6.92 1.59 8.94
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Table 2 and the corresponding graph in Fig. 6 show the accuracy levels achieved
by the sampling scheme using inverse SRSWOR for low DRR queries, using the 10
different sampling rates pertaining to 5 percentile values of q(Q) at the 0.10 rate and 5
for 0.20 rate as per the sampling and estimation schemes discussed in Sect. 3. Here,
m1,1 refers to 0.10 rate for the 10th percentile value of q(Q); m1,2 for the 25th percentile
value; m1,3 for the 50th; m1,4 for 75th; and m1,5 for 90th; while m2,1 - m2,5 for the same
percentile values respectively but at 0.20 rate. It is observed that the error rates for
calculation of Avg are below 5 %, but estimates of both the M and the Sum are not
within the acceptable error limits of 5 %.

Table 3 and the corresponding graph in Fig. 7 shows the accuracy levels achieved
by the sampling scheme as described for inverse SRSWOR on medium DRR queries.
It can be observed that for medium DRR queries, the count M, the Avg and the Sum
are within the acceptable error rate limits of 0–5 %.

Table 4 and the corresponding graph in Fig. 8 shows the accuracy levels achieved
by the sampling scheme for inverse SRSWOR on high DRR queries. It can be
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Fig. 6. Error rates of estimating M, Avg and Sum for low DRR.

Table 3. Error rates of M, Avg and Sum for medium DRR queries.

Sampling rate Est. of M Err est. M Error Avg Error Sum

m1,1 11683 3.12 2.06 4.02

m1,2 11582 2.22 2.63 3.88

m1,3 11600 2.38 2.66 3.86

m1,4 11621 2.57 2.11 3.42

m1,5 11575 2.16 2.13 3.24

m2,1 11602 2.4 2.31 2.64

m2,2 11500 1.5 2.22 2.22

m2,3 11391 0.54 2.03 2.86

m2,4 11558 2.01 2.01 2.1

m2,5 11526 1.73 1.64 2.08
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Table 4. Error rates of M, Avg and Sum for high DRR queries.

Sampling rate Est. of M Error M Error Avg Error Sum

m1,1 329333 1.97 2.45 3.06

m1,2 331819 1.23 2.01 2.87

m1,3 342099 1.83 2.44 2.05

m1,4 339680 1.11 1.98 2.56

m1,5 328997 2.07 1.82 2.32

m2,1 329803 1.83 1.1 2.18

m2,2 329299 1.98 1.44 2.28
m2,3 331449 1.34 1.29 1.05

m2,4 339949 1.19 0.52 0.76

m2,5 339546 1.07 0.63 1.11
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observed that the count M, the Avg and the Sum were quite accurately estimated as
they are within the acceptable error rate limits of 0–5 %.

In general, the accuracies achieved for high DRR queries are better than those of
medium DRR. Thus, the sensitivities of the error rates for all the three statistics viz.,
Avg, Sum and M are much less, i.e. show fewer fluctuations, as compared to that of
the medium DRR.

5 Conclusions

In this paper, an innovative scheme to estimate sufficient sample sizes for approximate
processing of data warehouse queries was presented. It is based on inverse simple
random sampling without replacement (SRSWOR), and uses the k-MDI tree index for
drawing the relevant samples efficiently. In order to experimentally evaluate this
technique, typical queries on a relatively large data warehouse were used. For each
query, the total number M of records in the whole database satisfying the query
conditions was estimated along with the mean and sum of relevant quantitative
attributes. It was found that for queries of low database relevancy ratio (DRR) of less
than 0.01, the estimated values of average were within the acceptable error limit of
5 %, but not the estimates of sum and the total number of relevant records M. How-
ever, for queries of both medium DRR (0.01–0.1) and high DRR (greater than 0.1), all
the three statistics viz. the value of M, the average and the sum were estimated with
error rates below 5 % as shown in Sect. 4. These results indicate that the approach
proposed in this paper can be highly effective for estimating sufficient sample sizes of
specific decision support queries on large data warehouses. In future research, it is
proposed to incorporate in our algorithm the probabilistic approaches similar to those
in [1, 7].
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Abstract. This paper presents a framework for analyzing and
predicting the performances of a business process, based on historical
data gathered during its past enactments. The framework hinges on
an inductive-learning technique for discovering a special kind of pre-
dictive process models, which can support the run-time prediction of a
given performance measure (e.g., the remaining processing time/steps)
for an ongoing process instance, based on a modular representation of
the process, where major performance-relevant variants of it are mod-
eled with different regression models, and discriminated on the basis of
context variables. The technique is an original combination of different
data mining methods (ranging from pattern mining, to non-parametric
regression and predictive clustering) and ad-hoc data transformation
mechanisms, allowing for looking at the log traces at a proper level of
abstraction, in a pretty automatic and transparent way. The technique
has been integrated in a performance monitoring architecture, meant to
provide managers and analysts (and possibly the process enactment envi-
ronment) with continuously updated performance statistics, as well as
with the anticipated notification of likely SLA violations. The approach
has been validated on a real-life case study, with satisfactory results, in
terms of both prediction accuracy and robustness.

Keywords: Data mining · Prediction · Business process management

1 Introduction

In most real application contexts, business processes are bound to the achieve-
ment of business goals expressed in terms of performance measures (or Key
Performance Indicators), which are monitored continuously at run-time. In prin-
ciple, historical log data, gathered during past enactments of a process, are a
valuable source of hidden information on its behavior, which can be extracted
c© Springer International Publishing Switzerland 2014
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with the help of process mining techniques [1], and eventually exploited to
improve the process, and meet performance-oriented goals. In particular, it
appears really relevant, to this regard, the recent research stream on the auto-
mated discovery of predictive process models (see, e.g., [3,7,9]) for estimating
some given performance measure over new instances of a process. The interest
towards such novel mining tools stems from the observation that performance
forecasts can highly improve process enactments, through, e.g., task/resource
recommendations [14] or risk notification [5]. In general, these approaches try
to induce some kind of prediction model for the given performance measure,
based on a suitable trace abstraction function (mapping, e.g., the trace onto the
set/multiset of process tasks appearing in it). For example, a non-parametric
regression model is used in [7] to build the prediction for a new (possibly partial)
trace, based on its similarity towards a set of historical ones – where the similar-
ity between two traces is evaluated by comparing their respective abstract views.
However, such instance-based schemes are likely to be unpractical in real envi-
ronments, due to their long prediction times. A model-based prediction scheme
is conversely followed in [3], where an annotated finite-state machine (AFSM)
model is induced from the input log, with the states corresponding to abstract
representation of log traces. The discovery of such AFSM models was combined
in [9] with a context-driven (predictive) clustering approach, so that different
execution scenarios can be discovered for the process, and equipped with dis-
tinct local predictors.

A key point in the induction of such models, especially in the case of com-
plex business processes, is the definition of a suitable trace abstraction function,
allowing to focus on the properties of log events that impact the more on its
performance outcomes. In fact, as discussed in [3], choosing the right abstrac-
tion level is a delicate task, requiring to reach an optimal balance between the
risks of overfitting (i.e., having an overly detailed model, nearly replicating the
training set, which will hardy provide accurate forecasts over unseen cases) and
of underfitting (i.e., the model is too abstract and imprecise, both on the train-
ing cases and on new ones). In current approaches, the responsibility to tune the
abstraction level is left to the analyst, who can select the general form of trace
abstractions (e.g., set/lists of tasks), while possibly fixing a maximal horizon
threshold h — i.e., only the properties of the h more recent events in a trace
may appear in its abstract view. Further, FSM-like models cannot effectively
exploit non-structural (context) properties of the process instances — in fact,
including such data in trace abstractions would lead to a combinatorial explosion
of model states.

Contribution. First of all, we try to overcome the above limitations, by devising
a novel approach which can fully exploit “non structural” context data, and find
a good level of abstraction over the history of process instances, in a pretty auto-
mated and transparent fashion. Our core idea is that handy (and yet accurate
enough) prediction models can be learnt through various model-based regression
methods (either parametric, such as, e.g., [11,13], or non-parametric, such as,
e.g., [12,15]), rather than resorting to an explicit representation of process states
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(like in [3,9]) or to an instance-based approach (like in [7]). This clearly requires
that an adequate propositional representation of the given traces be prelimi-
nary build, capturing both structural (i.e., task-related) and (“non-structural”)
aspects. To this end, we convert each process trace into a set or a multi-set of
process tasks, and let the regression method decide automatically how the basic
structural elements of such an abstracted trace view are to be used to make a
forecast.

Leveraging the idea of [9], of combining performance prediction with a pre-
dictive clustering technique, we also try to equip different context-dependent
execution scenarios (“variants”) of the analyzed process with separate regression
models. In fact, such an approach brings, in general, substantial gain in terms
of readability and accuracy, besides explicitly showing the dependence of discov-
ered clusters on context features, and speeding up (and possibly parallelize) the
computation of regression models. In fact, as confirmed by the empirical results
in Sect. 6, even very simple regression methods could furnish robust and accurate
predictions, when combined with an effective clustering procedure. Notably, the
target features used in the clustering (where context variables conversely act as
descriptive attributes) are derived from frequent structural patterns (still defined
as sets or bags of tasks), rather than directly using the abstract representations
extracted by the log, as done in [9]. Notably, such an approach frees the ana-
lyst from the burden of explicitly setting the abstraction level (i.e., the size of
patterns, in our case), which is determined instead in a data-driven way.

Finally, we devise a novel Business Process Analysis architecture, where the
predictive performance models obtained with the proposed learning approach
are used as a basis for the provision of advanced monitoring and analysis func-
tionalities. In particular, in this architecture, the high-level information captured
in the different kinds of process models discovered (i.e., frequent execution pat-
terns, predictive clustering models, and cluster-wise regressors), can be exploited
to better comprehend how the real behavior of the process depends on process-
ing steps and on context factors. Moreover, such models can be reused to deploy
advanced forecast services, capable to estimate, at run-time, the performance
outcomes of new process instances, as well as to notify likely violations of Ser-
vice Level Agreements, in advance.

Organization. The remainder of the paper is structured as follows. We first intro-
duce some preliminaries (Sect. 2), and formally define a series of key concepts
(Sect. 3). The proposed learning algorithm is then illustrated in details in Sect. 4,
while Sect. 5 describes the implemented system prototype. After discussing an
empirical analysis conducted on a real-life case study in Sect. 6, we finally draw
a few concluding remarks and future work directions in Sect. 7.

2 Preliminaries

Log data. As usually done in the literature, we assume that for each process
instance (a.k.a “case”) a trace is recorded, storing the sequence of events hap-
pened during its unfolding. Let T be the universe of all (possibly partial) traces
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that may appear in any log of the process under analysis. For any trace τ ∈ T ,
len(τ) is the number of events in τ , while τ [i] is the i-th event of τ , for i =
1 .. len(τ), with task(τ [i]) and time(τ [i]) denoting the task and timestamp of
τ [i], respectively. We also assume that the first event of each trace is always
associated with task A1, acting as unique entry point for enacting the process.
This comes with no loss of generality, seeing as, should the process not have
such a such a unique initial task, it could be added artificially at the beginning
of each trace, and associated with the starting time of the corresponding process
instance.

Let us also assume that, like in [9], for any trace τ , a tuple context(τ) of
data is stored in the log to keep information about the execution context of τ ,
ranging from internal properties of the process instance to environmental factors
pertaining the state of the process enactment system. For ease of notation, let AT

denote the set of all the tasks (a.k.a., activities) that may occur in some trace of
T , and context(T ) be the space of context vectors — i.e., AT = ∪τ∈T tasks(τ),
and context(T ) = {context(τ) | τ ∈ T }.

Further, τ(i] is the prefix (sub-)trace containing the first i events of a trace τ
and the same context data (i.e., context(τ(i] = context(τ)), for i = 0 .. len(τ).

A log L is a finite subset of T , while the prefix set of L, denoted by P(L), is the
set of all the prefixes of L’s traces, i.e., P(L) = {τ(i] | τ ∈ L and 1 ≤ i ≤ len(τ)}.

Let μ̂ : T → R be an (unknown) function assigning a performance value
to any (possibly unfinished) process trace. For the sake of concreteness, we will
focus hereinafter on two particular instances of such a function, where the per-
formance measure corresponds to the remaining time (denoted by μRT ) or the
remaining steps (denoted by μRS), i.e., the time (resp., steps) needed to finish
the corresponding process enactment. In general, we assume that performance
values are known for all prefix traces in P(L), for any given log L. This is
clearly true for the two measures mentioned above. Indeed, for each trace τ , the
(actual) remaining-time of τ(i] is μ̂RT (τ(i]) = time(τ [len(τ)])−time(τ [i]), while
the number of remaining steps is μ̂RS(τ(i]) = len(τ) − i.

A (predictive) Process Performance Model (PPM) is a model that can predict
the unknown performance value (i.e., the remaining time/steps in our setting)
of a process enactment, based on the contents of the corresponding trace. Such
a model can be viewed as a function μ : T → R estimating μ̂ all over the
trace universe — including the prefix traces of all possible process instances.
Learning a PPM hence amounts to solving a particular induction problem,
where the training set takes the form of a log L, and the value μ̂(τ) of the
target measure is known for each (sub-)trace τ ∈ P(L). Current approaches to
this problem [3,7,9] relies on applying some abstraction functions to process
traces, capturing only those facets of the registered events that influence the
most process performances, while disregarding minor details.

Trace Abstraction. An abstracted (structural) view of a trace summarizes the
tasks executed during the corresponding process enactment. Two simple ways
to build such a view consist in regarding the trace as a tasks’ set or multiset
(a.k.a. bag), as follows.
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Definition 1 (Structural Trace Abstraction). Let T be a trace universe
and A1, . . . , An be the tasks in AT . A structural (trace-) abstraction function
structmode : T → Rmode

T is a function mapping each trace τ ∈ T to an abstract
representation structmode(τ), taken from an abstractions’ space Rmode

T . Two
concrete instantiations of the above function, denoted by structbag : T → N

n

(resp., structset : T → {0, 1}n), are defined next, which map each trace τ ∈ T to
a bag-based (resp., set-based) representation of its structure: (i) structbag(τ) =
〈count(A1, τ), . . . , count(An, τ)〉, where count(Ai, τ) is the number of times that
task Ai occurs in τ ; and (ii) structset(τ) = 〈occ(A1, τ), . . . , occ(An, τ)〉, where
occ(Ai, τ) = 1 iff count(Ai, τ) > 0, for i = 1, . . . , n. �

The two concrete abstraction “modes” (namely, bag and set) defined above
summarize any trace τ into a vector, where each component corresponds to a
single process task Ai, and stores either the number of times that Ai appears in
the trace τ , or (respectively) a boolean value indicating whether Ai occur in τ
or not. Notice that, in principle, we could define abstract trace representations
as sets/bags over another property of the events (e.g., the executor, instead of
the task executed), or even over a combination of event properties (e.g., the task
plus who performed it).

Example 1. Let us consider a real-life case study pertaining a transshipment
process, also used for experiments of Sect. 6. Basically, for each container c pass-
ing through the harbor, a distinct log trace τc is stored, registering all the tasks
applied to c, such as: moving c by means of either a straddle-carrier (MOV ),
swapping c with another container (SHF ), and loading c onto a ship by a
shore crane (OUT ). Let τ be a log trace encoding a sequence 〈e1, e2, e3〉 of
three events such that task(e1) = task(e2) = MOV and task(e3) = OUT .
With regard to the abstract trace representations of Def. 1, it is easy to see
that structbag(τ) = [2, 0, 1], and structset(τ) = [1, 0, 1] — where the traces
are mapped into a vector space with dimensions A1 ≡ MOV , A2 ≡ SHF ,
A3 ≡ OUT . �

The structural abstraction functions in Definition 1 are a subset of those used
in previous approaches to the discovery of predictive process models [3,7,9]. To
be more precise, [7] also considers the possibility to map a trace into a vector of
task durations, as well as to combine multiple structural abstractions with data
attributes of the traces, while the other two approaches also allow for abstracting
a trace into the list of tasks appearing in it (as an alternative to bag/set -oriented
abstractions).

3 Formal Framework

Clustering-Based PPMs. The core idea of predictive clustering approaches [4] is
that, based on a suitable clustering model, predictions for new instances can be
based on the cluster where they are estimated to belong. Two kinds of features
are considered for any element z in a given instance space Z = X×Y : descriptive
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features and target features (to be predicted), denoted by descr(z) ∈ X and
targ(z) ∈ Y , respectively. Then, a predictive clustering model (PCM), for a
given training set L ⊆ Z, is a function q : X → Y of the form q(x) = p(c(x), x),
where c : X → N is a partitioning function and p : N × X → Y is a (possibly
multi-target) prediction function. Clearly, whenever there are more than one
target features, q encodes a multi-regression model.

Similarly to [9], we here consider a special kind of PPM model, based on a
clustering of process traces. The model, described below, is in fact a predictive
clustering one, where context data play the role of descriptive attributes, while
the target variables are derived by certain performance values of the traces.

Definition 2 (Clustering-Based Performance Prediction Model
(CB-PPM)). Let L be a log (over T ), with context features context(T ), and
μ̂ : T → R be a performance measure, known for all τ ∈ P(L). Then a
clustering-based performance prediction model (CB-PPM) for L is a pair M =
〈c, 〈μ1, . . . , μk〉〉, encoding the unknown performance function μ̂ through a pre-
dictive clustering model (where k is the number of clusters found for L). Specifi-
cally, c is a partitioning function, which assigns any (possibly novel) trace to one
of the clusters (based on context data), while each μi is the PPM of the i-th
cluster — i.e., c : context(T ) → {1, . . . , k}, and μi : T → R, for i ∈ {1, . . . , k}.
The performance μ̂(τ) of any (partial) trace τ is eventually estimated as μj(τ),
where j = c(context(τ)). �

Notice that each cluster has its own PPM model, encoding how μ̂ depends on
the structure (and, possibly, on the context) of a trace, within that cluster. The
prediction for each trace is then made with the predictor of the cluster it is
assigned to (by function c).

In general, such an articulated kind of PPM can be built by inducing a predic-
tive clustering model and multiple PPMs (as the building blocks implementing
c and all μi, respectively). In particular, in [9], the latter task is accomplished
by using the method in [3], so that each cluster is eventually provided with an
AFSM model. As mentioned in Sect. 1, in order to develop an easier-to-use and
data-adaptive approach, we will not use AFSM models (which typically require
a careful explicit setting of the abstraction level), and will rather employ one of
the various regression methods available for propositional data. To this purpose,
an ad-hoc view of the log needs to be produced, where both the context-oriented
and structure-oriented (cf. Definition 1) features of a trace are used as descrip-
tive attributes, whereas the target attributes are derived by projecting the trace
onto a space of structural patterns. These patterns, eventually computed with
an ad-hoc data mining method, are described in detail in the following.

Structural Patterns. In our setting, structural patterns are meant to capture
regularities in the structure of log traces, and they correspond to (constrained)
sub-sets or sub-bag of tasks appearing frequently in the log traces (viewed as well
as tasks’ sets/bags). More precisely, let mode ∈ {bag, set} be a given abstraction
criterion, T be the reference trace universe, and AT = {A1, . . . , An} be its
associated process tasks. Then, a (structural) pattern w.r.t. T and mode simply
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is an element p of the abstractions’ space Rmode
T – over which function structmode

ranges indeed. The size of p, denoted by size(p), is the number of distinct tasks
in p, i.e., the number of p’s components with a positive value.

Having a structural pattern the same form as a (structural) trace abstraction,
we can apply usual set/bag containment operators to them all. Specifically, given
two elements p and p′ of Rmode

T (be them patterns or representations of entire
traces), we say that p2 contains p1 (and that p1 is contained in p2), denoted by
p1 
 p2, if p1[j] ≤ p2[j], for j = 1,≤, n, and for i = 1, 2 — where pi[j] is the
j-th component of vector pi, which ranges over {0, 1}n or N

n depending on the
chosen abstraction mode (cf. Definition 1).

Since such patterns are to be eventually used for clustering purposes, we are
interested in those capturing significant behavioral schemes. In particular, an
important requirement is that they occur frequently in the given log (otherwise,
little, low significant clusters will be found), as specified in the following notion
of support.

Definition 3 (Pattern Support and Footprint). Let τ ∈ T be a trace,
mode be a given abstraction mode, and p be pattern (w.r.t. T and mode).
Then, τ supports p, denoted by τ � p if its corresponding structural abstrac-
tion contains p (i.e., p 
 structmode(τ)). In this case, a footprint of p on
τ is subset F = {f1, . . . , fk} ⊆ {1, . . . , len(τ)} of positions in τ , such that
structmode(〈τ [f1], . . . , τ [fk]〉) = p. Moreover, gap(F ) denotes the number of
events in τ which correspond to none of the positions in F but appear in between
a pair of matching events, i.e., gap(F ) = maxfi∈F {fi}−minfi∈F {fi}−|F |+1. We
finally denote gap(p, τ) = min {{∞} ∪ { gap(F ) | F is a footprint of p on τ } }.

�
A footprint F of a pattern p, on a trace τ supporting it, identifies a subsequence
of τ which contains all the elements of τ marked by F (i.e., appearing in one of
the positions of F ). Clearly, the structural representation of such a subsequence
coincides with p. As a special case, if τ does not support p, then gap(p, τ) is
infinite.

In order to focus on significant patterns, w.r.t. a given log L, one could simply
set a minimal support threshold, say minSupp ∈ [0, 1), and discard all patterns
getting a support lower than minSupp × |L| by the given log traces (viewed as
tasks’ bags or sets). In addition, an upper threshold maxGap ∈ N ∪ {∞} can be
specified for the maximal gap admitted between patterns and traces, in order to
focus on patterns that fit well enough the actual sequencing of tasks in the latters.
Both constraints can be specified through a variant of the classical support
function (actually coinciding with the latter when maxGap = ∞), defined as
follows:

suppmaxGap(p, L) =
|{τ ∈ L | τ � p and gap(p, τ) < maxGap + 1}|

|L| (1)

Let L be a log, p be a structural pattern for a given abstraction mode mode
(BAG or SET), minSupp be a minimum support threshold, and maxGap be a max-
imum gap threshold. Then, p is a (minSupp,maxGap)-frequent pattern w.r.t. L
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Fig. 1. Algorithm AA-PPM Discovery.

if suppmaxGap(p, L) ≥ minSupp. In our approach, such patterns are considered as
interesting behavioral features, useful for finding a performance-relevant parti-
tioning of the log traces.

4 Learning Algorithm

Figure 1 illustrates the main steps of our approach to the discovery of a CB-PPM
model, in the form of an algorithm, named AA-PPM Discovery. Essentially, the
problem is approached in three main phases.

In the first phase (Steps 1–5), a set of (frequent) structural patterns are
extracted from the log, which are deemed to capture the main behavioral schemes
of the process, as concerns the dependence of performance on the execution of
tasks. To this end, after converting the structure of each (possibly partial) trace
τ into an itemset (Step 2), we compute all the structural patterns (i.e., sub-
sets, of various sizes) that occur frequently in the log and effectively summarize
the behaviors in the log — in particular, in the case of bag abstractions, notice
that any s = structbag(τ) ∈ N

n can be represented as {(Ai, kj) | 0 ≤ i ≤ n,
s[i] > 0 and 1 ≤ j ≤ s[i] }.

More precisely, we first compute the set {p ∈ Rm
T | suppmaxGap(p, SL) ≥

minSupp} (cf. Definition 3), by using function minePatterns, which is stored
in RSP — note that this set will never be empty, since (as an extreme case)
at least a singleton pattern with A1 is frequent (no matter of minSupp, m and
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maxGap). These patterns are then filtered by function filterPatterns, which
selects the kTop most relevant patterns among them. Notably, we can still use
all the discovered patterns, by fixing maxGap = ∞ (no real filter is applied in
this case). Both these functions are explained in details later on.

In the second phase, the selected patterns are used to associate a series
of numerical variables with all traces (Step 7), and to carry out a predictive
clustering of them (Step 8). To this end, a propositional view of the log, here
named log sketch, is produced by transforming each trace into a tuple, where
context properties play as are descriptive attributes and the projection onto
the space of selected patterns are the target numerical features. Specifically, any
selected pattern p gives rise to a target (performance) feature, such that the value
val(τ, p) taken by it on any trace τ is be computed as follows: (i) val(τ, p) =
NULL, if τ � p, or (ii) val(τ, p) = μ̂(τ(j∗]), where j∗ is the biggest index j ∈
{1, . . . , len(τ)} such that τ(j] � p. Like in [9], the clustering is computed by
inducing a Predictive Clustering Tree (PCT) [4] from the log sketch (Step 8).

Finally, each cluster is equipped with a basic (not clustering-based) PPM
model, by using some suitable regression method (chosen through parameter
REGR), provided with a dataset encoding all the prefixes that can be derived
from the traces assigned to the cluster. Specifically, each such prefix τ is encoded
as a tuple where context(τ) and structm(τ) are regarded as input values, while
the associated performance measurement μ̂(τ) represents the value of the numer-
ical target variable that is to be estimated.

Function minePatterns. This function is devoted to compute a set of (minSupp,
maxGap)-frequent patterns of any size — i.e., patterns getting a support score
(according to Eq. 1) equal to or higher than minSupp, over a transaction-oriented
view of the log. Notably, the function does not require the analyst to specify
the size of each pattern (differently from the horizon threshold h of previous
methods), which is actually chosen automatically, in a data-driven way. However,
it allows for possibly fixing a finite maxGap threshold for the gaps admitted
between patterns and traces, in case she/he wants to keep more details on the
actual tasks’ sequencing. All the specified constraints are enforced along the
computation, in order to shrink the amount of patterns generated, as well as the
computation time. Further details are omitted for lack of space.

Function filterPatterns. This function is meant to select a subset of significant
and useful patterns, as to make the computation of clusters more effective and
more scalable, by preventing the PCT learning algorithm to work with a sparse
and high-dimensional target space. Hence, we allow the analyst to ask for only
keeping the kTop patterns that seems to discriminate the main performance
profiles at best. To this end, we employ a variant of the scoring function φ
proposed in [9] (giving score 0 to every feature not positively correlated with
context data), which gives preference to patterns ensuring higher values of the
following measures: (i) support, (ii) correlation with the context attributes and
(iii) and variability of the associated performance values (i.e., val(p, τ), with τ
ranging over L). Further details can be found in [9].
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Fig. 2. Conceptual architecture of the AA-TP system prototype.

5 System AA-TP (Adaptive-Abstraction Time Prediction)

The learning approach described so far has been integrated into a prototype
system, aimed at providing advanced services for the analysis and “anticipated”
(i.e., predictive) monitoring of process performances. The current implementa-
tion of the system focuses on the two time-oriented process performance mea-
sures considered in this paper: the remaining processing time (μRT ), and the
number of remaining processing steps (μRS).

Looking at the right part of Fig. 2, it can be seen that the system features
a three-layer conceptual architecture. The lowest level implements basic Data
Management modules, which are responsible for storing both historical process
logs and different kinds of data (e.g., structural log views and log sketches),
derived from them prior to the application of the inductive learning mechanisms
described in the previous section. In fact, such data, originated by past enact-
ments of a business process, provide a basis for the automated discovery of three
different kinds of knowledge about the process: (i) frequent (structural) execution
patterns, (ii) predictive clustering models (capturing the existence of diverse exe-
cution scenarios for the process, as well as their correlation with major context
factors), and (iii) a series of PPM models (one for each discovered scenario).
All these pieces of knowledge, built and handled in the Knowledge Discovery
layer, can help better comprehend and analyze the real behavior of the process,
and the dependence of its performances on both processing steps and facets of
the execution context. On the other hand, thanks to their predictive nature,
each clustering model and its associated local PPMs can be reused to config-
ure a forecasting service for the process they were discovered from, in order to
estimate (at run time and step-by-step) the performance outcome of any new
instance of that process. Essentially, based on a given performance prediction
model, the service implements a core method, which takes as input the partial
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trace of an ongoing process enactment (encoded in one of the standard formats
used in ProM [2]), and returns an estimate for the associated measure (i.e.,
the remaining processing time/steps). Further details on the implementation of
knowledge discovery functionalities are described in the final part of this section.

In principle, each deployed forecasting service could be accessed, through
the Process Enactment Gateway interface module, by any workflow engine or
any other kind of enactment system, in order to improve the process at run-
time, based on ad-hoc optimization policies. The same module also offers basic
services for entering new log data, and for updating a performance prediction
model (based on newly added data).

In addition to pure performance forecasting services, the system supports the
anticipated notification of Service Level Agreement (SLA) violations, whenever
a process instance is deemed as very likely to eventually fail a given quality
requirement, previously established for the corresponding process (and some
of its associated performance measures). The provision of such a higher-level
prediction service requires that an SLA model can be defined for any process P
and performance measure μ, and be kept in a suitable repository of the Data
Management layer. Basically, such a model is meant to encode information about:
(i) the procedure for computing the value of μ for any historical (completely
executed) instance of P ; (ii) a violation criterion, stating which are values that
μ is not admitted to take on P ’s instances; (iii) the degree of sensitiveness in
the notification of possible violations. A simple approach to the specification of
SLA models and associated triggering mechanisms is explained later on.

Finally, the Presentation Layer (still at an incomplete stage of development)
is in charge of providing the user (analyst or manager) with summarized infor-
mation on the past and current behavior of the analyzed business processes. In
particular, it allows the user to inspect and navigate all kinds of process models
and patterns extracted out of log data, as well as to create and access SLA spec-
ifications. Moreover, a customizable dashboard can be build to provide the user
with aggregated statistics computed over the instances of a given process or on
predefined groups of them (e.g., cases enacted for the same customer), possibly
mixing predicted performance outcomes with historical ones.

SLA Models. Currently the system allows for specifying a simple kind of SLA
model over two types of performance measures: the total processing time and
the total number of processing steps. In particular, for each chosen process and
performance measure, it is possible to set a maximum threshold M (identifying
the legal range of values for the measure), and a risk tolerance threshold γ —
the greater the threshold, the lower the sensitivity in detecting SLA violations
(w.r.t. to the performances of the process).

Let τ(i] denote a trace, encoding the history of an ongoing process instance
up to the (current) execution step i. Then, an SLA violation for τ(i] can be
predicted on the basis of the likelihood �M (τ(i]) that the total time (or number
of steps) needed to fully handle the case corresponding to τ will not exceed M
(like in [5]). In more details, letting elapsed(τ(i]) denote the time already spent
(resp. steps already performed), this likelihood is computed as follows:
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�M (τ) =

{
1 − M

elapsed(τ(i])+μ(τ(i]) if elapsed(τ(i]) + μ(τ(i]) > M

0 otherwise

where μ(τ(i]) is the remaining processing time (resp., nr. of steps) estimated for
τ(i].

Then, an alert can be eventually triggered for the process instance associated
with τ(i], if �M (τ(i]) > γ. In such a case, the user (or even the enactment
system) will get aware of the fact that an SLA is likely to be infringed, so that
some suitable optimization policy could be proactively put in place, in order to
possibly prevent the occurrence of such a requirement violation.

Details on the Knowledge Discovery Layer. The core learning mechanism in this
layer have been implemented as a plugin of the framework ProM [2]. As men-
tioned above, the plugin specializes algorithm AA-PPM Discovery to the case
where the target performance measure coincides with the remaining process-
ing time/steps. The plugin features the following major modules: (a) Scenario
Discovery module, which is in charge of identifying behaviorally homogeneous
groups of traces, in terms of both context data and remaining times; and (b)
Time Predictors Learning module, which implements a range of classical regres-
sion algorithms (including, in particular, IB-k, Linear Regression, and RepTree),
eventually used to induce the local predictor (i.e., PPM) of each discovered clus-
ter — all of these predictors will compose (along with the logical rules discrimi-
nating among the clusters) the overall CB-PPM model, returned as main result.

More specifically, the former module consists of the following submodules:
(i) the Predictive Clustering submodule, which groups traces sharing similar
descriptive and target values, leveraging system CLUS [6] (a framework for
inducing PCT models from propositional data); (ii) the Log-View Generator
submodule, which right converts all log traces into propositional tuples, accord-
ing to the ARFF format used in CLUS, relying on the explicit representation
of both context data and target attributes (derived from the original log); and
(iii) the Pattern Mining module, which exploits a transactional representation
of these context-enriched traces in order to extract a set of relevant patterns
out of them. In fact, these patterns are the target features used by the Log-View
Generator in order to build a training set for the induction of a clustering model.

6 Case Study

This section illustrates a series of experimental activities that we conducted,
with the prototype system AA-TP, on some logs of a real transshipment sys-
tem (already mentioned in Example 1), keeping trace of major logistic activities
applied a sample of 5336 containers, which passed through the system in the first
third of year 2006. Essentially, each container is unloaded from a ship and tem-
porarily placed near to the dock, until it is carried to some suitable yard slot for
being stocked. Symmetrically, at boarding time, the container is first placed in a
yard area close to the dock, and then loaded on a cargo. Different kinds of vehicles
can be used for moving a container, including, e.g., cranes, “straddle-carriers”,
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and “multi-trailers”. This basic life cycle may be extended with additional trans-
fers, devoted to make the container approach its final embark point or to leave
room for other ones. Several data attributes are available for each container as
context data (of the corresponding process instance), including: the origin and
final ports, its previous and next calls, various properties of the ship unloading
it, physical features (such as, e.g., size, weight), and some information about
its contents. Like in [9], we also considered a few more (environment-oriented)
context features for each container: the hour (resp., day of the week, month)
when it arrived, and the total number of containers that were in the port at that
moment.

Considering the remaining processing time/steps as the target performance
measure, we evaluated the effectiveness of predictions via three classic error
metrics (computed via 10-fold cross validation): root mean squared error (rmse),
mean absolute error (mae), and mean absolute percentage error (mape). For
ease of interpretation, the results reported next for the former two metrics have
been normalized w.r.t. the average processing time/steps (computed over all the
containers passed through the terminal).

Tuning of Parameters. First of all, we tried our approach with different settings
of its parameters, including the base regression method (REGR) for inducing
the PPM of each discovered cluster. For the sake of simplicity, we here only
focus on the usage of two basic regression methods: classic Linear regression [8],
and the tree-based regression algorithm RepTree [15]. In addition, we consider
the case where each PPM model simply encodes a k-NN regression procedure
(denoted by IB-k hereinafter), as a rough term of comparison with the family of
instance-based regression methods (including, in particular, the approach in [7]).
For all of the above regression methods, we reused the implementations available
in the popular data-mining library Weka [10].

Figure 3 allows for analyzing how the rmse scores1 vary when using differ-
ent regression methods (distinct curves are depicted for them), and different
values of the parameters (namely, maxGap ∈ {0, 4, 8,∞}, kTop ∈ {4,∞}, and
minSupp ∈ {0.1, . . . , 0.4}).

Clearly, the underlying regression method is the factor exhibiting a stronger
impact on precision results. In particular, the disadvantage of using linear regres-
sion is neat (no matter of the error metrics), whereas both IB-k and RepTree
methods performs quite well, and very similarly. This is good news, especially
for the RepTree method, which is to be preferred to IB-k for scalability reasons.
Indeed, this latter may end up being too time-consuming at run-time, when a
large set of example traces must be kept – even though, differently from pure
instance-based methods (like [7]), we do not need to search across the whole log,
but only within a single cluster (selected via context data).

As to the remaining parameters, we notice that poorer results are obtained
when minSupp = 0.1 and kTop = 4, as well as when minSupp = 0.4. As a
matter of fact, the former case epitomizes the cases where we cut little (accord-
ing to frequency) during the generation of patterns, while trying to reduce their
1 Notice that similar trends of behavior were discovered for the mae and mape metrics.
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Fig. 3. The effect of parameters on rmse results.

number in the filtering phase; the latter, instead, is an opposite situation where
a rather high threshold support threshold is employed, at a higher risk of loos-
ing important pieces of information on process behaviour. Remarkably, when
minSupp gets a value from [0.2, 0.3], the remaining two parameters (namely
kTop and maxGap) do not seem to affect the quality of predictions at all. In
practice, it suffices to choose carefully the regression method (and a middling
value of minSupp) to ensure good and stable prediction outcomes, no matter of
the other parameters – which would be, indeed, quite harder to tune in general.

Comparison with Competitors. In order to assess the effectiveness of our app-
roach, we compared it with two other ones, defined in the literature for the
discovery of a PPM: CA-TP [9] and AFSM [3]. Tables 1 and 2 report the aver-
age errors and standard deviations made by system AA-TP, while varying the
base regression method (namely, and IB-k and RepTree), when predicting both
remaining times and remaining steps, respectively. In particular, the first half of
tables regards the case when bag representations are used for abstracting traces,
while the second to the usage of set abstractions. These values were computed by
averaging the ones obtained with different settings of the parameters minSupp,
kTop, and maxGap. Similarly, for both of the approaches CA-TP and AFSM, we
computed the average of the results obtained using different values of the his-
tory horizon parameter h (precisely, h = 1, 2, 4, 8, 16), and the best-performing
setting for all the remaining parameters.

Interestingly, the figures in Tables 1 and 2 indicate that our approach is
more accurate than both competitors, no matter which abstraction strategy is
adopted. It is worth noticing that the best results (shown in bold in the tables),
for all the error metrics, are obtained when AA-TP is used with the bag abstrac-
tion mode. In particular, by looking at values in Table 1 it is easy to notice that,
if we combine this abstraction mode with the IB-k regressor, AA-TP manages
to lower the prediction error by about 65.88% on average w.r.t. CA-TP, and
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Table 1. Errors (avg±stdDev) made by AA-TP and its competitors in predicting
remaining times, with different abstraction modes (namely, bag and set).

Table 2. Errors (avg±stdDev) made by AA-TP and its competitors in predicting
remaining steps, with different abstraction modes (namely, bag and set).

Metric BAG SET
AA-TP
(IB-k)

AA-TP
(RepTree)

CA-TP AFSM AA-TP
(IB-k)

AA-TP
(RepTree)

CA-TP AFSM

rmse 0.192±0.014 0.209±0.010 0.241±0.042 0.278±0.022 0.193±0.013 0.211±0.018 0.286±0.056 0.322±0.016
mae 0.082±0.004 0.102±0.007 0.127±0.039 0.151±0.021 0.082±0.008 0.103±0.028 0.172±0.051 0.201±0.013
mape 0.035±0.003 0.042±0.003 0.060±0.025 0.056±0.016 0.035±0.003 0.043±0.030 0.094±0.036 0.110±0.008

by an astonishing 77.51% w.r.t. AFSM, on average (w.r.t. all the error metrics).
Again, good results are obtained when using RepTree (still with bag abstrac-
tions), where a reduction of 59.10% (resp., 73.04%) is achieved w.r.t. to CA-TP
(resp., AFSM). An even higher degree of improvement is achieved when using
set-oriented abstractions. Indeed, in this case, the reduction in the average of
prediction errors is of 84.58% w.r.t. CA-TP and of 84.97% w.r.t. AFSM, when using
our approach with the IB-k regressor; moreover, when using it with RepTree,
these reductions become 83.43% and 83.86%, respectively.

As to the prediction of remaining steps, the best outcomes are obtained
when using AA-TP with the IB-k regressor (see Table 2). Improvements are, in
general, less noticeable than those observed for the prediction of remaining times,
but still substantial. Indeed, AA-TP manages to shrink the prediction error of
26.89% (resp. 16.49%) w.r.t. CA-TP and of 36.70% (resp. 27.68%) w.r.t. AFSM,
when using the IB-k (resp. RepTree) regressor and bag abstractions. Finally, in
the case of set abstractions, an error reduction of 43.77% (resp. 35.39%) w.r.t.
CA-TP, and of 51.04% (resp. 43.74%) w.r.t. AFSM is observed when AA-TP is used
in combination with IB-k (resp., RepTree) regressors.

SLA Violation Results. We next focus on a specific kind of SLA violations,
corresponding to the overcoming of maximal threshold M on the total process-
ing time. In the context of container management systems, such a maximum
processing (“dwell”) time is typically set within predefined agreements, on ser-
vice quality, between the shipping lines and the terminal handler. In our tests
we considered a parametric specification of this threshold: M = α×ADT , where
ADT is the average dwell time computed over all containers, and α is an inte-
ger ranging over {1, 2, 3} (allowing us to simulate three different settings of the
agreement level). It is important to notice that cases requiring an excessively
long processing time imply high monetary costs, and detecting them in advance
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Fig. 4. F-measure scores for the prediction of overtime faults by AA-TP and by baseline
methods, when varying γ and the factor α.

can allow for undertaking suitable counter-measures, possibly exploiting addi-
tional (storage/processing) resources, which are not used in normal conditions.
Since, however, such a remedial policy as well come with a cost, even though
it is typically lower than SLA-violation penalties, such an overtime prediction
mechanism must exhibit a good trade-off between precision and recall, in order
to ensure the whole approach to be really convenient economically.

Figure 4 sheds light on the ability our approach to discriminate “overtime”
from “in-time” containers. To this purpose, we report the F-measure scores for
different values of the risk threshold γ, when a fixed, good-working, configuration
is used for both our approach and the baseline ones, respectively CA-TP [9] and
AFSM [3]. As expected, F-measure tends to worsen when increasing γ, whatever
the factor α is. Interestingly, when using lower values of γ (i.e., a more aggres-
sive warning policy) the capability of our approach to recognize real overtime
cases is ever better than the baseline predictors – in particular, a more evident
improvement is obtained for α = 2 when an astonishing F-measure of 0.98 is
reached w.r.t. 0.90 and 0.74 reached by CA-TP and AFSM, respectively.
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7 Conclusions

We have presented a new predictive process-mining approach, which fully exploits
context information, and manages to find the right level of abstraction on log
traces in data-driven way. Combining several data mining and data transforma-
tion methods, the approach allows for recognizing different context-dependent
process variants, while equipping each of them with a separate regression model.

Encouraging results obtained on a real application scenario show that the
method is precise and robust enough, yet requiring little human intervention.
Indeed, it suffices not to use extreme values for the support threshold to have
low prediction errors, no matter of the other finer-grain parameters (i.e., maxGap
and kTop).

The technique has been integrated in a performance monitoring architecture,
capable to provide managers and analysts with continuously updated perfor-
mance statistics, as well as with the anticipated notification of possible SLA
violations, which could be possibly prevented via suitable improvement policies.

As future work, we plan to explore the usage of sequence-like patterns (e.g.,
k-order subsequences) — possibly combined with those considered here — in
order to capture the structure of a process instance in a more precise (but still
abstract enough) manner, as well as to integrate our approach with a real BPM
environment.
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Abstract. Software inspection process is an effective activity to find defects
on software artifacts as soon as they are introduced. The development of
experimental knowledge on this area is useful to everyone who needs to make
decisions about inspection activity. This paper aims to map the empirical
studies conducted in the software inspection process area. The steps of the
Systematic Mapping (SM) process was performed with the support of the StArt
tool. Seventy nine papers were accepted in this SM and attributes related to
inspection process, techniques, tools, inspected artifacts, research groups and
universities were extracted. The results show different inspection processes,
which have been experimentally investigated. Fagan’s process is the most
investigated of them. In relation to inspected artifacts, requirements document
and source code were the most used. Moreover, different tools and techniques
have been used to support these processes.

Keywords: Systematic mapping � Software inspection process � Experi-
ments � Empirical software engineering � Experimental software engineering

1 Introduction

The inspection activity is a systematic approach that aims to detect defects in software
artifacts as soon as they are committed. Since it was introduced in IBM around 70’s,
by Michael Fagan, the inspection activity is considered one of the best software
engineering practices to identify defects [1].

One of the inspection activity advantages is that it can be applied on many kinds of
software artifacts, as soon as these are constructed, decreasing defects transfer to other
artifacts, besides the possibility of being applied them before the testing activities [2].

The software inspection process proposed by Fagan [3] has been modified and
adapted, generating other versions such as [4–11].

Although each different version of the software inspection process has proposed
new and different roles and activities, all of them share the same goal: allow inspectors
identifying defects, analyzing them and establishing the real defects for correction.
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When an enterprise decides to adopt an inspection process, it is necessary to
identify which process and which techniques fit better for its development process and
team.

A way to search for evidence about what process or technique to use, is to look for
experimental studies related to them. According to [12], software engineering
experimental studies aim to characterize, evaluate, foresee, control and improve
products, process, resources, models and theories. In addition, Basili et al. [13] argue
that ‘‘the only way to discover how applicable a new method, technique, or tool is in a
given environment is to experiment with its use in that environment’’.

Thus, the importance of experimental studies is clear for software engineering
researchers and enterprises that want to adopt or adapt processes and techniques in
their business environment. Well-known techniques to find this kind of knowledge are
Systematic Review (SR) (a.k.a. Systematic Literature Review (SLR)) and Systematic
Mapping (SM).

Although the research process is benefited by these techniques, the SR process is
considered laborious to be planned and conducted [14]. It demands a high maturity
level from the researcher to define the right research question to be answered, leading
novice researchers to opt for an ad hoc literature review.

According to Bailey et al. [15], Systematic Mappings (SM), also known as
Scoping Review [16], should be conducted before a SR, since its goal is to identify the
features and the kind of publications to be investigated on a particular theme.

The main goal of Systematic Mapping studies is to provide an overview of a
research area, and identify the quantity and type of research and results available
within it as well as mapping the frequencies of publication over time to see trends.
[17]. These authors also mentioned that a secondary goal is to identify the forums
where the research topic has been published. Furthermore, Systematic Mapping
studies can help in refining the question for the full review and estimating the
resources that will be needed [16].

The goal of this paper is to describe a Systematic Mapping of experimental studies
related to software inspection process. The objective was to identify techniques, tools,
artifacts and the inspection process usually employed in the published experimental
studies. Moreover, the intention was to identify the process and techniques more
explored in the experimental studies, their respective authors and the places where the
studies are usually published.

The remaining of this paper is organized as follows: Sect. 2 presents the meth-
odology; Sect. 3 presents the systematic mapping conducted; Sect. 4 presents some of
the software inspection processes experimentally investigated and finally, Sect. 5
presents the discussions regarding the study.

2 Methodology

Briefly, SM allows creating an overview of an interest area based on the definition of
research questions and the identification and quantification of the collected data.

Petersen et al. [17] present the following steps as the essential process steps for a
Systematic Mapping study (Fig. 1):
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(1) Definition of research question: In this step, one or more research questions
should be defined, reflecting the expected answer at the end of the mapping. The
outcome of this step is the review scope.

(2) Conduct Search: In this step, search strings are defined based on the research
questions established in the previous step. The search strings are then applied to
different online scientific databases to identify relevant papers for the mapping.
The outcome of this step is a list of papers.

(3) Screening of Papers: In this step, inclusion and exclusion criteria should be
applied based on the research questions. These criteria are intended to identify
those primary studies that provide direct evidence about the research question. In
order to reduce the likelihood of bias, selection criteria should be established
during the protocol definition, although they may be refined during the search
process [18]. The outcome of this step is a list of relevant papers to the research
theme.

(4) Keywording using Abstracts: In this step, the researcher must read the abstract of
accepted papers and identify keywords that characterize various aspects of the
studies, like the research method, type of conducted study, research area,
research group, method and/or tool used, etc. After the reading, a set of key-
words is created and used to classify all papers in different features. The outcome
of this step is a Classification Scheme.

(5) Data Extraction and Mapping Process: the accepted papers in step 3 are clas-
sified according to the categories previously identified in step 4. The classifi-
cation scheme may evolve during the data extraction, either by adding new
categories or merging or splitting existing categories. After that, the categories
are grouped into facets, which in turn are related between each other to generate
a map (as a bubble plot, for example) so to allow the researcher to visualize
various aspects of the studied research topic. The outcome of this step is the
generated map.

3 Systematic Mapping

Following the process previous presented, next sections present the details of the
conducted systematic mapping.

Fig. 1. The Systematic mapping process [17].
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3.1 Definition of Research Questions

According to the intention of this SM, presented in Sect. 1, the research questions
were:

• RQ.1) Which software inspection processes were investigated through experimental
studies?

• RQ.2) Which techniques and tools have been used in experimental studies that
investigated software inspection processes?

Petersen et al. [17] suggest that a protocol is filled as it is in Systematic Reviews to
enable the registration of the study decisions, as well as the auditing and replication.

Aiming to use a computational support for conducting this SM, the StArt tool [19–
21] was used. Hence, the protocol was based on Kitchenham’s proposal [18], since
this is the model provided by the tool. Although the protocol data can be adjusted
during the process execution, in this step the research questions, the inclusion and
exclusion studies criteria and the information extraction form fields were defined.

3.2 Search Conduction

The definition of the search string is relevant to ensure that the studies to be analyzed
support the answer to the research question. The online scientific database SCOPUS
was selected to perform essays till an effective search string was reached.

SCOPUS was chosen because it offers facilities that allow operations with a set of
strings besides analyzing relevant data as: list of research area, authors, conferences/
journals and keywords most frequent in the papers retrieved. Furthermore, Dieste et al.
[22] argue that it has fewer weaknesses than the other online scientific databases. After
some essays, the search string defined was:

TITLE-ABS-KEY(‘‘software inspection process’’ OR ((‘‘inspection process’’ OR
‘‘inspection technique’’) AND ‘‘software engineering’’)) AND TITLE-ABS-KEY(‘‘-
primary stud*’’ OR ‘‘experiment*’’ OR ‘‘empirical stud*’’ OR ‘‘controlled stud*’’)

After performing the query in SCOPUS and exporting the results (papers) to a .bib
file, the same search string was adapted to be applied to the other online scientific
database defined in the protocol: IEEExplore, ACM Digital Library and Web of
Science.

These four online scientific databases were inserted into the StArt tool protocol
such that a respective search session was created for each one. Aiming to enable
replications of this study, for each search session the respective search string was
registered in the tool, as well as the BibTex file was imported.

Dieste et al. [22] exposed that the results of an ACM DL search cannot be
exported either to text or Reference Manager formats which represents a significant
impediment for a SR. To workaround this problem we used the Zotero Firefox plug-in
(www.zotero.org) to import the ACM DL results and generate the BibTex file.

When the user imports a .bib file to a search session of StArt, duplicated papers
(with the same title and authors) are automatically identified. In addition, the tool sets
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a score for each papers, which is based on the frequency that each keyword (defined in
the protocol) appears in the title, abstract and keywords of the paper.

After all .bib files were imported, 249 papers were inserted under this SM, having
116 as duplicated papers (indexed by more than one online scientific database).

3.3 Screening of Papers

The computational support of the StArt tool makes the screening of papers easier. The
tool offers an interface that allows the reading of the abstracts (retrieved by .bib
reference file); shows the inclusion and exclusion criteria (defined on the protocol);
enables the attribution of these criteria to the papers; and allows setting the papers as
accepted or rejected. The StArt also allows the user setting a reading priority (very
high, high, low and very low), deduced from the reading of the abstract, which will be
useful when the full paper should be read, for example, in a Systematic Review.

In order to revise the inclusion and exclusion criteria and the data extraction form
(both defined in the protocol - Step 1), first of all the five high scored and five low
scored papers were analyzed.

The criteria were satisfactory and no change was made. By the other hand, a new
field was added to the data extraction form: ‘‘Which process phase (or activity) is
supported by the technique?’’ (more details in Sect. 3.5).

Although Petersen et al. [17] suggest that this SM step is conducted based on the
paper abstract (or some paper sections), there are cases where the abstract is not
enough for applying the inclusion and exclusion criteria. In these cases, reading the
full text can be a good option, like in the Systematic Review process [14, 18].

At the end of this step, 54 papers were rejected and 79 were accepted. Table 1
shows the inclusion and exclusion criteria applied and the number of papers related to
each one. There are some papers that were related to more than one criterion.

Table 1. Inclusion and exclusion criteria applied in the SM.

Type Criterion # of
papers

Inclusion Presents or uses some tool/technique to support the experimental
studies

31

Presents a experimental study related to software inspection
process

56

Exclusion Proceedings introduction 1

Not written in English or Portuguese 1

Full paper not available on web neither in the university
commutation service

4

Not presents an inspection process related to software 14

Not related to software 16

Not presents an experimental study related to software inspection
process

18
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It is important to mention that this systematic mapping has focused just in papers
about software inspection process and its variants – papers about peer review, as
example, were not considered.

3.4 Keywording of Abstracts

Although Petersen et al. [17] suggest that the classification schema should emerge
while the step Keywording of Abstracts is being conducted, in this SM it was defined
when the protocol was filled. In this way, we tried to ensure that the required data to
answer the research question would be extracted.

In this SM the Keywording of Abstract was conducted in parallel to the Screening
of Papers. Hence, if a paper was accepted, as the abstract was read, the Classification
Scheme (data extraction form) defined in the protocol was revised aiming to:
(i) identify if the paper would fill all items of the schema; (ii) identify values to
compose a list of possible categories for each classification schema item.

Again, the StArt tool makes this task easier, once it gives two possibilities to
define the classification schema items in the data extraction form (resource available
in the tool): textual classification or itemized classification.

If the user set a classification item as textual, this field will be a text and probably,
different for each papers. If the user set a classification item as itemized, a list of
categories must be created and only one category can be chosen when the item is
filled. Of course, the list of categories can be updated if necessary.

The itemized item is a good option to ensure standardization of answers. For
instance, in this SM the classification item ‘‘study type’’ was an itemized item and its
categories were updated as the Keywording of abstracts was conducting.

3.5 Data Extraction and Mapping of the Studies

In this step the 79 accepted papers were categorized in 8 classification items: (i) study
classification, according to [23]; (ii) inspection process used, (iii) artifact inspected;
(iv) tool used in the study; (v) step (s) of the process supported by the tool; (vi)
techniques used in the study; (vii) step (s) of the process supported by the technique;
and (viii) research group or university.

In addition to the map based on data collected through the classification schema,
using the StArt tool it is possible to map the research area taking into account other
data, for example: publication year, conferences or journals, and authors. These fields
are available when the .bib file is imported to the tool.

Considering the research question, the bubble chart that maps the research allows
identifying the techniques used in experimental studies related to software inspection
process and which activities are supported by these techniques.

Charts and tables show the publications evolution, processes and tools more used,
artifacts commonly inspected, and so on.

When the StArt tool is used, besides the characterization of the papers by means of
the Classification Schema, the papers can be characterize by additional and relevant
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information. This is possible since relevant information can also be registered in a
memo field provided by the tool, for each paper. We emphasize that any scientific
methods to Thematic Synthesis as mentioned by Cruzes and Dyba [24] were
considered.

As secondary studies should be accessible to the community [18, 25] the package
of this study is available at: www.dc.ufscar.br/*lapes/packs/inspecao5.1.rar.

3.6 Results

The results will be commented according to the research questions. The first question
is related to the software inspection process that have been used in experimental
studies: RQ.1) ‘‘Which software inspection processes were investigated through
experimental studies?’’.

According to Fig. 2, that shows the identified processes and how many papers
cited them, we observe that few authors mentioned the process used in the experi-
mental study (23 occurrences).

The Fagan process [3, 4] was the most mentioned (22 occurrences), mainly if
some adaptations of this process are also considered (7 occurrences) [26–31].

The process presented by Sauer et.al [9] was also highlighted among the accepted
papers (7 occurrences). Some adaptations of this process [32–34] were also mentioned
(3 occurrences).

The inspection process presented by Gilb and Graham [7] (3 occurrences),
hyperCode [35, 36] (2 occurrences) and N-fold (2 occurrences) [37, 38] were the other
processes also explicitly cited among the accepted papers.

As mentioned before, although the secondary study that was carried out was a SM,
which does not require the full reading of papers, some of them were completely read
aiming to extract more detailed information.

As mentioned before, there were cases where a brief reading of the full text was
needed. Although different processes were identified among the experimental studies,
all of them propose activities to plan the inspection, find defects, analyze the defects
and select the ones for rework. The main differences between the processes stayed on
the roles, intermediate activities, strategies to collect and analyze defects and tools to
support them.

It is important to notice that some papers used more than one inspection process.
In addition, a process was considered ‘‘adapted’’ when some of its steps were not
performed.

Fig. 2. Software inspection process used in the experimental studies.
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As software inspection can be applied to all kind of software artifact, the artifacts
referred in the experimental studies were of different types. Figure 3 shows this
information and highlights that the most investigated artifacts are requirement doc-
uments and code. The reviewers have decided maintain the name of the artifacts
mentioned by each author, which led to present UML diagrams, Use Cases, Use Cases
model and OO diagrams as different items.

The secondary question is related to techniques and tools that have been used in
experimental studies: RQ.2) ‘‘Which techniques and tools have been used in experi-
mental studies that investigated software inspection processes?’’

Figure 4 shows a bubble chart that shows the most mentioned techniques and the
respective activities supported by them. Table 2 shows the tools and what features
each one provides. Only 25 papers mentioned some tool and which one was used.

Related to the techniques, as expected, most of them are reading techniques or
techniques defined for other purpose but used to find defects [39].

The outstanding reading techniques of this SM were Checklist and Perspective-
Based Reading (PBR). PBR is a systematic technique for defect detection in
requirement documents and Checklist is a reading technique that can be applied for
reading different types of artifacts. Notice that this result is aligned with the one
showed in Fig. 3, since the requirements document was mentioned as the most
inspected artifact in the experimental studies.

Fig. 3. Artifacts inspected in the experimental studies.

Fig. 4. Techniques x Inspection Process phase/activity map.
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Other technique commonly used in the experimental studies was Capture-
Recapture [34, 40–44]. This technique is related to statistic methods used to quantify
remaining defects in the artifact after the inspection. The use of Capture-Recapture in
software inspection was proposed by Eick et al. [45] and some studies and
improvements were presented thereafter.

Related to the tools mentioned in the papers, they usually provide support to the
software inspection process in different ways.

Regarding inspection meeting or defects discrimination activity, in general, the
tools adopt asynchronous communication. The roles involved in these activities
communicate and share opinions by means of forums created to enable discussions
about the defects identified during the inspection, for example. A score previously

Table 2. Tools used in the experimental studies.
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assigned to each defect by inspectors assists the discussion and also helps the mod-
erator in defining if a defect is a false-positive or a real-defect [46–48].

Two studies applied synchronous communication to support these activities. Tyran
and George [49] have used a GSS tool (Group Support System) to allow that a group
of inspectors discuss the process outcomes in a synchronous way. A similar study was
presented by Vitharana and Ramamurthy [29], who used a GSS tool to enable the roles
involved in the inspection joining in the discussion activity anonymously.

Although both studies presented appropriate results using this kind of tool, these
tools do not assist other inspection activities such as defects identification.

Porto et al. [31] presented CRISTA (Code Reading with Stepwise Abstraction)
that supports the inspection meeting and defect discrimination activity. Despite the
discussions can be performed by groups, they must be coordinated by the moderator
who inserts the decision into the tool.

As mentioned before, for SM it is also important to identify the sources where the
papers were published and outstanding authors. Table 3 shows the conferences and
journals that published the accepted papers - those which published only one paper
were grouped in the row ‘‘Other conferences and journals’’. The outstanding in this
classification was the Empirical Software Engineering Journal.

Table 3. List of journals/conferences which published experimental studies on software
inspection.

Journals Number of
papers

Empirical Software Engineering 7

IEEE Transactions on Software Engineering 5

ACM Transactions on Software Engineering and Methodology (TOSEM) 2

Information and Software Technology 2

Lecture Notes in Computer Science 2

SIGSOFT Software Engineering Notes 2

Software Testing Verification and Reliability 2

Conferences

International Conference on Software Engineering (ICSE) 5

International Software Metrics Symposium 4

ACM/IEEE International Symposium on Empirical Software Engineering 3

Conference of the Centre for Advanced Studies on Collaborative research 3

International Symposium on Empirical Software Engineering (ISESE) 3

Asia-Pacific Software Engineering Conference 2

Euromicro Conference 2

EUROMICRO Conference on Software Engineering and Advanced
Applications

2

International Conference on Automated Software Engineering (ASE) 2

International Conference on Quality Software (QSIC) 2

International Conference on Software Engineering and Knowledge Engineering 2

Nordic Conference on Human-computer Interaction 2

Brazilian Symposium on Software Engineering 2

Other conference and journals 23
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Table 4 shows the universities and research groups that have conducted experi-
mental studies related to software inspection. The outstanding in this classification
were the Vienna University of Technology and the University of Maryland.

According to the categories presented by Wieringa [23], the studies fitted to three
categories: proposal (5 studies), validation (25 studies) and evaluation (49 studies).
Considering that this SM is about experimental studies that investigated software
inspection processes, as expected, most of the papers corresponded to a validation or
evaluation of some process. The ‘‘proposal’’ category represents the studies that
presented a new proposal and also an empirical study to evidence the proposal
advantages.

3.7 Threats to Validity

Although a research protocol have been filled and evaluated by other members of the
research group, some threats to validity can be identified.

Basically, the main threats are of internal validity as: (i) researcher’s bias when
analyzing the primary studies; (ii) the possibilities provided by the online scientific
databases of constructing the search string, which may not catch all representative
papers from the database; and (iii) the researcher’s university permission related to the
online scientific databases access, which may cause non access to full papers and,
consequently, their rejection.

Some actions were taken for minimizing these threats, for example, assessing the
protocol during the screening of papers to certificate that it portrayed the correct
selection criteria; and the conduction of pilot study for reaching an acceptable search
string.

Table 4. Universities and research groups highlighted on the SM.

University/research group #
Papers

University/research group #
papers

Vienna University of Technology 13 Mississippi State University 3

University of Maryland 8 University of Bari 3

Fraunhofer Kaiserslautern 6 Federal University of São
Carlos

2

University of Strathclyde 7 Fraunhofer Maryland 2

Federal University of Rio de
Janeiro

4 Technical University Vienna 2

Johannes Kepler University Linz 4 University of Copenhagen 2

Lund University 4 University of Oulu 2

Royal Military College of Canada 4 University of Sannio 2

Università di Bari 4 Other universities /research
groups

40

AT&T Bell Labs 4
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Regarding the details present in this paper and the study package available, we
believe that a replication of this study is feasible. Even the replication date can affect
the outcome and threats to validity, we believe the underlying trends should remain
unchanged.

4 Main Differences Among Software Inspection Processes
Experimentally Investigated

The software inspection process proposed by Fagan in the 70s [3] and revisited by the
same author in the 80s [4] is composed by six activities:

• Planning: the inspection team is defined and the roles are assigned to the members;
• Overview: the inspection team is informed about the product and artifact. This

activity is optional;
• Preparation: individually, the inspectors review the artifact aiming to learn about it

and be prepared to the inspection meeting;
• Inspection Meeting: guided by the moderator, the inspectors about defects on the

artifact aiming to find the high number them, but not aiming to find solutions. After
the meeting, the moderator prepares a list of all identified defects aiming to ensure
that all them will be addressed to the author;

• Rework: all the real defects are resolved by the author;
• Follow-up: The moderator checks and verifies each defect correction.

The Fagan’s process is the basis of a lot of other software inspection process and until
now, it is frequently investigated in experimental studies, as mentioned in the previous
section.

Figure 5 shows the activities of other four highlighted inspection processes
indentified in this systematic mapping

Based on experimental studies, Sauer and others [9] have proposed a new version
of the Fagan’s inspection process, aiming to reduce the cost and time of the inspection
activity. These authors replaced the preparation and inspection meeting of Fagan’s
process with three inline activities: detection, collection and discrimination. During

ActivitiesProcesses
Fagan Presentation Preparation Inspection meeting Rework Follow Up 
Sauer et al. Presentation Detection Collection Discrimination Rework Follow Up 

Fagan Presentation Preparation Inspection  
meeting  Rework Follow Up 

Gilb & 
Graham Presentation Preparation Inspection 

meeting 
Development process 
brainstorming meeting Rework Follow Up 

Fagan Presentation Preparation Inspection meeting Rework Follow Up 
N-Fold Presentation Preparation (performed by n teams) Inspection meeting Rework Follow Up 

Fagan Presentation Preparation Inspection meeting Rework Follow Up 

hyperCode Initial preparation Preparation & 
Collection Resolution & Repair  

Fig. 5. Activities of some inspection process in relation to Fagan’s process.

An Overview of Experimental Studies 129



the detection activity inspectors should individually find defects, which are grouped in
the collection activity. During the discrimination activity, the moderator, authors and
inspectors discuss the defects list generated in the collection activity and define which
are real defects or false positives.

Gilb and Graham’s software inspection process [41] is similar to Fagan’s process,
except for the introduction of a new activity after the inspection meeting: the process
brainstorming meeting. During this activity the participants should discuss about the
causes of the detected defects, aiming to improve the software development process.

The N-Fold inspection process [37] is based on formal inspection, as Fagan’s
inspection process. The difference on it process is on inspection activity – in other
process this activity is performed by one team of inspectors, but the N-Fold process
replicates the inspection activity using N independent teams, which uses the same
artifact. According to Martin and Tsai [37], this process is suggested for the initial
phase of critical software development, since its cost is higher than other process.

The hyperCode inspection process is based on a web system to support the soft-
ware inspection: the hyperCode system. According to [35] the differences of hyper-
Code are the inspection preparation, collection and repair phases. The preparation and
collection are done at the same time by means of hyperCode system, which provides
the automatic collection of defects. The decision about the real defects and false
positives is done by the moderator and author as part of the repair phase.

5 Discussions, Lessons Learned and Future Works

This paper presented a systematic mapping of experimental studies on software
inspection process.

The search string was applied in four online scientific databases and 249 papers
were retrieved. Taking title and authors into account, the StArt tool, used as com-
putational support to conduct this study, identified 116 duplicated papers. After
analyzing the 133 remaining papers and applying the inclusion and exclusion criteria,
79 papers were accepted.

The data extracted from these papers showed that the inspection process presented
by Fagan [3, 4] was the most experimentally investigated. The other processes
identified in the studies are based on the Fagan’s process, as it was mentioned in the
previous section.

Although software inspection can be applied to all kind of software artifact,
requirement documents and code were highlighted as the most investigated artifacts.

In relation to the techniques, the most mentioned were the reading techniques.
Checklist and Perspective-Based Reading (PBR) were highlighted.

Concerning the tools, a wide list of tools with different purposes was identified.
Some tools were specific to the software inspection process, such as CRISTA [31],
ISPIS [47], hyperCode [36], InspectA [8] and IBIS [46]. Other tools were used in the
experimental studies but were not for supporting the software inspection process
properly, such as Capture-Recapture [40] and FindBugs [50].
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Some lessons learned deserve attention: the importance of good abstracts and the
registration of some details about any object under evaluation through experimental
studies. This is very important for reaching the objective of a SM.

Although the SM process suggests that the Classification Schema is created on the
basis of papers abstract, few of them provide basic information about the conducted
study. Hence, the only way to get the necessary information is to read the full paper or
some section of it.

Even so, there were papers that did not exhibit relevant details about the conducted
study, such as: the process used (or the way that the process was performed), artifacts
inspected, how the data was analyzed and the threats to validity. Thus, the lack of
information for filling the classification schema established by the investigators can
jeopardize the research area characterization.

These hardships faced by the authors (lack of information both in the abstracts and
the full paper) emphasize the importance of topics already explained by other authors:
structured abstracts [51] and guidelines to report empirical studies [52].

Considering that this SM was conducted in the context of a PhD research that aims
to give better support to the inspection meeting and defect discrimination activities, as
future work the most used inspection processes will be investigated more deeply.
Hence, systematic reviews are being planned and will be conducted as future work.

Acknowledgements. Our thanks to the Brazilian funding agencies CAPES and CNPq and
INEP (Observatório da Educação, project 3280). E.M.H thanks CAPES foundation (BEX
11833/12-2).
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Abstract. This paper presents strategies for speeding up the convergence of
agents on swarm. Speeding up the learning of an agent is a complex task since
the choice of inadequate updating techniques may cause delays in the learning
process or even induce an unexpected acceleration that causes the agent to
converge to a non-satisfactory policy. We have developed strategies for
updating policies which combines local and global search using past policies.
Experimental results in dynamic environments of different dimensions have
shown that the proposed strategies are able to speed up the convergence of the
agents while achieving optimal action policies, improving the coordination of
agents in the swarm while deliberating.

Keywords: Coordination � Ant-colony algorithms � Dynamic environments

1 Introduction

Learning and coordination of agents have been receiving attention of the artificial
intelligence community. Even in seemingly simple applications becomes often diffi-
cult or even impossible to predict behavior to ensure acceptable performance to an
agent throughout its life cycle. Because of this difficulty, it is usually necessary to
adapt some agents with learning abilities for changing their behavior in the light of
experience and of the possible coordination model available. The coordination in this
case, is necessary to ensure broadly consistent behavior for systems formed by indi-
viduals who share goals, resources and skills.

In multiagent systems, one important ability of an agent is to be able to coordinate
effectively with other agents towards desirable outcomes, since the outcome not only
depends on the action it takes but also the actions taken by other agents that it interacts
with. When properly applied, coordination between agents can help to make the
execution of complex tasks more efficient. Proper coordination can help to avoid such
complications as finding redundant solutions to a sub-problem, inconsistencies of
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execution (such as up-dating obsolete sub-problems), loss of resources, and deadlocks
(waiting for events which will probably not occur) [1, 24].

Real-world activities which require coordinated action include traffic environ-
ments [2], sensor networks [3], supply chain management [4], environmental man-
agement, structural modeling, and dealing with the consequences of natural disasters.
In such applications agents act in uncertain environments which change dynamically.
Thus, autonomous decisions must be taken by agents themselves in the light of what
they perceive locally.

In such applications, agents must decide upon courses of action that take into
account the activities of other agents, based on knowledge of the environment, lim-
itations of resources and restrictions on communication. Methods of coordination
must be used to manage consequences that result when agents have inter-related
objectives: in other words, when agents share the same environment or share common
resources.

The paradigm for coordination based on swarm intelligence has been extensively
studied by a number of researchers [5–7, 25, 26]. It is inspired by the behavior of
colonies of social insects, with computational systems reproducing their behavior
exhibited when solving collective problems: typically the colonies are those of ants,
bees, woodlice or wasps. Such colonies have desirable characteristics (adaptation and
coordination) which find solutions to computational problems needing concerted
activity. Earlier research on the organization of social insect colonies and its appli-
cations for the organization of multi-agent systems has shown good results for
complex problems, such as combinatorial optimization [8].

However, one of the main difficulties with such algorithms is the time required to
achieve convergence, which can be quite expensive for many real-world applica-
tions. In such applications, there is no guarantee that reward-based algorithms will
converge, since it is well known that they were initially developed and used to cope
with static problems where the objective function is invariant over time. However, few
real-world problems are static in which changes of priorities for resources do not
occur, goals do not change, or where there are tasks that are no longer needed. Where
changes are needed through time, the environment in which agents operate is
dynamic.

The use of methods based on insect behavior, of ant colonies in particular, has
drawn the attention of researchers who reproduce sophisticated exploration strategies
which are both general and robust [8]; but in most cases such approaches are not able
to improve coordination between agents in dynamic conditions due to the need to
provide adequate knowledge of changes in environment.

The work reported here re-examines and extends principles presented in [2, 9],
which discussed approaches for updating policies in dynamic environments and
analysed the effects of strengthening learning-algorithm parameters in dynamic
optimization problems. To integrate such approaches into updating strategies, as
proposed in this paper, a test framework was developed to iteratively demonstrate the
influence of parameters in the Ant-Q algorithm [10], whilst agents respond to the
system using updating strategies, further discussed in Sect. 3.

One important aspect is to investigate whether policies learned can be used to find
a solution rapidly after the environment has been modified. The strategies proposed in

138 R. Ribeiro et al.



this paper respond to changes in the environment. We cite as one example of dynamic
alteration the physical movement of the vertex in a graph (the environment): i.e., the
change in vertex coordinates, in a solution generated with a Hamiltonian cycle. Such
strategies are based on rewards (pheromones) from past policies that are used to steer
agents towards new solutions. Experiments were used to compare the utilities of
policies generated by agents using strategies proposed. The experiments were run
using benchmark.

2 Ant-Colony Algorithms

The inspiring source of Ant Colony Optimization (ACO) is the foraging behavior of
real ants colonies [5]. When searching for food, ants initially explore the area sur-
rounding their nest in a random manner. One of the main ideas underlying this
approach is the indirect communication among the individuals of a colony of agent,
called (artificial) ants, based on an analogy with pheromone trails that real ants use for
communication (pheromones are an odorous, chemical substance). The (artificial)
pheromone trails are a kind of distributed numeric information that is modified by the
ants to reflect their accumulated experience while solving a particular problem.

Ant-colony algorithms such as Ant System [5], Ant Colony System [8] and Ant-
Q [10] have been applied with some success to combinatorial optimization problems,
including the traveling salesman problem, graph coloring and vehicle routing. Such
algorithms are based on the foraging behavior of ants (‘‘agents’’) which follow a
decision pattern based on probability distribution [12].

Gambardella and Dorigo [10] developed the algorithm Ant-Q, inspired by the
earlier algorithm Q-learning of Watkin and Dayan [13]. In Ant-Q, the pheromone is
denoted by AQ-value (AQ(i,j)). The aim of Ant-Q is to estimate AQ(i,j) as a way to
find solutions favoring collectivity. Agents select their actions based on transition
rules, as given in Eqs. 1 and 2:

s ¼ arg max
j2NkðtÞ

½AQði; jÞ�d � ½HEði; jÞ�b
n o

if q� q0

S otherwise

(

ð1Þ

where the parameters d and b represent the weight (influence) of the pheromone
AQ(i,j) and of the heuristic HE(i,j) respectively; q is a value selected at random with
probability distribution [0,..,1]: the larger the value of q0, the smaller is the probability
of the random selection; S is a random variable drawn from the probability function
AQ(i,j); and the HE(i,j) are heuristic values associated with the link (i,j) (edge) which
helps in the selection of adjacent states (vertices). In the case of the traveling salesman
problem, it is taken as the reciprocal of the Euclidean distance.

Three different rules were used to choose the random variable S: (i) pseudo-
random, where S is a state selected at random from the set Nk(t), following a uniform
distribution; (ii) pseudo-random-proportional, in which S is selected from the distri-
bution given by Eq. 2 and; (iii) random-proportional, such that, if q had the value 0 in
Eq. 1, then the next state is drawn at random from the distribution given by Eq. 2.
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S ¼ ½AQði; jÞ�d � ½HEði; jÞ�b
P

a2NkðtÞ
½AQði; aÞ�d � ½HEði; aÞ�b

8

>

>

<

>

>

:

ð2Þ

Gambardella and Dorigo [10] showed that a good rule for choosing actions with the
Ant-Q algorithm is based on pseudo-random-proportional. The AQ(i,j) is then esti-
mated by using the updating rule in Eq. 3, similar to the Q-learning algorithm:

AQði; jÞ ¼ ð1� aÞ � AQði; jÞ þ a DAQði; jÞ þ c� max
a2SðjÞ

AQðj; aÞ
� �

ð3Þ

where the parameters c and a are the discount factor and learning rate respectively.
When the updating rule is local, the updated AQ(i,j) is applied after the state s has

been selected, setting DAQ(i,j) to zero. The effect is that AQ(i,j) associated with the
link (i,j) is reduced by a factor c each time that this link appears in the candidate
solution. As in the Q-learning algorithm, therefore, this approach tends to avoid
exploration of states with lower probability (pheromone concentration), making the
algorithm unsuitable for situations where the present solution must be altered
significantly as a consequence of unexpected environmental change.

Other methods based on ant-colony behavior have been proposed for improving
the efficiency of exploration algorithms in dynamic environments. Guntsch and
Middendorf [14] propounded a method for improving the solution when there are
changes in environment, using local search procedures to find new solutions. Alter-
natively, altered states are eliminated from the solution, connecting the previous state
and the successor to the excluded state. Thus, new states are brought into the solution.
The new state is inserted at the position where the cost is least or where the highest
cost in the environment is reduced, depending on the objective. Sim and Sun [15] used
multiple ant-colonies, such that one colony is repelled by the pheromone of the others,
favoring exploration when the environment is altered. Other methods for dealing with
a dynamic environment change the updating rule of the pheromone to enhance
exploration. Li and Gong [16], for example, modified local and global updating rules
in the Ant Colony System algorithm. Their updating rule was altered as shown
in Eq. 4:

sijðt þ 1Þ ¼ ð1� pðsijðtÞÞÞsijðtÞ þ DsijðtÞ ð4Þ

where p1(sij) is a function of sij at time t, with h[ 0; for example:

p1 siJð Þ ¼
1

1þ e� siJþhð Þ ð5Þ

Such methods can be used as alternatives for finding solutions where the environment
is changing. By using probabilistic transition rules, the ant-colony algorithm widens
the exploration of the state-space. In this way a random transition decision is used and
some parameters are modified, with new heuristic information influencing the selec-
tion of the more desirable links.
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High pheromone values are reduced by introducing a dynamic evaporation pro-
cess. Thus when the environment is altered and the solution is not optimal, pheromone
concentration in the corresponding links is diminished over time. Global updating
proceeds in the same way, except that only the best and worst global solutions are
considered; i.e.:

sijðt þ 1Þ ¼ ð1� q2ðsijðtÞÞÞsijðtÞ þ cijDsijðtÞ ð6Þ

where:

ci;j ¼
þ1 if ði; jÞ is the best global solution
�1 if ði; jÞ is the worst global solution

0 otherwise

8

<

:

ð7Þ

A similar global updating rule was used by Lee et al., [17]. Other strategies for
changing the pheromone value have been proposed to compensate the occurrence of
stagnation in ant-colony algorithms. Gambardella et al., [18] proposed a method for
re-adjusting pheromone values with the values initially distributed. In another strat-
egy, Stutzle and Hoos [19] suggested proportionally increasing the pheromone value
according to the difference between it and its maximum value.

Thus, a number of methods based on ant-colony algorithms have been developed
for improving efficiency of algorithm exploration in dynamic environments. They can
be used as alternatives for improving the solution when the environment is changed.
The proposed approaches are based on procedures that use strategies to improve
exploration using the probabilistic transition of the Ant Colony System algorithm to
widen exploration of the state space. Thus, the most random transition decision is
used, varying some parameters where the new heuristic information influences the
selection of the more desirable links.

Some papers apply updating rules to links of a solution, including an evaporation
component similar to the updating rule of Ant Colony System. Thus the pheromone
concentration diminishes through time, with the result that less favorable states are
less likely to be explored in future episodes. For this purpose, one alternative would be
to re-initialize the pheromone value after observing the changes to the environment,
maintaining a reference to the best solutions found. If the altered region of the
environment is identified, the pheromone of adjacent states is re-initialized, making
them more attractive. If a state is unsatisfactory, rewards can be made smaller
(generally proportional to the quality of the solution), thus becoming less attractive
over time because of loss of pheromone by evaporation.

It can be seen that most of the works mentioned concentrate their efforts on
improving transition rules using sophisticated strategies to obtain convergence.
However, experimental results shown that such methods do not yield satisfactory
results in environments that are highly dynamic and where the magnitude of the space
to be searched is not known. In Sect. 3 we present strategies developed for updating
policies generated by rewards (pheromones) in dynamic environments.

In these problems, it is only possible to find the optimum solution if the state space
is explored completely, so that the computational cost increases exponentially as the
state-space increases.
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3 Strategies for Updating Policies Generated by Algorithms
which Simulate Ant-Colonies

In Ribeiro and Enembreck [6] it was found that algorithms based on rewards are
efficient when the learning parameters are satisfactorily estimated and when modifi-
cations to the environment do not occur which might change the optimal policy.
An action policy is a function mapping states to actions by estimating a probability
that a state e’ can be reached after taking action a in state e. In dynamic environments,
however, there is no guarantee that the Ant-Q algorithm will converge to an acceptable
policy. Before setting out the strategies for updating policies, we give a summary of
the field of application, using a combinatorial optimization problem frequently used in
computation to demonstrate problems that are difficult to solve: namely the Traveling
Salesman Problem (TSP). In general terms, the TSP is defined as a closed graph
A = (E,L) (representing the agent’s environment) with n states (vertices)
E = {e1,…,en}, in which L is the set of all linkages (edges) between pairs of states
i and j, where lij = lji under symmetry. The goal is to find the shortest Hamiltonian
cycle which visits every state, returning to the point of origin [20]. It is typically
assumed that the distance function is a metric (e.g., Euclidean distance).

One approach to solving the TSP is to test all possible permutations, using exhaustive
search to find the shortest Hamiltonian cycle. However given that the number of per-
mutations is (n – 1)!, this approach becomes impracticable in the majority of cases. Unlike
such exhaustive methods, heuristic algorithms such as Ant-Q therefore seek feasible
solutions in less computing time. Even without guaranteeing the best solution (the optimal
policy), the computational gain is favorable to finding an acceptable solution.

The convergence of ant-colony algorithms would occur if there were exhaustive
exploration of the state space, but this would require a very lengthy learning process
before convergence was achieved. In addition, agents in dynamic environments can
adopt policies which delay the learning process or which generate sub-optimal poli-
cies. Even so, the acceleration to convergence of swarm-based algorithms can be
accelerated by using adaptive policies which avoid unsatisfactory updating. The fol-
lowing paragraphs therefore set out strategies for estimating current policy which
improve convergence of agents under conditions of environmental change.

These strategies change pheromone values so as to improve coordination between
agents and to allow convergence even when there changes in the cartesian position of
environmental states. The objective of the strategies is to find the optimum equilib-
rium of policy reformulation which allows new solutions to be explored using the
information from past policies. Giving a new equilibrium to the pheromone value is
equivalent to adjusting information in the linkages, giving flexibility to the search
procedure which enables it to find a new solution when the environment changes,
thereby modifying the influence of past policies to construct new solutions.

One updating strategy that has been developed is inspired by the approaches set
out in [17, 20], in which pheromone values are reset locally when environmental
changes have been identified. This is termed the global mean strategy. It allocates the
mean of all pheromone values of the best policy to all adjacent linkages in the altered
states. The global mean strategy is limited because it fails to take in account the
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intensity of environmental change. For example, good solutions when states are
altered can often make the solution less acceptable since it is only necessary to update
part of action policy. The global distance strategy updates the pheromone concen-
trations of states by comparing the Euclidean distances between all states, before and
after the environmental change. If the cost of the policy increases with increasing rate
of environmental change, the pheromone value is decreased proportionately; other-
wise it is increased. The local distance strategy is similar to the global distance
strategy, but updating the pheromone is proportional to the difference in Euclidean
distance of states that were altered.

Before discussing how strategies allocate values to the current policy in greater
detail, we discuss how environmental changes are occurring. Environmental states can
be altered by factors such as scarcity of resources, change in objectives or in the nature
of tasks, such that states can be inserted, excluded, or simply moved within the
environment. Such characteristics are found in many different applications such as
traffic management, sensor networks, management of supply chains, and mobile
communication networks.

Figure 1 gives a simplified representation of a scenario with 9 states in a cartesian
plane. Figure 1(a) shows the scenario before alteration; Fig. 1(b) shows the scenario
after altering positions of states. It can be seen that altering the positions of states e4

and e9 will add six new linkages to the current policy. The changes to the environment
were made arbitrarily by altering the cartesian positions of states whilst restricting
them to lie within the field limit: i.e., adjacent to a cartesian position. Field limit is
used to restrict changes in addition to adjacent states.

Thus, introducing environmental change can modify the position of a state, which can
introduce differences between the current and the optimal policies giving rise, tempo-
rarily, to undesirable policies and errors. The strategies must update the pheromone
values of linkages between the altered states, according to the characteristics of each.

A. Mean Global Strategy. The mean global strategy takes no account of the intensity
of environmental change, whilst detecting that states have been altered. The mean
pheromone value of all linkages to the current best policy Q is attributed to linkages to
the modified states. In contrast to other reports where the pheromone was re-initiated

(a) Position of states before alteration (A) (b) Position of states after alteration (A’) 

Fig. 1. Changing environmental states.
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without taking account of the value learned, the mean global strategy re-uses values
from past policies to estimate updated values. Equation 8 shows how the values are
computed for this strategy:

mean global ¼

P

l2Q
AQðlÞ

nl
ð8Þ

where nl is the number of linkages and AQ(l) is the pheromone value of the l linkages.

B. Global Distance Strategy. The global distance strategy calculates the distance
between all states and the result is compared with the distance between states in the
modified environment. This strategy therefore takes into account the total intensity of
environmental change. If the distance between states increases, the updated pheromone
value is inversely proportional to this distance. If the cost of the distance between states is
reduced, the pheromone value is increased by the same proportion. Equation 9 is used to
estimate the updated values for linkages between states in the modified environment A0.

global distance ¼

P

ne

i¼1

P

ne

j¼iþ1
dAðlijÞ

P

ne

i¼1

P

ne

j¼iþ1
dA0 ðlijÞ

� AQðlijÞ ð9Þ

where ne is the number of states, A0 is the environment after change and d is the
Euclidean distance between the states.

C. Local Distance Strategy. The local distance strategy is similar to the global
distance strategy, except that only the pheromone of linkages to the modified states is
updated. Each linkage is updated in proportion to the distance to adjacent states that
were modified so that updating is localized in this strategy, thereby improving con-
vergence when there are few changes to the environment. Equation 10 is used to
compute updated values for the linkages:

local distance ¼ dAðlijÞ
dA0 ðlijÞ

� AQðlijÞ ð10Þ

The Pseudocode 1 gives the algorithm for the strategies mentioned above.
An important aspect of the algorithm in Pseudocode 1 is the method for updating the
learning table, which can occur either globally or locally. Global updating occurs at
the end of each episode, when the least-cost policy is identified and the state values are
updated using the reward parameter.

Equation 11 is used to calculate the value of DAQ(i,j), the reward for global
updating.

DAQði; jÞ ¼ W

Lbest

�

ð11Þ

where W is a parameterized variable with value 10 and Lbest is the total cost of the
shortest Hamiltonian cycle in the current episode. Local updating occurs at agent
action, the value of DAQ(i,j) being zero in this case.
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4 Experimental Results

Experiments are reported here which evaluate the strategies discussed in Sect. 3 and
the effects of the learning parameters on Ant-Q performance. These experiments
evaluate algorithm efficiency in terms of: (i) variations in learning rate; (ii) discount
factor; (iii) exploration rate; (iv) transition rules; (v) number of agents in the system;
and (vi) the proposed updating strategies. Results and discussions are given in sub-
Sects. 4.1 and 4.2.
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The experiments were run on benchmark: eil51 and eil76, found in the online
library TSPLIB1 [11]. The datasets eil51 and eil76 have 51 and 76 states respectively
and were constructed by [21]. Such datasets have important characteristics for sim-
ulating problems of combinatorial optimization, such as, for example, the number of
states and the presence of neighboring states separated by similar distances. They were
also used by [5, 6, 10]. We also analyse the efficiency of the algorithm in three
different scenarios, using 35, 45 and 55 states, in which the states were randomly
positioned (Fig. 2).

Learning by the algorithm in each set of instances was repeated 15 times, since it
was found that doing experiments in one environment alone, using the same inputs,
could result in variation between results computed by the algorithm. This occurs
because agent actions are probabilistic and values generated during learning are
stochastic variables. The action policy determined by an agent can therefore vary from
one experiment to another. The efficiency presented in this section is therefore the
mean of all experiments generated in each set of instances. This number of replica-
tions was enough to evaluate the algorithm’s efficiency, since the quality of policies
did not change significantly (± 2.4 %).

The learning parameters were initially given the following values: d = 1; b = 2;
c = 0.3; a = 0.1; q0 = 0.9 and W = 10. The number of agents in the environment is
equal to the number of states. Stopping criteria were taken as 400 episodes (t = 400).

35 states (11 x 10) 

45 states (11 x 10) 

55 states (15 x 14) 

Fig. 2. Scenarios used in the simulations, with states given as points in a 2D Euclidean
coordinate system.

1 www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/
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It should be noted that because of the number of states and the complexity of the
problems, the number of episodes are not enough for the best policy to be determined.
However the purpose of the experiments was to evaluate the effects of parameters on
the algorithm Ant-Q and on the utility of the final solution from the strategies given in
Sect. 3.

To evaluate the performance of a technique, a number of different measures could
be used, such as time of execution, the number of episodes giving the best policy, or a
consideration only of the best policies identified. To limit the number of experiments,
the utility of policies found after a given number of episodes was used, taking the
minimum-cost policy at the end of the learning phase.

Before discussing the results obtained when learning factors are varied, recall that
the best policies are identified after only a small number of episodes. This is because
of the heuristic influence which was set at double the value of the pheromone influ-
ence. The plots in Fig. 3 show how policy evolved after each 50 episodes, in the
55-state environment.

Preliminary results discussed in Subsect. 4.1 are for the original version of the Ant-
Q algorithm, whilst experiments with dynamic environments and updating strategies
are given in Subsect. 4.2.

4.1 Preliminary Discussion of the Learning Parameters

Initial experiments were generated to evaluate the impact of the learning parameters
and consequently were adjusted to the proposed strategies. Preliminary discussions are
related in sub subsections A to E.

A. Learning Rate. The learning rate a shows the importance of the pheromone value
when a state has been selected. To find the best values for a, experiments were con-
ducted in the set of instances for values of a between 0 and 1. Best results were found for
a between 0.2 and 0.3. For larger values, agents tend to no longer make other searches to
find lower-cost trajectories once they have established a good course of action in a given
environmental state. For lower values, learning is not given the importance that it
requires, so that agents tend to not select different paths from those in the current policy.
The best a-value for policy was 0.2, and this was used in the other experiments. It was
also seen that the lower the rate of learning, the lower is the variation in policy. Figure 4
shows the efficiency of learning rates over the interval [0,.,1].

50 ep. 100 ep. 150 ep. 200 ep. 

Fig. 3. Policy evolution after each 50 episodes.
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B. Discount Factor. The discount factor determines the time weight relative to the
rewards received. The best values for the discount factor were between 0.2 and 0.3 as
shown in Fig. 5. Smaller values led to inefficient convergence, having little relevance
to agent learning. Values greater than 0.3 the discount factor receives too much
weight, leading agents to local optima.

C. Exploration Rate. The exploration rate, denoted by the parameter q0, gives the
probability that an agent selects a given state. Experiments showed that the best values
lay between 0.8 and 1. As the parameter value approaches zero, agent actions become
increasingly random, leading to unsatisfactory solutions. The best value found for q0

was 0.9. Agents then selected leading to lower-cost trajectories and higher pheromone
concentrations. With q0 = 0.9 the probability of choosing linkages with lower pher-
omone values was 10 %. Figure 6 shows results for q0 in the interval [0,.,1].

D. Transition Rule. The factors d and b measure the importance of the pheromone
and of the heuristic (distance) when choosing a state. The influence of the heuristic
parameter b is evident. To achieve best results, the value of b must be at least 60 %
lower than the value of d. Figure 7 shows the effects of varying the factors d and b.

E. Number of Agents. To evaluate the effect of number of agents in the system, 26 to
101 agents were used. Figure 8 shows that the best policies were found when the
number of states is equal to the number of agents in the system (mk = x), where x is the
number of states and xi is the number of agents in the system. It was found that when
the number of agents exceeded the number of states (mk[x), good solutions were not
found and stagnation resulted. Thus having found a solution, agents cease to look at
other states, having found a local maximum. When the number of agents is lower than
the number of states (mk \ x), the number of episodes must increase exponentially if
the best solutions are to be found.

Fig. 4. Efficiency of learning rate (a). Fig. 5. Efficiency of the discount factor (c).

Fig. 7. Results for the transition rule d
and b.

Fig. 6. Results for the parameter q0.
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4.2 Performance of Agents with Updating Strategies

To evaluate the strategies set out in Sect. 3, dynamic environments were generated in
the set of instances eil51. Agent performance was evaluated in terms of the percentage
change (percent of changes (10–20 %) in environment for a window tw = 100)
generated in the environment after each 100 episodes. This time window tw = 100)
was used because past studies have shown that the algorithm converged well in
environments in around 60 states [6].

Change was introduced as follows: at each 100 episodes, the environment pro-
duces a set of alterations. The changes were made arbitrarily in a way that simulated
alterations in regions that were partially-known or subject to noise. Thus, environ-
ments with 51 states had 10 states altered when 20 % change occurred. Moreover,
alterations were then simulated for the space with limiting field of depth 1 and 2, so
that change in state positions was restricted, thus simulating the gradual dynamically
changing problems of the real world. Equation 12 is used to calculate the number of
altered states in tw = 100.

changestw¼100 ¼
#states

100
�#percent ð12Þ

The results of the experiments compare the three strategies with the policy found
using the original Ant-Q algorithm. The learning parameters used in simulation were
the best of those reported in Subsect. 4.1. In most cases, each strategy required a
smaller number of episodes, since the combination of rewards led to better values by
which agents reached convergence when policies were updated. Figures 9, 10, 11 and
12 show how the algorithm converged in the set of instances eil51. The X-axis in these
figures shows the ti episodes; the Y-axis shows policy costs (Hamiltonian cycle as a
percentage) obtained in each episode, which 100 % refers to the best policy compute
(optimal policy).

Figures 9, 10, 11 and 12 show that the global policy obtained when the strategies
are used is better than that of the original Ant-Q. The mean global strategy is seen to
be most adequate for environments where changes are greater (Figs. 10 and 12). This
is because this strategy uses all the reward values within the environment. However,
agents reach convergence only slowly when the environment is little changed, since
altered states will have lower rewards in their linkages than the linkages that define the
current best solution. Nevertheless the global distance strategy was also more robust
in environments with few changes (Figs. 9 and 11). When the environment is altered,
the strategy seeks to modify rewards in proportion to the amount of environmental

Fig. 8. Number of agents (mk).
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change. Thus, the effect of updating reduces the impact resulting from change, causing
agents to converge uniformly. The local distance strategy only takes account of local
changes, so that updating of policies by means of this strategy works best when the
reward values are larger, as in later episodes.

In general, the strategies succeed in improving policy using fewer episodes. They
update global policy, and accumulate good reward values, when the number of epi-
sodes is sufficiently large. When learning begins, policy is less sensitive to the
strategies, so that policy performance is improved after updating. Some strategies can
estimate values that are inappropriate for current policy, mainly after many episodes
and environmental changes result in local maxima.

One point concerns the effect of the limiting field (adjacent to the cartesian
position) on strategies. Even with the limiting field restricted, the strategies improve
the algorithm’s convergence. In other experiments where the limiting field was set to
5, the efficiency of the Ant-Q algorithm is lower (19 %) when compared with the best
strategy (Figs. 13 and 14).

The mean global strategy is better when the limiting field is less than 5 (as in
Figs. 9, 10, 11 and 12). Since updating uses the mean of all pheromone values, the
value for linkages between altered states is the same. The global distance and local
distance strategies converge rapidly when the limiting field is 5 (Figs. 13 and 14).

Fig. 9. Limiting field = 1; Change = 10 %. Fig. 10. Limiting field = 1; Change = 20 %.

Fig. 11. Limiting field = 2; Change = 10 %. Fig. 12. Limiting field = 2; Change = 20 %.

Fig. 13. Limiting field = 5; Change = 10 %. Fig. 14. Limiting field = 5; Change = 20 %.
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This is because updating is proportional to the length of each linkage connected to an
altered state. Thus linkages which are not part of the best policy have their pheromone
values reduced.

We also generate experiments in others environments of different dimensions, 35,
45 and 55 states. Note that a number of states S can generate a long solution space, in
which the number of possible policy is |A||s|. The quality of policies in such envi-
ronments did not change significantly (± 1.9 %) and the efficiency of best strategy
compared with the results of the set of instances eil76 is lower (14 %).

5 Conclusions and Discussions

Collective behavior when coordinated assign individual a system skills (rewards) and
patterns of behavior that enhance the interaction. In a system with social features
coordination among individuals is necessary because the exchange of information
should benefit both the individual and collective behavior. The social behavior is
when two or more individuals are mutually dependent on each other for the execution
of tasks in a social environment.

Methods for coordination based on learning by rewards have been the subject of
recent research by a number of researchers, who have reported various applications
using intelligent agents [9, 13, 22]. In this scheme, learning occurs by trial and error
when an agent interacts with the surrounding environment, or with its neighbors. The
source of learning is the agent’s own experience, which contributes to defining a
policy of action which maximizes overall performance.

Adequate coordination between agents that use learning algorithms depends on the
values of fitted parameters if best solutions are to be found. Swarm-based optimization
techniques therefore use rewards (pheromone) that influence how agents behave,
generating policies that improve coordination and the system’s global behavior.

Applying learning agents to the problem of coordinating multi-agent systems is
being used more and more frequently. This is because it is generally necessary for
models of coordination to adapt in complex problems, eliminating and/or reducing
deficiencies in traditional coordinating mechanisms [23].

Results obtained when the updating strategies for policies in dynamic environ-
ments are used show that performance of the Ant-Q algorithm is superior to its
performance at discovering best global policy in the absence of such strategies.
Although individual characteristics vary from one strategy to another, the agents
succeed in improving policy through global and local updating, confirming that the
strategies can be used where environments are changing over time.

Experiments using the proposed strategies show that, although their computational
cost is greater, their results are satisfactory because better solutions are found in a
smaller number of episodes. However further experiments are needed to answer
questions that remain open. For example, coordination could be achieved using only
the more significant parameters. A heuristic function could be used to accelerate Ant-
Q, to indicate the choice of action taken and to limit the space searched within the
system. Updating the policy could be achieved by using other coordination proce-
dures, avoiding stagnation and local maxima. Some of these strategies are found in
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[2, 9]. A further question is concerned with evaluating the algorithm under scenarios
with more states and other characteristics. These hypotheses and issues will be
explored in future research.

Acknowledgements. This research is supported by the Program for Research Support of
UTFPR - campus Pato Branco, DIRPPG (Directorate of Research and Post-Graduation) and
Fundação Araucária (Araucaria Foundation of Parana State).

References

1. Wooldridge, M.J.: An Introduction to MultiAgent Systems. Wiley, Chichester (2002)
2. Ribeiro, R., Favarim F., Barbosa, M.A.C., Borges, A.P., Dordal, B.O., Koerich, A.L.,

Enembreck, F.: Unified algorithm to improve reinforcement learning in dynamic
environments: an instance-based approach. In: 14th International Conference on
Enterprise Information Systems (ICEIS’12), Wroclaw, Poland, pp. 229–238 (2012)

3. Mihaylov, M., Tuyls, K., Nowé, A.: Decentralized learning in wireless sensor networks. In:
Taylor, M.E., Tuyls, K. (eds.) ALA 2009. LNCS, vol. 5924, pp. 60–73. Springer,
Heidelberg (2010)

4. Chaharsooghi, S.K., Heydari, J., Zegordi, S.H.: A reinforcement learning model for supply
chain ordering management: an application to the beer game. J. Decision Support Syst.
45(4), 949–959 (2008)

5. Dorigo, M.: Optimization, Learning and Natural Algorithms. Ph.D. thesis, Politecnico di
Milano, Itália (1992)

6. Ribeiro, R., Enembreck, F.: A sociologically inspired heuristic for optimization algorithms:
a case study on ant systems. expert systems with applications. Expert Syst. Appl. 40(5),
1814–1826 (2012)

7. Sudholt, D.: Theory of swarm intelligence. In: Proceedings of the 13th Annual Conference
Companion on Genetic and Evolutionary Computation (GECCO ‘11), pp. 1381–1410.
ACM, New York (2011)

8. Dorigo, M., Gambardella, L.M.: A study of some properties of Ant-Q. In: Proceedings of
PPSN Fourth International Conference on Parallel Problem Solving From Nature,
pp. 656–665 (1996)

9. Ribeiro, R., Borges, A.P., Enembreck, F.: Interaction models for multiagent reinforcement
learning. In: International Conference on Computational Intelligence for Modelling Control
and Automation - CIMCA08, Vienna, Austria, pp. 1–6 (2008)

10. Gambardella, L.M., Dorigo, M.: Ant-Q: a reinforcement learning approach to the TSP. In:
Proceedings of ML-95, Twelfth International Conference on Machine Learning,
pp. 252–260 (1995)

11. Reinelt, G.: TSPLIB - a traveling salesman problem library. ORSA J. Comput. 3, 376–384
(1991)

12. Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: optimization by a colony of cooperting
agents. IEEE Trans. Syst., Man, Cybern.-Part B 26(1), 29–41 (1996)

13. Watkins, C.J.C.H., Dayan, P.: Q-Learning. Mach. Learn. 8(3), 279–292 (1992)
14. Guntsch, M., Middendorf, M.: Applying population based ACO to dynamic optimization

problems. In: Proceedings of Third International Workshop ANTS, pp. 111–122 (2003)
15. Sim, K.M., Sun, W.H.: Multiple ant-colony optimization for network routing. In:

Proceedings of the First International Symposium on Cyber Worlds, pp. 277–281 (2002)

152 R. Ribeiro et al.



16. Li, Y., Gong, S.: Dynamic ant colony optimization for TSP. Int. J. Adv. Manuf. Technol.
22(7–8), 528–533 (2003)

17. Lee, S.G., Jung, T.U., Chung, T.C.: Improved ant agents system by the dynamic parameter
decision. In Proceedings of the IEEE International Conference on Fuzzy Systems,
pp. 666–669 (2001)

18. Gambardella, L.M., Taillard, E.D., Dorigo, M.: Ant colonies for the QAP. Technical report,
IDSIA, Lugano, Switzerland (1997)

19. Stutzle, T., Hoos, H.: MAX-MIN Ant system and local search for the traveling salesman
problem. In: Proceedings of the IEEE International Conference on Evolutionary
Computation, pp. 309–314 (1997)

20. Guntsch, M., Middendorf, M.: Pheromone modification strategies for ant algorithms
applied to dynamic TSP. In: Proceedings of the Workshop on Applications of Evolutionary
Computing, pp. 213–222 (2001)

21. Christofides, N., Eilon, S.: Expected distances in distribution problems. Oper. Res. Q. 20,
437–443 (1969)

22. Tesauro, G.: Temporal difference learning and TD-Gammon. Commun. ACM 38(3), 58–68
(1995)

23. Enembreck, F., Ávila, B.C., Scalabrin, E.E., Barthes, J.P.: Distributed constraint
optimization for scheduling in CSCWD. In: International Conference on Computer
Supported Cooperative Work in Design, Santiago, vol. 1, pp. 252–257 (2009)

24. Hao, J., Leung, H.-F.: The dynamics of reinforcement social learning in cooperative
multiagent systems. In: Proceedings of the 23rd. International Joint Conference on
Artificial Intelligence (IJCAI’13), Beijing, China, pp. 184–190 (2013)

25. Kötzing, T., Frank, N., Röglin, H., Witt, C.: Theoretical analysis of two ACO approaches
for the traveling salesman problem. Swarm Intell. 6(1), 1–21 (2012)

26. Brambilla, M., Ferrante, E., Birattari, M., Dorigo, M.: Swarm robotics: a review from the
swarm engineering perspective. Swarm Intell. 7(1), 1–41 (2013)

Coordinating Agents in Dynamic Environment 153



Optimizing Power, Heating, and Cooling
Capacity on a Decision-Guided Energy

Investment Framework

Chun-Kit Ngan1(&), Alexander Brodsky1, Nathan Egge1,
and Erik Backus2

1 Department of Computer Science, George Mason University, 4400 University
Drive, Fairfax, VA 22030, USA

{cngan,brodsky,negge}@gmu.edu
2 Facilities Management Department, George Mason University,

4400 University Drive, Fairfax, VA 22030, USA
ebackus@gmu.edu

Abstract. We propose a Decision-Guided Energy Investment (DGEI)
Framework to optimize power, heating, and cooling capacity. The DGEI
framework is designed to support energy managers to (1) use the analytical and
graphical methodology to determine the best investment option that satisfies the
designed evaluation parameters, such as return on investment (ROI) and
greenhouse gas (GHG) emissions; (2) develop a DGEI optimization model to
solve energy investment problems that the operating expenses are minimal in
each considered investment option; (3) implement the DGEI optimization
model using the IBM Optimization Programming Language (OPL) with his-
torical and projected energy demand data, i.e., electricity, heating, and cooling,
to solve energy investment optimization problems; and (4) conduct an exper-
imental case study for a university campus microgrid and utilize the DGEI
optimization model and its OPL implementations, as well as the analytical and
graphical methodology to make an investment decision and to measure trade-
offs among cost savings, investment costs, maintenance expenditures,
replacement charges, operating expenses, GHG emissions, and ROI for all the
considered options.

Keywords: Decision guidance � Energy investment � Optimization model

1 Introduction

Sustainable enterprise development has been considered a significant and competitive
strategy of corporate growth in manufacturing and service organizations. A significant
part of sustainable development involves new technologies for local electricity,
heating, and cooling generation. Making optimal decisions on planning and invest-
ment of these technologies to support commercial and industrial facilities is an
involved problem because of complex operational dependencies of these technologies.
This is exactly the focus of this paper.

Currently, the existing approaches to support the optimization of energy plants can
be divided into two categories: (1) optimal operation of an energy system and (2)
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a better plant-process design [1]. The former category is related to the optimized
scheduling of an electric power plant. Some researchers, such as Bojic and Stojanovic
[2], proposed an optimization procedure based on a MILP solver [3] to provide an
operation diagram which allows users to find an optimum composition of energy
consumption that minimizes the operating expenses of an energy system [4–9].
The latter approach includes the analysis of simulations carried out to determine the
most suitable matching between a plant and its loads that could increase the plant
power output. Some researchers, e.g., Savola et al. [10], did extensive research to
propose an off-design simulation and mathematical modelling of the operation at part
loads and a Mixed-Integer Non-Linear Programming (MINLP) optimization model for
increasing power production [11, 12]. However, neither of the above approaches
considers optimizing the complex interactions between the existing components and
the newly added energy equipment that would result in a higher operating cost, such
as the charges on electricity and gas consumptions, as well as significant environ-
mental impacts, i.e., greenhouse gas (GHG) emissions, e.g., carbon dioxide (CO2) and
mono-nitrogen oxide (NOx). Without considering such interactions for every time
interval over an investment time horizon, it would be impossible to make optimal
recommendations on energy planning and investment.

Thus this paper focuses on addressing the above shortcomings. More specifically,
the contributions of this paper are as follows. First, we propose a Decision-Guided
Energy Investment (DGEI) Framework. Given electricity, heating, and cooling gen-
eration processes, utility contracts, historical and projected demand, facility expan-
sions, and Quality of Service (QoS) requirements, the DGEI framework is designed to
recommend optimal settings of decision control variables. These decision control
variables include the amount of electricity, heating, and cooling that is generated by
the supply of water and gas, which is inputted to each deployed component in every
time interval. The goal of the DGEI framework is to learn optimal values of those
decision control variables in order to minimize the total operating cost within the
required quality of service and within the bound for GHG emissions, as well as to take
into account all components’ interactions. Second, to support the DGEI framework,
we develop a DGEI optimization model, i.e., a MILP formulation construct, to solve
the adjusted cost minimization problem. Furthermore, we implement the DGEI
optimization model by using the IBM Optimization Programming Language (OPL)
[13, 14]. Third, we propose an analytical and graphical methodology to determine the
best available investment option based upon the evaluation parameters. The param-
eters include investment costs, maintenance expenditures, replacement charges,
operating expenses, cost savings, return on investment (ROI), and GHG emissions.
Finally, we use the methodology and the DGEI framework to conduct an experimental
case study on the microgrid at the Fairfax campus of George Mason University
(GMU). This study has been conducted and used by the GMU Facilities Management
Department (FMD) to make actual investment decisions.

The rest of the paper is organized as follows. Using the GMU Fairfax campus
microgrid as an example, we describe its energy investment problem in Sect. 2. We
explain our DGEI framework and optimization model in Sect. 3 and demonstrate the
OPL implementation in Sect. 4. In Sect. 5, we present the analytical and graphical
methodology to determine an optimal investment option. In Sect. 6, we conduct the
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experimental analysis on the GMU energy investment case and illustrate the rela-
tionships among the investment costs, ROI, and GHG emissions of the various options
in tabular and graphical formats. We also explain and draw the conclusion for the
investment options from the graphs and tables in detail on the GMU energy invest-
ment problem. In Sect. 7, we conclude and briefly outline the future work.

2 Problem Description of Real Case Study

Consider the real case study at GMU, in which the GMU Facilities Management
Department (FMD) is planning to extend and or expand the existing energy equipment
in order to meet the current and future demand of electricity, heating, and cooling
across the expanding Fairfax campus in Virginia. Presently, the GMU existing energy
facilities at the Fairfax campus operate a centralized heating and cooling plant
(CHCP) system and utilize the electricity purchased from the Dominion Virginia
Power Company (DVPC) to satisfy all the energy demand. Over the past 10 years, the
campus has experienced a significant growth on a square-foot basis in terms of land
use. Since the campus continues its expansion at a rapid rate, the existing CHCP
system and the electricity consumption have reached a saturated point where the
current capacity and facilities will not be able to satisfy the future energy demand, i.e.,
electricity, heating, and cooling. For these reasons, a study has been conducted to
determine the best available investment option, e.g., a new cogeneration (CoGen)
plant, with regards to a possible methodology to meet the current and future elec-
tricity, heating, and cooling demand, while also addressing the optimal operations of
the newly added facility with the existing energy equipment.

The diagram in Fig. 1 depicts the GMU energy generation process which supplies
heating, cooling, and electricity to the entire Fairfax campus. The GMU energy
facilities have a CHCP system to supply the hot and cold water (see the red and blue
resources) which are distributed across the facilities to the campus buildings to meet
the heating and cooling demand (see the upper two sub-processes on the right), i.e.,
heating and air-conditioning to the buildings. To supply the heating and cooling to the
campus buildings, the CHCP system needs the inputs, i.e., natural gas (see the yellow
resource on the left), water (see the light blue resource on the left), and electric power
(see the green resource on the left). These resources come from the gas supply, i.e.,
Washington Gas Light Company (WGLC), the water supply, i.e., Fairfax County
Water Authority (FCWA), and the electricity supply, i.e., Dominion Virginia Power
Company (DVPC), correspondingly. In addition, the facilities also need to satisfy the
electricity demand across the entire campus, where the electricity demand is beyond
the demand from the CHCP consumption. Any excessive electric power supply can
also be resold to the DVPC (see the electricity resell on the right). Furthermore, the
facilities also commit a curtailment demand (see the curtailment demand on the right)
to the energy curtailment program through EnergyConnect (EC), Inc. Both the elec-
tricity resell and the curtailment commitment can bring certain revenues and savings
to offset the overall operational costs on a monthly basis and the capital expenditures
in the long run. The facilities also generate greenhouse gas (GHG) emissions, such as
carbon dioxide (CO2) (see the black resource at the bottom right).
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Given the expansion of the GMU Fairfax campus, in addition to the increasing
electricity demand, the heating and cooling demand is also expected to increase. The
CHCP system will not have enough capacity to meet the future need. The GMU plan
is to employ a procurement strategy, i.e., the deployment of the best available
investment option, which will satisfy projected demand and minimize investment
costs, maintenance expenditures, replacement charges, operating expenses, and GHG
emissions, as well as maximize cost savings and return on investment (ROI) at the
same time. The FMD managers are now considering some viable options. One of the
considerable options is to integrate a new cogeneration (CoGen) plant (see the lower
sub-process in the middle), i.e., the Combined Heating and Power (CHP) Plant [1, 15],
into the existing facilities shown in Fig. 1. The new CoGen plant has turbines to
generate electricity to complement the electricity demand, uses the generated heat as a
by-product to complement the heating demand, and collaborates with the ammonia
process technology [16] to supply the cooling demand. Now, the challenging question
is how to analytically determine the best investment option that satisfies all the energy
demand, i.e., electricity, heating, and cooling, at the lowest operating costs.

3 Decision-Guided Energy Investment (DGEI) Framework
and Optimization Model

To answer the above question, we propose the DGEI framework. This framework is
composed of six energy-investment libraries, i.e., Energy Generation Process (EGP),
Energy Contractual Utility (ECU), Energy Historical Demand (EHD), Energy Future
Demand (EFD), Energy Facility Expansion (EFE), Quality of Service (QoS)
requirements, and a DGEI optimizer. The EGP is an extensible library that enables
domain experts to construct an energy generation process to supply electricity,
heating, and cooling. The ECU is a library that contains energy contractual terms for
calculating bill utilities, e.g., an electricity bill, a water bill, and a gas bill. The EHD
and EFD are the libraries that store historical and projected energy demand

Fig. 1. Prospective heating, cooling, and electric power facilities at the GMU Fairfax campus.
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respectively. The EFE library archives the facility expansion of an organization in
terms of square-footage increase. The QoS library stores the QoS requirements that
the energy facilities of an organization need to meet, e.g., the maximal power inter-
ruptions allowed per monthly pay period in an organization. The DGEI optimizer
supports energy managers to utilize all the libraries, i.e., EGP, ECU, EHD, EFD, EFE,
and QoS, as inputs to the decision optimization process, which minimizes operating
expenses and maximize cost savings. This decision optimization process not only
optimizes the interactions between the existing and the considerable energy facility
options but also minimizes the environmental impacts on the surroundings, i.e.,
minimizing the GHG emissions. In addition to the GHG emissions, energy managers
also utilize (1) return on investment (ROI), i.e., the gain return efficiency among
different investments, (2) the investment costs, i.e., an amount spent to acquire a long-
term asset, and (3) equipment expenses, i.e., maintenance expenditures plus
replacement charges, to evaluate all the available investments and then to determine
the best option.

To solve an energy investment optimization problem in terms of minimizing the
operating cost and the GHG emissions is to formulate a DGEI optimization model.
This model optimally learns decision control variables, which require several input
data sets, i.e., the historical and projected electricity, heating, and cooling demand
over a time horizon, the electric and gas contractual utility, the operational parameters
and capacity constraints of the existing and the new electric power plants, as well as
the energy aggregation of the supply and demand, e.g., electricity, gas, heating, and
cooling, to minimize the entire operating expenses. Using the GMU energy invest-
ment optimization problem over the 10-year time horizon as an example, we explain
the above terminologies used in this case study in the following subsections.

3.1 Electricity, Heating, and Cooling Demand Over a Time Horizon

The electricity, heating, and cooling demand over a time horizon is the input,
including the usage of the historical and projected quantities, which are provided from
the GMU Facilities Management Department, to the DGEI optimization model that
requires the domain users to define all (i.e., past plus future), past, and future power
intervals over the 10-year time horizon respectively.

• AllPowerIntervals is a set of all powerIntervals, where each powerInterval is a tuple
which includes several attributes, i.e., pInterval, payPeriod, year, month, day, hour,
and weekDay. We use negative and zero integers to represent the past time horizon
and positive integers to denote the future time horizon. For example, pInterval is an
hourly time interval of the energy demand, where -8759 B pInterval B 78840.
payPeriod is a monthly pay period of the energy demand, where -11 B payPeri-
od B 108. Other attributes’ intervals include 2011 B year B 2020,
1 B month B 12, 1 B day B 31, 0 B hour B 23, and 0 B weekDay B 6.

• PastPowerIntervals is a set of past powerIntervals of tuples, where -8759 B pIn-
terval B 0, -11 B payPeriod B 0, year = 2011, 1 B month B 12, 1 B day B 31,
0 B hour B 23, and 0 B weekDay B 6.
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• FuturePowerIntervals is a set of future powerIntervals of tuples, where 1 B pIn-
terval B 78840, 1 B payPeriod B 108, 2012 B year B 2020, 1 B month B 12,
1 B day B 31, 0 B hour B 23, and 0 B weekDay B 6.

After declaring the power intervals, the quantities of electricity, heating, and cooling
demand can be stored in their arrays over their power intervals. These three quantities
of demand are provided by the GMU Facilities Management Department.

• demandKw[AllPowerIntervals] C 0 is an array of electricity demand over the
AllPowerIntervals. This array stores both the historical and the projected demand
over the PastPowerIntervals and the FuturePowerIntervals respectively.

• demandHeat[FuturePowerIntervals] C 0 is an array of projected heating demand
over the FuturePowerIntervals.

• demandCool[FuturePowerIntervals] C 0 is an array of projected cooling demand
over the FuturePowerIntervals.

3.2 Electric and Gas Contractual Utility

To determine the total operating cost, we need to compute the consumption expenses
of electricity and gas supply according to their utility contracts. The consumption
expenses of electricity include both the peak demand charge and the total power
consumption charge that are explained in detail as follows.

3.2.1 Peak Demand Charge
For the electricity supply, utilityKw[AllPowerIntervals] C 0 is an array of electricity
supplied from the DVPC over the AllPowerIntervals.

historicUtilityKw[i] is an array of past electricity demand from the GMU, i.e.,
historicUtilityKw[i] = demandKw[i], which satisfies the constraint, i.e.,

utilityKw[i] == historicUtilityKw[i], where i [ PastPowerIntervals.
This constraint is to assure that the electricity consumed by the GMU in the past year,
i.e., 2011, is equivalent to the supply from the DVPC.

payPeriodSupplyDemand[p] is the peak demand usage per future pay period (p).
This peak demand usage meets the below contractual constraints (C1 and C2) and is
determined based upon the highest of either (C1) or (C2):

C1: The highest average kilowatt measured in any hourly time interval of the current
billing month during the on-peak hours of either between 10 a.m. and 10 p.m. from
Monday to Friday for the billing months of June through September or between 7 a.m.
and 10 p.m. from Monday to Friday for all other billing months.

C2: 90 % of the highest kilowatt of demand at the same location as determined under
(C1) above during the billing months of June through September of the preceding
eleven billing months.
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The logic constraints of both C1 and C2 can be expressed as follows:

AllPowerIntervals, p [ FuturePayPeriods, and 1 B FuturePayPeriods B 108. Using
these logic constraints, we can determine the optimal peak demand usage per future
pay period, which consumes more than the expected electricity supply per powerIn-
terval from the DVPC.

generationDemandCharge[p], i.e.,generationDemandCharge[p] = 8.124 *

payPeriodSupplyDemand[p];, is the Electricity Supply (ES) service charge, i.e.,
the peak demand charge, where p [ FuturePayPeriods, and 8.124 is the dollar charge
per kW.

3.2.2 Total Power Consumption Charge
payPeriodKwh[p] is the total power consumption per future pay period, i.e., pay-

PeriodKwh[p] =
P

utilitykW[i];, where i [ AllPowerIntervals, p [ Futur-
ePayPeriods, and i.payPeriod = p.

payPeriodKwhCharge[p] is the total kWh charge per future pay period, i.e.,
payPeriodKwhCharge[p] C 0, which satisfies the below contractual constraints:

where p [ FuturePayPeriods, 0.01174 is the dollar charge of the first 24000 kWh
consumed, 0.00606 is the dollar charge of the next 186000 kWh consumed, and
0.00244 is the dollar charge of the additional kWh consumed. Note that if
payPeriodSupplyDemand[p] is 1000 kW or more, 210 kWh for each peak demand
usage over 1000 kW is added to the total power consumption to calculate
payPeriodKwhCharge[p].

3.2.3 Total Electricity Cost
The total electricity cost per future pay period is the sum of payPeriodKwhCharge[p]
and generationDemandCharge[p], i.e., electricCostPerFuturePayPeri-

od = (payPeriodKwhCharge[p] + generationDemandCharge[p]);,
where p [ FuturePayPeriods.
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The total electricity cost of all the FuturePayPeriods is the aggregations of all the
total electricity costs per future pay period, i.e., electricCost =

P

(pay-

PeriodKwhCharge[p] + generationDemandCharge[p]);, where p [
FuturePayPeriods.

Table 1 summarizes the descriptions of all the constant values from the electric
utility contract used in the DGEI optimization model for the GMU energy investment
problem.

3.2.4 Total Gas Consumption Charge
Regarding the gas supply, utilityGas[FuturePowerIntervals] C 0 is an array of gas
supplied from the WGLC over the FuturePowerIntervals. The total gas cost of all the
FuturePowerIntervals is the aggregations of all the total gas utility per future power
interval, i.e., gasCost = (

P

(utilityGas[i]/btuPerDth)) *

gasPricePerDth;, where i [ FuturePowerIntervals, btuPerDth = 1000000 BTU,
which is the amount of energy per decatherm, and gasPricePerDth = $6.5, which is
the gas charge per decatherm.

3.2.5 Total Operating Cost
The total operating cost is the sum of the total electricity cost of all the future pay
periods and the total gas cost of all the future power intervals, i.e.,
totalCost = electricCost + gasCost;.

3.3 Operational Parameters and Capacity Constraints of the CHCP
and the Cogen Plant

In addition to the supply and demand of gas and electricity, the operational parameters
and the capacity constraints of the CHCP and the CoGen plant are also considered.

Table 1. Descriptions for the constant values in the DGEI optimization model of the GMU
energy investment problem.

Constant Description

0.9 Percentage of the highest kW of demand during the billing months of June
through September of the preceding 11 billing months

8.124 Amount ($) of Electricity Supply (ES) demand charged per kW

24000 First ES kWh

0.01174 Amount ($) of the first 24000 ES kWh charged per kWh

186000 Next ES kWh

0.00606 Amount ($) of the next 186000 ES kWh charged per kWh

210000 Sum of the first ES kWh and the next ES kWh

0.00244 Amount ($) of the additional ES kWh charged per kWh

210 kWh for each ES kW of demand over 1000 kW
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3.3.1 The CHCP Plant
For the CHCP plant, gasIntoCHCP[FuturePowerIntervals] C 0 is an array of natural
gas input to the CHCP over the FuturePowerIntervals to generate the heat supply.
kwIntoCHCP[FuturePowerIntervals] C 0 is an array of power input to the CHCP over
the FuturePowerIntervals to generate the cool supply. heatOutCHCP[FuturePower-
Intervals] C 0 is an array of heat output from the CHCP over the FuturePowerIn-
tervals to satisfy the partial heating demand. coolOutCHCP[FuturePowerIntervals] C

0 is an array of cool output from the CHCP over the FuturePowerIntervals to satisfy
the partial cooling demand. The CHCP constraints include:

• heatOutCHCP[i] * gasPerHeatUnit B gasIntoCHCP[i];, i.e., the amount
of gas consumed to generate the heat cannot be more than that of the gas input;

• coolOutCHCP[i] * kwhPerCoolUnit B kwIntoCHCP[i];, i.e., the amount
of electric power consumed to generate the cool cannot be more than that of the
power input;

• heatOutCHCP[i] B chcpMaxHeatPerHr;, i.e., the amount of heat generated
cannot be more than the maximal heat output of the CHCP; and

• coolOutCHCP[i] B chcpMaxCoolPerHr;, i.e., the amount of cool generated
cannot be more than the maximal cool output of the CHCP, where i [ Future-
PowerIntervals, gasPerHeatUnit = (1 /0.78), and kwhPerCoolUnit = (1 /0.94).

3.3.2 The CoGen Plant
For the CoGen plant, gasIntoCogen[FuturePowerIntervals] C 0 is an array of gas
input to the CoGen plant over the FuturePowerIntervals to generate the power supply.
kwOutCogen[FuturePowerIntervals] C 0 is an array of power output from the CoGen
plant over the FuturePowerIntervals to satisfy the partial electricity demand. hea-
tOutCogen[FuturePowerIntervals] C 0 is an array of heat output from the CoGen
plant over the FuturePowerIntervals to satisfy the partial heating demand. coolOut-
Cogen[FuturePowerIntervals] C 0 is an array of cool output from the CoGen plant
over the FuturePowerIntervals to satisfy the partial cooling demand. The constraints of
the CoGen plant include:

• kwOutCogen[i] * cogenGasPerKwh B gasIntoCogen[i];, i.e., the amount
of gas consumed to generate the power cannot be more than that of the gas input;

• kwOutCogen[i] B cogenMaxKw;, i.e., the amount of power generated cannot
be more than the maximal electricity output of the CoGen plant;

• heatOutCogen[i]BcogenHeatPerKwh*kwOutCogen[i];, i.e., the
amount of heat generated cannot be more than the maximal heat supply that is
restricted by the power output of the CoGen plant;

• heatOutCogen[i] B cogenMaxHeatPerHr * (kwOutCogen[i]/co-

genMaxKw);, i.e., the amount of heat generated cannot be more than the maximal
heat output of the CoGen plant;

• coolOutCogen[i] B (cogenMaxHeatPerHr * (kwOutCogen[i]/co-

genMaxKw) - heatOutCogen[i]) * cogenHeatToCoolRatio;, i.e., the
amount of cool generated cannot be more than the maximal cool supply that is
restricted by the power and heat output of the CoGen plant; and
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• coolOutCogen[i] B cogenMaxCoolPerHr;, i.e., the amount of cool
generated cannot be more than the maximal cool output of the CoGen plant,

where i [ FuturePowerIntervals, cogenMaxKw = 7200 kW is the maximal power
output, cogenHeatPerKwh = 10300 kWh is the amount of heat generated per kWh,
cogenHeatToCoolRatio = cogenMaxCoolPerHr/cogenMaxHeatPerHr is the ratio of
converting heat to cool supply, cogenMaxHeatPerHr = 40000000 BTU is the maxi-
mal heat supply of the CoGen plant per hour, cogenMaxCoolPerHr = 2400 Tons is
the maximal cool supply of the CoGen plant per hour, cogenGasPerKwh = gasB-
TUPerGallon/kWhPerGallon/cogenGasToKwhEfficiency is the amount of natural gas
consumed per kWh, for gasBTUPerGallon = 114000 BTU is the amount of energy
generated per gallon of gas, kwhPerGallon = 33.41 is the amount of kWh generated
per gallon of gas, and cogenGasToKwhEfficiency = 0.33 is the efficiency of the
CoGen plant to generate power from natural gas.

3.4 Energy Aggregations of Supply and Demand

The aggregations of energy supply and demand within the entire energy system
include:

• kwIntoCHCP[i] + demandKw[i] B utilityKw[i] + kwOutCogen[i];,
i.e., the amount of power input to the CHCP and the power demand from the GMU
cannot exceed the amount of power supply provided from the DVPC and the power
output generated from the CoGen plant, where i [ FuturePowerIntervals.

• demandReduction[i] B (utilityKw[i] + kwOutCogen[i]) - (kwInto

CHCP[i] + demandKw[i]);, i.e., the power supply reduction cannot exceed the
difference between the total power supply (utilityKw[i] + kwOutCogen[i]) and the
total power demand (kwIntoCHCP[i] + demandKw[i]), where demand
Reduction[FuturePowerIntervals] C 0 is an array of extra power supply that can
be cut from the power inputs over the FuturePowerIntervals, and i [ Future
PowerIntervals.

• P

demandReduction[i] B maxKwReductionPerPayPeriod;, i.e., the
total power reductions over the future power intervals cannot exceed the allowable
maximal power interruptions per future pay period, where i [ FuturePowerInter-
vals, p [ FuturePayPeriods, and i.payPeriod = p.

• utilityGas[i] C gasIntoCogen[i] + gasIntoCHCP[i];, i.e., the gas
input to the CoGen plant and to the CHCP cannot exceed the gas supply provided
from the WGLC, where i [ FuturePowerIntervals.

• heatOutCogen[i] + heatOutCHCP[i] C demandHeat[i];, i.e., the heat
demand from GMU cannot exceed the heat supply generated from the CoGen plant
and the CHCP, where i [ FuturePowerIntervals.

• coolOutCogen[i] + coolOutCHCP[i] C demandCool[i];, i.e., the cool
demand from GMU cannot exceed the cool supply generated from the CoGen plant
and the CHCP, where i [ FuturePowerIntervals.
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3.5 DGEI Optimization Model

After declaring all the input data sets and the above constraints, which the input data
sets need to satisfy, the DGEI optimization model for the GMU energy investment
problem can be formulated as follows in Fig. 2.

4 OPL Implementation for DGEI Optimization Model

The DGEI optimization model has been implemented by using the OPL language.
Using the GMU historical data of power usage in the past year, i.e., 2011, and its
projected electricity, cooling, and heating demand over a future time horizon from
2012 to 2020, we use the OPL language to implement and demonstrate the DGEI
optimization model to solve the GMU energy investment problem and minimize the
operating cost.

The intuition of using the OPL language is that its optimization formulation looks
like the DGEI optimization model. When comparing the DGEI optimization model in
Fig. 2 with the OPL formulation from Figs. 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9, we
realize that both models are very similar to each other. Only some notations and
syntaxes are different that is shown in Table 2. For example, instead of using the
summation sign (

P

) in the DGEI optimization model, the OPL language uses the
keyword, ‘‘sum’’, to perform the aggregation. Rather than using the if-then statement
in the mathematics, the OPL uses the specific construct with the implication operatior
(=[).

More specifically, the OPL implementation construct is described as follows.
In Fig. 3.1, from the line number 9 to 12, the value 12, i.e., the total 12 months of
2011, is assigned to the variable nbPastPayPeriods, the value 108, i.e., the total 108
months from 2012 to 2020, is assigned to the variable nbPayPeriods, and the value 0
is assigned to the maximal power interruptions, i.e., maxKwReductionPerPeriod.

Fig. 2. The DGEI optimization model for the GMU energy investment problem.
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The FuturePayPeriods is ranged from 1 to 108. From the line number 15 to 23, we
declare a tuple of a power interval that has the attributes, including pInterval, pay-
Period, year, month, day, hour, and weekDay. The line number 25 to 27 declares and
initializes AllPowerIntervals that include both PastPowerIntervals and FuturePower-
Intervals. The line number 30 to 32 declares and initializes the demandKw[AllPow-
erIntervals], the demandHeat[FuturePowerIntervals], and the demandCool[Future
PowerIntervals] arrays.

Figure 3.2 declares the decision control variables, i.e., utilityKw[AllPowerInter-
vals], payPeriodSupplyDemand[FuturePayPeriods], and payPeriodKwh[Futur-
ePayPeriods], to compute payPeriodKwhCharge[FuturePayPeriods] and generation

Table 2. Differences between DGEI Optimization model and OPL formulation model.

DGEI optimization model OPL formulation model

Notation: Summation Sign
P

Example:
P

(demandKw[i] - kW[i]) B

2 * annualBound

Syntax: sum
Example:
sum(i in PowerIntervals : i.pInterval [= 1)
(demandKw[i] - kW[i]) \= annualBound * 2

Notation: If-then Statement
Example:
if (payPeriodKwh[p] B 24000)
payPeriodKwhCharge[p] =
0.01174 * payPeriodKwh[p]

Syntax: =[
Example:
(payPeriodKwh[p] \= 24000) =
[ (payPeriodKwhCharge[p] ==
0.01174 * payPeriodKwh[p])

Notation: Where clause
Example: peakDemandBound[p] B

payPeriodSupplyDemand[p], where
p [ PayPeriods

Syntax: forall
Example:
forall (p in PayPeriods)
peakDemandBound[p] \=
payPeriodSupplyDemand[p]

Fig. 3.1. General and demand input data.
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DemandCharge[FuturePayPeriods] that are summed together to determine the total
electricity cost over all the future pay periods while satisfying the electric contractual
constraints.

Figure 3.3 declares the constants, i.e., gasPricePerDth and btuPerDth, and utili-
tyGas[FuturePowerIntervals] to calculate the total gas cost over all the future power
intervals.

Figure 3.4 declares the objective function to minimize the total operating cost, i.e.,
the total electricity cost plus the total gas cost.

Figure 3.5 declares the constants, i.e., gasPerHeatUnit, kwhPerCoolUnit,
chcpMaxHeatPerHr, and chcpMaxCoolPerHr, and the arrays, i.e., gasIntoCHCP[Fu-
turePowerIntervals], kwIntoCHCP[FuturePowerIntervals], heatOutCHCP[Future-
PowerIntervals], and coolOutCHCP[FuturePowerIntervals], used in the CHCP
capacity constraints.

Fig. 3.2. Total electricity cost.

Fig. 3.3. Total gas cost.

Fig. 3.4. Total operating cost.

Fig. 3.5. Operational parameters and data structures of the CHCP plant.
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Figure 3.6 declares the constants from the line number 71 to 79, and the arrays,
i.e., gasIntoCogen[FuturePowerIntervals], heatOutCogen[FuturePowerIntervals],
coolOutCHCP[FuturePowerIntervals], and kwOutCHCP[FuturePowerIntervals],
which are used in the capacity constraints of the CoGen plant.

Figure 3.7 defines all the capacity constraints for the CHCP and the CoGen plant.

Figure 3.8 defines the contractual constraints for the electricity bill.

Figure 3.9 defines the constraints for the energy aggregations of electric power,
gas, heat, and cool.

Fig. 3.6. Operational parameters and data structures of the CoGen plant.

Fig. 3.7. Capacity constraints of the CHCP and the CoGen plant.

Fig. 3.8. Contractual electricity utility constraints.

Fig. 3.9. Energy aggregations of supply and demand.
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5 Analytical Methodology on Evaluation among Energy
Investment Options

For domain experts being able to formulate and implement the above DGEI optimi-
zation model to determine the best investment option, we propose an analytical
methodology that guides the domain experts to achieve this goal. The methodology
includes six steps.

STEP 1: Collect historical energy demand, such as electricity, heating, and cooling,
from each building unit, and forecast those demands in terms of growth on a square-
foot basis over the future time horizon.

STEP 2: Identify all the possible energy investment options, such as the expansion of
current facilities and the procurement of cogeneration plants.

STEP 3: Formulate, implement, and execute the DGEI optimization model that
integrates historical and projected energy demand, electric and gas contractual utility,
operational parameters and capacity constraints of energy equipment, as well as
energy aggregations of supply and demand in each considered option under the
assumption of optimal interactions among available resources.

STEP 4: Compute the annualized evaluation parameters for each option based upon
the results from the optimization process in STEP 3.

The parameters include the investment cost (Ii), equipment cost (Ei), i.e., main-
tenance expenditure (Mi) plus replacement charge (Ri), operating expense (Ci), i.e.,
the charges on electricity and gas consumptions, cost saving (Si), i.e., C0 – Ci, where
i C 0 denotes an investment option and C0 is the operating cost of a base investment
option that the other available options compare with, and return on investment (ROIi),
i.e., Si /(Ii – I0), as well as the GHG emissions (MTCDEi), i.e., Gi * 0.053 MTCDE/
Million-Btu + Pi * 0.513 MTCDE/Million-Wh, shown in Table 3, against the various
investment options, where 0.053 and 0.513 are the factors, which are calculated from
the historical data.

Note that the base investment option is the option that the current capacity of the
existing facilities is expanded without procuring any new energy equipment.

Using the ROI and GHG emissions, domain users and experts can plot the ana-
lytical graphs to illustrate the relationships among the ROI, GHG emissions, and
investment expenses, which enable the domain experts to determine the best invest-
ment option among all of the options being considered.

STEP 5: Remove any option that is dominated by the other options in terms of the
evaluation parameters.

STEP 6: Construct a trade-off graph to evaluate the options that are not dominated
among others and then make a final decision.

Note that although STEP 1, 2, 4, 5, and 6 are typical processes of evaluations,
STEP 3 is not typical at all as the problem that we solve is a non-trivial optimization
problem.

168 C.-K. Ngan et al.



6 Analytical Methodology on Experimental Case Study

After the process from STEP 1 to STEP 3 in the experimental case study at GMU, the
four investment options, including � the expansion of the existing CHCP only, ` the
addition of a CoGen plant to the existing CHCP, ´ the half capacity of the Option
with the half planned capacity of the CoGen plant, and ˆ the full capacity of the

Table 3. Evaluation parameters of ROI and GHG emissions for determining the best investment
option.

Parameter Symbol Parameter Symbol

Investment Cost Ii Cost Saving Si

Maintenance
Expenditure

Mi Return on Investment ROIi

Replacement Charge Ri Average Annual Gas Consumption MBTU Gi

Equipment Cost Ei Average Annual Electric Power
Consumption MWh

Pi

Operating Expense Ci GHG Emission MTCDEi

Table 4. Evaluation parameters of ROI and GHG emissions for determining the GMU energy
Investment options.

Investment 
Option 

Investment 
Cost ($M) 

Annual 
Maintenance 

Cost ($) 

Annualized 
Replacement 

Cost ($M) 

Annualized 
Equipment 
Cost ($M) 

Annualized 
Average 

Operational 
Cost ($M) 

Annualized 
Saving over 

the Expanded 
CHCP ($M) 

ROI (%) 

1 Expanded 
CHCP $34.293 $343,200 $3.429 $3.772 $6.244 $0.000 0.000% 

1 CoGen 
Plant + 1 
Current 
CHCP 

$65.328 $655,600 $3.850 $4.506 $5.494 $0.016 0.052% 

½ CoGen 
Plant + ½ 
Expanded 

CHCP 

$46.995 $499,400 $4.699 $5.199 $5.557 -$0.740 -5.827% 

1 CoGen 
Plant + 1 
Expanded 

CHCP 

$99.621 $998,800 $7.279 $8.278 $5.492 -$3.754 -5.747% 

Investment Option Investment Cost 
($M) 

Average Annual Gas 
Consumption 

(MBTU) 

Average Annual 
Electric Power 

Consumption (MWh)

GHG Emission 
(MTCDE) 

1 Expanded CHCP $34.293 510,500.00 141,433.33 99611.799 
1 CoGen Plant + 1 

Current CHCP $65.328 523,622.22 141,333.33 100255.977 

½ CoGen Plant + 
½ Expanded 

CHCP 
$46.995 520,888.89 141,344.44 100116.811 

1 CoGen Plant + 1 
Expanded CHCP $99.621 523,600.00 141,333.33 100254.799 
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Option with the full planned capacity of the CoGen plant, have been chosen to be
evaluated to meet the electricity, heating, and cooling demand of the Fairfax campus
over the next 9 years from 2012 to 2020.

In STEP 4, using the evaluation parameters, i.e., ROI and GHG emissions, dis-
cussed in Sect. 5 and the OPL to solve the GMU energy investment problem in
Sect. 4, we obtained Table 4 and Fig. 4 that can be used to determine the best
investment option.

In STEP 5, the Option ´ and ˆ are the dominated cases that can be removed from
our consideration list because of the negative ROI.

In STEP 6, according to the Table 4 and Fig. 4, we can conclude that the Option �

should be chosen because of the three observations. First, the GHG emissions and the
equipment cost of the Option � are the lowest. Second, even though the ROI of the
Option `, i.e., 0.052 %, is marginally better than that of the Option `, the GHG
emissions of the Option ` is the highest among all the options being considered.
Third, it is not economical at all for GMU to invest $31 million dollars, i.e., the Option
` investment cost minus the Option � investment cost, more to earn only 0.052 %
ROI in the next 9-year timeframe. Thus, the Option 1 is the best long-term option for
GMU.

7 Conclusions and Future Work

In this paper, we propose a Decision-Guided Energy Investment (DGEI) Framework
to optimize power, heating, and cooling capacity. The DGEI framework is designed to
support energy managers to (1) use the analytical and graphical methodology to
determine the best investment option that satisfies the designed evaluation parameters,
such as ROI and GHG emissions; (2) develop a DGEI optimization model to solve
energy investment problems that the operating expenses are minimal in each con-
sidered investment option; (3) implement the DGEI optimization model using the
IBM OPL language with historical and projected energy demand data, i.e., electricity,
heating, and cooling, to solve energy investment optimization problems; and

Fig. 4. ROI (%) and GHG emissions (MTCDE) vs. investment cost ($M) across the four
investment options.
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(4) conduct an experimental case study on the Fairfax campus microgrid at George
Mason University (GMU) and utilize the DGEI optimization model and its OPL
implementations, as well as the graphical and analytical methodology to make the
investment decision and trade-offs among the cost savings, investment costs, main-
tenance expenditures, replacement charges, operating expenses, GHG emissions, and
return on investment (ROI) for all the considered options.

Technically, the core challenge is the development of the DGEI optimization
model that is very accurate in terms of the contractual terms and engineering con-
straints, and yet efficient and scalable, which is done by the careful modelling of
mainly continuous decision variables and using constructs that avoid introduction of
combinatorics, e.g., explicit or implicit binary variables, into the model. However, the
DGEI optimization problem that we formulate is implemented by using the OPL
language. This OPL construct is then sent to the IBM CPLEX solver which is the
branch-and-bound-based algorithm with the exponential time complexity, i.e., O(k2N),
where k is the number of decision control variables, and N is the size of the learning
data set. Thus the future research focus will develop a new algorithm that will be able
to solve the energy investment problems at a lower time complexity.

Concerning the real case study at George Mason University and its CHCP system,
it is clear that GMU must develop and research other available options beyond those
discussed in the analysis of this paper in order to meet the future needs of the Fairfax
campus demand. Thus, the DGEI framework further developed will aid the GMU
energy decision makers to determine the optimal solutions that will satisfy the GMU
short- and long-term power, heating, and cooling demand. Note that our framework is
applicable to solve any energy investment problem in different domains of industry.
Therefore, the future work includes the advanced development of the DGEI libraries
and optimization models that enable domain users and experts to integrate more clean
and efficient energy equipment, such as geothermal electric power facilities, into the
existing plants optimally in order to support the continuous development of enter-
prises and organizations.

Appendix: Abbreviation

Abbreviation Full Name Abbreviation Full Name

CHCP Centralized Heating and
Cooling Plant

ES Electricity Supply

CO2 Carbon Dioxide FCWA Fairfax County Water
Authority

CoGen Cogeneration FMD Facilities Management
Department

DGEI Decision-Guided Energy
Investment

GHG Greenhouse Gas

DVPC Dominion Virginia Power
Company

MILP Mixed Integer Linear
Programming

(continued)
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Abstract. Representing and processing imprecise knowledge has been
a requirement for a number of applications. Some real-world domains
as well as human subjective perceptions are intrinsically fuzzy, therefore
conventional formalisms may not be sufficient to capture the intended
semantics. In this sense, fuzzy ontologies and Mamdani fuzzy inference
systems have been successfully applied for knowledge representation and
reasoning. Combining their reasoning approaches can lead to inferences
involving fuzzy rules and numerical properties from ontologies, which
can be required to perform other fuzzy ontology reasoning tasks such
as the fuzzy instance check. To address this issue, this paper describes
the HyFOM reasoner, which follows a hybrid architecture to combine
fuzzy ontology reasoning with Mamdani fuzzy inference system. A real-
world case study involving the domain of food safety is presented, includ-
ing comparative results with a state-of-the-art fuzzy description logic
reasoner.

Keywords: Knowledge representation and reasoning · Fuzzy ontology ·
Mamdani fuzzy inference system · Hybrid reasoner

1 Introduction

A number of applications have been using ontologies for knowledge representa-
tion, aiming to deal with semantic information that can be shared among people,
software agents and systems. In special, ontologies support not only represen-
tational primitives but also reasoning tasks that reveal implicit knowledge from
assertions, axioms and defined concepts and relationships.

Some real-world applications as well as human subjective perceptions require
representation and reasoning involving concepts whose meaning cannot be fully
c© Springer International Publishing Switzerland 2014
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captured by conventional ontologies. For instance, it is difficult to model concepts
like creamy, dark, hot, large and thick, for which a clear and precise definition
is not possible, as they involve so-called fuzzy or vague concepts [1]. Therefore,
concepts from the fuzzy set theory [2] should be incorporated to ontologies in
order to represent and reason over imprecise or vague information.

According to Lukasiewicz and Straccia [3], there is a number of fuzzy exten-
sions of ontologies that have been developed recently. Some proposals have con-
sidered ontologies extended with fuzzy variables and linguistic terms, as they
capture the vagueness inherent in some real-world situations and in human lan-
guage. In computational intelligence research, these concepts have been largely
exploited by Mamdani Fuzzy Inference Systems (Mamdani FIS) [4] to infer
numerical outputs based on fuzzy variables and fuzzy rules. As stated by Loia [5],
the design of advanced decision making systems requires that fuzzy knowledge be
embeded in a high-level inference engine able to infer novel information by explor-
ing fuzzy relationships through well-defined computational intelligence methods.
In this sense, the Mamdani FIS reasoning approach could be employed in com-
bination with fuzzy ontologies, providing numerical property values inferred by
fuzzy rule reasoning. In addition, the inferred values can collaborate with other
fuzzy ontology reasoning tasks, such as the fuzzy instance check depending on
specific property values.

Even though the combination of fuzzy ontology and fuzzy rule reasoning has
been researched in the literature [6–13], there are still some important issues to be
addressed. Fuzzy rule semantics and defuzzification methods should meet appli-
cation requirements in order to obtain meaningful inferences. The set of fuzzy
inferences should not be restricted to fuzzy rule reasoning, since fuzzy ontology
reasoners also provide relevant inferences regarding fuzzy concept knowledge. It
is important to incorporate fuzzy rule inferences to the fuzzy ontology, as they
may collaborate with other fuzzy ontology reasoning tasks.

Focusing on these issues, this paper describes the HyFOM reasoner (Hybrid
Integration of Fuzzy Ontology and Mamdani reasoner), extending the research
initiated by Yaguinuma et al. [14]. The HyFOM reasoner is based on a hybrid
architecture to combine fuzzy ontologies and Mamdani rules, providing mean-
ingful inferences involving numerical property values to fuzzy ontology-based
applications. The developed approach is explained in the following sections.
Section 2 discusses some related work on the combination of fuzzy ontologies
and fuzzy inference systems. Section 3 describes the integration approach and
components of the HyFOM reasoner. A case study about the domain of food
safety is presented in Sect. 4, including comparative results with a state-of-the-
art fuzzy description logic reasoner. Finally, Sect. 5 concludes this paper and
points out ongoing research.

2 Related Work

In relation to the current approaches aiming to combine fuzzy ontologies and
fuzzy inference systems, there are some issues that should be considered:
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1. Does the semantics provided to represent and reason over fuzzy rules meet
the application needs?

2. Are fuzzy rule inferences integrated to the fuzzy ontology so that they can
contribute to other ontology reasoning tasks?

3. Does the set of possible fuzzy inferences comprise both fuzzy ontology and
fuzzy rule reasoning?

Some fuzzy ontology languages based on expressive fuzzy description logics,
e.g. [8,10], provide implication operators that can be used to represent fuzzy
rules. As described by Guillaume and Charnomordic [15], these rules are called
implicative rules, which are combined conjunctively. Nevertheless, such seman-
tics can be too restrictive depending on the application, possibly resulting in
knowledge base inconsistency even for allowed property values (question 1).
Another approach provided by the fuzzyDL reasoner [8] is representing fuzzy
rules using fuzzy concept definitions along with a query interface to call defuzzi-
fication methods. However, the defuzzification methods available are not based
on the shape of the fuzzy sets, thus the results may not correspond to the appli-
cation requirements.

There are proposals, such as [9,11], that consider a crisp ontology integrated
with Mamdani rules. In this context, an ontology reasoner is used for consistency
checking regarding crisp definitions but the set of fuzzy inferences is limited to
fuzzy rule reasoning (question 3).

Some studies [6,7] have adopted the Fuzzy Markup Language (FML) [16]
to express FIS-related information such as fuzzy rules, linguistic variables and
fuzzy rule reasoning methods. OWL-FC [13] also represents these elements with
a high-level specification for fuzzy control systems that enables links to domain
ontology concepts. In general, these proposals focus on fuzzy rule reasoning,
mainly using the fuzzy ontology to represent a FIS knowledge base. Thus, their
set of fuzzy inferences does not include fuzzy concept reasoning provided by
fuzzy ontology reasoners, a limitation related to questions 2 and 3.

Bragaglia et al. [12] propose a hybrid architecture combining forward rules
and fuzzy ontology reasoning. Although the set of fuzzy inferences covers both
fuzzy ontological and fuzzy rule reasoning, their proposal does not exploit Mam-
dani reasoning neither defuzzification methods. As mentioned earlier, Mamdani
FIS provides useful inferences that can complement the set of fuzzy inferences
demanded by some applications and not provided directly by ontology reasoning
mechanisms - an issue related to question 1.

Aiming to deal with the discussed limitations, the HyFOM reasoner is
described in Sect. 3, combining fuzzy ontology and Mamdani reasoning based
on a hybrid architecture.

3 The HyFOM Reasoner

The HyFOM reasoner aims at combining fuzzy ontology and fuzzy rule reason-
ing to provide expressive inferences that are not obtained through typical fuzzy
ontology reasoning. Specifically, a Mamdani FIS can be used to infer numerical
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Fig. 1. Main steps for combining fuzzy ontology and Mamdani FIS reasoning with
HyFOM reasoner.

property values based on fuzzy rules combining different properties and their
respective linguistic terms. In this sense, when applications require knowledge
associated with a numerical property value, it can be inferred based on a Mam-
dani FIS by getting inputs from the fuzzy ontology. The inferred output is then
returned to the ontology, possibly contributing to other fuzzy ontology reasoning
tasks. Figure 1 presents a SADT diagram [17] describing the HyFOM reasoner
approach to integrate fuzzy ontology and Mamdani FIS reasoning

According to Fig. 1, the main inputs and controls of the HyFOM reasoner
are Mamdani rules representing a Mamdani rule base; a fuzzy ontology ; and an
individual of the fuzzy ontology. The Mamdani rule base contains a set of rules
combining numerical properties and linguistic terms in the antecedent (input
properties) to infer the value of a property in the consequent (output prop-
erty). An example of a Mamdani rule is: If property1 is high and property2
is medium then property3 is low , where property1 and property2 are input
properties and property3 is an output property, all of them described by linguis-
tic terms (high, medium and low, respectively).

The fuzzy ontology models a specific domain in terms of concepts, properties,
relationships, instances and linguistic terms associated with numerical proper-
ties. The properties and linguistic terms used in Mamdani rules should be defined
in the fuzzy ontology with equal names, for mapping purposes. Applications pass
an individual of the fuzzy ontology to check if it has any property value that
can be inferred based on Mamdani reasoning. If a class is passed as input, the
integration approach is done for all its individuals.

The mechanisms (arrows at the bottom of activity boxes) are the resources
required to complete a process, which may include people with particular skills
and computational tools, according to the SADT specification. In the proposed
approach, the mechanisms are inference engines and domain experts who super-
vise the outputs of the integration process. Following a hybrid architecture,
inference engine implementations are reused, including a crisp ontology reasoner,
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a fuzzy ontology reasoner and a Mamdani FIS. The crisp ontology reasoner per-
forms efficient query answering and reasoning related to crisp definitions and
assertions in the ontology. The fuzzy ontology reasoner provides reasoning tasks
regarding fuzzy definitions and assertions, such as fuzzy concept subsumption
and fuzzy instance check. The Mamdani FIS is responsible to infer the value of
a numerical property based on fuzzy rules and fuzzy operations.

The activity boxes presented in Fig. 1 combine inputs, controls and mech-
anisms to produce outputs. In the activity A1, the HyFOM reasoner identifies
which are the input and output properties used in Mamdani rules so that their
values can be obtained from the fuzzy ontology. In the activity A2, the HyFOM
reasoner firstly checks if the output property value for a particular individual
can be obtained from the fuzzy ontology. If so, then the fuzzy ontology is able
to provide its value thus there is no need to involve Mamdani rules. If not, the
appropriate input property values should be obtained from the fuzzy ontology
so that the Mamdani FIS can be invoked to infer the output property value.

Still in the activity A2, property values (either output or input) are obtained
from the fuzzy ontology based on the function getPropValue presented in Algo-
rithm 1. The crisp ontology reasoner is invoked to check if the property value is
either asserted or inferred based on crisp definitions. The main reason for using
a crisp ontology reasoner is due to its optimized access to assertions and conven-
tional ontology reasoning tasks. Still, if property values cannot be obtained, the
fuzzy ontology reasoner is invoked because fuzzy concept definitions and impli-
cations can support reasoning associated with property values. For example, a
fuzzy concept definition such as C1 ≡ ∃ property1.high along with an assertion
C1(ind1) indicates that individual ind1 has value high for property1. Thus,
even if property values are not explicit, they may be inferred based on fuzzy
ontology axioms and definitions. The function getPropValue is invoked in two
situations:

1. to check if the fuzzy ontology already provides the output property value;
2. to obtain input property values to be sent to FIS. In such situation, the hybrid

reasoner can be configured to handle either crisp or fuzzy inputs to FIS.
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After the input values are obtained, the activity A3 invokes the Mamdani
FIS to infer the corresponding output based on Mamdani rules. In the Mamdani
FIS, the fuzzy operations considered are min-max composition, minimum for
rule semantics and maximum for aggregation of outputs [4]. Several defuzzifi-
cation methods are provided to obtain a numerical value from the aggregated
fuzzy output, such as Center of Area (COA), Moment defuzzification and Mean
of Maxima (MOM). Finally, a new property assertion involving the output prop-
erty, the individual and the defuzzified value is added to the fuzzy ontology under
domain expert supervision (activity A4). As a result, the output generated by
Mamdani FIS will be available for other fuzzy ontology reasoning tasks that may
depend on it.

The HyFOM reasoner was implemented using reasoners and frameworks
available for fuzzy ontology-based applications and FIS. The crisp ontology rea-
soner is based on the OWL API [18] and Hermit [19], an optimized reasoner
providing efficient access to crisp ontology assertions and inferences. The fuzzy
ontology reasoner used is the fuzzyDL reasoner [8], which supports fuzzy con-
cepts, linguistic terms and fuzzy axioms, with a Java API to access reasoning
tasks. The Mamdani FIS is provided by FuzzyJ Toolkit and Fuzzy Jess [20],
including a Java API for handling fuzzy sets, fuzzy rules, Mamdani inference
and defuzzification methods.

Based on this platform, domain experts can model the fuzzy ontology using
the Protégé ontology editor with the FuzzyOWL2 plugin [21]. The resulted ontol-
ogy can be processed by OWL API, Hermit and fuzzyDL, provided that it is
parsed to the fuzzyDL syntax to allow fuzzy ontology reasoning. The results
inferred by the Mamdani FIS are integrated to the fuzzy ontology using the
OWL API support for including new assertions.

In order to demonstrate some contributions of the HyFOM reasoner, Sect. 4
describes a real-world case study concerning fuzzy rule reasoning semantics and
integration issues.

4 Case Study on Food Safety

The HyFOM reasoner was applied in a case study to support domain experts
in evaluating the chemical risk of analytes (residues and contaminants) detected
in food samples. The experiments were sponsored by the Brazilian Ministry of
Agriculture, Livestock and Supply (MAPA), focusing on the National Plan for
Control of Residues and Contaminants (PNCRC). PNCRC is responsible for
monitoring the presence of residues of pesticides and veterinary drugs as well
as environmental contaminants in food products. More details on MAPA and
PNCRC are available in [22].

According to the methodology explained by Magalhães Junior et al. [22], lab-
oratory analyses obtain the concentration of different analytes in food samples.
For each analyte, there is a maximum level established by the Codex Alimentar-
ius Commission, which is the maximum concentration of that substance officially
permitted in a specific food. Each analyte concentration is confronted with its
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respective maximum level (in percentage) to obtain the Concentration Risk (CR)
of the analyte detected in a food sample. In this sense, if an analyte concentra-
tion is lower than or equal to its maximum level it is called a compliant analyte
in the sample; otherwise it is called non-compliant. In addition to CR, there are
other risk factors determined by PNCRC experts:

– Trends associated with analyte concentration: indicate whether the analyte
concentration has a tendency of decreasing, stabilizing or increasing in a short,
medium or long period of time, according to its toxicological profile;

– Adjustment period: estimated time for the provider of the food sample to
be brought into compliance with MAPA’s requirements concerning a specific
analyte;

– Adjustment cost: estimated costs for the provider of the food sample to be
brought into compliance with MAPA’s requirements concerning a specific
analyte.

The Chem-risk approach [23] combines the risk factors to obtain the Aggre-
gate Risk (AR) associated with an analyte detected in a food sample. Although
Chem-risk provides appropriate results, it is based on a mathematical model
which is not easily interpretable for domain experts, who need to understand
the context and the causes associated with AR values. In this sense, fuzzy ontol-
ogy and fuzzy rules can contribute to make the whole process more transparent
and interpretable, as they consider semantic structures and linguistic terms that
are closer to the human language. Thus, the HyFOM reasoner was instantiated
in such context and its results were compared with Chem-risk, which is the
reference in relation to the data available.

With supervision of PNCRC experts, the main concepts related to the chem-
ical risk of analytes were modeled in a fuzzy ontology. The relation among risk
factors to derive aggregate risk was modeled using Mamdani rules. Both the
fuzzy ontology and fuzzy rules are described in the next subsection.

4.1 Modeling Fuzzy Ontology and Fuzzy Rules

Initially, Protégé and FuzzyOWL2 plugin were used to model the main con-
cepts and properties of the domain (Fig. 2). In the left part of Fig. 2, the main
concepts of the domain are listed, such as FoodCommodity, Analyte, Sample,
SampleLot and AnalyteSampleAnalysis. The key concept AnalyteSampleAnaly-
sis is the main unit of information representing an analyte detected in a sample
and contains the respective values of risk factors. There are different types of
analytes, represented as subclasses of Analyte (Contaminant and Residue). A
specific type of Residue, named Mycotoxin, is associated with a rule saying that
analyses about a Mycotoxin have a concentration trend risk of value 0, which
represents the tendency to decrease or stabilize the detected concentration. In
addition, there are some concepts to represent compliant and non-compliant
analysis and possible interventions that should be applied to the providers of
food samples depending on the calculated AR value. Some types of intervention
are:
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Fig. 2. Main concepts related to the chemical risk of analytes modeled with Protégé.

– UnnecessaryIntervention for compliant analytes with negligible AR;
– EarlyIntervention for non-compliant analytes with low AR;
– PreventiveIntervention for analytes with a short-term increasing trend and

medium AR;
– ModerateIntervention for non-compliant analytes that have high AR and
– MaximumIntervention for non-compliant analytes that have intolerable AR.

An instance of AnalyteSampleAnalysis (analysisBeef 229 5 70 ) is illustrated
in Fig. 2, relative to the analyte70 detected in the beef sample5 of lot sam-
pleLot229 along with its respective risk factor values. Note that, for confidential
purposes with regard to MAPA’s data, analyte names are masked with identi-
fiers.

After modeling the main concepts with Protégé, the ontology is parsed to
the fuzzyDL syntax to enable fuzzy ontology reasoning. Table 1 shows how the
risk factors were modeled in the fuzzy ontology, all of them associated with
linguistic terms defined with support of experts. At the moment, the linguistic
terms related to the properties hasConcentrationTrend, hasAdjustmentPeriod
and hasAdjustmentCost are nominal (crisp) values due to the data available,
but there is an ongoing work with PNCRC experts to fuzzify such definitions.
Table 2 describes concept definitions representing the types of intervention, which
are based on the risk factors and their linguistic terms.

Instead of using the Chem-risk approach [23] to compute AR, domain experts
were requested to express their knowledge using Mamdani rules combining the
risk factors to infer AR. In this case study, fuzzy rules contribute to make the
process more transparent and interpretable for PNCRC and MAPA decision
makers, due to the linguistic terms that are closer to human language. A total
of 17 Mamdani rules were modeled, some of them illustrated in Table 3 using
Fuzzy Jess.
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Table 1. Risk factors defined in the fuzzy ontology.

Table 2. Concept definitions in the fuzzy ontology.
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Table 3. Mamdani rules to infer aggregate risk.

Using the fuzzy ontology and Mamdani rules, the HyFOM reasoner was
applied to provide recommendations on aggregate risk and intervention actions
related to food samples. Following the approach described in Sect. 3, individuals
of the concept AnalyteSampleAnalysis (see an example in Fig. 2) are passed to
the HyFOM reasoner to obtain AR values based on Mamdani rules. The fuzzy
ontology is firstly checked for AR values; if they can not be obtained this way, the
Mamdani FIS is invoked to compute AR based on inputs provided by the fuzzy
ontology. Under expert supervision, the output values are returned to the fuzzy
ontology so that they can be used in the fuzzy instance check to recommend the
appropriate type of intervention.

Based on this case study, some experiments were conducted using data pro-
vided by PNCRC. A total of 114 beef sample analyses were available, involving
19 different analytes. The HyFOM reasoner was executed with the 114 individ-
uals of AnalyteSampleAnalysis defined in the fuzzy ontology, using the Moment
and COA defuzzification methods for generating the AR values. The results
obtained with the HyFOM reasoner were compared with the results provided by
Chem-risk approach, which represents the control data in this context.

Among the related work, the fuzzyDL reasoner was chosen for comparison
since it is one of the state-of-the-art fuzzy description logic reasoners that also
supports FIS semantics with 3 defuzzification methods - Smallest of Maxima
(SOM), Largest of Maxima (LOM) and MOM (Middle of Maxima). Note that
the HyFOM reasoner already uses fuzzyDL as a fuzzy ontology reasoner, but
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only for inferences related to fuzzy concept knowledge. Therefore, a “stand-
alone” fuzzyDL reasoner is compared with the hybrid reasoner. Two fuzzyDL
approaches for modeling fuzzy rules were considered: (1) fuzzy implications and
(2) fuzzy concept constructors with MOM defuzzification. In these two situa-
tions, the fuzzy ontology (Tables 1 and 2) is reused but the fuzzy rule set is
replaced by the corresponding fuzzy rule syntax according to the two fuzzyDL
approaches.

In the following subsections, the main contributions of the HyFOM reasoner
are discussed using the case study on food safety, focusing on the integration
approach, numerical output generation and overall AR results.

4.2 Combining Fuzzy Ontology and Mamdani FIS Reasoning

The integration approach provided by the HyFOM reasoner considers two situa-
tions in which fuzzy ontology reasoning and Mamdani FIS collaborate with each
other: ontology reasoning providing appropriate inputs for FIS and FIS provid-
ing outputs that are required by some fuzzy ontology reasoning tasks. These two
situations are illustrated within the domain of chemical risk of analytes, consid-
ering the individual shown in Fig. 2 that describes the analyte70 detected in the
beef sample5 of sampleLot229. In this context, suppose that an expert would
like to know the appropriate intervention action for such analysis.

According to the integration approach described in Sect. 3, the HyFOM
reasoner firstly attempts to obtain the AR value for the individual analysis-
Beef 229 5 70 from the fuzzy ontology. If it does not have enough information
to provide such value, the HyFOM reasoner should call the Mamdani FIS to
infer the aggregate risk based on fuzzy rules. In order to do that, the appro-
priate inputs regarding the individual analysisBeef 229 5 70 should be obtained
from the fuzzy ontology. As illustrated in Fig. 2, all risk factor values are explic-
itly asserted in the ontology, except for the concentrationTrend risk factor. Since
the HyFOM reasoner also relies on the crisp ontology reasoner to infer the input
values, the concentrationTrend value can be obtained through the domain rule
that assigns the decreaseOrStabilize (trend risk of value 0) for analyses about
analytes of the Mycotoxin class, such as analyte70. Specifically, this inference
was performed by the crisp ontology reasoner HermiT, as it involves crisp def-
initions and rules. Therefore, this situation illustrates that ontology reasoning
contributes to infer inputs to be sent to Mamdani FIS. In this context, other
approaches that do not consider ontology reasoning to obtain the inputs would
not be able to provide complete data to FIS. Consequently, they would not infer
the appropriate AR value and the corresponding intervention action. FuzzyDL
reasoner standalone would not be able to perform this inference because it does
not support crisp rules like the one shown in Fig. 2.

After fuzzy rule reasoning was performed by Mamdani FIS, the generated
outputs should be integrated with the fuzzy ontology, possibly contributing
to other fuzzy ontology reasoning tasks. For example, consider that a domain
expert would like to know if the analysis analysisBeef 229 5 70 should have an
early intervention action. This query corresponds to a fuzzy instance check task
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involving the individual analysisBeef 229 5 70 and the concept EarlyInterven-
tion defined in the fuzzy ontology. In order to infer the appropriate membership
degree, the fuzzy ontology reasoner should consider the AR inferred by fuzzy
rule reasoning. According to the integration approach provided by the HyFOM
reasoner, the AR value inferred by Mamdani FIS is returned to the fuzzy ontol-
ogy as a new property assertion. As a consequence, the fuzzy ontology reasoner
is able to perform the fuzzy instance check with the AR value inferred by fuzzy
rule reasoning.

Hence, as illustrated by the example in the case study, the HyFOM reasoner
is able to deal with the two situations in which the fuzzy ontology reasoning and
Mamdani FIS collaborate with each other.

4.3 Numerical Output Generation

Another relevant issue related to the semantics of fuzzy rule reasoning is how a
numerical output is generated from the fuzzy set resulting from rule aggregation.
The HyFOM reasoner used in the case study supports Center of Area (COA),
Moment defuzzification and Middle of Maxima (MOM), which are the methods
available in the underlying FIS implementation based on FuzzyJ Toolkit and
Fuzzy Jess. COA and Moment defuzzification generate an output that reflects
the shape of the fuzzy set which resulted from different rules contributing to a
joined solution that balances outputs from individual rules.

When using fuzzyDL with concept definitions, the defuzzification queries
available are SOM, MOM and LOM, which consider the extremes of maximum
degree. Depending on the situation, they may lose information compared with
other defuzzification methods that are based on the shape of the fuzzy set.
Figure 3 illustrates two analyses in which the fuzzy set obtained by Mamdani
reasoning is better defuzzified with COA and moment defuzzification than with
the methods based on the interval of maximum degree.

Fig. 3. Information loss with defuzzification methods based on maximum degree.
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In both cases, there is a greater information loss when MOM is considered to
generate the numerical output. Specially in analysis 229 5 79, it is possible to
notice that more than one fuzzy rule was fired, the small interval of maximum
degree causes a greater error for MOM compared with the other methods.

Implicative rules in fuzzyDL generate a numerical output corresponding to
the minimum value in the domain of discourse which belongs to the conjunction
of rule consequents. Thus, the numerical output is not based on the shape of the
fuzzy set, unlike COA and Moment defuzzification.

Therefore, for the context regarding the chemical risk of analytes, the HyFOM
reasoner can be considered more appropriate as it provides defuzzification meth-
ods that deal with the shape of fuzzy sets, corresponding to the application
semantics.

4.4 Comparative Evaluation

Some tests were performed to evaluate AR values inferred by the HyFOM rea-
soner and fuzzyDL, compared with the results provided by Chem-risk approach.
The experiments were restricted to analyses relative to beef samples from lots
226 and 229, which cover a comprehensive range of risk values. To ensure that
all approaches work with the same set of fuzzy rule inputs, risk factor values
were explicitly asserted in the fuzzy ontology, since fuzzyDL does not support
rules like the one shown in Fig. 2.

Figure 4 presents the results obtained with HyFOM reasoner, fuzzyDL and
Chem-risk, which is the reference for comparison. Some individuals of Analyte-
SampleAnalysis are omitted because the AR values remain unchanged for indi-
viduals with id ≤ 66. In terms of mean squared error (mse), the HyFOM rea-
soner achieved a better overall performance with moment defuzzification (mse =
0.195) and COA (mse = 0.199) against fuzzyDL implications (mse = 0.295)

Fig. 4. Aggregate risk obtained with fuzzyDL, HyFOM reasoner and Chem-risk.
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and fuzzyDL with MOM (mse = 0.342). The Friedman test was applied over
the squared error values, concluding that at least one of the means differs from
the rest. Dunn’s post test revealed that the fuzzyDL implications results are
significantly different from the rest, reflecting the distinct reasoning semantics
involved (Mamdani rules with defuzzification versus implication rules). However,
it is important to analyze the specific situations in which one approach performs
better than the others, to have a comprehensive understanding of the results.

For analyses with AR = 1 according to Chem-risk, the results from fuzzyDL
implications are more precise than results provided by Mamdani rules with
defuzzification. Implicative rules in fuzzyDL generate a numerical output corre-
sponding to the minimum value in the domain of discourse which belongs to the
conjunction of rule consequents. Thus, the numerical output is not influenced by
the shape of the fuzzy set, as it happens with COA, Moment and MOM defuzzi-
fication methods, which generate a mse = 0.0625 in this specific situation. On
the other hand, such characteristic favored the HyFOM reasoner results when
1 < AR ≤ 5 according to Chem-risk. In this case, the defuzzification meth-
ods based on shape of the fuzzy sets provided more precise results, differently
from the fuzzyDL implications and MOM that are influenced by the extremes
of maximum degree.

For analyses with 5 < AR ≤ 12, there is no difference in the results pro-
vided by both HyFOM reasoner and fuzzyDL. In such situation, the fired rules
involve input properties with nominal values (hasConcentrationTrend, hasAd-
justmentPeriod and hasAdjustmentCost), thus fuzziness is not considered in the
results. As it was mentioned previously, there is an ongoing work to fuzzify these
properties with support of PNCRC experts, so that more precise results can be
obtained in comparison with Chem-risk approach.

Finally, the HyFOM reasoner presents better results for analyses with AR >
12. In this situation, fuzzyDL implications do not infer AR values due to knowl-
edge base inconsistency, since different rule consequents not having an intersec-
tion are combined conjunctively. This problem does not happen with Mamdani
rules, which are able to infer pertinent outputs. In addition, the defuzzification
methods provided by the HyFOM reasoner generate a better approximation than
MOM, one of the methods available in fuzzyDL. Therefore, in relation to ques-
tion 1 (Sect. 2), the HyFOM reasoner can be considered more appropriate for
this case study as it provides rule semantics and defuzzification methods that
better meet the application needs.

5 Conclusions and Future Work

The proposed hybrid reasoning system was designed to address issues discussed
in Sect. 2, which are not fully accomplished by related work. Regarding rule
semantics, the HyFOM reasoner is based on Mamdani rules while some fuzzy
description logic reasoners support implicative rules that can be too restrictive
for some applications. Moreover, the defuzzification methods provided are based
on the shape of the fuzzy set, generating outputs that represent a suitable balance
among multiple fired rules.
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The case study involving the domain of food safety demonstrated that the
HyFOM reasoner produces appropriate results comparable with the Chem-risk
approach already used in this domain. Fuzzy ontologies and Mamdani rules are
interesting for this context as they provide advantages regarding interpretability
and treatment of imprecision, inherent in expert knowledge.

In terms of integration approach, the HyFOM reasoner automatically pro-
vides Mamdani FIS outputs to other fuzzy ontology reasoning tasks. Since the
HyFOM reasoner includes a fuzzy ontology reasoner (fuzzyDL), the set of pos-
sible fuzzy inferences comprises both fuzzy ontology and fuzzy rule reasoning.
As illustrated by the case study, the integration of the outputs from Mamdani
FIS is important for the fuzzy instance check task involving intervention actions
that depend on aggregate risk values.

As for future work, more real-world applications of the HyFOM reasoner
are being developed. In addition, there is an ongoing research about an integra-
tion architecture involving a fuzzy tableau-based reasoner and a fuzzy inference
system. Other types of fuzzy inference systems can be considered as well, such
as the non-parametric fuzzy system model proposed by [24], which is a new
type of simplified fuzzy rule-based system as an alternative to the Mamdani and
Takagi-Sugeno models.
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Abstract. The risk management over a supply chain has to be founded on the
management controls in each of the partner companies in the chain. Inevitably,
the business relationship and operations dependence bind the control efforts of
partner companies together. This proposes challenges for supply chain risk
management and at the same time for the BI application. In this paper we
analyse the management control situations where business intelligence tech-
nology can be applied and describe the concepts of systematic risk analysis to
improve the management controls, based on causal analysis of business
exceptions. The analysis process is driven by diagnostic drill-down operations
following the equations of the information structure in which the data are
organised. Using business intelligence, the analysis method can generate
explanations supported by the data. A ‘‘risk template’’ is provided to assist
analysts to fully comprehend the risk scenario in the practical business setting,
so as to evaluate and re-design the existing controls, and to apply BI for
management improvement.

Keywords: Risk management � Supply chain exceptions � Business intelli-
gence � Collaboration

1 Introduction

In many supply chains world-wide, the parties are becoming aware that their complex
supply chains also become vulnerable for various type of risk. Companies are striving
for secure, robust, and less vulnerable supply chains, and their SCM strategies more
and more ‘‘risk-oriented’’. Risk management is closely related to the management of
business exceptions. The exceptional incidents, themselves albeit not necessarily
risky, are early risk indicators and will possibly escalade to severe accident if they are
not properly detected and corrected in time.

Risk management addresses the vulnerability of the business system (a company,
or a supply chain), which is the condition in which an exception will turn into a risk.
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Since a system is only ‘‘as strong as its weakest link’’, the risk management over a
supply chain has to be founded on the risk management in each of partner companies
in the chain. Decision made in a partner company influences, and can be influenced by
those in other organizations. This is common in today’s supply chains: business
activities are highly specialized because of the complexity of the international trade,
logistics and transport. Lots of operations involve outsourcing and service-providing,
in the form of delegating responsibilities and handling process on trade partner’s
behalf [1], which creates problems like low visibility in supply chain management,
loss of confidence [2], sub-optimal supply chain management [3] and supply chain
vulnerabilities [4]. With low visibility, business exceptions and disruption may occur
without being noticed by the management [5].

Business intelligence (BI) is playing a fundamental role in supporting decision-
making and risk management in business organizations [6]. It enhances managers’
visibility on the status and performance of the organization, enabling proper man-
agement control. A well-known philosophy of control is so-called ‘‘Management by
exceptions’’, in which management can be described as a reflex arc of monitor-control
loop: the manager perceives the environment of a company, forms an expectation, and
decides on the operations planning; additional decisions will be made when deviations
occur. Once an exception is detected, the manager needs an explanation ‘‘why the
exception occurred’’, so that he or she can make informed decisions on subsequent
(re-) actions – whether and how to treat the exception.

BI provides good facility supporting and automating the exception analysis. In
recent years, with the prevalence of Enterprise Resource Planning (ERP) systems and
the rising awareness of the strategic value of business data, companies continuously
collect data about its internal operations and external environment. BI and analytics
has been vigorously applied in industry, translating data into a competitive edge [7].
‘‘Management by exceptions’’ is then endowed with new implication of ‘‘detecting
and managing risks proactively’’, rather than the old ways of ‘‘reactive fire-fighting’’
[8], with the new terms of Risk Management or Risk Based Decision Making.

The analysis of exceptions is an important exercise to understand the risk prop-
agation, especially in the supply chain context: how a seemingly small exception
causes a catastrophic system-wide failure (see e.g. [9], Chap. 13). If such weak signal
of risk can be detected early in time, it leaves more space for reaction and mitigation
[8]. Presumably, the pattern of risk propagation must be implied in the historical
events records of business exception. Yet, to our best knowledge, currently there is
hardly any research on the general methodology for systematically analysing business
exceptions in supply chains.

In this paper we focus on the role of BI in risk management and work towards a
general methodology to improve the management of exceptions taking place in and
across companies. The paper is organized as follows. The next section reviews the
requirements of risk management. Section 3 discusses how BI can be applied in the
analysis of risk. A case study is shown in Sect. 4 to investigate the real world
application and implementation, with discussion and conclusion in Sect. 5.
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2 Requirements for Business Intelligence in Risk
Management

In modern supply chains, risk assessment is a collaborative effort, as the operations
dependency inevitably binds the management control efforts of partner companies
together. This proposes new challenges for risk management and at the same time for
the BI application. Here lists two of these challenges. First, the collaborative man-
agement needs ‘‘distributed intelligence’’ from both internal and external sources
(distributed BI), that is, sharing intelligence across organization borders [10]. Second,
management on the quality of shared information also becomes more challenging
[11], because the quality of BI analysis result is bounded by the quality of input data,
and because external control power is weaker in general to ensure data quality.

2.1 Data Analysis in Supply Chains

In the supply chain context, the analysis of exceptions involves heterogeneous data
shared by multiple companies, i.e. the event logs which are shared during business
transactions between trading partners (see the data pipeline in Fig. 1). Integrating
these data to form a data view gives rise to the challenges of interoperability [12].
Here we limit the discussion to logistic services. Interoperability comprises three
aspects that are closely interrelated, namely (1) the logistic services resulting in
business transactions, (2) the semantics of shared data, and (3) the choreography of
business. The semantics of data is a precondition for processing data automatically.
The choreography needs to be known to derive the status of physical processes and the
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business transactions which refer to logistic activities that are performed, e.g. transport
of cargo containers. As such, these three aspects are part of the managerial model
relevant for monitoring supply chain networks.

Under the assumption that companies share data electronically, a data capture
algorithm can crawl these event logs regularly. And the data can be fused to compose
a supply chain view, organized in a ‘‘business event store’’. A condition is that all
the involved companies adhere to the same semantic model. Transformations can be
implemented in case a company adheres to another semantic model than agreed.

The business event store may contain duplicated data for different business events,
i.e. (almost) identical data can be stored for two or more business events that are
related to different companies. For instance, two reports for a container may be stored,
referring to the delivery and the acceptance events of the container. The data fusion
component needs to identify that these two reports are related, referring to the same
business transaction involving the logistics service provider and the cargo receiver.

The data fusion functionality has to mine the association amongst the event logs
by matching the following properties of logistic service:

• Business transaction identifier: e.g. a Unique Consignment Number assigned to
each complete chain of transportation

• Sender/recipient: which construct the customer/service provider relation for each
transaction

• Place and time: each business event associates to a place and time, e.g. place and
time of acceptance and of delivery

• Transaction hierarchy: this allows for decomposition of logistic activities, e.g. a
journey of container transport may consist of several stretches of transportation

2.2 Risk Assessment in Supply Chains

We focus on the operational aspect of risk, i.e. the event or organizational behaviour
that disrupts normal business operations. A risk-based management control for a
networked organization, such as companies in a supply chain, requires the integrated
‘‘Governance, Risk and Compliance’’ approach (GRC). Control is to align the
behaviours of a company’s internal departments’ as well as its partners’. Meanwhile,
as a member of the supply chain, it must also make sure its own behaviour complies
with external norms and regulations.

Inter-organizational cooperation and control is based on trust [13, 14]. In lights of
accounting theory, the risk assessment in a networked organization is in fact the
assessment on the ‘‘trustworthiness’’ of an organization, i.e. whether the organization
under question has enough capability in controlling its operations so that the uncer-
tainty of deviation is contained within certain level. Thus, risk assessment is the
auditing analysis on the focal organization itself and on its partners, and the assess-
ment has to be done on three tiers:

1. Operations tier: assessing the risk level of the business operation (in the con-
trolled system), according to operations standards.
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2. Compliance tier: assessing the risk level of the management system (or, the
controlling system), i.e. its capability to align the operations with regulations.

3. Governance tier: assessing the risk level of the configuration of the business
network (the design of controlling system), with criteria of how the management
system adapt itself and maintain its control capability for new risks.

Risky events and impacts on the first tier can be directly measured and assessed by
analysing the shared data. The second tier assessment may be done by internal or
external auditors; sometimes external audit is required by law. BI could lend support
to these two assessments with its analytical power. The third tier assessment can be
simulated [15], but it remains an open question how it can be done analytically
with BI.

Information quality can be a risk source itself that subjects to assessment. The
quantitative assessment can be done on the first and second tier, on the capability of the
data provider for the quality assurance. Alternatively, the qualitative assessment may
find some indicator from third party reference: if a trusted partner uses the same shared
information for managing its own risk, this information should be reliable [5]. Later in
Sect. 3, we will discuss how the quantitative assessment can be supported by BI.

2.3 Risk Assessment for Compliance Management

Compliance has been identified as a requirement for risk management [6]. For a
networked organization, the compliance requirement may originate either externally
from regulations like Sarbanes-Oxley Act, or from self-imposed imperatives for
implementing its business model. For the latter, the focal organization would like to
control its business process according to its customer’s compliance requirement, so as
to offer value-adding service beyond the value of a business service output. For
example, a freight forwarder can provide extra value to its importer client if it properly
makes use of its knowledge of preferential trade agreement to reduce import tariffs.

Information technology can automate the verification of operational compliance
against the requirements. Turetken, Elgammal, Van den Heuvel and Papazoglou [16]
introduced a conceptual model to facilitate the adaptable compliance management.
The model allows specifying compliance rules formally, which can be used for
checking on operations data. The model explicitly decouples compliance management
from business process management (BPM), which suits the second tier of risk man-
agement and introduces an opportunity for distributed BI application. Meta control,
i.e. controlling BPM system’s capability for compliance, can be supported by BI, for
instance, in discovering of exceptional operations that are not yet restricted by current
compliance specification and leading to the derivation of (new) risk rules.

3 Business Intelligence Supported Risk Analytics

Modern management system, such as ERP, records business data in large volume, but
overloaded information is a problem for human decision maker, as it confounds him/
her from realizing the true status of the system, causal relationship between
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exceptions, and the effect of treatment measures [17]. To avoid this, reports are
generated by aggregating the data before presented to the manager. When the manager
is examining the report, he/she is looking for extreme or unexpected items and tries to
find explanations using analytics, i.e. reversing the process of report generation,
drilling down in a managerial model, or using additional knowledge possibly from
external sources.

The use of analytics in business can be roughly grouped into two parts. First,
descriptive analytics captures the pattern of systematic emergence in the company or
the environment. The description usually supports prediction. Examples are the data
mining algorithms like clustering, classification and association, applied to identify
the events which can possibly lead to disasters. Although descriptive analytics does
not presume any expectations, the analyst usually looks for ‘‘interesting’’ patterns
when interpreting the results. In this process, implicit background knowledge is
applied in searching for (mental) exceptions [18].

Secondly, diagnostic analytics reason about the causal relations of those patterns.
The goal for this type of the analysis is to restore or verify the mechanism of a
sequence of events [18], e.g. the operations in the company. The conclusion usually
leads to decisions for adjustment and improvement of the system. Exemplary analysis
questions are ‘‘why the company performance is not as expected’’ – for improving
performance of the managed system, and ‘‘why certain exceptions have not been
detected by current monitors’’ – for adjusting the management system. Audit analytics
also falls in this category, analysing the risk of fraud and/or unintentional errors in
accounting systems [19, 20].

3.1 Business Intelligence and the Organization of Information

Business Intelligence is the collection of procedures to reduce the volume of infor-
mation that the manager need to take into account when making decision. The
information-reduction is done by organizing (extract-transform-load, ETL) transac-
tional data into a multi-dimensional database (data warehouse or OLAP), in which
large volume of operational details can be abstracted, aggregated or computed into
business reports, using BI techniques (see Fig. 1).

This process involves both the managerial model and the technical model of
information organization. On one hand, the organizing of information is in essence
driven by managerial purpose, i.e. the managerial model. For example, the accounting
process, which in general is a BI process, aggregates transaction records in various
documents such as journals, general ledgers and financial statements for operating,
financing and investing purposes respectively [20]. The organization of these docu-
ments codifies the managerial model. For instance, the general ledger, recorded using
double-entry book-keeping, is a codified management system which internally con-
trols balance between two accounts involved in each transaction [20]. On the other
hand, the technical model organizes information for an analytical purpose. Organizing
business data in the form of tables helps to highlight contextual similarities among the
data, providing important support for the business analyst. For instance, aligning
records chronically, e.g. transport volume in multiple periods, can show the temporal
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changes and trends in the record set. As a special case, OLAP is a useful tool to
analyse multi-dimensional, hierarchical data interactively, with the standard drill-
down, roll-up and slice operations [21]. From an analytics viewpoint, the managerial
model provides an ontological structure of the information [12], while the technical
model gives a storage structure, also known as data structure in computer science.
Combining these two models gives a data view of the business activities taking place
in the managed and the management systems.

3.2 The Learning Cycles

We argue that risk analytics is an important component of the control mechanism for
risk management, as a strategic process of organizational learning that extends the
philosophy of ‘‘management by exception’’. The importance of analytics lies in the
necessity of ‘‘meta-control’’, that is, adapting the existing management control system
to cope with the internal and external changes and risks.

The management system (e.g. the ERP in a company) monitors and controls the
business processes, which deliver value to customers and form competitive compe-
tence. It automates the routine tasks of detecting and treating operational exceptions,
because the business knowledge are codified into the build-in controls of the system
(in form of business rules or constraints) in a ‘‘plan-do-check-adjust’’ cycle. With
automation, management systems can help with handling these routine tasks in large
volume, e.g. managing thousands of transactions. However, their monitor-control
capability is limited to the codified business rules and constraints, so they cannot deal
with the ‘‘new’’ changes or the exceptions out-of-scope of the rules. These exceptions
are left to the responsibility of human managers.

The ‘‘new’’ exceptions are on a higher system level than the management system
ergo not directly visible, but they affect the output of the managed system (e.g. the
performance of the company): therefore, they must be detectable by analysing the data
collected or generated by current management system. The analysis results in new
business knowledge that equips the management system for controlling similar
exceptions in the future. Ideally, the managers hope to continuously meta-control the
management system, automating the process using BI [19].

Figure 2 reflects the logic of the control and meta-control mechanisms. It depicts
the monitor and control activities as the centre of supply chain risk management. Here,
we interpret monitoring as all activity, instruments, models and procedures dedicated
to the task of observing, inspecting or supervising supply chain processes. Monitoring
takes actual data about stakeholders, transactions, logistical operations and security
status as inputs together with norm data (the business knowledge of what is normal).
Subsequently, it interprets any discrepancies between actual and norm data, and infers
about the likelihood that risk events occur. Control takes the resulting assessments and
uses risk rules to determine if and which risk mitigation measures are needed. The
mentioned risk rules are primarily imperative rules that define preconditions or control
triggers and a mitigation action. The mitigation action could be a local corrective
measure, to be taken by the actor according to predefined norms, or it could be a
signalling action to communicate with stakeholders.
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3.3 A General Model for Business Analytics

Before the analytic process can be automated, its procedure should first be formalized.
The lexical definition of exception is ‘‘an instance that does not conform to a rule or
generalization’’ (thefreedictionary.com), which implies the comparison of the actual
instance to a norm. Our discussion on business analytics is largely based on previous
works of causal analysis and explanations, based on the assumption that the data are
organized in an OLAP structure [21–24]. In general, one can always organize the
information of the analysis context into an OLAP-like structure, and then start to
analyse.

The analysis of exceptions takes the canonical format of [24]:

ha;F; ri because Cþ; despite C� ð1Þ

where ha, F, ri is the triple for exception detection, and the exception is to be
explained by the non-empty set of contributing causes C+ and the (possibly empty) set
of counteracting causes C�. The diagnosis analysis is to explain why the instance
a (e.g. the ABC-company) has property F (e.g. having a low profit) when the other
members of reference class r (e.g. other companies in the same branch or industry) do
not.

The information structure of r has the general form of y ¼ f xð Þ, where
x = (x1, x2, ���, xn) is an n-component vector. In words, certain property value of
a which is important for decision making, denoted by y, is dependent on other
property values x in the information structure of r.

We can use the information structure to estimate the norm value of y, given the
actual values of x. Exception-detection is done by studying the difference between the
actual and the norm value of y.

ya ¼ E yjxað Þ þ e; ð2Þ

where e�N 0;rð Þ. If the difference e is significant, i.e. |e| [ dr, ya is viewed as a
symptom to be explained. The user defined threshold parameter d depends on the

Monitor Control Output

Risk rulesNorma ve 
inputsStakeholder info

Transac on data

Logis cs data

Security data

Actual inputs

Learning

Learning
Learning

Learning
Learning

Fig. 2. Integrated monitor and control in supply chain risk management.
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application domain, and the estimation method for E yjxað Þ depends on both f(x) and
the application. A more general form of (2) is

ya ¼ E yjinfoð Þ þ e ð3Þ

where info stands for all kind of information available. For example, Alles et al. [25]
uses the information of sales of prior period xa

t�1 to estimate the profit of current
period ya

t . The symptom is explained by the influence of each xi, and the influence is
measured as

inf xi; yð Þ ¼ f xr
�i; x

a
i

� �

� yr; ð4Þ

where i ¼ 1; 2; � � � ; n, and f xr
�i; x

q
i

� �

denotes the value of f(x) with all variables
evaluated at their norm values, except xi.

For clarity, we distinguish the technical model from the managerial model in the
information structure. For example in OLAP (see equation system (5)), the variables
in a managerial model (shown as the functional relation g) can be organised into a
hierarchy by aggregation, such as summation or average (shown as the functional
relation h). Vertically, all variables in the managerial model are organised based on
the same aggregation relation h. Given that, the variables on a specific level of
aggregation follow the same business relation g, just as those variables on other
aggregation levels horizontally do.

In (5), the variables y and x are organized in an OLAP cube with l dimensions.
Each dimension has a hierarchy of qk levels, where k ¼ 1; 2; � � � ; l. In a specific
dimension k, variables on the hierarchy level qk are aggregated from the m elements in
the lower hierarchy level ðqk � 1Þ, and these elements are denoted respectively as yj

and xj, where j ¼ 1; 2; � � � ;m. Here, xj is an n-component vector, whose components
are denoted as xi;j.

y ¼ g xð Þ ¼ g x1; x2; � � � ; xnð Þ

yq1��� qk�1ð Þ���ql

j ¼ g xq1��� qk�1ð Þ���ql

j

� �

¼ g xq1���ðqk�1Þ���ql

1;j ; � � � ; xq1���ðqk�1Þ���ql

n;j

� �

yq1���qk ���ql ¼ h yq1��� qk�1ð Þ���ql

j

� �

¼
X

j

yq1��� qk�1ð Þ���ql

j

xq1���qk ���ql ¼ h xq1��� qk�1ð Þ���ql

j

� �

¼
X

j

xq1��� qk�1ð Þ���ql

j

ð5Þ

With the information structure available, we can look at lower level of detail for
explanation by drilling down. For example, if there is a significant symptom ey

j in the

OLAP model h, detected by ya ¼ Eh yjya
j

� �

þ ey
j , we can drill down the managerial

model g for explanations, using ya
j ¼ Eg yjjxa

j

� �

þ ex
j . A necessary condition to obtain

sensible explanations by drilling down is consistency of the normative estimation, i.e.
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Eg yjxað Þ ¼ Eg

�

h yj

� �

jh xa
j

� ��

¼ h
�

Eg yjjxa
j

� ��

ð6Þ

This condition in relation with g usually holds for the OLAP model, but should be
checked for (statistical) managerial models in general. This issue is studied in depth
for ANOVA models in OLAP databases [21].

3.4 Analytic Procedure

For the analysis of risks, the following two key tasks are the most intricate in the
analysis process: (a) How to find an appropriate normative model to detect exceptions,
and (b) How to find the real causes to explain the relationship between the exceptions.

The normative model plays a central role in qualifying a feature as normal or
exceptional. The firstly used normative models to detect symptoms are usually the
codified business constraints in the management system, such as plans or budgets.
Peculiarly, in the subsequent diagnostic analysis to explore a sensible explanation, the
choice of the normative model for the operational level of analysis relies to a large
extent on the choice of the analysis context (i.e. the reference class: a class of business
object whose common features bares the information of ‘‘what is normal’’), because
the analysis goal is usually an open question. For instance, in analysing ‘‘why the
monthly transport volumes of this year are low’’, the decrease in transport volume may
due to either the drop in internal efficiency or the deteriorated global economy. In the
former case, the figures of the company’s monthly volumes in last year are used as
reference, while for the latter the reference would be other companies’ transport
volume figures.

In the exploration for the subsequent normative models, statistics are usually
applied to the analysis context. With a data driven (bottom-up) approach, the method
for choosing a proper reference class can be ‘‘softening’’ the set of business constraints
used in the management system for a particular monitor, using an un-slice operation in
OLAP. Softening business constraint is a useful technique for analysis. The un-slice
operation takes the union of the data sets which correspond to different parts of the
system. It thus expands the analysis scope, so that the patterns on a larger system scale
can be revealed. For example, in the time dimension, the trend or fluctuation of a
variable over time can only be seen on a time period, but not at a time point. Besides,
expanding the scope by un-slicing is in itself an attempt of exploration, for instance in
searching for those exceptions whose impact only takes effect after a time lag [19].
This in general helps the analyst to involve extra data by extending the current
information structure: in any case, one can always organize the information of the
analysis context into an OLAP-like structure, and then start to expand.

The reference class is always defined by a set of constraints. Reminding of the
codified business constraints in the first place, the exploration for an appropriate
reference class can be regards as a ‘‘meta-control’’ process that diagnoses and reflects
upon the detective power of the current set of constraints, performed by the analyst.
The exploration thus iteratively applies the detective and diagnostic processes on the
design of the analysis method.
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To find the causes, correctness and relevance are two important criteria for
evaluating the causal explanation. The correctness of the models in the information
structure is a premise for finding the real cause. If the model doesn’t capture the
business correctly, the reference model would be based on a false assumption, and it
would then be incapable even in explaining a normal effect. As a result, the model will
possibly raise many false alarms. The relevance concerns the usefulness of the
explanation for decision support. A counter-example is the explanation presented at
the wrong level of detail (also pointed out in [18]). The method for the evaluation of
the correctness and relevance generally rely on the background knowledge of the
application domain.

Here we propose a general procedure for the analytics, with considering the
practical methodology of data analysis [26]:

1. Define problem: define analysis goal and choose the variable which is important
for decision.

2. Establish context: abstract and explicitly specify the information structure (or load
from a knowledge base, if available). The context is usually connoted by the
source of information from which the business report was generated. Sometimes
external sources need to be included to enlarge the context, depending on the
analysis goal.

3. Identify exceptions: choose appropriate reference class, estimate the norm, and
apply it to actual data. Despite the wishes for fully automated analysis, the der-
ivation of the norm remains an interactive process in which several practical
aspects demand lots of background knowledge from the analyst (see Sect. 4).

4. Generate explanations: relate the exceptions in different parts of the business
system and reason about the causal relations.

5. Interpret results: review the explanations. In case the results does not sufficiently
supports decision, repeat step 2 to 5.

4 Illustrative Case

The case study shown here is an on-going research a freight forwarding company
(referred as FFco herein after). In this case study, we would like to investigate the way
in which the conceptualization of risk management improve the (re-)design of FFco’s
risk management and progressively improve their operations excellence. The research
has two objectives. On the management perspective, we want to research the sys-
tematic method for translating the risk-oriented SCM strategy into operable and
preferably automatic control mechanisms. On the technical perspective, we are
developing a prototypical BI solution to support the collaboration of risk management
in supply chains (see Fig. 1).

4.1 Background

Freight forwarding companies resume the orchestrator role in organizing the border-
crossing transport of a container [27]. In this case, we focus on FFco’s customs
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brokerage business, as it involves a lot of information processing. As a customs
broker, FFco prepares and submits declarations of the containerized cargo on its
clients’ behalf (c.q. importers or exporters) to obtain clearance through customs
frontier. The declarations have to provide evidence that the cargos are in compliance
with international trade regulations, such as safety and security, tax and tariff, vet-
erinary, phytosanitary and/or food inspections.

The correctness of the information stated on the declaration is a major concern.
Although an incorrect declaration may be merely a result of human error, it could be
regarded as an intentional fraud, resulting in penalties or other legal charges to either
FFco or its client. This will bring damage to its reputation and customer relations
besides the financial losses. What makes the situation more intricate is that FFco as a
broker is dependent on the client to provide the correct information while it as a
declarer is responsible for the correctness. For mitigating this risk, FFco endeavour to
streamline its information systems to assure the data integrity during internal
exchange. However, lots of domain knowledge is required to verify the correctness of
declarations, therefore a specialist is appointed to do this task manually.

4.2 Approach

We apply a so-called ‘‘risk template’’ to fully comprehend the risk scenario in the
supply chain setting (see Table 1). The template is also a risk registration that doc-
uments and reflects the way risk management solutions have been developed and

Table 1. Risk template for FFco’s customs declaration procedure.

Risk or 
exceptions: Non-compliance of customs declaration Risk owner: FFco,  

its client 
Business 
activity: 

Customs 
declaration 

Impact  High/Medium/Lo
w 

Probability  High/Medium/Low 

Risk 
Indicator(s): Incorrect 

information 
provided by 
the client and 
used for the 
customs 
declaration

Party(-ies) 
involved in 
the 
transaction: FFco,  

its client, 
government 
agencies

Party(-ies)  
to be notified 

(in case of 
exception) 

1. ex-ante: consult 
with the client to 
verify the info 
2. ex-post: notify 
government 
agencies of errors, 
and re-submit a 
corrected 
declaration 

Required 
normative  
doc / info 

brokerage 
knowledge: 
1. regulations 
2. knowledge 
on the client’s 
(historical) 
business 

Current 
practice of 
check / control

(using what 
info/doc as 
norm?) 

Manual check: 

1. ex-ante 
verification 
(using brokerage 
knowledge) 

2. ex-post audit 
(feedback from 
gov.) 

Suggested 
practice of 
check / 
control 

(using what 
info/doc as 
norm?) 

Manual checks 
supported by data 
analysis tools: 
Suggestions on 
possible errors 
using the normal 
patterns of the 
client’s business 
(Inferred from 
historical 
transactions using 
data mining) 

Required 
monitor 
measure(s), or 
check / control 

Check 
correctness of 
information on 
each 
declaration 
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implemented, serving as a record trail for meta-controlling the capability of risk
management solutions. As the risk and its indicators have been identified in the
research background, we first analyse the business relations, by identifying the parties
whose interest may be harmed by the risky incidence and thus will be benefited from
improved risk management. In this case, the improvement will not only contribute to
FFco’s operations excellence, but also strengthen its cooperative relationship with the
client [13, 14], because the incorrectness in declaration information could be an
indicator of SCM problems in the client’s operations. Secondly, we map the processes
to understand in which step /business activity the risk could occur (see Fig. 3), and
further analyse and evaluate the current monitor-control mechanism at that step,
including the information (exchange) requirement for detecting and correcting the
risk. From these analyses we can lastly conclude whether current mechanism is suf-
ficient or not and derive the desired monitor-controls.

4.3 Business Intelligence (Re-)Design

The analyses in the risk template suggest that the best mitigation would be to control
the information quality at the source, that is, at the client’s SCM processes. However,
this is out of reach of FFco’s operations management. FFco decided to improve the
analytical capability of its information systems, as part of its risk-oriented continuous
management improvement.

The BI’s role in decision support in FFco is twofold. It is first of all a detection
measure. Data mining techniques such as exploratory data analysis (EDA) [28] and
Apriori algorithm can be applied to extract the normal patterns in historical decla-
rations and help detecting possible errors in a (new) declaration. Exemplary excep-
tions could be a numerical value which deviates significantly from its historical
average e.g. a container carrying shoes being impossibly over-weighted, or a rare
combination of categorical values e.g. the combination of an exporter and a type of
product it never sells indicating a possible error. In the analysis on the correctness of
customs value, an OLAP-like structure can be used, in combination with the EDA
method, to investigate the calculation procedure of customs value. This can further
trace the error to the information sources with which the custom value is determined
(e.g. the accounting system which documents the transactions of international trades).

The second role of BI is a ‘‘knowledge distiller’’. The normal patterns extracted by
BI can be codified and stored in a knowledge base. Although the capability of the
knowledge base is still too limited to replace human decision making, it could anyhow
grow asymptotically and complement the work of human specialists by making
suggestions. Such knowledge management, as a preventive measure, can add to
FFco’s learning cycle for operations excellence.

Start
1. Collect 
required 

informa on

2. Validate 
external 

documents

3. Es mate 
Import or 

export value

4. Compile 
declara on

5. Audit 
declara on End

Fig. 3. Internal processes for the customs declaration.
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5 Discussion and Conclusions

When applied to support collaborative decision-making in supply chains, business
intelligence technology enhances the reflex-arc of management control on operations
level with its analytical power. It can also be used in a learning cycle to improve the
management control system on the governance and compliance level. Current busi-
ness databases contain massive amounts of data that carry important explicit and
implicit information about the underlying business process. In this paper we analysed
the management control situations where business intelligence technology can be
applied, and we have shown how general statistical methods can be applied to
automatically detect implicit patterns that are interesting to be investigated further for
risk assessment. In many cases the data itself include enough information to discover
unusual patterns or trends to be explored further, like in an OLAP database. The
process of examination is driven by accounting equations or drill-down equations and
can generate explanations supported by the data.

As part of the learning cycle for management improvement, the design and
implementation of BI in risk management have to base on a thorough understanding of
the supply chain operations, management control and the sources of risks in the
company. In the on-going case research, we want to evaluate the pragmatic usefulness
of the proposed methodology. The evaluation will contribute to the change manage-
ment for adapting the existing management control, which ensures a successful
deployment of the BI solution. There are three domains of evaluation: procedural
evaluation, behavioural evaluation, and analytical evaluation of risk effects.

The procedural evaluation deals with procedures and design choices of the risk-
based monitor control. It systematically records the way risk management solutions
have been developed and implemented, i.e. the actual and desired monitoring and
control process, using the risk template. Behavioural evaluation considers the adop-
tion of the monitor-control implementations in daily operations. This part of the
evaluation looks into how people work with the implementations, how their decisions
are affected by these implementations, and how they perceive the increased visibility
of the supply chain could be utilized for the benefit of operations enhancement. This is
important because, in the end, even technically advanced systems may not be used to
their full extent, if people are unwilling or unable to adopt the technology offered to
them. The analytical evaluation bears upon the measurement of risk effects following
the implementation of developed monitor-control instruments. The emphasis is on the
effects on risk, i.e. how the monitor-controls reduce the risk occurrence or its impact.
In addition to empirical data, simulation studies can be employed to obtain a generic
view of the consequences of the developed instruments.
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Abstract. Logistic regression (LR) and naïve Bayes (NB) extensively used for
prediction of fault-proneness assume linear addition and independence that
often cannot hold in practice. Hence, we propose a Bayesian network (BN)
model with incorporation of data mining techniques as an integrative approach.
Compared with LR and NB, BN provides a flexible modeling framework, thus
avoiding the corresponding assumptions. Using the static metrics such as
Chidamber and Kemerer’s (C-K) suite and complexity as predictors, the dif-
ferences in performance between LR, NB and BN models were examined for
fault-proneness prediction at the class level in continual releases (five versions)
of Rhino, an open-source implementation of JavaScript, developed using the
agile process. By cross validation and independent test of continual versions,
we conclude that the proposed BN can achieve a better prediction than LR and
NB for the agile software due to its flexible modeling framework and incor-
poration of multiple sophisticated learning algorithms.

Keywords: Fault-proneness � Agile process � Object-oriented systems �
Software quality � Data mining

1 Introduction

As an important measure of software quality, fault-proneness refers to the probability
a software component contains at least one fault. For its prediction in object-oriented
systems, it is essential to have informative predictive factors [1] and a good prediction
model. There are many choices for predictive factors, including product metrics,
processing and external metrics, and other combinations of factors [2]. There are also
many choices for the prediction model which is as important as the predictive factors
in determining the accuracy of the fault-proneness prediction [3].

Logistic regression has been extensively used for fault-proneness prediction as a
benchmark method [4]. Recently, other learners such as decision tree [5], random
forest [6], naive Bayes (NB) [3], neural network [7] and support vector machine [8]
have been successfully used to predict fault-proneness.

These prediction methods have some shortcomings. For example, logistic
regression [9] assumes a linear and addictive relationship between predictors and the
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dependent variable (fault-proneness) on a logistic scale. This assumption is simplistic
and presents a critical constraint on the model [10]. Further, the form of logistic
regression also makes it difficult to combine qualitative predictors such as processing
or external factors with numeric product metrics. NB has the constraints of assuming
the conditional independence of predictors and the normal distribution of continuous
product metrics as predictors [11]. Recently, Pai and Dugan [2] used LR to construct
and parameterize their BN model which didn’t avoid the typical constraints associated
with LR. Other approaches such as random forest and neural network were black-box
models and less interpretable although having a good prediction performance.

In this paper, we present a Bayesian network as a flexible modelling approach.
We examine the performance of BN with its optimal learning algorithm (genetic
algorithm) in comparison with the LR and NB using the continual versions of the
open-source JavaScript tool, Rhino which has been developed using the agile software
development process. Our study shows that the learned BN was mostly better than the
LR and NB from the cross-validation test and from the independent test of the con-
tinual Rhino versions. The results suggest that our proposed BN modelling approach is
valuable as a prediction model of fault-proneness.

The agile software development strategy is an iterative and incremental approach
to software development which is performed in a highly collaborative manner that is
cost effective and meets the changing needs of its stakeholders [12–14]. Agile Alli-
ance defined 12 principles for the agile development process [14]. Olague et al. argued
that Rhino was a typical software product using the agile development strategy [15].
Their study showed that product metrics (e.g. C-K metrics) at the class level were
useful for the fault-proneness prediction of the agile OO systems. Therefore, our case
study uses the C-K metrics and the cyclomatic complexity metrics to examine the
difference in performance of the predictions (LR, NB and our proposed BN).

This paper makes the following contributions. First, we present the BN modelling
framework with data mining techniques for learning and optimization and demon-
strate its distinguishing features and advantages (more flexible network topology for
including quantitative and qualitative predictors, and wide choices and incorporation
of optimal learning algorithms) in comparison to the LR and NB models. Second,
based on the cross-validation with sensitivity analysis and the independent test of the
continual versions of Rhino, we show the superior performance of the learned BN.
Third, with detailed analysis of implication of the BN modelling approach in com-
bination with our series of studies, this study adds to the body of empirical knowledge
about the prediction models of fault-proneness.

2 Background

This section briefly introduces the metrics used, the agile-developed Rhino system
used for our study and the collection of metrics.
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2.1 Metrics Used

We use the Chidamber and Kemerer’s (C-K) metric suite and the cyclomatic com-
plexity metrics at the class level as predictors. The C-K metric suite has been
empirically validated to be useful for the fault-proneness prediction in many studies
[4, 15, 16] and so are the cyclomatic complexity metrics [17]. It is assumed that the
higher the metric value, the more fault-prone is the class.

In the C-K metrics implemented for this study, LCOM represents a later variation
of the original LCOM that has been shown to have a better predictability [18]. The C-
K metrics are listed below:

• WMC (Weighted Methods per Class): The number of methods implemented in a
class.

• DIT (Depth of Inheritance Tree): Maximum number of edges between a given class
and a root class in an inheritance graph (0 for a class which has no base class).

• NOC (Num. Children): A count of the number of direct children of a given class.
• CBO (Coupling Between Objects): Counts other classes whose attributes or

methods are used by the given class plus those that use the attributes or methods of
the given class.

• RFC (Response For a Class): A count of all local methods of a class plus all
methods of other classes directly called by any of the methods of the class.

• LCOM (Lack of Cohesion of Methods): Number of disjoint sets of local methods,
no two sets intersect, and any two methods on the same set share at least one local
variable (1998 definition).

The cyclomatic complexity can be computed for each of the methods [19].

• CCMIN: Minimum of all cyclomatic complexity of the methods for a class.
• CCMAX: Maximum of all cyclomatic complexity of the methods for a class.
• CCMEAN: Arithmetic average of all cyclomatic complexity of the methods for a

class.
• CCSUM: Sum of all cyclomatic complexity of the methods for a class.

2.2 System Under Study

Rhino [20], tested in this study, is an open-source implementation of JavaScript
completely written in Java. This system has been developed following an iterative
cycle from 2 to 16 months. The core components and their bug data of versions 1.5R3,
1.5R4, 1.5R5, 1.6R1, and 1.6R2 of Rhino were analyzed in our study. Fault reports of
Rhino were extracted from the online Bugzilla repository [21]. The change logs of
each version of Rhino listed the post-release bugs that were resolved for the next
version. Bug fixes were cross-referenced with classes affected by each bug/fix.

2.3 Collection of Metrics

We used the open-source Java metric toolkits for extracting the product metrics from
Rhino. Spinellis’s CKJM [22] has been integrated in our program to collect the C-K
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metrics, and CYVIS, a software complexity visualiser [23] has been adapted to extract
the cyclomatic complexity metrics at the class level from the Java class files.

Our initial analysis shows that, among the complexity metrics, CCMIN has little
contribution to the prediction and hence it is removed from the set of predictors. Also,
there is a large correlation between CCMAX, CCMEAN and CCSUM. This leads to
the problem of multicollinearity [15]. After comparing their correlation with the C-K
metrics, we select the complexity metric with a good predictability and less redun-
dancy of information. Consequently, CCMAX is chosen for our case study.

The metric data were generated from the core components used for our study.
Table 1 presents the descriptive statistics of predictive factors.

3 Modeling Techniques

This section describes the Bayesian modeling approach proposed in this study and
briefly introduces other methods used for comparison.

3.1 Learned Bayesian Network

Bayesian network (BN) has a flexible network topology. We can use techniques of
data mining and optimization to search for an optimal network and parameters to
generate a better model. Further, we can use optimal discretization techniques to
convert continuous metrics into discrete inputs for the BN.

3.1.1 Basic Model

Definition 1. A Bayesian Network B over the set of variables, V, is an ordered pair (BS,
BP) such that

(1). BS= G(V, E) is a directed acyclic graph, called the network structure of
B (E 2 V � V is the set of directed edges, representing the probabilistically
conditional dependence relationship between random variable (rv) nodes that
satisfies the Markov property, i.e. there are no direct dependency in BS which
are not already explicitly shown via edges, E) and

Table 1. Descriptive statistics of predictive factors used.

Version Items WMC DIT NOC CBO RFC LCOM CCMAX

1.5R3 Mean 14.79 0.81 0.35 6.04 37.29 228.27 20.75

STDEV 19.55 0.84 1.29 7.24 47.13 811.4 43.88

1.5R4 Mean 14.76 0.85 0.32 6.08 26.91 236.45 21.58

STDEV 20.06 0.81 1.28 7.61 48.13 851.95 47.72

1.5R5 Mean 14.85 0.86 0.34 5.96 36.86 234.21 19.24

STDEV 19.93 0.85 1.34 6.84 47.68 914.97 42.29

1.6R1 Mean 15.53 0.82 0.33 6.12 38.87 300.16 20.5

STDEV 22.84 0.82 1.56 7.54 53.7 1475.65 44.82
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(2). BP= cu : Xu � Xpu ! 0. . .1½ �u 2 Vf g is a set of assessment functions, where the
state space Xu is the finite set of values for the variable u; pu is the set of parent
nodes of variables for u, indicated by BS; if X is a set of variable, XX is the
Cartesian product of all state spaces of the variables in X; cu uniquely defines the
joint probability distribution P(u|pu) of u conditional on its parent set, pu.

Let c be the ‘‘faulty’’ rv of a class and its state space Xc be binary, then
Xc = {‘‘faulty’’, ‘‘faultless’’}. In a specified BN, if some evidences are given, we can
get the posterior probability or belief of c = ‘‘faulty’’ as the fault-proneness by cal-
culating the marginal probability:

Bel c ¼ ‘‘faulty’’ð Þ
X

ui2V ;ui 6¼c

p u1; u2;. . .; c; . . .; un

� �

ð1Þ

where pðu1; . . .; unÞ ¼
Q

ui2V
pðuijpuiÞ is the joint probability over V.

In practice, we often use the efficient algorithm of exact inference or approximate
inference rather than the marginalization of the joint probability to compute Bel.

3.1.2 Optimal Discretization by Learning
According to Definition 1, we need to generate the discrete state space Xu of u as
inputs to the BN when the predictor u is continuous. As the predictive factors used in
our study are quantitative metrics, discretization is necessary. There are two classes of
discretization methods: supervised and unsupervised. We used a supervised method,
the optimal multi-splits algorithm proposed by Elomaa and Rousu [24], which is based
on the information theory. This algorithm finds the optimal cut-points of a continuous
predictor based on the discretization’s contribution to the classification prediction. The
algorithm is recursively run to identify the optimal splits [25].

3.1.3 GA for the Network Structure
There are two kinds of learning methods for a BN structure: the conditional inde-
pendence test and the search of the scoring space. Since our goal is to obtain a BN
with the best performance, we prefer the latter because it can generate a BN satisfying
the Markov property and achieve an optimal prediction. In learning of an optimal BN,
a quality score is required to measure the network’s quality. There are three kinds of
score measures that bear a close resemblance [26]: Bayesian approach, information
criterion approach, and minimum description length approach. We used the Bayesian
approach that uses the posterior probability of the learned network structure given the
training instances as a measure of the structure’s quality.

There are different algorithms for searching the optimal Bayesian network. In our
study, we used the genetic algorithm (GA) because it can better explore the search
space and therefore has a lower chance of getting stuck in local optima [27]. It is more
likely to find the globally optimal solution.

GA is based on the mechanics of natural selection and genetics (‘‘survival of the
fittest’’) and it aims to find the optimum with structured yet randomized information
exchange among encoded string structures. It evolves by repeating the following
steps: initialization or re-formation of the population, evaluation and selection of
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individuals, crossover and mutation for generation of offspring until the maximum
quality score is obtained or the maximum evolution time is used up. To learn an
optimal BN, a connectivity matrix C = (cij)i,j = 1,…,n is used to encode the BN: if j is a
parent node of i and i [ j, cij = 1; otherwise, cij = 0. Then the BN can be represented
by the string that consists of the elements of C [28]. The inequality i [ j ensures the
assumed ancestral order between the variables. Using the general GA for the strings
that encode the network structures, we can find the optimal BN. For details, see
[27, 28].

In our study, the GA parameters were set as follows: descendant population
size = 100, population size = 20, crossover probability = 1, mutation probabil-
ity = 0.1, random seed = 1, and run time = 50.

3.1.4 Learning of the Network Parameters
After the network structure is found, the conditional probability table (CPT), i.e.
implementation of assessment functions in BP of the BN (Definition 1) needs to be
estimated from the database of instances. We used the Bayesian estimator which
assumes that the conditional probability of each rv node corresponding to its parent
instantiation conforms to the Dirichlet distribution [29] with local parameter inde-
pendence: Dða1; � � � ; ai; � � � ; asÞ with ai being the hyperparameter for state i.

The Dirichlet-based parameter estimator assumes independence of local parame-
ters which may not be true in practice. This can result in biased parameters. We can
use classification tree to improve learning while avoiding the assumption [29].

3.1.5 Probabilistic Inference
The constructed BN model can be used to make an inference of the probability
prediction of the query (target) variable (‘‘faulty’’ or ‘‘fault-free’’), given the nodes of
predictors. There are two kinds of inference: exact inference and approximate infer-
ence. Exact inference uses all the information of nodes in the BN to make the
probability inference. It has a higher prediction accuracy than the approximate
inference, which makes the inference through sampling [29]. For a large-scale con-
nected BN, the exact inference is a NP problem and the approximate inference is
preferred. But, in our study, as the learned network is relatively simple (with less than
8 nodes), the exact inference of the BN’s polytree [29] is used, partly because it is
more efficient than the marginalization of the joint probability.

3.2 Other Methods for Fault-Proneness Prediction

We also used logistical regression and naïve Bayes for comparison with the Bayesian
approach described in Sect. 3.1.

Logistic regression (LR) is a technique of probability estimation based on maxi-
mum likelihood estimation. In this model, let Y be the fault-proneness of a class as the
dependent variable (Y = 1 indicating ‘‘faulty’’ and Y = 0 ‘‘fault-free’’) and Xi (i = 1,
2, …, n) be the predictive factors. LR assumes that Y follows a Bernnouli distribution
and the link function relating Xi and Y is the logit or log-odds. Also, the predictive
factors, X, are linearly and addictively related to Y on a logistic scale. This may be too
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simplistic and can introduce bias [10]. Further, LR uses only quantitative factors for
the prediction and constrains the inclusion of other factors such as processing or
external factors.

Naïve bayes is a simplified Bayesian approach with a single structure of a target
node and multiple evidence nodes with the assumption that the predictive factors are
conditionally independent given the class attribute (C = ‘‘fault-free’’ or ‘‘faulty’’).
The two assumptions of naïve Bayes, namely, the conditional independence and the
normal distribution of continuous predictors, may not hold for some domains (pre-
dictive metrics) [11], thus affecting its prediction performance.

4 Data Analysis

The data analysis involves four steps: feature selection, multicollinearity analysis,
modeling and prediction, and evaluation.

4.1 Feature Selection

Feature selection selects the correlative and informative features (factors) for learning
and prediction. As Pearson’s correlation only measures the linear correlation and may
omit nonlinear information, we use the information-based feature selector, Informa-
tion Gain Ratio (GR) [30]. GR takes into account the information that each feature
contains and measures the gain ratio given the feature to be assessed.

If a predictor is continuous, it is discretized before computing its GR. Table 2
shows the GR of the metrics used for each of the chosen Rhino versions. CCMIN with
GR of 0 will be removed from the set of predictors.

4.2 Multicollinearity Analysis

For multicollinearity analysis, we can use the combination of predictive factors with
less redundancy information for a better learning and prediction for LR and NB.

Table 2. GR of C-K and cyclomatic complexity.

Metrics 1.5R3 1.5R4 1.5R5 1.6R1 1.6R2

WMC 0.23 0.21 0.14 0.23 0.26

DIT 0 0.09 0 0.18 0.12

CBO 0.36 0.24 0.13 0.22 0.2

RFC 0.49 0.24 0.22 0.3 0.26

LCOM 0.28 0.29 0.26 0.2 0.13

NOC 0 0.18 0 0 0

CCMIN 0 0 0 0 0

CCMAX 0.51 0.21 0.12 0.18 0.16

CCMEAN 0.29 0.18 0.12 0.17 0.12

CCSUM 0.11 0.22 0 0.16 0.13
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The variance inflation factor (VIF) is often used to diagnose the multicollinearity and
weaken it [31]. If multicollinearity exists, by comparing the Pearson’s correlation and
removing one of the strongly correlative independent variables, or removing the
predictor with the maximum VIF value, the multicollinearity can be gradually
weakened until VIFs of all the predictors are equal to or smaller than 3. We directly
used the result of multicollinearity analysis in [15] since it analyzed the same system
(Rhino) and similar versions (1.5R3, 1.5R4 and 1.5R5) as ours. Thus, two combina-
tions of C-K metrics were chosen as sets of predictive factors (with VIF \ 3):

• C-K model 1: CBO, DIT, LCOM, NOC, and WMC;
• C-K model 2: CBO, DIT, LCOM, NOC, and RFC.

For the cyclomatic complexity metrics, Table 2 shows that CCMAX has a larger GR
for almost all the Rhino versions, which indicates its higher contribution to the pre-
diction. Further, there are large correlations between CCMAX, CCSUM and
CCMEAN (CCMIN is removed as its GR is 0). We select CCMAX as the predictor of
complexity because it has a better GR value and a weak correlation with the C-K
metrics (as shown in Table 3). Thus, CCMAX will be combined with those metrics in
C-K model 1 and model 2 to generate new sets of predictors.

4.3 Modeling and Prediction

For LR and NB, we choose informative combinations of predictive factors with less
redundancy information according to Table 2 and the above multicollinearity analysis.
As BN can model the complex probabilistic dependent (conditional) relationships
between predictors with its flexible network topology, we do not consider the mul-
ticollinearity issue and choose all the predictors with nonzero GR values.

The procedure of modeling and prediction follows the techniques described earlier
in Sect. 3. For the LR, the continuous product metrics are directly used as inputs since
its model is based on continuous attributes; for the NB, we use the pdf of a normal
(Gaussian) distribution for estimation. But for the BN, the continuous predictors are
discretized first, and then used in the modeling with fault data.

We evaluate the performance of these prediction methods in two ways. The first
method applied the usual 10 9 10 cross-folder validation. In this validation, the
dataset was randomly divided into 10 buckets of equal size. Nine buckets were used

Table 3. CCMAX’s correlation with CK-metrics.

Version WMC DIT CBO RFC LCOM NOC

1.5R3 0.45* -0.21* 0.47* 0.56* 0.25* 0.22*

1.5R4 0.46* -0.09* 0.44* 0.57* 0.25* 0.04*

1.5R5 0.50* -0.07* 0.36* 0.55* 0.29* 0.023

1.6R1 0.46* -0.05 0.37* 0.53* 0.21* 0.072

1.6R2 0.47* 0 0.38* 0.54* 0.22* 0.074

*: Correlation is significant at the 0.01 level (2-tailed).
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for training and the last bucket was used for the test. The procedure was iterated 10
times and the final result was averaged. For the construction of model, we used all the
instances for learning. The second method used the prediction model of one version to
predict the fault-proneness of the relevant classes of the next version (i.e. 1.5R3 for
1.5R4, 1.5R4 for 1.5R5, 1.5R5 for 1.6R1, and 1.6R1 for 1.6R2).

Besides, for the 10 9 10 cross validation, we also conducted sensitivity analysis to
test variation of the prediction using different sampling schemes to get the folds of
different training samples. Then, the statistics (mean, variance and confidence inter-
vals) of performance measures for the learning models were used to examine the
modeling uncertainty.

4.4 Evaluation Methods

We use the receiver operative characteristic (ROC) as the evaluation method. ROC
was originated from the signal detection theory and statistical decision theory.
It assumes that the binary signal is corrupted by Gaussian noise and the recognition
accuracy depends on the strength of signal, noise variance, and desired hit rate or false
alarm rate.

In a ROC graph, the horizontal axis represents 1-specificity and the vertical axis
the sensitivity. If we register whether an artifact is fault-prone as the signal (0
regarded as ‘‘fault-free’’ and 1 as ‘‘faulty’’), the 1-specificity refers to the ratio of the
instances detected as ‘‘faulty’’ among all the fault-free instances (a.k.a. probability of
false alarms, pf) and the sensitivity refers to the ratio of the instances also detected as
‘‘faulty’’ among all the faulty instances (a.k.a. probability of fault detection, pd).
Precision (p) is the proportion of the correctly predicted cases.

According to the definition of pd and pf, their range must be within the interval [0,
1]. A larger pd with a lower pf indicates a good prediction performance. When the
ROC point (pf, pd) is closer to the upper-left corner (0, 1), called ‘‘sweet spot’’ where
pf = 0 and pd = 1, the prediction model has a better performance. Often we cannot
simultaneously achieve a high pd and low pf. The balance is based on the Euclidean
distance from the sweet spot (0,1) to a pair of (pf, pd):

balance ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ððpf � 0Þ2 þ ðpd � 1Þ2Þ=2
q

ð2Þ

A higher balance indicates being closer to the sweet spot and a better prediction
performance.

ROC curve corresponds to a sensitivity analysis. We can set different values of the
threshold of the fault-proneness, p0, from 0 to 1, to calculate the value pairs (pf, pd) for
each threshold. Then we use these pairs to construct a curve with pf varying from 0 to
1. If the curve is closer to the sweet spot and more convex than another curve, then its
performance is better; if the curve is close to the diagonal line from (0, 0) to (1, 1), its
prediction performance is no better than a random guess [32].
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5 Results and Discussion

5.1 Learned Models

Our result shows that model 2 of NB had a better performance than model 1. Thus, it
is used for comparison against the LR and BN models.

Figure 1 shows the network topology of the learned BN for each of the four test
versions (1.5R3, 1.5R4, 1.5R5, 1.6R1).

5.2 Comparison by Cross Validation

Table 4 gives the comparison of the prediction models (LR, NB and BN) from the
10 9 10 cross-folder validation. The BN achieves a better pd (0.55–0.792) than the
NB, LR-model 1 and LR-model 2 for the chosen Rhino versions (1.5R3, 1.5R4,
1.5R5, 1.6R1 and 1.6R2). Further, for each version, the proposed BN keeps its pd
above 0.5 which demonstrates a high stability of prediction performance.

Relatively, for the test versions, both LR and NB have a lower and unstable pd
value (the LR’s pd ranges from 0.31 to 0.648 and the NB’s pd ranges from 0.345 to
0.519). Also, the BN’s balance is better and more stable than that of both LR and NB
although its precision is slightly lower than theirs.

ROC curves of the prediction models indicates that the ROC of the BN is mostly
closer to the sweet spot and more convex (also bigger ROC values) than those of the
LR or NB, which further indicates its better performance.

Our sensitivity analysis in 10 9 10 cross validation showed that different sam-
pling schemes resulted in the bias that could in turn affect the effectiveness of the
prediction. Further, even with small variation, BN still remained a better prediction
performance for fault-proneness, with an improvement in ROC of 10–14 % for LR
and 10–11 % for NB (1.5R3), 6–7 % for LR and 9–10 % for NB (1.5R4), 5–7 % for
LR and 10–15 % for NB (1.5R5), 6–7 % for LR and 5–8 % for NB (1.6R1), and
2–4 % for LR and 6–7 % for NB (1.6R2).

5.3 Validation by Continual Versions

For the fault-proneness prediction, a better validation is to use the prediction model
learned from one version to test the next version. This validation by continual versions
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Fig. 1. Network topologies of the learned BN for the chosen Rhino versions.

218 L. Li and H. Leung



is more useful for testing software developed with a highly-iterative or agile evolu-
tional strategy [15]. We used the models of LR-model 1, LR-model 2, NB-model 2
and BN learned with the class instances of the core components of one version to test
those of the next version with the same predictors (1.5R3 for 1.5R4, 1.5R4 for 1.5R5,
1.5R5 for 1.6R1 and 1.6R1 for 1.6R2). Table 5 shows the results.

For Rhino versions 1.5R3 and 1.5R5, all LR, NB and BN models present a low pd
and balance. However, for these two versions, the BN has a higher pd and balance
than those of LR and NB. For the other versions (1.5R4 and 1.6R1), the BN achieves a
much better pd and balance. The ROC areas of all the models are above 0.7, indi-
cating moderate to high precision.

Figure 2 shows changes of pd, balance and precision of the prediction models in
the cross-folder validation (a, b and c) and the validation of continual versions (d, e
and f). As seen in Fig. 2(a vs. d, and b vs. e), the pd and balance curves of the models
keep the same shape (two linked ‘‘V’’) and trend. The difference in shape between the
pd and balance curves is not large. Further, the core components of Rhino version
1.5R5 have the worst prediction performance either by the cross-folder validation or
by the validation of continual versions. According to the change log of Rhino [21],
since version 1.6R1, there was a major revision (to support ECMAScript for XML
(E4X) as specified by ECMA 357 standard) which represented a large change from the

Table 4. Comparison of the models by cross validation.

Version Model pd pf Precision ROC Area balance

1.5R3 LR-model1 0.4 0.031 0.727 0.784 0.399

LR-model2 0.4 0.031 0.727 0.755 0.399

NB-model2 0.55 0.061 0.647 0.778 0.546

BN 0.55 0.061 0.647 0.867 0.546

1.5R4 LR-model1 0.63 0.157 0.756 0.834 0.598

LR-model2 0.648 0.143 0.778 0.832 0.62

NB-model2 0.519 0.071 0.848 0.803 0.514

BN 0.722 0.129 0.813 0.89 0.694

1.5R5 LR-model1 0.276 0.052 0.615 0.756 0.274

LR-model2 0.31 0.052 0.643 0.767 0.308

NB-model2 0.345 0.063 0.625 0.697 0.342

BN 0.552 0.042 0.8 0.806 0.55

1.6R1 LR-model1 0.623 0.152 0.767 0.785 0.594

LR-model2 0.642 0.182 0.739 0.79 0.598

NB-model2 0.377 0.061 0.833 0.785 0.374

BN 0.792 0.242 0.724 0.84 0.681

1.6R2 LR-model1 0.627 0.231 0.681 0.796 0.561

LR-model2 0.609 0.185 0.721 0.804 0.567

NB-model2 0.392 0.046 0.87 0.77 0.39

BN 0.784 0.323 0.656 0.824 0.611
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Table 5. Comparison of the models by validation by continual versions.

Version Model pd pf Precision ROC Area balance

1.5R3 LR-model1 0.204 0.014 0.917 0.779 0.204

LR-model2 0.185 0.014 0.909 0.79 0.185

NB-model2 0.333 0.029 0.9 0.842 0.332

BN 0.407 0.014 0.957 0.847 0.407

1.5R4 LR-model1 0.724 0.281 0.438 0.795 0.606

LR-model2 0.724 0.292 0.429 0.795 0.598

NB-model2 0.552 0.156 0.516 0.745 0.526

BN 0.862 0.365 0.417 0.806 0.61

1.5R5 LR-model1 0.1892 0.015 0.909 0.78 0.189

LR-model2 0.208 0.015 0.917 0.758 0.208

NB-model2 0.245 0.03 0.867 0.822 0.244

BN 0.283 0.03 0.882 0.825 0.282

1.6R1 LR-model1 0.647 0.215 0.702 0.816 0.587

LR-model2 0.647 0.215 0.702 0.827 0.587

NB-model2 0.392 0.031 0.909 0.818 0.391

BN 0.843 0.338 0.662 0.832 0.627
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Fig. 2. Changes of pd, balance and precision by the cross-validation (a, b, c) and the
validations of continual versions (d, e, f).
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earlier versions. This additional functionality (non-fault cause) may result in the low
pd and balance of the models for this version 1.5R5 when making prediction for the
next version, 1.6R1 (Fig. 2d and e).

As can be seen in Fig. 2(a vs. d, b vs. e), the performance of the prediction models
(LR-model 1, LR-model 2, NB-model 2 and BN) by the cross-folder validation is
similar to that by the validation of continual versions. Overall, the performance by the
cross-folder validation is slightly better than that by the continual validation but for
the BN model, this is not the case for version 1.5R4 and 1.6R1. Further, the difference
in performance of the prediction models between the cross-folder validation and the
validation of continual versions is similar. The BN has achieved a better prediction
performance (a larger pd and balance) for each of the chosen Rhino versions either by
the cross-folder validation or by the validation of continual versions. The performance
of the NB and LR models is inconsistent (for version 1.5R3 and 1.5R5, NB is better
than LR; but for version 1.5R4 and 1.6R1, LR is better than NB).

On the other hand, the precision curves of the prediction models present an
unstable trend either by the cross-folder validation (Fig. 2c) or by the validation of
continual versions (Fig. 2f). There is no one model whose precision always keeps a
better value across the releases of the continual versions. Our analysis suggests that
precision is not a good measure for evaluation of the prediction models due to its large
standard deviations (instability) [33]. Although the BN’s precision is sometimes not as
good as the LR or NB, it’s larger and more stable pd and balance show that it is
valuable for fault-proneness prediction.

5.4 Implications

The BN has the advantages of a flexible network structure and wide choices of the
learning and optimization algorithms. It also avoids the constraints of LR (logistical-
scale linear and addictive relationships between predictors and the fault-proneness),
and the assumptions of NB (the conditional independence and the normal distributions
of predictors). Our 10 9 10 cross-validation and the independent test of continual
versions of the test system showed that the prediction results of the BN learned by the
GA are positively encouraging: compared with the NB and LR, the BN has a better
and stable pd and balance. The comparison between the ROC values of the prediction
models also strengthened this conclusion.

In the previous studies on using BN for fault-proneness, Liu et al. [34] used
spanning tree to construct their BN, Fenton et al. [35] constructed the network based
on the domain knowledge, and Pai and Dugan [2] used LR to construct and param-
eterize their BN model. Compared with the previous studies, we adopted optimal
discretization and genetic algorithm (GA) to improve the network (avoiding missing
of domain knowledge for construction of network and local optimization since GA is a
globally optimal solution).

Further, BN, as an integrative method, is capable of capturing critical domain
knowledge and using multiple learners to strengthen the ability of processing uncer-
tainty in modelling that mainly originated from missing or incomplete training
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samples. However, the uncertainty deriving from learning and modelling was seldom
considered in previous studies [2, 3, 6, 8, 15]. In this study, we conducted sensitivity
analysis to test the uncertainty in 10 9 10 cross validation that showed an improve-
ment of BN by 2–14 % over LR and by 6–11 % over NB. This provided additional
support for superiority of BN. In our earlier study [36], we employed Occam’s
window to select highly-qualified models [37] and Bayesian model averaging (BMA)
[38] to get an integrative and robust prediction of fault-proneness. In the test of
NASA’s MDP dataset (http://mdp.ivv.nasa.gov/), the BN models were selected based
on the heuristic learning algorithms (K2, Hill-climbing, Tan and Tabu) [29] and the
BN integrative prediction was statistically significantly comparable to or better than
many other learning algorithms including LR, NB, J48, sequential minimal optimi-
zation, normalized Gaussian radial basis function network, multilayer perceptron and
random forest. Our studies demonstrated the advantages and superiority of BN over
other single learning algorithms due to its flexible modelling framework and capa-
bility of processing uncertainty.

Our study also used continual versions of Rhino to extensively validate the
learning models as independent tests. In many previous studies, the same model had
varying performances across different contexts and software products [3] that pre-
sented the issue of validating usefulness of the learning algorithms for fault-proneness
prediction. By independent tests of continual versions, the learned BN method is
particularly valuable for the quality evaluation of the mainstream OO systems
developed with the highly-iterative or agile strategy. By cross validation and inde-
pendent test, our study demonstrated applicability and advantages of employing the
BN modelling approach to evaluate fault-proneness, a critical measure for software
quality for OO systems.

5.5 Threats to Validity

There are several threats to validity. The first threat is that only version series of one
software product (Rhino) were used to train and test the model. But the paper’s focus
is on examination of the learners in agile process software (not generalization of the
method to general software modules). We have examined our models across other
different software products and statistically demonstrated our approach’s advantages
in previous studies [36, 39]. The second threat is that selection of different predictive
factors for different models may damage the validity of the models. But learning was
conducted to achieve the optimal prediction performance. Using the same methods of
feature selection and optimal learning algorithms for different models, the prediction
performance of the models could be comparable no matter what different predictors
were used. The third threat is use of cross validation that may result in over-optimism
due to sampling bias. We performed sensitivity analysis and independent test of
continual versions of the test product (Rhino) as extensive validity that could diminish
or remove bias by cross validation.
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6 Conclusions

This paper presents an integrative learned BN that is based on the data mining
techniques of optimal discretization and genetic algorithm for prediction of fault-
proneness of the agile OO systems. D’Ambros et al. [1] illustrated the importance of
predictors and Menzies et al. [3] showed the importance of learners such as naïve
Bayes. We extended the previous work by illustrating the improvement of fault-
proneness prediction by learning algorithms for feature selection and flexible network
structure. Using five continual versions of the open-source Rhino system, we
empirically validated the proposed prediction model and compare its performance
with LR and NB.

Using additional benchmark datasets (e.g. NASA’s MDP) from public domain, we
also conducted more empirical validation of the BN in comparison with other models
for the fault-proneness prediction. With this study, the previous test [36] illustrated the
superiority and stability of BN for quality assessment of software products including
agile software.

Further, we have been investigating the contribution of more sophisticated
learning algorithms such as GA used in this study and simulation annealing as parts of
the integrative learners as well as more effective predictors, qualitative or quantitative
in BN to improve fault-proneness prediction. We will also explore predictability and
effectiveness of BN with the learning algorithms (discretization, adjustment of net-
work structure and parameters by multiple learning algorithms in combination with
domain knowledge) for other aspects (e.g. reliability) of software quality.
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Abstract. Maintaining service/data providers’ protection requirements
in a dynamic service composition context requires a collaborative busi-
ness process slicing method to capture the assets derivation pattern.
Based on a brief discussion of sub-context modes in collaborative enter-
prise scenarios, we propose a service composition context identification
method with Service Call Graph (SCG) model, extending the System
Dependency Graph, to describe dependencies among partners in a busi-
ness process. This graph is then analyzed to group partners into sub-
context thanks to asset-based and request-based slicing strategies. By
this way, downstream consumers’ security profile can be compared with
upstream asset providers’ policies so that security requirements can be
fulfilled.

Keywords: Web Service composition · Workflow · Service Call Graph ·
Context slicing · Dependency

1 Context

Service-Oriented Architecture provides an environment for partners to share
digital assets, including computing capability (e.g. Web Service) and informa-
tion (e.g. data), in order to produce final artifacts (e.g. composed service or
new information generated from data aggregation). As assets are shared beyond
ownership boundary, the risk of intellectual property infringement (e.g. circum-
venting of trade secret, or even leakage to a competitor) associated to ‘loss of
governance’ is a major barrier for moving toward collaborative business model
[2,5,6]. Therefore security requirement is brought to an end-to-end scale, to
ensure the protection of corporate patrimony value during its full lifecycle (cov-
ering the creation, dissemination, aggregation and destruction stages), paying
attention to the way assets are used and protected.

In a web-based business collaborative context, such requirements involve first
to control the way partners are selected to define the way downstream recipients
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must gain assets provider’s approval for re-disseminating such assets (or a new
digital asset including it) [1,9], ensuring that all the providers’ security criteria
are maintained during the full lifecycle of their assets.

To this end we propose a method for analyzing complex collaborative context
and applying fine-grained security policy to manage assets sharing activities. The
basic thoughts involve that security foundation for a successful collaborative
process is built when each provider’s policy upon its asset is fulfilled during the
whole business process.

After presenting the extended security policy management challenges in
Sect. 2, we present our solution based on a Service Call Graph (SCG) [12] extend-
ing the System Dependency Graph (SDG), for mining partners asset sharing
relations in collaborative business processes, thanks to a ‘service call tuple’ data
structure used to capture dependencies among partners in Sect. 3. Then the
asset-based and request-based context slicing methods are used to mine the
‘assets aggregation’ and ‘requests aggregation’ from the service call tuple list
that represents a business process (Sect. 4). We analyze the sub-context develop-
ments, using ‘pre-processing’ and ‘on-the-fly processing’ strategies, and describe
how down-stream provider assets security is achieved by managing sub-context
developments.

2 Extended Security Policy Management

Web Services enable the openness of corporate Information System, the inter-
operable interaction, agile work-flow and efficient values exchange. Such feder-
ated business paradigm brings new concerns about how to configure security
among decentralized partners and how to protect resources in a life-long vision.
Fitting the open and collaborative Internet-based system paradigm, more adap-
tive attribute-based security policies [7,10] have been brought forward to express
enriched security factors as well as consumption ‘actions’ upon resources. To
ensure the required protection even after dynamic service composition includes
business process analysis challenges.

2.1 Attribute-Based Security Policy Model

An attribute-based security policy has the ability to express fine-grained security
factors related to system entities, through elements as Rights, Conditions and
Obligations (see formula 1).

Assertion = (O,S,R,C,Rn,Ob, L) (1)

The semantics of the factors are as follows: ‘O’ (Object) is the resource bearing
corporate asset value (service or information). ‘S’ (Subject) is the party that
requests accessing the Right to the resource. ‘R’ (Right) is the Operation upon
the resource that the Subject can be allowed to exercise. ‘Rn’ (Restriction) is the
constraints upon the Right. For example a restriction ‘three times’ may be used
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to refine the right ‘rendering a piece of multi-media file’. ‘C’ (Condition) is the
requirements that must be satisfied for the Subject to access Rights upon the
Object, including subject attributes (SAT ), object attributes (OAT ) or context
related attributes (CNAT ) – attributes of transaction context, environment,
infrastructure, etc. ‘Ob’ (Obligations) is the action that ‘must’ be exercised. For
example the obligation ‘to delete acquired data in 10 days’ can be associated
to rights like ‘read stock amount’ and ‘read client data’. ‘L’ (Logic Operator)
represents the logic operators as ‘imply’ (←), ‘and’ (∧) and ‘or’ (∨).

Such a policy model, usually called Attribute-Based Access Control policy
(ABAC) [13], has the ability to accommodate ‘point-to-point’ security factors
such as the subjects and environment attributes. The ‘due use’ factors can also
be expressed to regulate consumption actions. In deployment stage, an assets
owner uses such policy models to declare its “Requirement of Protection (RoP)”,
namely the requirements about the security attributes of the asset-requester and
the consumption actions that are allowed on the asset. And an assets consumer
uses such policy models to declare its “Quality of Protection (QoP)”, that is,
its security attributes and the consumption actions it requests to exert on the
asset.

Nonetheless, such a security model is oriented to the one-to-one coopera-
tion scenario. In a Web Service composition scenario, security requires that an
upstream provider’s policy should be met by downstream consumers that directly
or indirectly receive information assets from the provider, in order to guarantee
end-to-end security to assets. In such contexts the asset sharing pattern in the
service composition should be analyzed.

2.2 Sub-Context Modes

In a service composition scenario, only partners correlated by (both direct or
indirect) exchanged assets are deemed as in one sub-context [11]. Therefore, a
diagrammatical analysis can differentiate a service composition scenario into 4
type of sub-context modes, as discussed in the following. For convenience of
discussion, we denote the assets provided by partners as ‘Original Assets’ (‘O-
Assets’ for short) and the artifacts of collaborative work (aggregating several
O-Assets) as ‘Collaboration Assets’ (‘C-Assets’ for short). Security management
with the asset aggregation viewpoint follows such principles:

1. Providers for the same C-Asset are deemed as the same sub-context.
2. A participant can belong to more than one sub-context at the same time. It

must follow the RoP (resulting from the aggregation of providers’ RoPs) of
that sub-context.

3. All consumers having the same rights upon the C-Asset(s) are deemed as in
one group.

With above principles, the provider-consumer relations among partners can
be specified. Analyzing a collaborative context in this way, one can encounter
several situations (denoted as ‘sub-context modes’ [11]) (Fig. 1):
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Fig. 1. Sub-context modes in service composition scenario.

– ‘Each Asset One Group (EAOG)’ mode:
When all providers can distinguish their own asset (O-Assets) in the arti-
fact of business collaboration (C-Asset), there is no asset aggregation. Each
partner works in a separate sub-context. An example is when the inventory
information from upstream providers are concatenated into one XML file, each
of them as a separate node. Then each provider’s policy is attached to the
node containing its inventory information. Downstream partner reading one
node must follow the due policy of that node.

– ‘Single-Asset Single-Group (SASG)’ mode:
If the O-Assets in C-Asset are not identifiable, their providers are deemed
as in one sub-context. Besides, all the consumers will be given the same rights,
that is, the most privileged rights required among the consumers. An example
is when production information from different providers is merged to a global
scheduling information. A downstream consumer must fulfill the policies of all
the providers in order to read the global scheduling information.

– ‘Single-Asset Multi-Group (SAMG)’ mode:
If the O-Assets in C-Asset are not identifiable and their providers have defined
multiple rights. Different consumers are given different rights (nevertheless,
they should fulfill the condition corresponding to that right). Then each right
manages a group of consumers.

– ‘Multi-Asset Multi-Group (MAMG)’ mode:
If there are multiple C-Assets in the context, we should track the O-Assets
dissemination and see which C-Assets include which O-Assets. The providers’
policies must be maintained on the C-Assets.

These 4 patterns generally exist in many collaborative contexts, as long as
the issue of information asset protection and consumption exists. Imagining
to change above supply chain scenario to others, e.g. switching the materials
providers as Cloud providers or Service providers, the asset exchange pattern
still falls in the 4 modes. Security governance is achieved in each sub-contexts,
by examining if the QoPs of the consumers for the C-Asset fulfill the RoPs of
the providers, based on a policy aggregation and negotiation strategy [10].

The central issue in this paper is to develop a method that analyzes the
collaborative business process to partition sub-contexts and allocates partners
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according to asset sharing patterns. We develop a method for this task, borrowing
and modifying the method used for programm slicing with System Dependency
Graph (SDG).

2.3 System Dependency Graph

In a business federation context, service composition is used to set collabora-
tive business process, leading to exchange information assets across organiza-
tion boundaries and possibly to merge them with other assets. In order to give
a full lifecycle protection to an asset, the asset derivations must be captured.
Asset derivation is analogous to program slicing [3,14] based on System Depen-
dency Graph (SDG) [3,4]. Program slicing asks about which statements influence
(backward slicing), or are influenced by (forward slicing), the current statement
under exam, whereas collaborative process analysis asks about which processes
(functionalities provided by a partner can be seen as a process, e.g. implemented
with a Web Service) influence which processes, therefore tracing asset exchanges
and derivations.

We use a similar approach to ‘slice’ a collaborative context into sub-contexts,
confining a scope of partners interrelated by assets exchanges (in other words,
partners in different sub-contexts don’t exchange asset, although they are in the
same collaborative process). We firstly give an overview of the sub-context modes
we may encounter when analyzing a collaborative context, before introducing the
analysis method.

3 Service Call Graph-Based Service Composition
Representation

We use a simple use case (see Fig. 2) of Web Service composition to support our
discussions.

Use Case 1. A manufacturing enterprise ‘Direct Device’ (D) consults ‘logis-
tic schedule’ (h) and ‘Price’ (p) from ‘Bonétat Transport’ (B). Part of the price
information ‘p2’ and the ‘due transportation’ (s) are taken from ‘Clear railway
transport’ (C). The business process includes the following steps:

Fig. 2. Service composition represented with SCG (Color figure online).
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(1) D contacts B, requiring h and p;
(2) B contacts C, requiring s and p2, in order to reply D;
(3) C sends p2 to B;
(4) B provides p1 and merges (sum up) it with p2 to produce p;
(5) B sends p to D;
(6) C sends s to B;
(7) B provides l and combines it with s;
(8) B sends the combined logistic schedule information (denoted as h) to D.

As B and C are asset (information) providers in this use case, a full lifecycle
security management means that their policies should be respected during the
whole lifecycle of their assets. This involves answering two questions:

(1) By which partners will an asset be accessed? Such as “The ‘railway schedul-
ing info’ provided by C will be accessed by B or D, or both of them?”

(2) Which assets will a party be given access to? Such as “Will D access the
assets provided by B and C, either directly or indirectly?”.

While both of these questions can be answered intuitionally for our use case,
the pondering procedure reflects the goal and method of context slicing. Question
(1) is related to Quality of Protection (QoP) aggregation among partners. Ques-
tion (2) is linked to Requirement of Protection (RoP) aggregation. The goal is
to enable down-stream asset security [1], so that consumers should comply with
the policies of the O-Assets (original assets provided by partners) involved in
the C-Asset (namely, the collaborative-context’s asset, which aggregates several
O-Assets) they want to access. Our method is based on a Service Call Graph
resulting from the modification and extension of System Dependency Graph
(SDG) [3,4].

3.1 Service Call Graph

A participant in a collaborative context is analogous to a procedure in SDG: it
receives calling information and yields results. We use Pi

c←− Pj to denote that
a party Pi depends on another party Pj with ‘control dependency’: whether Pi

will be activated or not depends on Pj . We use Pi
d←− Pj to denote that a party

Pi depends on another party Pj with ‘data dependency’: data provided by Pj

are involved in data produced by Pi. We propose a data structure ‘Service Call
Graph’ (SCG) based on extensions of SDG to represent partners interactions in
the collaboration context. These extensions can be illustrated with use case 1
(Fig. 2 is a SCG of use case 1):

– The first extension in our SCG model is that data dependency can belong to
two types:
• an aggregation dependency means that Pi involves data of Pj (the same

as SDG);
• a non-aggregation dependency denotes that data produced by Pi do

not involve data from Pj (an extension of SDG).
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For example, in the SCG presented in Fig. 2, the blue edges (step 1 and 2)
represent control dependency. The green edges (steps 3, 4, 5, 6, 7 and 8) repre-
sent data dependency. Besides, the solid green lines (edge 4 and 5) mean that
the output data (responses) include information from the input data (aggre-
gation dependency). The dashed green line (edge 7, 8) means that the output
data does not include information from the input data (non-aggregation
dependency).

– The second extension is that the assets carried by the message exchanges are
attached directly to the edges in SCG (see edges 3, 4, 5, 6, 7 and 8 in Fig. 2).

Furthermore, to capture assets derivation pattern, the indirect dependency
relation should be retrieved, based on partner service calls in a business collabo-
ration: ∀Pi, Pj , Pk,∀α ∈ {c, d} where Pi, Pj and Pk are partners in a collabora-
tion, c and d are control dependency and data dependency relations respectively,
then Pi is indirectly dependent on Pk if Pi

α←− Pj ∧ Pj
α←− Pk.

There are two types of indirect dependency.

– Indirect data dependency is the situation where each relation in a dependency
chain is data dependency. We sum it up as an axiom:

Axiom 1 (Indirect Data Dependency).
∀Pi, Pj , Pk: Pi

d←− Pj ∧ Pj
d←− Pk ⇒ Pi

d←− Pk

For example, in use case 1, whether D gets the results or not depends on the
response of B. B’s response in turn depends on response from C.

– Indirect control dependency is the situation where (one or more) control
dependency relations exist in the dependency chain:

Axiom 2 (Indirect Control Dependency).
∀Pi, Pj , Pk,∀α ∈ {c, d}: (Pi

c←− Pj ∧ Pj
α←− Pk) ∨ (Pi

α←− Pj ∧ Pj
c←− Pk) ⇒

Pi
c←− Pk

As an example for indirect control dependency, in use case 1, whether C will
be called or not depends on B. In turn, whether B will be called or not depends
on D. So C is indirectly ‘control dependent’ on D.

We can see the slight difference between Axiom 1 and Axiom 2: Data depen-
dency is transitive only when the edges in the dependency chain are all associated
to ‘data dependency’, whereas when control dependency exists in a dependency
chain, it propagates ‘control dependency’ to the chain.

When analyzing complex business process, e.g. those defined using WS-
BPEL, one must consider the impact of ‘variables’, which are used to carry
information inside the process. As information carried by variables are eventu-
ally exchanged between partners, the information exchanges between variables
(e.g. through ‘value assignment’) also lead to assets derivation.

These variables can be complex data type (e.g. defined by XML schema). In
this case, if a part of one variable is valued-assigned to a part of another variable
(see the ‘sample process’ in WS-BPEL specification [8]), the later variable is
‘data dependent’ on the former one. Thus we have the following axiom:



Foundation for Fine-Grained Security and DRM Control 233

Axiom 3 (Direct Data Dependency Between Variables).
∀Vi.cm, Vj .cn, cm

d←− cn ⇒ Vi
d←− Vj

where Pi and Pj stand for variables. cm is a component of (a part of) Pi. cn

is a component of Pj .
This axiom describes the situation that, as in WS-BPEL a “variable” can

have plural components, each of them a container that can be assigned value, the
value exchange between components of two “variables” incurs data dependency
between the two “variables”. There are only data dependency relations between
variables, as the only form of interactions between variable is data exchange.
Therefore the conditions leading to indirect data dependency between variables
can be described by Axiom 1. In the following discussion about dependency
relation, we don’t need to differentiate variables from partners (i.e. ‘partnerLink’
in WS-BPEL), as we can see that dependency relations for partners and for
variables can be described by the same set of axioms.

3.2 Service Call Tuple

We use a tuple < Pi
t←→ Pj ,Δ > to denote the service call from Pi to Pj , Δ

being the exchanged asset. We can have the following basic types of service call
tuple:

– < Pi
c−→ Pj > denotes that Pi calls Pj with a message carrying no asset.

– < Pi
c←− Pj > denotes that Pi receives a message from Pj that carries no

asset.
An example scenario including these two types of service call is when a mail
agent queries a mail service for whether a mail is sent or not, and receives con-
firmation from the server. In such case the calling message and the response
message are deemed as not carrying any asset (i.e. information needing pro-
tection). We can see that whether a message carries asset or not depends on
the straining criteria of security in a specific application context.

– < Pi
d−→ Pj ,Δi > denotes that Pi calls Pj , by sending asset Δi.

– < Pi
d←− Pj ,Δo > denotes that Pi receives a response from Pj that carries

asset Δo.

– < Pi
α←→ Pj ,Δi,Δo > denotes that Pi calls Pj , sending asset Δi, receiving

response carrying asset Δo, where Δo includes information from Δi.
– < Pi

α←→ Pj ,Δi,Δo, 	⊂> denotes that Pi calls Pj , sending asset Δi and
receives a response carrying asset Δo, where Δo does not include information
from Δi.

– < Pi
f←→ Pj , 	⊂> denotes that the interaction between Pi and Pj is failed,

due to negative result of policy negotiation.

These tuples represent the edges of SCG. We can see that asset exchanges
(and aggregations) occur with service calls.
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3.3 Assets Aggregation

Usually, assets derivations (basically, either ‘merging’ or ‘splitting’) occur with
partners’ interactions. Therefore, recognizing assets derivation relations involves
firstly formalizing partner interactions with service call tuples. Then the service
call tuples list can be analyzed to track the asset merging or splitting activities.
There are three situations that may incur such activities:

– If X sends information containing asset value to Y , who aggregates it with
its own information (expressed as Y calling itself) and further sends it to Z.
In this situation, we can identify the following service call tuple sequence:

< X
d−→ Y,ΔX >

< Y
d←→ Y,ΔX ,ΔY > (2)

< Y
d−→ Z,ΔY >

– If X sends information within its request to Y and gets response(s) from Y
that includes X’s information. This situation is represented by the following
service call tuple:

< X
d←→ Y,ΔX ,ΔY > (3)

Extra attentions should be paid in this case, as we can not be sure that the
response message includes information from the request message. Whether
the output (responses) from a partner integrates the input (request) or not
depends on the business logic of this partner’s system. An example of such a
case is when X sends some personal information to Y to calculate the insur-
ance premium. If the response from Y consists in the insurance premium and
the person’s information, there is an assets derivation, otherwise if Y answers
with only the insurance premium, there is no assets derivation. The decision
of which information includes ‘asset value’ and should be protected is closely
related to the application domains. In any case, we need to know relations
between inputs and outputs to conclude whether assets derivation exists dur-
ing a direct interaction or not. This can be done by analyzing partner’s service
functional description, e.g. WSDL in a Web Service context. It can also be
done at the business process level, by adding extra indicators to a WS-BPEL
script. In the modeling level, we use the following notations to define whether
the partner’s response includes information from a request or not:
• Most of the time, request information (or part of it) is included in the

response, therefore we use the default tuple to represent it:

< Y
d←→ Y,Δi,Δo > (4)

• whereas 	⊂ is used to indicate that no information of the request is included
in the response:

< Y
d←→ Y,Δi,Δo, 	⊂> (5)
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– If X fetches (expressed by ‘ c−→’, as there is no asset value in the request)
information from Y and aggregates its own information with it. We get the
following tuples:

< X
c−→ Y >

< X
d←− Y,ΔY > (6)

< X
d←→ X,ΔY ,ΔX >

As an example, we build the list of service call tuples for our use case (the
tuples are indexed by the steps of business process):

< τ1,D
c−→ B >

< τ2, B
c−→ C >

< τ3, B
d←− C, (p2) >

< τ4, B
d←→ B, (p2), (p = p1 + p2) >

< τ5,D
d←− B, (p) >

< τ6, B
d←− C, (s) >

< τ7, B
d←→ B, (s), (s, l) >

< τ8,D
d←− B, (h) >

(7)

The assets derivation relations between partners are equivalent to data depen-
dency relations between them. Therefore assets derivation trail, which decides
the sub-context pattern, can be mined from the list of service call tuples.

4 Sub-context Slicing

Like the information reachability questions in SDG, the assets derivation trail
can be tracked by scanning the service call tuples list, paying particular atten-
tion to asset aggregation. Based on this, providers’ policies upon assets can be
maintained during assets derivations. This involves firstly allocating correlated
assets in the same sub-contexts.

We use a data structure ‘context development tuple’ < NC , VC , PC , LA,
LP , τ > to record the information of sub-context development, where:

– NC is the name of the sub-context,
– VC its version,
– PC its parent sub-context,
– LA a list of all the asset involved in the sub-context,
– LP the collection of policies in the sub-context,
– τ the step of business process.

This tuple is built by the sub-context slicing process which scans the SCG
(e.g. service call tuple list) according to two strategies: asset-based slicing and
request-based slicing.
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4.1 Asset-Based Slicing

The asset-based slicing method focuses on capturing the aggregation relation
among assets. Using this method, a sub-context is created when the first O-Asset
is launched into the collaborative context by the owner. When a new partner
joins the context with a new O-Asset, the sub-context consisting of the existing
asset is updated, if the new partner’s O-Asset is merged with the existing C-
Asset. Otherwise (i.e. the new partner’s O-Asset is not merged with existing
C-Asset), a new sub-context is created. In use case 1, the list of sub-context
tuples is as following:

< pCB , 1, (φ), (p2), (RoPC), τ3 >
< pCB , 2, (pCB .1), (p1 + p2), (RoPC , RoPB), τ4 >
< pCB , 3, (pCB .2), (p), (RoPC , RoPB), τ5 >
< sCB , 1, (φ), (s), (RoPC), τ6 >
< sCB , 2, (sCB .1), (s, l), (RoPC , RoPB), τ7 >
< sCB , 3, (sCB .2), (h), (RoPC , RoPB), τ8 >

(8)

We can see that in step 3 (represented by τ3), the first sub-context is created,
including the asset p2 and its related RoPC . We name the context after the
interaction leading to the creation of it, i.e. pCB (‘price’ sent from C to B). Its
version is ‘1’. It has no parent context (φ). Then in step 4, as a new asset p1
merges with P2, the sub-context pCB .1 is updated to pCB .2. In step 5, it remains
unchanged.

This list describes the evolution of the sub-contexts. The first cub-context
can be represented with an assets derivation diagram (see Fig. 3).

In step 6 (represented by τ6), the second sub-context is created, when partner
C sends another asset s to B. We name the context with sCB (‘s’ sent from C
to B). Its version is ‘1’. Being a created sub-context, It has no parent context
(φ). Then in step 7, B receives s and provides asset l, the sub-context pCB .1 is
updated to pCB .2. In step 8, B sends the combined s and l (denoted as h) to D.

Using the asset-based slicing method, policy negotiation and aggregation
(including conflicts detection) can not be done until the first asset is launched
into the context (step 4 of use case 1). If there is a conflict, steps τ2 and τ3 are
actually wastes of partners’ resources and don’t need to be proceeded. There-
fore the asset-based slicing method should be used for pre-processing a business
process script (e.g. WS-BPEL documents) before it is executed. To analyze a
collaborative context on-the-fly, we need a request-based slicing method.

Fig. 3. Assets derivation in the sample use case.
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4.2 Request-Based Slicing

The request-based slicing method creates a sub-context when the first request is
made. Then, when a new partner joins the business process, either its QoP can
be aggregated into an existing sub-context, or it will lead to the creation of a
new sub-context. The decision is also straight forward: the QoPs of two partners
should be aggregated, if they will access the same asset in future steps of the
collaboration context. By this method, we get the following list of sub-context
tuples for use case 1:

< QDB , 1, (φ), (QoPD), τ1 >
< QDB , 2, (QDB .1), (QoPD, QoPB), τ2 >

(9)

This tuple list captures QoP aggregations. When the first request is made
by D in step 1, a sub-context is created, including the QoP of D. We name the
context after the interaction leading to the creation of it, e.g. QDB (‘query’ sent
from D to B). In step 2, as B is requesting assets from C ‘on behalf of’ D, QoPB

and QoPC are aggregated. Therefore sub-context QDB.1 is updated to QDB .2.
However, deciding who will access the same asset is more tricky than it may

firstly look like, especially when partners work asynchronously, (e.g. if after a
partner X receiving a request from partner Y , another partner Z also sends
request to X, before X responding to Y ). We provide basic protocols for dealing
with such cases:

– Protocol 1. After X receiving a request from Y, all the requests X sends to
other partners are deemed as being on behalf of Y, until X responds to Y,
or X receives a request from another partner Z. This involves that a request
from Y to X establishes an ‘on behalf of’ relation. Consequently, the QoPY

should be aggregated into QoPX for all the requests X sends after receiving
the request from Y , until that X gets the result and responds to Y . The ‘on
behalf of’ relation between X and Y ends when X responds to Y . It also
can, however, be interrupted before that X responds to Y . The following two
protocols regulate such cases.

– Protocol 2. An ‘X on behalf of Y’ relation is interrupted by another ‘X on
behalf of Z’ relation if Z makes a request after that X receives a request from
Y and before that X responds to Y.

– Protocol 3. An ‘X on behalf of Y’ relation interrupted by another request
from Z can be resumed after X responding to Z, if X receives a response from
a partner P, who was called by X ‘on behalf of Y’. This means that the ‘on
behalf of’ relation can be nested. For example, with the following request-
response sequence (i.e. service call tuple list in formula 10), we can say that
the ‘on behalf of’ relation between X and Y is restored after X responding
to Z (step 5), by the interaction where ‘P responds to X’, as P is a partner
that X has requested on behalf of Y .
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< τ1, Y
c−→ X,Δi1 >

< τ2,X
c−→ P,Δi2 >

< τ3, Z
c−→ X,Δi3 >

< τ4,X
d←→ Q,Δi4,Δo4 >

< τ5, Z
d←− X,Δo3 >

< τ6,X
d←− P,Δo2 >

< τ7, Y
d←− X,Δo1 >

(10)

These are basic protocols because they handle the primary cases in service
composition. When dealing with real-world complex business federations, more
information concerning the business process and partner’s functionalities should
be taken into consideration. Nevertheless this basic reasoning process remains
in accordance with those described in these protocols.

In the following we discuss the employment of asset-based and request-based
methods for context slicing. For this, we firstly give an overview of sub-context
developments that can occur in a collaborative business process.

4.3 Context Development

During each step (partner interaction) of the business process, different types of
sub-context development are caused by the partners’ service calls:

– Create. The creation of a new sub-context is always based on an indepen-
dent QoP or RoP from a partner. In other words, if the partner provides an
asset which is not aggregated with other assets in the current step, a new
sub-context consisting of this asset and the corresponding RoP is created.
Analogously, if the partner is calling others on its own behalf (i.e. not
because it is doing so for responding to another partner) a new sub-context
consisting of its QoP should be created.

– Update. On the contrary, updating an existing sub-context happens if the
partner’s asset has data dependency (according to discussions in Sect. 3.3)
with the assets belonging to an existing sub-context, or if this partners’ assets
are merged with existing assets. It also happens when the partner is requesting
assets on behalf of another ‘former’ requestor, that is, it’s QoP and the QoP of
the former requestor should be ‘transmitted’ to the requested party. Therefore
the QoPs are in the same sub-context.

– Merge. Merging sub-contexts is a special kind of update operation. It happens
when two existing assets in two sub-contexts merge, or when the request sent
by a partner is on behalf of several former requestors from different sub-
contexts. In the later case, the different sub-contexts are correlated by the
asset value in the responding message.

– Split. While ‘splitting’ a sub-context, several new sub-contexts are created.
They all ‘inherit’ the assets and policies of the previous context. Context
splitting can be caused by three types of interactions:
• a party sends copies of the same asset to several partners and the copies

are developed differently;
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• a party sends copies of the same request to several partners at the same
time;

• the business process has a control structure defining parallel activities.
– End. Ending a sub-context occurs when it is merged, split or when the whole

business process ends.

These sub-context developments occur as asset sharing relations change,
hence the context analysis is proceeded according to business process logic. In
the Web Service contexts, one need to consider both scenarios of service orches-
tration guided by WS-BPEL and on-the-fly service compositions. We propose
both a pre-processing method and an on-the-fly processing method for these
scenarios.

4.4 Pre-processing and On-the-Fly Processing

In context slicing, pre-processing refers to the circumstances where a pre-defined
business process (e.g. WS-BPEL script) is analyzed before the execution, to see
whether it can be carried out or not, w.r.t. partners’ security profile-request
satisfiability. This can be done with the asset-based slicing method, using the
policies and attributes of partners.

On the contrary, for on-the-fly processing, partners’ RoPs and QoPs must be
aggregated as soon as they join the collaboration context, in order to find out
security policy conflicts more timingly. This requires using both asset-based and
request-based slicing methods.

In our use case 1, on-the-fly slicing strategy first builds the QoP tuples (see
formula 9) from the beginning of the business process, using request-based slic-
ing. Then from step ‘τ3’, RoP tuples are built (see formula 8), using asset-based
slicing.

The RoP aggregation relations and QoP aggregation relations are used to
generate the security polices and profiles of each sub-context. When a new part-
ner joins the collaboration context, it is allocated to a sub-context according to
whether it’s an asset provider or consumer (or both). Its policy and profile are
aggregated to the security policy and profile of that sub-context.

5 Conclusions and Future Work

This paper develops a method for analyzing information assets sharing patterns
in Web Service composition scenarios, therefore security configuration can be
done in a fine-grained manner and ensure the overall security level in inter-
enterprise level business federation. We introduce a ‘Service Call Graph (SCG)’
and a corresponding data structure ‘service call tuple’ extending the System
Dependency Graph (SDG), to capture asset aggregation (and derivation) in a
collaborative business process. A ‘context slicing’ operation can be made based
on the SCG, to categorize partners that have direct and indirect assets exchange
relations to the same ‘sub-contexts’. Security policy negotiation and aggregation
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in the scope of each sub-context can ensure the full lifecycle security for assets. A
detailed discussion has been given on the rational of our method, facilitated by
a sample use case. Basically, ‘data dependency’ between partners incurs assets
(and RoP policies) aggregation, whereas ‘control dependency’ between partners
leads to the ‘on behalf of’ relation and QoP aggregation. According to data
dependency, ‘asset-based’ slicing is sufficient for pre-processing a business process
script (e.g. WS-BPEL script). Nevertheless our on-the-fly processing strategy
applied to a business federation (e.g. dynamic service composition) requires both
‘request-based’ (due to control dependency) and ‘asset-based’ slicing. Future
work involves the construction of security management paradigm with assets
tagging systems and the context slicing engine for both asset-based and request-
based analysis.
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Abstract. In spite of the available resources provided by modern IDEs,
program understanding remains as a difficult task in software engineering. This
paper presents a software visualization environment named SourceMiner.
Implemented as an Eclipse plug-in to enhance software comprehension
activities, SourceMiner is an extensible, interactive and coordinated multi-
perspective environment. This paper describes the principles behind the design
of SourceMiner, and discusses how it has been used to support software
comprehension activities such as the identification of code smells and the
characterization of object-oriented software systems.

Keywords: Software visualization � Software comprehension � Multiple view
environments

1 Introduction

Many researchers have pointed out the important role that visualization plays in
interactive data analysis and information exploration [2, 4]. Humans have the natural
ability to track and detect visual patterns and this ability can be exploited to improve
software comprehension. Software visualization (also known as SoftVis) is a means to
provide perceivable cues to several aspects of software systems in order to reveal
patterns and behaviors that would otherwise remain hidden to the programmer [33].

The design and use of software visualization environments should take into
account three important issues. The first is that software is eminently complex, hin-
dering many of the software comprehension activities. The second, described by
Lehman’s second law [19], is that software evolves as it is subject to modifications
over time. It is difficult to follow those changes and more resources are needed to
understand them. The third is that software is intangible, having no physical shape [3].
Considering that humans acquire more information through vision than through all the
other senses combined [35], the comprehension is affected by the lack of visual
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presence that characterizes software as an entity. This difficulty is increased by the
complexity and constant evolution of software systems.

Common software engineering tasks, such as the identification of code smells,
usually require analyzing the software from multiple perspectives [7]. Moreover, to be
effective, software visualization environments must provide complementary per-
spectives which together can support diverse software engineering tasks. Each per-
spective should present the software from a certain point of view that focuses on the
comprehension of specific software properties. If these properties are complex, the
perspective itself may require multiple views. A single visual metaphor may not be
sufficient to portray the relevant peculiarities of such properties.

Multiple coordinated views can facilitate comparison [15]. The usage of multiple
views is very difficult if the views are not coordinated among themselves and with
the environment in which they operate. It is confusing, for example, if two views have
different meanings for the same visual attribute (e.g., node color). Also, visual ele-
ments from different views should be linked to each other when they represent the
same software entity. The selection or change in one such element of a view must be
reflected in the others. One should also be able to easily navigate between visual
elements from different views. And actions in these visual elements should have
consistent response over all the views. Although, view coordination is a requirement
for the use of multiple views in information visualization [2, 15], and well used in
modern IDEs, it is still a concept that needs to be better explored in software visu-
alization environments [33].

Views are based on visual metaphors that must match the data and task at hand.
Graphs, for example, are very useful to visualize relational data, but do not scale well
if the number of entities and relations grows. Information visualization and software
visualization researchers have proposed many metaphors to visually present data.
Unfortunately, it is not yet clear what sets of visual metaphors are best suited for most
software engineering tasks. For this reason, a software visualization environment
should facilitate the inclusion of new visual metaphors to its workbench. The purpose
of this extensibility should be more than simply facilitating the growth of the number
of views in an environment. It should aid experimentation and support the identifi-
cation of which sets of views can be effectively combined for common software
engineering tasks.

Software visualization environments must also be highly interactive. Good visu-
alization needs to exploit the visual and cognitive systems of human beings. Pro-
grammers need to interact with the environment in order to configure the visual
scenario to best fit their needs. They need widgets to filter, zoom, navigate and browse
through visual metaphors. These mechanisms should support users in adjusting visual
scenarios in aspects such as information content, visual mapping, and view configu-
ration [6, 10, 15, 30].

The use of multiple views in SourceMiner better handles the diversity of attributes,
user profiles, and levels of abstraction needed in software visualization. It enables users to
configure and effectively combine views to bring out correlations and or disparities that
might otherwise remain hidden in the code. The use of multiple views splits complex data
into more manageable chunks of information, and this information can be further filtered
and explored through interaction with the different visual scenarios.
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This paper presents SourceMiner, a software visualization environment that
provides a set of easy to comprehend, complementary, coordinated and highly
interactive views. It uses code as its main data source and was implemented as an
Eclipse plug-in to interactively visualize Java projects, complementing the native
views and resources provided by the Eclipse IDE. It provides programmers with
several ways to interact with the views: filters to visually present information that
match filtering criteria, semantic and geometric zooming to better adjust the views to
the canvas, arranging them in accordance with the preference of the programmer, and
transparent navigation from the visual representation to the source code.

The rest of this paper is organized as follows. Section 2 motivates the work with a
scenario of use of an IDE with and without SourceMiner. Section 3 introduces
information visualization concepts that are relevant to the design of multiple view
environments. Section 4 presents a conceptual model for multiple view environments.
Section 5 presents SourceMiner architecture and design. Section 6 describes
SourceMiner perspectives and their respective views. Section 7 presents examples of
use of SourceMiner. And, Sect. 8 has the final remarks of the paper.

2 Current versus Proposed Scenario

This section motivates the integration of extensible software visualization environ-
ments into modern IDEs. It first describes an example of the use of the Eclipse IDE.
In the sequence, it illustrates how a software visualization environment can improve
this use.

Modern IDEs are very sophisticated, but in spite of the resources they provide,
program understanding remains a very difficult task, especially on large and complex
software systems. Typically, different types of information are required for executing
software engineering tasks, such as fixing errors, changing or adding new features, or
improving the code and design.

Consider the information about the code structure presented by the Eclipsés
package explorer (package-file-class-methods and attributes hierarchy) as an example.
This information is useful but limited. The package explorer alone is insufficient to
support most development or maintenance tasks. One has to combine it with other
views. Moreover, the package explorer itself could be augmented with more infor-
mation. It does not present data related to software metrics, such as code size or
complexity for example. In fact, most of the modern IDEs do not yet have specific
views to show this type of property. This is very useful information and it is desirable
to expand the IDEs with them. The question is how to do that. There are many forms
in which an IDE can be visually enriched. Eclipse itself provides a comprehensive
infrastructure to develop such features. A possible approach is to extend this infra-
structure further to support common information visualization functionalities [2, 6],
on top of that enrich the IDE with diverse but integrated software visualization
resources, and finally evaluate them in different software engineering tasks.

In order to discuss some of the limitation of modern IDEs, Fig. 1 shows a snapshot
example of the Eclipse IDE on a typical software engineering task. This snapshot was
taken from a real world case study on the detection of bad smells. During the
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execution of this task, the Package Explorer view (Part A) may include hundreds of
nodes just after a few navigational clicks through project files and classes. Hierar-
chical relationships, in this case, are no longer visible without manually scrolling
through the tree. In part thanks to how easy Eclipse makes navigating over structural
relations, the number of open files in the editor (Part B) can also increase quickly,
making the instances of the editor a poor representation of the files currently relevant
to the task. The search in Eclipse for references to a class within the project (Part D)
can return hundreds of items and there is no convenient way to search only for those
elements related to the task at hand. Instead, the search results (145 in our example)
require manual inspection, if someone wants to find the elements of interest. Even the
Outline view (Part E), that shows only the structure of the current file, can be over-
loaded with dozens of elements that might not be relevant to the task.

Modern IDEs also need to better explore interaction resources as mentioned earlier
in this paper. The work presented here addresses these issues from a software visu-
alization perspective. It enhances the IDE with an extensible software visualization
environment. Its views are integrated among themselves and with the IDE.

In order to illustrate the solution, Fig. 2 shows a screenshot of SourceMiner. The
arrows indicate how a specific class of a Java software system called HealthWatcher
[14] is portrayed in multiple views. The editor (in Part B) shows part of the source
code of the class and the Package Explorer (Part A) shows the structure comprised of
packages, classes, methods and attributes using a traditional structural view. These are
native views of the Eclipse IDE. The Parts D, E and F show three different views of
SourceMiner. Like the Package Explorer, the view in Part D represents the package-
class-method perspective of the system. However, it does so using treemaps [28], a
hierarchical visualization metaphor that represents all packages, classes and methods
of a project as nested rectangles. Programmers do not need to scroll to see any element
of the structure because they are all there. The view in Part E represents an inheritance
hierarchy perspective of the project using a polymetric view [18]. Eclipse does not
have a native view to portray the inheritance hierarchy of the software system. The
view in Part F represents a coupling perspective of the system using a grid (chessboard
like) view to indicate the most coupled modules of the software project.

Fig. 1. Eclipse IDE on a typical task.
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Views D, E and F are directly affected by the view in Part C. This filtering view
enables users to apply filtering criteria to views D-F simultaneously. In the example, a
user typed the string HealthWatcherFacade as a class name filtering option to high-
light occurrences that match the typed string in all views. This is an example of the
data transformation interaction level discussed earlier, a filtering resource that is not
natively available in modern IDEs.

The goal here was to highlight that the proposed approach portrays the software
from several perspectives, enhancing IDE native views and resources. And, that it
does so with a fully integrated set of views that support several levels of interactions,
as it will be discussed next.

3 Information Visualization Concepts

Software visualization is a specialization of information visualization. For this reason,
a reference model for a Multi-Perspective Environment (MVE) must use concepts
drawn from the InfoVis field. Information visualization researchers identified three
main levels of interactions in multi-perspective environments [6]. The first, and most
common, is interface interaction for view configuration. It is related to how the visual
elements are configured and arranged in the visual scenario.

The second level of interaction deals with the dynamic mapping between the real
attributes (of the software, in our case) and the visual attributes that are used to
represent them on the canvas. Users should be able to configure the way software
properties such as size or complexity will be represented on the views. The third level
consists in dynamically filtering and selecting the data to be represented on the canvas.
Selective data visualization is very useful to locate relevant information, to restrict
visualization to interesting portions of the data and to control the level of detail at
which the information is presented. Too much data may hinder visual scene inter-
pretation, and too little neglects potentially important information.

Fig. 2. An example of use of SourceMiner.
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As mentioned before, information visualization systems usually require this
process to be highly interactive. In it, the user should be able to change the selected
data to be presented on the canvas, modify the mapping between real and visual
attributes, and alter the way views are rendered on the canvas (zooming or panning
over it). To be effective, the response time between these interactions and reassem-
bling the views should be as short as possible.

3.1 Multiple Perspectives and Multiple Views

A view is a particular visual representation of a data set. Complex data sets typically
require multiple views, each revealing a different aspect of the data. Multiple view
systems have been proposed to support the investigation of a wide range of infor-
mation visualization topics. The reference model proposed by Card and colleagues is
adapted in this paper to explicitly emphasize the use of multiple views on software
visualization.

Distinct views should be used if they reveal dissimilar aspects of the conceptual
entity presented. In complex domains, such as software engineering, no single all-
inclusive view is likely to lead to insight. In this context, multiple view systems
portray complementary information that supports complementary cognitive processes.
One view can be used to constrain possible (mis)interpretations in the use of another.
In fact, multiple views encourage users to construct a deeper understanding of the
analyzed data.

Multiple views must be consistently designed to provide integration and coordi-
nation among themselves. Users should be able to select a subset of views in a
coordinated fashion to perform a task [2]. The visualization environment should
support the interactive exploration of views to uncover facts or relationships that
otherwise would remain hidden [2]. Each single view should have affordances (e.g.
selection capabilities or navigation functionalities such as panning and zooming).
These affordances should be tied together so that actions in one view have an effect in
another view [2]. These observations are expressed as three important concepts pro-
posed by information visualization researchers and adopted in our work: (a) naviga-
tional slaving – multiple views systems should enable that actions in one view are
automatically propagated to the others [29]; (b) linking – multiple views systems
should connect data in one view with data in the other views [29]; (c) brushing –
multiple views systems should enable that corresponding data items in different views
are highlighted simultaneously [29].

4 A Conceptual Model for Multiple View Software
Visualization

Many software visualization projects have been conceived as standalone systems, but
we consider IDEs as the ideal substrata on which a Multiple View Environment
(MVE) should reside. Integrating software visualization environments into IDEs is a
natural way to support software comprehension activities. In fact, current IDEs
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already offer several resources to support software comprehension. Most of them offer
at least a syntax directed editor that uses pretty printing and colour textual repre-
sentation of the code, as well as some sort of hierarchical representation of the project
structure. Usually, several other views present valuable information to programmers,
representing the software from many different perspectives (e.g., the package explorer
of Eclipse and outliner). They also provide different ways of searching, navigating and
browsing software entities. A natural consequence of using an IDE as an MVE sub-
stratum is that programmers will be able to interchangeably and concurrently access
source code, the views originally provided by the IDE and the views from the
MVE [20].

Figure 3 illustrates how we adapted the Card et al. reference model to the software
engineering domain. The goal here is to provide a set of coordinated and cross-
referenced views integrated to a modern IDE. Similarly to the original, the adapted
model also has three main interaction levels: data transformations, visual mapping and
view transformation interactions.

The multiple views are used to represent different properties of the software. For
example, one can build a visualization of module inheritance and another of module
coupling. Different representations can also be employed to portray the same property
in various ways. For example, module coupling can be represented by interactive
graphs or relationship matrices. In this case, each representation should emphasize a
different aspect of the property under analysis or should have complementary affor-
dances to facilitate the visual interpretation of the portrayed information. In order to
be precise, we use the expression multiform visualization when referring to different
views (forms) being used to describe the same software property. Also, as discussed
previously in this paper, multiple views should be coordinated so an action taken in
one view should be reflected on all the other views of the environment. In this
scenario, we use the expression multiple coordinated views as opposed to simply
multiple views.

Figure 3 also emphasizes view coordination in the model. The feedback arrows
around the views indicate this fact. The use of multiple coordinated views and

Fig. 3. A reference model for software visualization.
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multiform representations are suitable to support programmers in exploring over
complex information spaces [13, 36]. The idea of having multiple coordinated views
strives for visually combining different aspects of data in different displays [4].
In software engineering, multiple views are intended to help raising the level of
abstraction and reduce the amount of information required to perform recurrent
software engineering tasks, especially when they are coordinated and cross
referenced [33].

The model also emphasizes that the IDE is the main data source of a software
system. The data available at the IDE is accessed, transformed, mapped to visual
structures and rendered as views. Current IDEs allow for easy extraction of source
code information from native resources such as the software system Abstract Syntax
Tree (AST). Additional information – such as concern maps, churning information
and defect data – can be captured from external data sources and used to enrich the
views, as shown on the top-left box of Fig. 3.

5 A Multiple Visualization Environment for the Eclipse IDE

The challenge of building and coordinating multiple views and multiform systems far
exceeds the challenge of building a single view system. Figure 4 presents the layers
and the modules of SourceMiner. This high level architecture is divided into a two
layers. The Rendering and Visualization (RV) Layer is responsible for rendering the
views provided by SourceMiner. The Core Visualization Environment (CVE) is
responsible to capturing information from the IDE and structuring it for the RV Layer.
It also coordinates all views among themselves and the IDE. The following subsec-
tions describe the functionalities provided by each of these layers.

The Core Visualization Environment (CVE) is the kernel of SourceMiner. It is
responsible for extracting data from a project source code using the resources pro-
vided by the Eclipse Java Development Tool (JDT) to this end. JDT provides

Fig. 4. SourceMiner layers.
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fundamental information on software entities avoiding the creation of such
functionality from scratch. This made it possible to focus most of our efforts on how to
extend the environment with views, coordination and interaction resources, and it is a
clear advantage of using an open IDE as a substratum for a MVE. Besides extracting
and structuring data about the software system under analysis, the CVE provides
services of coordination among views, filters the data to be presented in the views and
logs the primitive operations performed by the users while they use the environment.
The CVE uses IDE resources to coordinate the environment with the IDE itself. The
next subsections present the modules that comprise the CVE layer.

The Rendering and Visualization (RV) layer is responsible for rendering the
views in SourceMiner. To accomplish this task, this layer relies on the services
provided by the Core Visualization Environment (CVE). The modules that comprise
the RV layer are the Views, the Filtering Views and the Decorator modules. The
following subsections describe these modules.

6 Perspectives and Views in SourceMiner

Views are key resources in SourceMiner. Views are the result of using some visu-
alization metaphor to present the data stored in the visual structures. Views implement
a certain visualization model and affordances to present software related data on the
canvas. View instantiates visual scenarios. A visual scenario is instantiated based on
data, a decoration and a graphical setup selected by the user to a certain view.

Currently SourceMiner has three classes of views or perspectives: the package
class method, inheritance hierarchy and coupling views. As described earlier, a
perspective is a set of views that represent the same type of software properties. The
combined use of these perspectives provides a broad range of information to pro-
grammers when executing software engineering tasks.

We considered several metaphors from the InfoVis and we ended-up adopting the
following ones: (i) treemaps [28] for the package-class-method perspective; (ii)
polymetric views [18] for the inheritance hierarchy perspective; and (iii) several views
for the coupling perspective, namely, class and package node-link-based dependency
graphs, grids and spiral egocentric graphs, and methods, classes and package rela-
tionship matrices.

All SourceMiner views were implemented from scratch. Two of them, the grid and
spiral egocentric graph, are novel contributions. The others were not proposed by the
authors, but completely re-implemented by us according to our software visualization
needs.

The Package Class Method View. Structural information like the package-class-
method structure plays an important role in software comprehension activities [33].
Most of the IDEs provide at least one view that portrays the PCM structure. One such
example is the Package Explorer in the Eclipse IDE. This traditional view does not
scale well and usually present only the structure per se. There is room for enriching
such views with other visual clues such as colors, position and the size of figure
elements. These cues can be used to represent important software properties such as
size, version, churning, and element type. We selected Treemaps as an alternative
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visual metaphor to create a PCM view in SourceMiner. Treemaps are 2D visualiza-
tions that map a tree structure using recursively nested rectangles [28].

They are a very effective way of representing large hierarchies. And, besides the
hierarchy itself, they can show other data attributes using the rectangle size (area) and
color. Each rectangle of the treemap portrays a node of the represented the PCM
hierarchy. The structure is scalable and facilitates the discovery of patterns and out-
liers. It makes it easy to spot outliers in terms of module size and number of sub
modules, for example. An example of treemap in SourceMiner is portrayed in Fig. 5.

As with any SourceMiner view, users can apply filtering criteria to eliminate
elements from the treemap PCM view. The views provide direct access to their
corresponding source code. For that, the user has just to control-click on a graphical
element. The RV layer will then request that the Integration and Coordination Module
on the CVE Layer activates the Eclipse Editor for the corresponding source code
element (method, class or interface).

The Inheritance Hierarchy View. The polymetric view [17] was selected to
portray the inheritance hierarchy of a software system. It portrays inheritance rela-
tionships between the software entities (class/interface) as a forest of round rectangles.
Originally proposed for this very purpose, polymetric views help to understand the
structure and detect problems of a software system in the initial phases of a reverse
engineering process [17]. As can be seen in Fig. 6, the view is a two-dimensional
display that uses rectangles to represent software entities, such as classes and inter-
faces, and edges to represent inheritance relationships between them. The dimensions
of the rectangles are used to represent properties of the entities. In SourceMiner, the
width corresponds to the number of methods while the height to the number of lines of
code of a class or interface. The color is used for decoration just like discussed before.
A geometric zoom is available to better display the polymetric view in accordance
with the number of elements on the canvas. A semantic zoom can also be used to
navigate over specific sub-trees of a portrayed hierarchy.

Fig. 5. Treemaps in SourceMiner.
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The Coupling Views. Portraying coupling relationships is significantly more
complex than the two previous perspectives. There are many types of coupling
relationships: classes extend classes, call methods, use fields, implement interfaces,
just to name a few. One may also be interested in other types of information, such as
coupling direction or strength. Also, some views are good to portrait detailed infor-
mation, but for this very reason they do not scale well. As a result, one single view
cannot efficiently support all coupling visualization goals. SourceMiner provides three
sets of coupling views: graph-based coupling views, matrix-based coupling views and
grid/egocentric-based coupling views. All these views are represented in Figs. 7, 8, 9,
and 10. They illustrate the use of the multiform visualization concept, i.e., many
views are used to represent the same type of property.

Figure 7 conveys a package graph coupling view. It uses square nodes to highlight
this fact. As seen in the figure, any of the peripheral package nodes can be selected to

Fig. 6. Polymetric in SourceMiner.

Fig. 7. Package dependency in SourceMiner.
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have its composing classes revealed as round nodes. In this case, SourceMiner only
shows the classes that justify the coupling relations with the central node. The node-
link-based graph in Fig. 8 clearly exhibits a high amount of visual clutter as a result of
edge congestion. We decided to implement matrix views as an option to the graph
views. They have a cleaner and more uncluttered layout. In SourceMiner, a matrix of
rows and columns are configured to show different levels of coupling relationships
between software elements (package, classes and methods). Figure 9 portrays an
example of a package dependency matrix.

SourceMiner also allows for semantic zooming over the matrices. This is achieved
by double clicking on a gray cell. This action brings out a new coupling matrix that
semantically details the selected dependency. For example, by clicking on a package
dependency cell of Fig. 9, the user will obtain a class dependency matrix involving all
classes. This type of action also works from class to method dependency matrices. The
transition is bidirectional, meaning that the user can backtrack to the original matrix
by simply right clicking on the view canvas.

Fig. 8. Class dependency in SourceMiner.

Fig. 9. Package dependency matrix in SourceMiner.
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The grid view conveyed in Fig. 10 was especially conceived and implemented for
SourceMiner. The goal of this view is to specifically focus on the strength of
dependency between modules of a software system, i.e. the number of syntactic
references from a module to another. This is quite different from the previous two
views which focused on the degree of dependencies. The grid is a chessboard-like
view that plots all classes of the system as rectangles arranged in decreasing order of
dependency strength value (DSV). The rectangle representing the class with the
highest DSV is placed on the top left corner of the grid. The DSV of a class is the sum
of the values of the dependencies between this class and all the others. Colors are used
for decoration of grids in the same way as discussed earlier for the other views.

6.1 Graphical Setup

All views have a set of controls to adjust their rendering parameters. Most of those
controls, such as the use of sliders for view panning, are familiar to general audiences
and need no further explanations. However, there is a concept that deserves some
explanation. SourceMiner’s views use both geometric and semantic zooms.
As expected, geometric zoom is used to scale up and down the visual elements of a
view. Zooming in will increase the number of pixels per visual element. Zooming out
will do the opposite. Semantic zoom, on the other hand, refers to changing the level of
detail in which a set of elements is presented. Zooming in and out will navigate on the
inheritance and structural trees, or expand and collapse the amount of dependency
information shown in graphs and matrices.

The meaning conveyed by the new view as a result of a semantic zoom differs
from that conveyed by the previous one [30]. Section 6 will show examples of these
operations when it discusses the views of SourceMiner.

6.2 The Filtering Views

Filtering views allow programmers to filter software elements out of the canvas
according to specific criteria. Filtering operations are based on numerical and

Fig. 10. Grid view in SourceMiner.
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categorical values as shown in Parts A and B of Fig. 11, respectively. The global
filtering criterion is the conjunction of all the partial filtering criteria. Filter controls
have a reset button to set filter options to their default, full selection, values.

6.3 The Decoration

Visual elements can be decorated with visual attributes such as size and color.
SourceMiner uses colors as its main means of decoration. Color is an important visual
attribute in multiple view environments, because it is transversal to all views. Most if
not all visual metaphors can use colors to efficiently differentiate among its visual
elements.

SourceMiner uses a common module to consistently color the elements repre-
sented in the views. This decoration module can currently use colors to represent
software properties such as being affected by a concern, element size, cyclomatic
complexity, and element type (e.g., concrete, abstract, inner or external classes).
Figure 12 presents the same view decorated by element type (Part A) and concerns
(Part B). In part B, the number in each rectangle indicates the number of concerns that
affects a given class.

Fig. 11. Filtering using range sliders (Part A) and text boxes (Part B).

Fig. 12. Decoration using Colors in SourceMiner.
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7 SourceMiner in Practice

This section illustrates the use of SourceMiner in a typical software comprehension
activity: the identification of code smells. It was conducted as an observational study
in which SourceMiner was used to identify code smells in an in vitro setting. We also
briefly describe two ongoing works using SourceMiner in industrial settings. The first
is a case study in which professional programmers used SourceMiner to characterize a
heavily used web development framework. The second is a case study in which
SourceMiner was used to analyze how a set of similar java-web applications are being
developed in a public administration organization. The three situations reveal initial
evidences that the execution of the described activities would be harder or even
impossible to do through the use of a single view.

The first study illustrates how SourceMiner aids the identification of code smells.
It consisted of an observational study [7], where developers identified a set of well-
known code smells on an open source system called Mobile Media. Participants were
asked to identify the following code smells using SourceMiner: God Class (GC) [18],
Divergent Change (DC) [12] and Feature Envy (FE) [18].

The following descriptions of the code smells summarize the ones presented to the
study participants. Feature Envy (FE) occurs when a piece of code seems more
interested in a class other than the one it actually is in [12]. This code smell can
be seen as a misplaced piece of concern code, i.e., code which does not implement the
main concern of its class. Hence, the concern realized by this misplaced code is
probably located mainly in a different class. God Class (GC) is characterized by non-
cohesiveness of behavior and the tendency of a class to attract more and more features
[24]. In a different perspective, we can look at GC as classes that implement too many
concerns and, so, have too many responsibilities. It violates the idea that a class should
capture only one key abstraction, and breaks the principle of separation of concerns.
Divergent Change (DC) occurs when one class commonly changes in different ways
for different reasons [12]. Depending on the number of responsibilities of a given
class, it can suffer unrelated changes. The fact that a class suffers many kinds of
changes can be associated with a symptom of concern tangling. In other words, a class
that presents mixed concerns is likely to be changed for different reasons.

In the context of the study, programmers were asked to detect these code smells
using SourceMiner over the five versions of Mobile Media. They were not allowed to
access the source code neither perform any search directly on it.

Two important results came out of it. First, SourceMiner provided useful support
to identify the code smells. Second, based on the programmers observed actions, we
uncovered strategies for smell detection supported by the use of SourceMiner.

Participants that identified God Class made synergistic use of the treemap and
polymetric views with concern decoration. Based on the log files, we uncovered that
participants first configured the views to visually represent all concerns. They latter
used the package-class-method structure to spot the classes and interfaces that were
candidate outliers in terms of size and the realization of many concerns. Additionally,
the polymetric view was also used to identify outliers. An interesting result was that
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all participants successfully identified BaseController as a God Class of Mobile Media
(MM) using this strategy.

Figure 13 portrays a scenario of MM version 3 where BaseController and Ima-
geAccessor clearly stand out as God Class candidates. In Fig. 13, BaseController is
the largest rectangle as indicated by the arrows in Treemap and Polymetric View.
Moreover, it contains methods with different concerns (colors). The same is true for
the class ImageAccessor, also indicated by arrows in the figure.

In the case of the Feature Envy, the grid and the spiral views were used to spot the
code smell. Considering that these views present classes and interfaces in decreasing
dependency order, the grid view was used to first present classes with higher
dependency weight. In this view, the user selected the BaseController class (Fig. 13)
and then double clicked on it so that the spiral view could display its dependency
relationships. Using these two sets of views, it is possible to easily spot BaseController
as Feature Envy candidate as presented in Fig. 13. This class stands out due to its
interest in other classes.

An uncovered strategy to identify Divergent Change candidates was the combined
use of the Treemap and Polymetric views to spot classes that may have been fre-
quently changed for different reasons.

A concern is tangled when it is mixed with other concerns within a module which
can easily be observed in the treemaps. Moreover, if the ascendants of a given class
realize different concerns, this class is change prone, a characteristic that can be
observed in the polymetric view. This is again the case of the BaseController class in
MM version 3 as illustrated in Fig. 13.

The results that came out from this study present initial evidences that Source-
Miner can play an important role in software characterization and, in this particular
case, helped to detect God Class, Divergent Class and Feature Envy code smells.

Fig. 13. Identifying outlier classes with SourceMiner.

SourceMiner: Towards an Extensible Multi-perspective Software 257



The second study describes how SourceMiner helped programmers to characterize
the Demoiselle framework [9].

This study was run with two members of the Demoiselle core team at SERPRO.
Initially, the members of the Demoiselle core team, aided by a SourceMiner expert,
identified and mapped to the source code a set of 13 concerns they considered most
relevant to the framework comprehension. These concerns were mapped to the source
code using the ConcernMapper plug-in [27]. Afterwards, this information was
imported into SourceMiner. Part A of Fig. 14 shows the concerns mapped during the
study.

The second part of the second study consisted in characterizing some concerns in
terms of modularity, including their level of scattering and tangling. The Demoiselle
core team had the goal to change the dependency injection implementation of the
framework from AspectJ to the Java Specification Recommendation JSR 299. The
concerns of interest for this activity were injection, JDBC, JPA, Hibernate and Per-
sistence Controller. The following important results that came out of this study: (i) the
specialists could visually realize the way concerns were related among themselves.
As an example, part B of Fig. 14 shows classes that are affected by the concern
dependency injection using the class dependency graph. Based on this view, the
specialists were able to identify classes that have any relationship with the dependency
injection concern and which other concerns affected these same classes; (ii) consid-
ering the results presented before, the specialists were then able to plan and execute
the change of the dependency injection technology without any major incident.

The third study describes the use of SourceMiner to support the characterization of
Java web-based systems developed in an organization. The organization where the
case study took place is a Brazilian public company which has its own development
sites settled in different cities. The sites develop software systems to their internal
clients. The central office provides a core Java web-based system upon which all sites
develops web applications. SourceMiner was used to analyze to which extent the
applications followed the original structure of the core java web-based system and in
which cases it did modify or did not follow it. The idea was to use SourceMiner to
detect such occurrences and to support the decision to develop applications in the

Fig. 14. Characterizing concerns in SourceMiner.
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company using a framework such as the one mentioned before. Two versions of the
core Java web-based system and three applications developed using them were ana-
lyzed. The applications 1 and 2 were developed using the first version of the core java
web-based system, while application 3 used the second version. We compared the
applications using the three perspectives from SourceMiner: package class method,
inheritance and coupling.

The analysis indicated that the approach adopted in the organization is not suitable
for code reuse and contributes to degenerate the original architecture of the core Java
basic project. Figures 17 and 18 in [8] show an example of a utility class that
increased from 701 lines of code and 47 methods in the first version core system to
2089 lines of code and 160 methods in the derived application. This increase is due to
new utility functionalities that were added by the application development team.
These utility functionalities should have been requested from the core system
development team, or at the very least fed back to them, by the application devel-
opment team, in order to make them available to other applications. In interviews, we
found that as the software systems developed in different sites evolve, they tend to
include functionalities that originally were to be provided by the basic project. That
revealed a clear flaw of this approach of application derivation.

8 Related Works

Software visualization has been extensively studied as a means to support software
engineers to build mental models of software systems [10, 16, 31]. Software has been
visualized at various levels of detail, from the module granularity seen in Rigi [22] to
the individual lines of code depicted in SeeSoft [11]. Many interesting and novel
metaphors have been proposed, but much debate and study are still needed to validate
them. Consider software visualization techniques that use 3D representations as an
example. These techniques attempt to make more efficient use of the available screen
space and apply intuitive metaphors to represent data [34]. In spite of their positive
points, they also have negative points such as user adaptation and cognition overload.
The interaction with 3D presentations and possibly the use of special devices demand
considerable adaptation efforts to these technologies [34]. These trade-off scenarios
are common for any family of visualization metaphors. For this reason, it is useful that
software visualization infrastructures provide means of extensibility and resources to
empirically evaluate its use and effectiveness in software engineering tasks, as we
have implemented in SourceMiner.

While there are many works on the use of novel metaphors, there is not that many
on the combination of metaphors in multiple views environments. Rigi was one of the
pioneers in this aspect [22]. It uses multiple views in a reverse engineering envi-
ronment. It is extensible in the sense that new visualization techniques can be included
in the environment through the use of Rigi Command Language (RCL), which is
based on the Tcl/Tk scripting language. Several tools were implemented on top of it,
where SHriMP is probably the most known [32]. They all employ multiform visu-
alization using module relationships as their main software analysis perspective.
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Mature open standard IDEs, such as Eclipse, are nowadays the substratum of many
software engineering tool implementations. However, the number of software visu-
alization tools that explore it is still relatively small [5, 21]. Among the main initia-
tives to move software visualization closer to practitioners, by integrating them in
popular IDEs, one can mention Creole [5], an Eclipse plugin by Lintern et al. and
X-Ray [21]. Most of those were developed as Eclipse’s plug-ins. Unfortunately they
cannot be classified as interactive and coordinated multiple view environments, as
they do not completely explore environment integration, having limited roundtrip,
multiple view coordination and interactive dynamic filtering resources.

As a concluding remark, it is important to observe that the use of multiple,
interactive, and coordinated visualization resources are by no means a novel idea in
the information visualization field [1, 2, 4, 23, 25, 26]. They just have not fully
reached the software visualization field yet.

9 Conclusions

Most software visualization published work focuses on introducing new metaphors to
represent software data, behavior and evolution. This work highlights that the study
and implementation of extensible, interactive, and coordinated multi-perspective
software visualization environments is an important part of the software visualization
research. Software is very complex and multi-faceted. The literature has already
shown that no single view is able to depict all software properties of a software system
[33]. One needs several views. Moreover, it is not clear what the best metaphors are
for presenting many of these properties. One needs to test many view combinations
and those views need integration and coordination.

We believe that only part of software visualization promising benefits are being
observed in practice by the software development industry, because we have not yet
seen a tight integration of software visualization tools with current popular software
development environments. This paper described SourceMiner as an extensible
multiple view environment to enhance software comprehension activities. In its
development, we considered guidelines proposed and already used in the information
visualization domain to bring forth relevant information from the software source
code and associated information.

The model envisioned for SourceMiner is based on the reference model by [6] and
allows for consistent coordination among the views. SourceMiner and the model upon
which it was built have the following characteristics: (i) views that represent a specific
software property are grouped in perspectives to portray information of relevant
software properties such as coupling, inheritance and the package-class-method
structure; (ii) through the use of multiple view and interaction mechanisms, users to
configure visual scenarios suitable to the task at hand; (iii) the model was conceived
considering the IDE as its substratum; (iv) the source code is the main data source for
the visualization environment; (v) other data sources are used to enrich the views with
information such as concerns, and bug track information. We foresee the use of
several other types of data in SourceMiner as way to broaden the range of software
comprehension activities supported by the multiple view interactive environment;
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(vi) the environment is extensible, in the sense that it is designed to support the
inclusion of new views. During its development, new views were included following
this principle.

The use of multiple views in SourceMiner better handles the diversity of attributes,
user profiles, and levels of abstraction needed in software visualization. It enables users
to configure and effectively combine views to bring out correlations and or disparities
that might otherwise remain hidden in the code. The use of multiple views splits
complex data into more manageable chunks of information, and this information can
be further filtered and explored through interaction with the different visual scenarios.
Despite its focus on static software visualization, we believe that the lessons learned in
the design of SourceMiner can be applied to other types of software visualization, such
as those that represent dynamic software behavior or evolution [10].

The environment was built for experimentation and we plan to continue to
empirically studying it to determine whether or not it actually decreases cognitive load
and increases performance on specified software engineering tasks. SourceMiner is
being expanded to convey software evolution attributes, churning and bug analysis
information. In addition, we are adapting it to support collaborative software com-
prehension activities in a distributed environment. This paper described SourceMiner
that is available at www.sourceminer.org.
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Abstract. Enterprises are always subject to internal and external pressures for
change. Organizational Semiotics explains the structure of social norms, which
allows a group of people to act together in a coordinated way for certain
purposes. When a novelty requires reshaping this structure, Actor-Network
Theory provides sociological insights to understand the involved factors. This
paper delineates a method combining these theoretical sources for clarifying
and representing the social forces involved in organizational changes. All
actors – people, technical devices and other objects – are modeled in the same
social level, tracing the flow of interests back to their sources, enabling to
negotiate changes with the appropriate stakeholders.

Keywords: Actor-Network Theory � Organizational semiotics � Organiza-
tional evolution � Social factors

1 Introduction

Enterprises and organizations are always subject to internal and external pressures for
change. Market and politics from one side, and managerial decisions and personal
preferences from the other make the propagation of novelties and collective evolution
a non-linear process, with forces acting in several directions [18]. The pervasive
adoption of an always evolving Information Technology brings more complexity to
the scenario [25].

Organizational Semiotics – OS for short – describes an organization as a
‘‘structure of social norms, which allows a group of people to act together in a
coordinated way for certain purposes’’ [15, p. 109]. The OS seeks for the cognitive
and behavioral universals of the participants of the organization to a better under-
standing of the environment in which an information system will be deployed and run.
However, when studying the readiness of an enterprise for the adoption of new
technology, this theory may not reach factors such as support to managers and
business process [10].

Some organizational researchers [8, 9] argue that collective phenomena are not
defined by previous structure but instead are the result of reciprocal actuation between
individuals. The recently proposed branch of Sociology called Actor-Network Theory –
or ANT – claims that social is not a specific domain of reality or some particular
attribute of people, but rather is the name of ‘‘a movement, a displacement,
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a transformation, a translation, an enrollment’’ [13, p. 64] that occurs involving the
stakeholders, their interests and the means used to achieve them. This dynamic point of
view contributes to understand situations in which the state of affairs is not well sta-
bilized and the social structure is being reconfigured.

The potential of using ANT and OS together have been already pointed out by
Soares and Sousa [22] aiming at balancing social and engineering approaches to
introduce technology in organizations, and explored by Underwood [27] to understand
the diffusion of shared meanings, a prerequisite to the success of Information Systems.
These trials provide good examples of positive aspects of merging both theories and
encourage the expansion to address social, pragmatic and normative issues.

This paper details and extends a previously published proposal of a method to
trace the social forces involved in organizational changes [20]. By unveiling the
network of interferences and mediations present in a social scenario and locating
the sources of conflicting interests, it is possible to drive the actions needed to improve
the organizational structure by redesigning existing software or building new one.

In the following sections we present Organizational Semiotics and Actor-Network
Theory and discuss how they can complete each other to be used as support for
understanding changes in organizations. Case studies are presented for illustrative
purpose, followed by discussion and conclusion.

2 Theoretical Background

Changes in organizations can be seen as social activities, since they require discussion
and negotiation among the involved people. To understand social phenomena in
general, the Sociology traditionally takes one of two opposite approaches: structur-
alism or agency. The first defends the primacy of a social ‘‘field of forces’’ that shapes
human behavior, while the latter sees the individual actions and choices as the sources
of the perceived social reality [7].

The structuralist approach begins with the definition of social fact, recognized by the
‘‘power of external coercion which it exercises or is able to exercise over individuals’’
[6, p. 10] giving rise to a structure that is beyond people but directs their behavior.

The agency-based approach sees the capacity of individuals to act independently
and to make their own free choices as the source of social phenomena [28]. The social
structure is just a consequence of the use of physical and cognitive abilities of indi-
viduals according to their interests and intentions.

In the following sections we present the two theoretical sources that support this
work: Organizational Semiotics and Actor-Network Theory that, when properly
combined, have the potential to address the structural and dynamic aspects of orga-
nizational evolution.

2.1 Organizational Semiotics

Organizational Semiotics is widely used to provide conditions to develop and deploy
software into enterprises and for social groups [16]. It proposes to see an organization
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as an information system that uses signs and norms to coordinate people working
together. Norms capture patterns of behavior and signs carry meaning and promote
communication.

At first, organized groups of people can be seen as driven by informal norms,
whose performance relies on oral culture, constant negotiation of meaning, and
individual abilities, beliefs and patterns of action. Some situations ruled by literate
culture, bureaucratic procedures, and normalized behavior constitute an inner struc-
ture, that is captured in formal norms. Within this structure, some tasks can be
automated and humans replaced by computers or other technical information systems.
These three layers are nicknamed ‘‘organizational onion’’ (Fig. 1a). Each layer
emerges, relies and depends on the outer ones.

Wright [29] identified and conceptualized six distinct types of norms: rules, pre-
scriptions, directions, customs, moral principles and ideals. Prescriptions and customs
define the conducts of people; while the former are characterized by having an explicit
issuer or authority and attached sanctions in case of disrespect, the later have no such
features, being acquired and forwarded by members of a community by means of
imitation and social pressure and becoming regularities in individuals’ behavior.

Norms can also be classified as perceptual, evaluative, cognitive or behavioral,
according to the nature of the phenomenon they govern: to identify things, to attach a
value to things, to grasp causality in flows of events, and to coordinate activities,
respectively [24]. Liu [15] shows a general syntax to represent behavioral norms in
organizations:

whenever <condition> 
if <state> 
then <agent> 
is <obliged | permitted | prohibited>  
to do <action>. 

Semiotic is the science that studies signs as units of signification and communication.
According to Morris [17], Semiotics is organized in three levels: syntactic, semantic
and pragmatic. The first deals with the structures and relations between signs, the
second with their meanings and the third with the intentions and contexts of use.
Stamper [23] added a physical and an empirical level on the lower end and a social
level to the upper level. This is called the semiotic framework or ‘‘ladder’’ (Fig. 1b).

The three lower levels (shaded) of the semiotic framework are often related to the
computational structure of organizations, encompassing hardware, networks, proto-
cols, data encoding, logic and software. The three upper levels correspond to human

Fig. 1. (a) Organizational layers of social norms; (b) semiotic framework, depicting levels in
which signs’ presence and activity can be studied (adapted from Liu [15]).
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attributions: in the semantic layer data is comprehended and meaning is assigned; in
the pragmatic layer the system is used with a certain purpose; and if this purpose
presupposes or implies other people participating on the system, it reaches the social
level. This last level is responsible for negotiation of the meanings of signs and the
definition of norms of behavior.

2.2 Actor-Network Theory

The Actor-Network Theory is rooted in the principle that the basic human social skills
are able to generate only weak, near reaching, and fast decaying ties [13, p. 65]. It is
also asserted that all the forces responsible for sustaining the social aggregations come
from the participants of the phenomenon. Therefore, to explain social structures such
as organizations, that are expected to last longer and mobilize many different people to
work together, it claims that non-human elements must be equally addressed.

The participants of the social realm create associations among each other,
intending to obtain support to propagate forces, share intentions, and mobilize other
allies. These aggregates must be between humans, between non-humans, frequently
are heterogeneous, but these distinctions are not considered relevant. Instead, it is
fundamental to identify the role they fulfill in the associations, when transporting
meaning or intentions: as intermediaries or as mediators.

An actor is an intermediary in a chain of associations when he or she or it forwards
the actions received without transformation. The behavior of an intermediary is pre-
dictable and the outputs are determined by the inputs. On the other hand, a mediator
inserts some new behavior to the system. Mediators modify, distort, enhance or
translate the inputs received. They are creative and show some variability and
unpredictability when acting upon the others. While faithful intermediaries often fade
out in the studied scenarios, mediators appear resolving asymmetries and conflicts
between the other actors.

According to ANT, social groups are performative, their existence relies on the
constant action of the participants upon each other. Therefore, all the elements
involved in a social phenomenon are actors, in a broader sense that encompass both
human and non-human. The process of building the associations among actors is
named translation and depends on the success of steps in which an actor, in the desire
to change a certain state of affairs, looks for other actors whose acting skills are
beneficial, stimulate their interests to join, defines roles and ensures compliance with
the responsibilities assumed. A successful translation must follow four well-defined
steps of problematisation, interessment, enrollment and mobilization of allies [4] that
culminate with the establishment and maintenance of associations.

The strength with which these movements unfold and mechanisms to ensure its
stability and preservation define the success of the formed network as a whole. When
actors become connected, the consequences of success or failure spread through,
creating a mutual interest that the group succeeds. When the translation is effective
and the various actors are driven to act as one through the mechanisms of mutual
control, their complexity is abstracted in a black box. So the network becomes itself
an actor.
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From the methodological viewpoint, ANT proposes to ‘‘follow the actors in their
weaving through things they have added to social skills so as to render more durable
the constantly shifting interactions’’ [13, p. 68]. The observer is always accounted as
part of the representation and explanation of the studied phenomena. Each actor
studied has his own frame of reference and shifting from one frame to another always
adds some uncertainty. ANT recommends that we follow the actors closely, investi-
gating the circulating entities that make people act, understanding how each actor is
recruiting the others, looking myopically to the phenomena in order to grasp details
and covering the whole scenario.

3 Identifying and Representing Social Forces Involved
in Organizational Evolution

For an organization to work properly, it is necessary to share meanings, concepts,
interests and goals among its members. Precision in semantics [27] allows efficient
communication between the participants, while social norms afford them to know
what actions, attitudes and behaviors are expected from them and what they can
expect from the others [3]. This universality and predictability lead to give up indi-
vidual meanings and intentions, and rendering impersonal fields of forces that allow
people to work together towards some goal.

However, this is a provisional equilibrium between several forces and interests.
There are moments when such balance is disturbed: when new players or new interests
come to participate, changing the dynamics of the organization. Interests can be
understood as expectations on the behavior of the others, as an actor expects that
someone else does something useful for him or her, and for the group.

This paper agrees with the scenario described by Sani et al. [21] in which inno-
vation and changes come from the informal layer of the semiotic onion, as the place
for discussion, negotiation and uncertainties. Since at this point norms may be con-
flicting and provisional, there are behaviors and concepts that are not universal, but
localized in individuals or subgroups with shared opinions. The source of these forces
must be retrieved and understood when it is necessary to change the way they work or
to promote consensus. Only when a state of affairs is stable, norms can be formalized
and shifted successively to the formal and technical layers. In this section we propose
a mechanism to capture and represent such scenario, drawing on tools from Organi-
zational Semiotic and Actor-Network Theory.

3.1 Rationale for Combining ANT and OS

ANT comes as a conciliatory proposal between agency and structure, in a position that
can be named structurationist [28]. For being focused on actors and the means by
which they can interfere in the course of actions, ANT proposes that one of the goals
of actors’ movements is to build a stable structure that, once established, governs
future actions in a certain degree.
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Patterns strengthened by the passage of time and the creativity required by
uncertainties in the future are the essentials for society. Latour [12] metaphorically
represented this by the figure of Janus, a two-faced roman deity who simultaneously
looks to the past and to the future, a metaphor for the ambivalent character of the
social aggregates: existing structures mold behavior, represented by ancient face
looking to the past, and new behavior redefines structures, represented by younger
face looking to the future (Fig. 2). Knowing the sources of these patterns is funda-
mental when someone is interested in changing them. Besides, knowing the nature of
these reservoirs of rules, examples, laws and models – as human or non-human –
allows us to choose an approach to tackle the change.

ANT argues that norms are not impersonally produced by the fields of forces [2],
but are instead the sum of social forces generated, stored and replied by actors and
conducted through the associations between them, regardless of being human or not.
Customs are not seen as anonymous anymore: they reach people through the asso-
ciations each actor has. Although they do not have an authoritative issuer and neither
an explicit penalty for being broken, ANT affirms that there is a process of translation
that make people behave accordingly and that can be observed and studied. This
process is better perceived in moments of group creation or of instability.

Norms and interests can be embodied in documents and devices. Although it is not
controversial to say that technology is a kind of consequence of human action, and it is
capable of carrying human intentions, it can be controversial to assume that these
artifacts may contribute to a state of things for themselves. Kroes [11] defends the
agency of objects, in particular, technological devices, arguing that they can change
the way people think and act, sometimes in different ways than they were designed
for, sometimes unexpectedly. Sharing patterns of behavior is not always a face-to-face
phenomenon; in this sense, both OS and ANT share a semiotic-materialistic viewpoint
[14], in which non-human can act upon other actors by physical or cognitive means.

3.2 A Representational Mechanism

The momentary structure of the involved actors and their associations compounding a
network can be represented as a graph [19]. Each actor is represented by a vertex that,
in a visual presentation, can have its nature encoded by its shape: human actors are
represented as circles, non-human as squares and entities with undefined nature are
depicted as triangles. This notation is shown in Fig. 3.

Fig. 2. Two-faced Janus, from roman mythology Extracted from Yonge [30].
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This distinction of actors according to their nature does not intend to impose
different treatment or positioning. It only records possibilities to information extrac-
tion and future actuation. For instance, human actors can be subject to interviews or
answer to forms, as well as direct observation. Non-human can be inspected and
observed, but can also be copied, read or disassembled. Actors with undefined nature,
in this proposal, can be used to represent composite entities that it is not necessary or
is not possible to be decomposed. For instance, companies and departments whose
internal structure is not relevant or known, although composed by people, machines
and documents, are examples of an actor that receive such representation.

When two actors interact in such way that an association is established between
them, this is represented by an edge in the graph. From the ANT viewpoint, this means
that the behavior of one of the actors is benefic to the other, or potentially configures
mutual benefit. In our proposal, it can be seen that over this edge one or more norms
are being promoted or intended to be enforced. This can be seen in Fig. 4, in which we
represented the flow of interests as arrows and provide an identifier for each norm [26]
for the sake of faster referencing. Solid arrows (Fig. 4a) represents successful trans-
lations with verified patterns of behavior, while dashed arrows (Fig. 4b) represents
unsuccessful or planed translations.

The roles of the actors, therefore, need to be distinguished: the one that is effec-
tively fulfilling the actions predicted by the norm is called focal actor [5], while the
ones that are surrounding, expecting such behavior, are named associates. The
interests on establishing some pattern of behavior on the focal actor can depart from
one or more associates. This influence can occur directly through the association
between the two actors, as shown in Fig. 4, but can also follow a chain of hetero-
geneous actors, as studied by Akrich and Latour [1].

In addition to the graphical representation, we propose to extend the syntax of
textual representation of norms to encompass the now necessary elements – an
identifier for the norm and the list of associated actors:

Human Non-Human Undefined

Fig. 3. Graphical notation for vertices according to the nature of the actors they represent.

norm-id            norm-id

Fig. 4. Proposed representation for the norms of behavior that actors exhibit and enforce. The
edge linking the nodes represents an existing association between them, while the arrow
represents successful (a) or unsuccessful (b) translations. In this example we used non-human
actors, but any type of actor can be used as well.
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Norm <norm-id>: 
whenever <condition> 
if <state> 
then <focal-actor> 
is <obliged | permitted | prohibited>  
by <associates> 
to do <action>. 

As an example of the combined use of these representations, consider the scenario of a
developer building commercial software that requires the user to fill a form in which the
date fields must be in the format ‘‘dd/mm/yyyy’’. This behavior can be oriented by applying
masks on the fields before and while the user is typing or by means of a visual calendar;
also, the format can be enforced by validation messages and the denial of submission of the
form as long as the date format is incorrect. Once the behavior of the user fulfills the
expectation of the developer, this must be considered a successful translation. This
example is represented in Fig. 5 along with the textual norm representation. A chain of
associations can be observed, with the software S acting as an intermediary for norm N1.

Now suppose a researcher wants to use the data already gathered by the above
mentioned form to build some monthly statistics using the date field. As the software
works properly and grants that the month is informed in the expected positions, the
researcher can rely on the data and is allowed to use the data without any previous
processing or cleanup. This is represented in Fig. 6. As the software S participates in
the possibilities of action for R, the norm N1 is converted into N2 and addressed to R.
This characterizes S as a mediator between R and U. Notice that being an intermediary
or a mediator is not an internal attribute of the actor, but a consequence of the applied
norms, relative to the flows of interests.

Norm N1::
whenever filling the form 
if in a date field 
then user 
is obliged  
by developer, software 
to use format dd/mm/yyyy. 

Fig. 5. Example of a chain of associations and a related norm. A developer (D) relies on a
software (S) to mold the actions of a user (U) according to norm N1.

Norm N2::
whenever using form data 
if using date field  
then researcher 
is permitted  
by software 
to rely on raw data. 

Fig. 6. Example of a mediation in a chain of associations. A researcher (R) relies on raw data
input by a user (U), since the software (S) is already guiding the actions of the user according to
N1. This enables R to behave according to N2.
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Finally, consider the example of an Internet Forum software package in which the
developer trusts the available automatic filters to deny the users from cursing, using
bad language or a list of forbidden words. As soon as the users perceive that the filters
can be cheated by replacing some letters with numbers or special characters while
keeping the readability – as for instance change ‘‘E’’ for ‘‘3’’ or ‘‘S’’ for ‘‘$’’ – the
pattern of behavior desired by the developer cannot be obtained and therefore the
translation was unsuccessful. This scenario is represented in Fig. 7.

3.3 Gathering Data for the Analysis

The methodological framework provided by Actor-Network Theory can guide the
observations necessary for the understanding of the social phenomenon corresponding
to organizational evolution. ANT adopts an ethnographic stance, proposing a detailed
scrutiny of every particular participant, prior to any generalization.

Beginning within the business processes to be understood, changed or improved, we
must follow each actor through the daily activities, identifying patterns of behavior and
representing them as the existing norms. Ask the actors to explain what motivates or
constraints such behavior, in order to elicit the presence of the associated actors. These
justifications may include desires, favors, orders or imitations, as originating from a
human actor, or laws, handbooks and signs as non-humans acting semiotically, or even
the physical layout of workplace and machines, as a non-human acting physically.

The results of this step are a set of focal actors, a set of norms of behavior related
to them, and a set of newly identified associates that participate in the promotion of
such norms. For each of the actors, ask about unfulfilled intentions, or seek the
interests they carry but are not becoming real. These answers constitute the unsuc-
cessful translations – or future possibilities – that must also be represented.

As the detected associates may be acting as intermediaries or mediators of
interests coming from other sources, it is necessary to perform a recursive process,
starting with this new set of actors. This shift in the frame of reference, as highlighted
by ANT, requires additional attention from the researcher to adequate language and to
match incoming and departing norms with the ones previously detected. The recursion
goes until the behavior of the original focal actors can be explained. The presence of
the researcher must be also made clear, adding her as an actor, and representing direct
contact with other actors as associations.

Norm N3::
whenever using the forum 
if writing text 
then user 
is prohibited  
by developer, forum software 
to use bad language. 

Fig. 7. Example of another chain of associations and a related norm. A developer (D) relies on
an Internet Forum (F) to mold the actions of a user (U) according to norm N3. However, users
find ways to work around such constraint and behave disregarding the developer intentions.
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4 Case Studies

Two case studies were conducted, following the IT team of a public University during
their activities of building or improving software. The focus of the participants was in
producing changes in a real-world situation and improving the practices of an orga-
nization. ANT and OS were used as tools when applicable, and the successive trials
and cases of success informed the method described in this paper.

4.1 Understanding the Role of a Legacy System

The IT team was requested by the Human Resources Department (HR) of the same
institution to build a web version of a legacy system, already used in client-server
mode, which was custom built by a third-part software factory fifteen years ago. This
moment was seen by the managers as an opportunity to document, review and
improve business processes.

The dialogues below were simplified and translated from a series of conversations
with the involved actors, following their own daily activities. We started from the
main user of the system, member of the Human Resources Department staff, who we
will refer to as HR-STAFF-1:

HR-STAFF-1: When I use this screen, I must first type the teacher’s name and ID, set the status
to ‘1’ and click ‘save’. Then change the status to ‘2’ and click ‘save’. Again, change the status
to ‘3’ and ‘save’, and only now I can input the other data: workplace, date of admittance and
so on. Then click ‘save’ again and it’s done.

When asked about the reason for that behavior, she just replied:

HR-STAFF-1: When I started to work here, my colleagues told me to do so. And also, see:
when I insert a new teacher, the only value the system left for me to choose for ‘status’ is ‘1’.
And only when ‘status’ reaches ‘3’, the system enables the other fields for me.

In fact, analyzing the available source code, the IT team confirmed that such behavior
was deliberated, but produced no intermediary effect or outcome other than enabling
and disabling fields on the form. This brings us to the first recorded norm:

Norm N1: 
whenever teacher data is inserted into HR database 
if it is a new teacher 
then HR-STAFF 
is obliged 
by SYSTEM, HR-STAFF (coworkers) 
to set the status to 1, 2 and 3 in sequence. 

The HR staff member was sometimes advised by a senior consultant, who worked
there since the time the legacy system was being developed. Although she does not
use the system anymore, she provided some additional information about the moti-
vations for the development of that software:

HR-SENIOR-CONSULTANT: there is a Deliberative Act that says the hiring process of a new
teacher must begin at a Faculty, and then wait for approval by the Legal Department. Only if
approved, HR proceeds with registration. The former HR Director believed that the system
must reflect such rule, and all the involved workers must use the system.
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The Deliberative Act is an official document, available at the local intranet for the
researcher’s inspection. Analyzing the text and the senior consultant’s story, new
norms were detected:

The senior consultant also informed that norm N5 was not accepted by Faculties and
Legal Department, since they were not interested in using the Human Resources
software only to inform the hiring process’ situation. Therefore the FACULTY and
LEGAL-DEPARTMENT actors chose not to follow N5, being subject only to N2 and
N3. Figure 8 represents all actors studied and the scenario of norms they are enforcing
and to which they are subject.

The detection of these points of conflict in the norms and in the flow of interests
lead to the situation where an organizational structured can be improved: either N5 is
discarded, by negotiation with the current Human Resources Director, or its transla-
tion is completed by convincing Faculties and Legal Department to use the system.
This decision is to be taken by the current Human Resources Director, in negotiation
with Legal Department and Faculties.

4.2 Clarifying the Interests on a New Software

Every year, the University publishes its Statistical Yearbook summarizing the
achievements of the previous year, as a physical paper book and also as a PDF file
available at its website. Data from several sources as Human Resources, Finances and
Academic Board are received by the yearbook Editor and arranged in a single doc-
ument layout. The tables and charts available in the book are used by University

Norm N2: 
whenever hiring a new teacher 
if the process is beginning 
then FACULTY 
is obliged 
by DELIBERATIVE-ACT 
to send the filled forms to 
Legal Department. 

Norm N3:
whenever hiring a new teacher 
if the forms are filled by 
Faculties 
then LEGAL-DEPARTMENT 
is obliged 
by DELIBERATIVE-ACT 
to verify their content. If 
approved, send them to Human 
Resources; if rejected, send 
them back to Faculty. 
 

Norm N4: 
whenever hiring a new teacher 
if the forms are approved by 
Legal Department 
then Human Resources 
Department 
is obliged 
by DELIBERATIVE-ACT 
to insert teacher’s data on 
the database. 
 
 

Norm N5:
whenever hiring a new teacher 
if the forms moved in workflow 
then FACULTY, LEGAL-
DEPARTMENT, Human Resources 
Department 
are obliged 
by FORMER-HR-DIRECTOR 
to inform process status, 
meaning:  
1-Forms filled by Faculty; 
2-Legal Dept. approval; 
3-Registering in the HR 
database. 
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managers to support decisions, and for social scientists to study academic activities.
Due to the static nature of this type of publication, the users of the data often ask the
sources of information to send updated versions of those data; users also request for
the same data in electronic spreadsheets that allow custom sorting and filtering.

In 2011, the Brazilian federal government issued the Law on Access to Infor-
mation1, which required all public agencies to provide broad access to data related to
public affairs, using websites among other media. Briefly, this current state of affairs
can be represented in Fig. 9, along with the following norms:

 
Norm N1: 
whenever a new year has begun 
if asked by EDITOR 
then DATA-SOURCE 
is obliged 
by EDITOR 
to provide data for the 
yearbook, relative to the 
previous year. 
 

Norm N2:
whenever during the current 
year 
if analyzing academic 
activities 
then USER 
is permitted 
by YEARBOOK 
to know details about the 
academic activities of the 
previous year. 
 

Norm N3: 
whenever in need for up to 
date data 
if not available in YEARBOOK 
then DATA-SOURCE 
is obliged 
by USER 
to provide updated data. 
 

Norm N4:
whenever performing 
bureaucratic activities 
if data is generated 
then UNIVERSITY 
is obliged 
by LAW 
to made this data publically 
available on the web. 

 

Fig. 8. Actor-Network and the norms gathered during case study. Some arrows, although
existing in the real data, were omitted for the sake of readability.

1 In portuguese: http://www.planalto.gov.br/ccivil_03/_ato2011-2014/2011/lei/l12527.htm
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The Vice-President for University Development realized this as an opportunity to
make managerial data publically available and continuously updated. Therefore, she
proposed to build a new web portal, under the premise of meeting the new law
requirements, to continuously receive data from the sources and publish in proper
formats, including electronic spreadsheets. This intended state of affairs can be rep-
resented by adding the WEB-PORTAL as a new actor in the network and relaying to it
the expectations of the Vice-President. Figure 10 shows the planned state of affairs,
along with the following intended norms:

Norm N5: 
whenever new data is 
available 
if is data of public interest 
then DATA-SOURCE 
is obliged 
by VICE-PRESIDENT 
to send data to the WEB-
PORTAL. 
 

Norm N6:
whenever necessary 
if analyzing academic 
activities 
then USER 
is permitted 
by WEB-PORTAL 
to know up to date details 
about the academic activities. 

N4 

N2 

N1 

N3 

Fig. 9. Actor-Network and the norms representing the current state of affairs of the case study.

N4 

N2 

N1 

N3 

N4

N5 N5

N6

Fig. 10. Planned Actor-Network and the norms representing the desired behavior.
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5 Discussion

By knowing the role of the actors as intermediaries or mediators, and being aware of
the process of translation, we are able to find the trials of introducing innovations. For
instance, in the first Case Study, the former HR Director translated norms N4 to N5
according to his own interests, being a mediator. The legacy software developer, on
the other hand, acted as a faithful intermediary, implementing such behavior on the
system (see Fig. 8). Non-human actors share the responsibility of keeping the others
acting as expected by their designers. The SYSTEM kept HR-STAFF performing
according to the FORMER-HR-DIRECTOR’s intentions, although the other stake-
holders, who were not connected to the system, ignored the norm N5.

During the representation of the actor-network, associations between actors do not
always carry norms. They represent the flows of information and interests among all
the involved entities. For instance in the case study, HR-SENIOR-CONSULTANT
does not enforce or is subject to any norm. She provided de path through which the
norms N2 to N5 became known. The ANT representation makes explicit the presence
of this informant as a source of uncertainty. The role of the researcher is also high-
lighted as an active actor.

Although incomplete translations do not exist as a global shared behavior, they
play an important role in the dynamics of organizations, because from the ANT point
of view, they are precursor of norms or, as seen in the case study, generate local
patterns of action that may be obsolete and subject to improvement. Using ANT, local
sub-cultures can be disassembled, analyzed and explained; for example, the existence
of norm N1 was maintained by the SYSTEM and the HR-STAFF by means of a
custom, although the justification for such behavior, FORMER-HR-DIRECTOR, was
not directly acting anymore.

It is also noteworthy that the passage of norms from the formal to the technical
layer is not a passive process of diffusion, but instead subject to the active interference
of actors’ interests, capabilities and comprehension, for instance, the sequence of
translations N4 ? N5 ? N1. Norms always reach people through a network of
associations that may be heterogeneous in actors’ nature and intentions.

Since the insertion of a computer system as a new actor implies in a reshaping of the
surrounding network, to understand the requirements for system development, from the
ANT point of view, goes beyond eliciting what the system is supposed to do; instead, it
is necessary to inquiry what it is expected to change in the behavior of the other actors.

For instance, in the second case study, the goal of the VICE-PRESIDENT is not
merely building a new WEB-PORTAL, but benefit from an external need generated
by LAW to promote a more dynamic flow of information from DATA-SOURCES to
the USERS, mediated by the WEB-PORTAL. Plans and intentions were modeled as
intended norms (dashed arrows in Fig. 10). The VICE-PRESIDENT translated norm
N4 into N5, planning a new behavior for the DATA-SOURCES. It is also desired that
the existence of the system allows a distinct behavior of the USERS, represented as
N6. The analysis also shows that as long as the new web portal works, the association
between users and data sources may become unnecessary, and so does norm N3. And
as N6 replaces N2, the function of the YEARBOOK may be reconsidered.
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6 Conclusions

System design for an evolving organization is far from being a solved problem. The
Actor-Network Theory argues that individuals’ intentions are the source of social
structure and provides a good methodological and theoretical support to find those
interactions and understand how such structure emerges and is maintained. Organi-
zational Semiotics, on the other hand, has a long tradition in providing a deep
understanding of the enterprises and, once behavioral patterns are established, guiding
the software development.

By seeing the whole organization as a single information system and considering
that all involved actors – people, technical devices and other objects – may have the
same importance in the social level, through the proposed method and representation,
we were able to trace the flow of interests through the network of actors and reach
their sources, enabling to negotiate the change with the appropriate stakeholders. The
proposed method also allows following intended norms forward through new planned
actors, eliciting the interests they are supposed to mediate.
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Abstract. The Business Process Models describe and formalize the
operations, constraints and policies of an organization. These models
have firstly been used as abstract views of all the processes implied in an
organisation. These served as inputs and outputs of the business analy-
sis and re-engineering activities with no explicit relationship with the IT
infrastructures which have been implementing business processes. In this
paper, we deal with the BPM as higher abstraction level artefacts of soft-
ware applications implementing the organisation processes. It presents
our approach dealing with the change management of such applications.
The approach is based on the graph based formalisation of all the soft-
ware artefacts including the BPM ones. It provides an explicit manage-
ment of various relationships conducting the change impact. The change
operations are then formalized by graph rewriting (or transformation)
rules. These rules implement both the change and the change impact
propagation. The semantic knowledge concerning the various artefacts
and the change operations is represented by an ontology. This ontology is
intended to be able to automatically generate some change management
rules. We use graph rewriting system (AGG) as a mean to formally spec-
ify and validate the result of our approach. The resulting specifications
are then implemented using an integrated software change management
platform appearing as a set of the Eclipse Workbench plug-ins.

Keywords: BPM · Change impact propagation · Graph Rewriting
Rules · Ontology · Process Change Management

1 Introduction

The Business Process Models (BPMs) and their components have first been
used as first class entities of the Business Process Management activities. The
BPM generally encapsulate semi-formal specifications describing the activities
of an organisation. Which may lead to build an artefact repository serving as a
knowledge base used by the various activities of the Business Management, also
c© Springer International Publishing Switzerland 2014
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including the Business Process Re-engineering. Such activities may be viewed
as a part of the job of a business analyst with no explicit relationship to the
Information Technology Infrastructures supporting the organisation’s informa-
tion system. During the last decade, BPMs have also been used as the first
class entities of a new software development methodology based on the trans-
formation of the BPMs into executable programs. It led to the semergence of
new software development tools and approaches based on the BPM [1,2] con-
cept. In these approaches the BPMs are specified by means of some standard
notations like BPMN [3,4] and XPDL [5,6]. The BPMs are then transformed
into executable programs that are generally deployed as multi-tiered distributed
applications using platforms like J2EE, .NET, etc. The executable programs
are often built as macro programs implementing the well known concept of pro-
gramming in the large [7]. These programs contain invocations of web services [8]
provided by the various software applications which have been deployed inside
or sometimes outside the information system boundaries. The Business Process
Execution Language (BPEL) [9] is one of the most known programming in the
large language. The main motivation of such an approach is to eliminate the gap
between the activities involved in Business Analysis and Information Technology
making it more easy and rapid to implement business change requirements.

In a recent paper [10], we considered the study of this new generation of appli-
cations and we demonstrate the feasibility of the implementation of a process
to control the change impact which may affect these applications. Our approach
is mainly based on the use of attributed typed graphs to represent the business
process model and software artefacts and the use of graph rewriting system for
a formal specification of the BPM changes.

In this paper we enrich our approach by the use of ontologies to explicitly
represent more knowledge concerning the BPM, the software artefacts, and the
changes affecting them. We consider the fact that a specific relationship between
a BPM artefact and a software one conducts the change impact in certain direc-
tion. We represent the knowledge concerning the structure of an enterprise and
associate BPM artefacts to its one or more structural units. It may respond to
queries like which BPM artefacts are affected by a change concerning the par-
ticular structural unit? And which software artefact are affected by this change?
We can also specify queries like what are the change operations concerning a
specific artefact type? etc. In this work, we focus on the change impact propa-
gation aspect which can be achieved by associating more semantic information
to the relationship types.

Our approach is mainly based on an ontology, which is built in an interac-
tive and incremental manner. This ontology concerns both the business analysts
and software engineers. For this purpose we have been using a simple tool to
build such an ontology. For instance, we used the Protégé tool1 as an assistance
to build OWL2 ontologies using graphical and interactive user interface. We
also developed a semantic annotation tool to assist the business analysts and
1 Protégé : http://protege.stanford.edu/.
2 OWL Web Ontology Language : http://www.w3.org/TR/owl2-profiles/.

http://protege.stanford.edu/
http://www.w3.org/TR/owl2-profiles/
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software engineer to annotate the business models and software artefacts with
those belonging to ontologies. In fact, all the artefacts are yet stored as graph
elements of attributed and typed graphs [10]. The annotation mechanism provide
help to add more semantical information to these elements.

In Sect. 2 we present, the meta-model for the BPM formalization and the
notions relevant to BPM and BPM-based software applications. The Sect. 3
specifies a taxonomy of BPM change operations and we formalize these oper-
ations with the help of graph rewriting rules. The Sect. 4 presents the change
impact analysis and propagation process along with its formalization by the
graph rewriting rules. The Sect. 5 explains the use of ontology to associate more
semantic information to BPM and software artefact. It also presents a generic
algorithm we used to automatically generate graph rewriting rules in order to
manage the change impact propagation. The Sect. 6 shows the prototype imple-
mentation of our specifications regarding the integrated platform to control the
software changes [11]. The Sect. 7 summarizes the contribution with the conclu-
sion and the perspectives of this work.

2 BPM Formalization and Meta-Modeling

Before explaining the formalization and meta-modeling of BPM, we first explain
the concept of BPM and especially the life cycle of BPM based software appli-
cations. As shown in Fig. 1 the development, deployment, and evolution of BPM
based software applications obey a life cycle. The different phases of BPM life
cycle are described in the following sections:

Fig. 1. The life cycle of BPM based applications.

2.1 The BPM Modeling

This phase involves BPM Modeling in terms of tasks or activities which are nec-
essary to implement the process, the order of tasks accomplishment, the human
actors involved in the performance of these tasks, etc. In recent years, several
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models or notations have been defined to model the BPM. At first, designing a
BPM is an activity within the scope of the information system cartography. It
was most often performed as a part of BPR (Business Process Re-engineering)
projects [12]. Thus, many models and methods have been used such as the
OSSAD method [13], etc. Our present work is particularly related to the BPM as
a means of specification, development, and deployment of automated processes.
We selected the widely considered and used notations in this area, in particular
the BPMN [14]. Figure 2 shows an example of such a process. In this figure, the
process is a partial description of the Sales Chain Management. We first distin-
guish two important actors: the Client and the Process Order. At the beginning,
a start event represent the fact that Place Order is the first task. This first task
performed by the Client consists of the generation of an order that is sent as a
message to the Check Availability task, which is linked to a gateway involving
the Check Payment task. If the products are available or the Cancel Order, oth-
erwise. The process ends by end events linked with Confirm Order and Cancel
Order tasks.

Fig. 2. An example of Business Process Model Notation.

2.2 The Development and the Deployment of the BPM

The development and the deployment of a BPM are two separate activities
that can be performed manually, automatically, or usually semi-automatically.
In principle, these activities can be considered as classical operations for code
generation, where the BPM plays the role of a detailed design and the code is
represented by an application, deployed most often on a web platform. There
exists also software tools to automate the deployment of such applications almost
transparently. Some of these tools are Bonita3, Intalio4, BizAgi5 and Barium
Live!6, etc. In these tools a web application is generated and is hosted in form
3 Bonita Open Solution url: http://www.bonitasoft.com/.
4 Intalio—BPMS: http://www.intalio.com/.
5 Bizagi BPM Suite: http://www.bizagi.com/.
6 Barium Live!: http://www.bariumlive.com/.

http://www.bonitasoft.com/
http://www.intalio.com/
http://www.bizagi.com/
http://www.bariumlive.com/
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of dynamic web pages, a Java servlet engine, or ASP.NET pages, etc. Without
going to the full automation and complete transparent development and deploy-
ment of BPM based applications, there are intermediate languages playing the
role of orchestrators or macro programs involving software components already
encapsulated by web services. BPEL is one of the main languages of this type
and appears like a sort of standard in the matter. In one perspective of Model
Driven Engineering (MDE) [15], BPMN can be considered as a Platform Inde-
pendent Model (PIM) and BPEL as a Platform Specific Model (PSM) consisting
of implementing BPMN in an environment using web services as a means of
communication and interoperability.

Figure 3 shows an example of BPEL implementing the BPM shown in Fig. 2.
In this figure the BPEL is a kind of web services orchestration. To do this,
the BPEL contains calls or invocations to web services like Check Availability,
Check Payment and Cancel Order and flow management nodes like sequence for
a sequential execution of web services invocations or If for conditional branches.
It is useful to remark that the programming in the large concepts are quite

Fig. 3. An example of Business Process Execution Language.
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similar to the programming in the small [16] ones. For our example, the tasks or
activities of the BPMs are implemented by web service calls while gateways are
implemented by If nodes.

2.3 The Execution and Monitoring of the BPM

The execution of the application is generally assured by a web platform which is
usually on multi-tiered architecture etc. The BPM execution provides generally
some interesting data such as response time, resource consumption, etc. These
data are necessary for the purpose of analyzing the process quality. Indeed,
business managers define performance indicators (Key Performance Indicator
[17]) for each process, to measure the performance of activities implemented
by processes. Some of these informations can be obtained by dynamic analysis
by means of program profiling techniques [18–20]. Other information are exclu-
sively provided by human experts and will be explicitly taken into account by
some organizational process. They are generally the derived data from activities
within the framework of customer satisfaction, etc.

2.4 The BPM Improvement

The process improvement is a generic term that refers primarily to the evolution
of BPM processes. In reality, the improvement is expected but what is actually
done, is an evolution of a process embodied by the change affecting the BPM
processes. The goal is to fix certain performance anomalies or simply to complete
the automation of processes, a part of which is manual, etc. In the literature,
the improvement is seen only on the process side and it ignores the software
implementation problems. In our case, we consider both aspects, analyzing in
particular the BPM change impacts on the software and vice versa.

2.5 A Meta-Model of Graph-Based BPM

We propose a meta-model to represent the concepts involved in the definition of
BPMs. This meta-model has been formalized by a typed graph that we imple-
ment particularly in the context of the AGG7. The result of this modeling is
shown schematically in the Fig. 4. This figure represents the main concepts
emerging from the BPMN. The process concept represents the processes that
contain what is called flow objects. These objects can be tasks or activities, sub-
processes or macro-tasks, refined by the processes, events or gateways. A process
has an actor which is called the owner which can be one user, or more, who
has defined the process and is authorized to change this process. The process
is implemented by an application which is deployed and which can host the
execution of multiple instances or cases of this process. Every instance involves
actors that are the users interacting with the various tasks performed during
the instance life cycle. The typed attributed graph formalism may be viewed as
7 http://user.cs.tu-berlin.de/∼gragra/agg/

http://user.cs.tu-berlin.de/~gragra/agg/
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Fig. 4. A UML based representation of BPM meta-model.

a mean to check the BPM artefacts consistency. In fact these artefacts are also
formalized by graphs.

3 The Taxonomy of Change Operations

In the development and the deployment of BPM-oriented applications, the change
seems inevitable. It enrolls in fact, in the usual life cycle of this kind of applica-
tions. We define it as a taxonomy of change operations that may affect one of the
important components of these applications to know the BPM. We consider two
kind of changes: the atomic change operations and the composite (or complex)
change operations.

3.1 The Atomic Change Operations

The formalization of a BPM as a typed attributed graph allows us to compile
a list of atomic change operations. It is important to notify that, “each change
operation corresponds to an insertion, deletion or modification of a node or an
edge of this graph”. We thus obtain the following change operations:

– Insert or Delete or Modify a process.
– Insert or Delete or Modify a task.
– Insert or Delete or Modify an Event.
– Insert or Delete or Modify a Gateway
– Insert or Delete an edge or link (between two flow objects)
– Et cetera.
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Each defined atomic change operation is then formalized by graph rewriting
rules. A graph rewriting rule is in fact a production rule where the left and right
sides of the rule are graphs. In other words, a production rule that transform a
part of the graph which match or corresponds to the Left Hand Side (LHS) of
the production by another subgraph represented by the Right Hand Side (RHS)
of the production. There are also preconditions called negative or NAC, which
specify the need for non existence of certain sub-graph for the rule to run.

Visually such a rule can be outlined as in the Fig. 5. This figure depicts the
partial creation or insertion of a new task. It shows the three components of
a rule called InsertTask which represents the insertion of a task in a process.
The LHS of the rule states that there must be a node in the graph of process
type. It would then match a process node of the graph with that of the rule.
This matching can be done manually by the user or automatically by the graph
rewriting system following many methods that are out of the scope of this paper.
The RHS of the rule shows the creation of a task called x connected to the process
by the relationship “contains”. The NAC of the rule prohibits the creation of a
task named x if there is already a task in the process with the same name.

Fig. 5. A rule to insert a task.

3.2 The Composite Change Operations

The composite change operations can be expressed in the form of compositions
of atomic operations. We did not set a precise or exhaustive taxonomy of these
operations but we consider the most significant and frequent ones. It is also
possible to define new composite change operations. A comosite operation may
be the merger of two tasks, the decomposition of a task into two tasks, the
merger of two processes or the breaking down of a task into a subprocess.

4 The Change Impact Analysis

This section deals with the BPM change impact management. A simulation of
the change impact generation is presented formerly, using graph rewriting rules
and then in later part impact propagation is elaborated to the various artifacts
through the different type of relationships.
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4.1 The Change Impact Generation

All change operations are defined by the preconditions, which in the case of a
graph rewriting rules consist of the LHS (positive preconditions) and the
NAC (negative preconditions) and the post-conditions symbolized by the RHS.
We therefore consider the impact of a change M given the result of its execu-
tion (symbolized as the RHS), in the case of a violation of the precondition. In
the case of graph rewriting rules, this is translated into the creation of a node
of Impact type, connected to the nodes affected by the impact and containing
an attribute called explanation which contains a narrative of the impact (see
Fig. 6). We simulate the creation of the impact by setting rules without NAC
and therefore tolerate the enforcement of the rule with the result, in addition to
that provided by the original rule, appending a node of impact type linked to
the nodes it affects. In Fig. 6, we define a rule to delete a task that provokes the
creation of an Impact node affecting the tasks related to the task that has been
deleted.

4.2 The Change Impact Propagation

The change impact propagation is a process of propagating the impact to all
nodes indirectly affected by the impact. This propagation is done through a link
or relationship between nodes. Thus, some relationships are identified as change
impact conductor [21] and propagate the impact in one way or another. For
example, the Fig. 7 shows the propagation of the impact affecting a task to the
author of this task with the associated explanation.

We distinguish here two types of change impact propagations:

– The horizontal change impact propagation is to propagate the change impact
between artifacts belonging to the same phase of the development life cycle
of an application. This is the case of the rule as shown in Fig. 7. It shows the
impact propagation between tasks and actors.

– The vertical change impact propagation corresponds to the change impact
flow between artifacts belonging to different phases of the development life
cycle of an application. This is the case of the change impact propagation
between a task and a web service that implements a part of this task and vice
versa.

To show how we deal the vertical change impact propagation, we first define a
kind of mapping relationships that are useful for the traceability purpose. These
relationships are:

– The mapedTo relationship between a BPMN process and a BPEL process. In
fact, we defined a meta-model of BPEL processes like we have done with the
BPMN but the BPEL process contains objects like web services, etc.

– The ImplementedBy relationship between a task of the BPM and a web service
of the BPEL.
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Fig. 6. A rule for change impact analysis of a task deletion.

Fig. 7. A rule for change impact propagation.

We know that this set of mapping relationships is a restrictive one since it is
generally possible that a task may be implemented by more than one web service,
it may also be implemented by a process. In another hand a BPMN process may
be implemented by a set of BPEL, ones.

The mapping relationships are then used by the graph rewriting rules gener-
ating or propagating the impact. So, the Fig. 8 shows the impact generated by
the composite change consisting of the merging of two tasks. The question here
is what to do with web services implementing these tasks?

On the other hand, we consider three kinds of change impact propagation
processes.

– The total change impact propagation simulates the change operation and then
execute all possible rules of its impact propagation.

– The selective change impact propagation only propagates the change impacts
induced by a subset of nodes relationships.

– The Propagation of type changes-and-fix [22,23] which is to simulate a change,
directly addresses the impact of this operation (in terms of direct neighbours).
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Fig. 8. Rule for the impact generated by the composite change.

Fig. 9. Screen shot of a change impact propagation scenario in Architect.

This treatment or correction of the change impact will be a transaction which
itself will directly impact the address, and so on.

5 The BPM and Software Artefacts Change Ontology

The use of graph rewriting rules may help to specify a formal and flexible imple-
mentation of the BPM change propagation analysis. Such rules serve as a valida-
tion tool and are mainly syntactical since they are only based on the application
of syntactical morphisms between artefacts represented by graph elements and
the left and right hand sides of the rules. We also want to find a mean to auto-
matically or semi-automatically generate such syntactical rules. The generation
of such rules need a more semantic data concerning both the artefacts affected by
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the change or the change itself. It is therefore we decided to use ontologies allow-
ing the representation and the manipulation of semantic knowledge associated
to BPM and software artefacts. This ontology has been used to semantically
annotate the artefacts that are represented by graph elements (Fig. 9) and to
generate the graph rewriting rules managing the change impact propagation.

The ontology we defined may be viewed as a transcription of the BPM meta-
model (Fig. 4) using the OWL. The significant difference consists of the fact that
relationships between artefacts are also described by an ISA hierarchy. The rela-
tionships are also described by some semantic attributes like “is the relationship
symmetric, antisymmetric, reflexive, transitive, etc.”. Such attributes can be
very useful for the change propagation process. We defined two hierarchies; one
hierarchy concerns the artefacts and the second concerns the relationships. The
current work is focused on the relationship hierarchy based on aspects relevant
to the change impact analysis and propagation (Fig. 10). Considering the change
impact propagation we define five relationship types:

Fig. 10. Relationship hierarchy.

– ForwardImpact relationships are those conducting the impact from their source
or themselves to their destination. That means if a change affect the source
of the relationship or affect the relationship itself, the impact may generate
and it may also impact the destination of the relationship.

– InverseImpact relationships are the relationship conducting the impact from
the destination to the source. That means if the destination of the relationship
is affected by a change then an impact of this change may generate and this
impact may affect the source of the relationship.

– NoImpact relationships do not conduct the impact of a change. That means
if a change affects the source or destination of the relationship no impact my
generate through this relationship.

– CertainImpact relationships are those conducting certainly the impact.
– ConditionalImpact relationships are those conducting the impact in some cases

only.

These relationship types are not disjunctives. That means a relationship may
be at the same time ForwardImpact and CertainImpact or InverseImpact and
ConditionalImpact or ForwardImpact and InverseImpact, etc. For instance the
MappedTo relationship is a ForwradImpact. A change affecting a BPM can
affect the BPEL implementing it. This relationship is also InverseImpact since a
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change affecting a BPEL may have an impact affecting the corresponding BPM.
This relationship is also a ConditionalImpact since it is not sure that a change
affecting a BPM will really cause a change affecting the corresponding BPEL.
With the help of an ontology language it is then possible to define the new
relationship types by combining these.

In our ontology we also represent some descriptions concerning the different
kind of changes (as described in the Sect. 3. We add complementary informa-
tion regarding the artefacts affected by a change, the author of the change,
etc. We then define and implement a generic algorithm that generates auto-
matically graph rewriting rules implementing the change impact propagation
(Listing 1.1). In this algorithm we assume the existence a function called gener-
ateImpact(ImpactType:String, AffectedNode: Node) associated to a relationship
Ri. This function generates a rule in which:

– the LHS of the rule is a subgraph containing the source and destination of
the relationship Ri as linked by the relationship Ri.

– The RHS of the rule contains the source and destination of Ri that are not
linked (directly related) by Ri and a node of type ImpactType is then created
and linked (indirectly related) to the affected node that may be the source or
the destination of the relationship Ri.

This algorithm has also been designed to assess the change impact propagation
without the use of the graph rewriting rules. In this case the function generateIm-
pact does not generate a rule but manipulates directly the artefacts stored in the
XML repository as graph nodes and edges using the GXL data model.
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6 The Prototype of Validation

The prototype we developed can be divided on two main parts:

– the first part concerns the graph rewriting implementation and the ontology
construction. For this part we mainly used tools such as AGG and Protégé,
which allow the graph rewriting specification (and execution) and the ontol-
ogy construction, respectively. These two tools concerns the specification and
formalization of the concepts used by our approach. These tools are not sup-
posed to be actually used in a real project but these help in developing the
second part.

– the second part of our validation concern the integration of the results of our
approach on a platform we developed to deal with the change management of
large distributed software applications. This platform called Architect is built
as a set of Eclipse8 IDE plug-ins. An Eclipse project manages a set of resources
that can be source code files, libraries, BPEL, and BPMN files etc. Architect
analyzes these heterogeneous sources and parses their elements to represent
them as a homogenous interactive graph. The Architect Graph extension of
eclipse visualizes the elements of the corresponding editor view. This prototype
contains a graph editor which provides in a very simple way the nodes and
arcs of the structural graph.

We have used the Java Universal Network/Graph (JUNG)9 Framework.
It is a software library that can be re-used for the modeling, analysis, and
the visualization of data as a graph or network. This library allows to define
the structure of data Graph and also to use certain graph primitives for the
construction of user interfaces associated with the graph manipulation tools.
We used it in interaction with the built-in capabilities of Java API, as well
as those of other existing third party Java libraries i.e. Drools10. We have
specialized the class Graph available in the JUNG library in a class that we
called ArchitectGraph. By using our platform, one can friendly specify a change
affecting a node. Which may be a BPM task, a web service specification, or a
Java class, etc. The various rules implementing the change impact propagation
may then be fired. As a result the new graph is displayed containing nodes
of type “impacted” related to the different impacted artifacts along with the
explanation of the propagated impact.

7 Concluding Remarks and Future Work

In this paper, we present an approach based on a BPM meta-model intended to
serve as a BPM artifacts repository data schema. We also defined the initial BPM
change operations taxonomy. It involves the formalization of the change and the
analysis of its impact propagation by graph rewriting rules. The graph rewriting
8 http://www.eclipse.org/
9 http://jung.sourceforge.net/

10 http://www.jboss.org/drools/

http://www.eclipse.org/
http://jung.sourceforge.net/
http://www.jboss.org/drools/
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rules have been implemented with AGG that is a graph rewriting system. This
implementation can be considered as an operational or constructive specification.
The use of the an ontology language (OWL) provides more semantic information
about the various artefacts. The significant semantic information concerns the
role of the various relationship types in the impact propagation. We especially
define a relationship class hierarchy considering several relationship types from
the perspective of the change impact propagation. This allows us to define a
generic algorithm that has been used to both generate graph rewriting rules
managing the change impact propagation or to directly implement the change
impact propagation. The main concept of our approach is validated using a set of
tools integrated as ECLIPSE plug-ins. These plugins are parts of a more general
integrated framework which is built to deal with the software artifacts change
impact propagations.

We are continuing the work by enriching the approach, in a more detailed way,
with the different kind of mapping relationships related to the BPM artifacts
and their implementation. The main goal is to be able to automatically track
the change impact propagation. To achieve this, we must explicitly enrich the
knowledge concerning the semantic of BPM elements and their relationships. We
are then using the BPMN ontology [24] that is expressed using the OWL [25].
We plan to enrich this ontology by concepts representing the various aspects
of change impact and the relationships propagating such impacts. Another goal
is to provide some forward and reverse engineering tools in order to implement
some important tasks like defining flexible and adaptable tools for the generation
of BPM implementations and some others for the generation of BPMs from the
process implementations.
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Abstract. Object-Oriented Software Reengineering (OO) into Aspect-Ori-
ented Software (AO) is a challenging task, mainly when it is done by means of
refactorings in the code-level. The reason is that direct transformation from OO
code to AO one needs of several design decisions due to differences of both
paradigms. To make this transformation more controlled and systematic, we
propose the use of concern-based refactorings, supported by class models. It
allows design decisions to be made during the reengineering process,
improving the quality of the final models. An example is presented to assess the
applicability of the proposed refactorings. Moreover, we also present a case
study, in which AO class models created based on the refactorings are com-
pared with another obtained without the aid of them. The data obtained indi-
cated that the use of the proposed refactorings improved the efficacy and
productivity of maintenance groups during the process of software
reengineering.

Keywords: Concern-based refactorings � Class models � Aspect-Orientation �
Reengineering

1 Introduction

Aspect-Orientation (AO) can be used in the revitalization of Object-Oriented (OO)
legacy software. AO allows encapsulating the so-called ‘‘crosscutting concerns’’
(CCC) - software requirements whose implementation is tangled and scattered by
functional modules - in new abstractions such as pointcuts, aspects, advices and inter-
type declarations [12].
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Reengineering from OO to AO in code-level is not an easy task due to existing
differences between concepts related to both approaches. However, if the reengi-
neering process was supported by models, it could facilitate future maintenance. In
this paper we propose the use of concern-based refactorings on OO class models
annotated with information of CCC to obtain AO models. In the context of this paper,
annotated OO class models are UML OO class models whose elements (classes,
interfaces, attributes and methods) are annotated with stereotypes corresponding to the
CCC that exist in the software. The main idea is that concern-based refactorings can
be applied to transform these models into AO models.

There are many studies in the literature that present code-based refactorings [8, 10,
13, 14, 19]. Our main reasons to create and apply concern-based refactorings
supported by models (‘‘model-based refactorings’’ in the rest of this paper) are:

(i) code-level refactorings can be applied to transform OO software in AO ones.
However, this transformation is usually done in one step, which has as input an
OO code and as output an AO one. It makes the reengineering process less
flexible, because the responsibility to generate a code that follows good design
practices of AO is on the refactorings. The transformation supported by model-
based refactorings introduces at least one more step in the process before gen-
erating the final code. Thus, to ease the inflexibility of the process, in this step
the outcome AO model can be modified by the software engineer according to
the environment and stakeholder requirements;

(ii) generally, the source code is the only available artifact of the legacy software.
Applying model-based refactorings, both the legacy software and the generated
software will have a new type of artifact (i.e., UML class models), improving
their documentation; and

(iii) unlike the code-based refactorings, model-based ones are platform independent.
Thus, models can be transformed and good designs can be produced regardless
of programming language.

A set of nine model-based refactorings was developed [1]. It is subdivided into: (i)
three generic refactorings, which are concern-independent refactorings; and (ii) six
specific refactorings to the following concerns: persistence (subdivided into connec-
tion, transaction and synchronization management), logging and Singleton and
Observer design patterns [6]. Due to the limitation of space, only five of them are
presented in more details in this paper. The AO class models presented in this paper
are based on AOM (Aspect-Oriented Modeling) approach proposed by Evermann [4].

The remainder of this paper is structured as follows. Some concepts related to the
AOM approach proposed by Evermann, the annotated OO class models and the
computational support DMAsp [3], used to generate automatically annotated OO class
models, are discussed in Sect. 2. The generic and specific refactorings are presented in
Sect. 3. An example that illustrates the use of one generic refactoring is shown in
Sect. 4 and an evaluation of whole set of refactorings is presented in Sect. 5. Some
related works are summarized in Sect. 6. Finally, conclusions and suggestions for
future work are presented in Sect. 7.
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2 Background

ProAJ/UML (UML Profile for AspectJ) is one of the most used approaches to model
AO software [4]. This approach consists of a set of stereotypes that can be applied on
UML class models, such as:

• \\CrossCuttingConcern[[: it is an extension of the Package meta-class, in
the UML meta-model. Its aim is to encapsulate aspects related to the same cross-
cutting concern;

• \\Aspect[[: it extends the UML Class meta-class. Its goal is to cluster pointcuts
and advices in an aspect and to allow aspects to extend classes or aspects and
implement interfaces;

• \\Advice[[: it is a BehavioralFeature meta-class extension. Its aim is to asso-
ciate advices with aspects; and

• \\PointCut[[: it is a StructuralFeature meta-class extension, whose goal is to
specify a static behavior. Its modelling is performed by concrete subclasses of
PointCut, such as CallPointCut and ExecutionPointCut.

These stereotypes are used in the AO class models generated with the application of
the refactorings proposed in this work. Furthermore, OO class models annotated with
information of CCC are used in the proposed refactorings. These annotations are
represented using stereotypes on the left side of the classes, interfaces, attributes and
methods identifiers. Figure 1 illustrates a class annotated with indications of persis-
tence CCC. The DMAsp (Design Model to Aspect) tool [3], developed in a previous
work, is used to generate automatically the annotated OO class models.

Based on the concept of annotated OO class models, the following concepts,
proposed by Figueiredo [5], were adapted to the context of this work and are com-
mented in the refactoring descriptions.

• Components Affected by a Concern are software elements such as classes,
interfaces, attributes and methods which have indications of this concern. These
elements are annotated with stereotypes of the concern that affect them;

• Primary Concern is the main concern of a component and it is related to the reason
by which it was created. For example, the openConnection method (Fig. 1) was
created to open database connections. Then ‘‘Persistence’’ is the primary concern of
this method. The primary concerns are identified by the prefix ‘‘Pri_’’ in the
stereotypes;

• Secondary Concern of a component corresponds to functions that this component
plays. However, these functions are not directly related to the reason for which it
was created. The Account class and its method withdraw, Fig. 1, were created
to perform the business rules of a hypothetical banking system. Thus ‘‘Persistence’’

Fig. 1. An UML class annotated with information about persistence CCC.
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is a secondary concern in these components. The secondary concerns are identified
by the prefix ‘‘Sec_’’ in the stereotypes; and

• Well-modularized Components are software elements composed only by the
primary concern for which they were created. For example, the openConnec-

tion method (Fig. 1) is considered well-modularized, because the only type of
stereotype of this method is a primary concern related to ‘‘Persistence’’ concern.

3 Model-Based Refactorings

Hannemann [9] proposed the following classification of AO software refactorings:

(i) conventional OO refactorings adapted for AO software. These refactorings
only involve OO elements. The difference between these refactorings and the
well-known OO refactorings is they are aware of the existence of AO elements;

(ii) specific refactorings for AO software. These refactorings involve OO and AO
elements and they are specific to lead to the AO abstractions, such as aspects,
pointcuts, etc.; and

(iii) crosscutting concerns refactorings. Also called concern-based refactorings,
they should take all the elements (classes, aspects, interfaces, etc.) that partic-
ipate in a crosscutting concern and their relationships into consideration. This
happens, because concerns usually are manifested in several components.

A set of nine concern-based refactorings is shown in Table 1. Only five of them are
described in this paper with more details. The remaining refactorings were omitted for
reasons of limitation of space and can be found in [16].

The refactorings are presented with: (i) Acronym and Name of the Refactoring;
(ii) Application Scenario, which defines the situations the refactoring can be applied;
(iii) Motivation, which presents some problems caused by tangling and scattering of
CCC; and (iv) ProAJ/UML Mechanism, which is a set of steps to obtain an AO class
model from an OO one, according to the ProAJ/UML profile.

3.1 Generic Refactorings

The generic refactorings are responsible for transforming an annotated OO class
model to a partial AO class model. The generated model is named ‘‘partial’’, because

Table 1. Model-based refactorings.

Generic Refactorings 
Name Description 

R-1 Encapsulating a Secondary Concern with Association Relationships. 
R-2 Encapsulating a Secondary Concern with Generalization/Specialization Relationships. 
R-3 Extracting a Primary Concern. 

Specific Refactorings
Name Description 

R-Connection Encapsulating the CCC responsible for managing database connections. 
R-Transaction Encapsulating the CCC responsible for managing database transactions. 

R-Sync Encapsulating the CCC responsible for managing database synchronization. 
R-Logging Encapsulating the CCC responsible for controlling the application of logging record. 
R-Singleton Encapsulating the CCC corresponding to the Singleton design pattern. 
R-Observer Encapsulating the CCC corresponding to the Observer design pattern. 
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the existing CCC may not be well-modularized yet. In this case, there still can exist
classes/interfaces, methods and/or attributes affected by crosscutting concerns. All
three generic refactorings are presented as follows.

R-1. Encapsulating a Secondary Concern with Association Relationships. 

Application Scenario: when there are classes with Primary Concerns (Crosscutting 
Concerns) which are Secondary Concerns in other classes and these classes are 
related through association/aggregation relationships. 

Motivation: the invocation of methods of classes which Primary Concern is a 
Crosscutting Concern can improve the tangling/scattering of this concern, hurting 
the software maintenance. 

ProAJ/UML Mechanism: 1) Create a CrossCuttingConcern element called “CCC”, 
in which “CCC” represents the concern name that is being modularized; 2) Inside 
the element created previously, add an Aspect element called “CCCAspect”; 3)
Move each well-modularized attribute and method from the classes affected by the 
concern to the “CCCAspect” element; and 4) Move all classes that have the concern 
in analysis as a Primary Concern to the “CCC” element. 

R-2. Encapsulating a Secondary Concern with Generalization/Specialization 
Relationships. 

Application Scenario: when there are classes with Primary Concerns (Crosscutting 
Concerns) which are Secondary Concerns in other classes and these classes are 
related through generalization/specialization relationships. 

Motivation: the override of methods of classes which Primary Concern is a 
Crosscutting Concern can improve the tangling/scattering of this concern, hurting 
the software maintenance. 

ProAJ/UML Mechanism: 1) Create a CrossCuttingConcern element called “CCC”, 
in which “CCC” represents the concern name that is being modularized; 2) Inside 
the element created previously, add an Aspect element called “CCCAspect”; 3)
Move each well-modularized attribute from the classes affected by the concern to 
the “CCCAspect” element; 4) For each well-modularized method from the classes 
affected by the concern, create a “IntroductionMethod” element to add this method 
to the aspect “CCCAspect”; and 5) Move the inherence and interface realization to 
the aspect “CCCAspect”, using “DeclareParents” elements. 

R-3. Extracting a Primary Concern. 

Application Scenario: when there are classes with Secondary Concerns, which are 
Crosscutting Concerns and these ones are not Primary Concerns in any classes. 

Motivation: some crosscutting concerns can be scattered in several classes and there 
are not specific classes that implement them. One concern of this type is not a 
Primary Concern in any class of the application. This scenario represents a high 
level of concern tangling and a low level of software modularization. 

ProAJ/UML Mechanism: 1) Create a CrossCuttingConcern element called “CCC”, 
in which “CCC” represents the concern name that is being modularized; 2) Inside 
the element created previously, add an Aspect element called “CCCAspect”; and 3)
Move each well-modularized attribute and method from the classes affected by the 
concern to the “CCCAspect” element. 
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Looking at the application scenarios of these refactoring we understand that: ‘‘no
matter what concern we are dealing, the scenario described above represent a low
level of modularization’’.
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For example, based on the R-3 refactoring, we already can apply a modularization
strategy to this concern, whatever it is, putting all the well-modularized elements
(attributes and methods) related to this concern in a specific module, in this case, an
aspect. In all refactorings presented above, only well-modularized elements are moved
to the aspect, avoiding problems related to the dependence of other concerns.

3.2 Specific Refactorings

The specific refactorings are responsible for transforming partial AO class models in
final ones. These refactorings are named ‘‘specific’’, because they only can be applied
to a specific type of concern. For example, there is a specific refactoring to the
transaction management concern that generates an AO class model with the modu-
larization of this concern using aspects. Six specific refactorings were developed, as
presented in Table 1.

These refactorings were created based on the most common strategies for
implementing these types of crosscutting concerns. For example, the database con-
nection concern is usually implemented with a class responsible for creating con-
nections and each persistent method must open the connection at the beginning of its
execution and close it at the end. In another example, the singleton pattern is generally
implemented as follows [6]: (i) create an attribute of the same type of the Singleton
class; (ii) become private the constructor of the Singleton class; and (iii) create a
method responsible for keeping only one instance of the Singleton class. Therefore, it
is possible to define some steps for modularization of this type of concern, based on
the most common strategies for implementing them.

The specific refactorings are applied on the models generated by the generic
refactorings. Thus, in ProAJ/UML Mechanism description, aspects created previously
are mentioned. To illustrate this case the refactorings R-Singleton and R-Transaction
are presented.

Unlike the generic refactorings, in this case, we can use some more specific steps
to modularize the CCC, because they are well-known concerns. Thus, for example, in
the case of the Singleton concern, the aspect created by a generic refactoring has been
transformed into an abstract one and for each class affected by this concern one aspect
has been created. This strategy follows a good practice for AO design suggested by
Piveta [18]. Furthermore, it is similar to Hannemann and Kiczales’ solution [7] and
was adapted to the context of annotated OO class models.

3.3 Considerations About the Refactorings

Some of the main reasons to apply generic refactorings are: (i) the application of
generic refactorings can facilitate the achievement of a better AO model: wrong
decisions made by software engineers, due to their inexperience, can prejudice the AO
model quality. Thus, an initial modularization strategy offered by these refactorings
can minimize this problem; and (ii) generic refactorings can be applied to any type
of concern, even to those concerns that are not widely known as crosscutting
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concerns: it is not easy to identify whether a particular concern is or not a crosscutting
concern. Thus, with the help of generic refactorings, we can identify scenarios that
demonstrate or provide evidence of the existence of crosscutting concerns in software.
For example, the application scenario for the refactoring R-3 states a configuration
that can evidence the existence of a crosscutting concern (many classes of software
related to a secondary concern in these classes).

There is not a specific sequence to apply generic refactorings proposed in this
work. The steps created for refactoring are applied when a specific element is well-
modularized, i.e., when there is no interference of other concerns in this element.
Moreover, some modularization strategies described in the steps of the refactoring
were considered to avoid interference in the order of execution of the refactoring.
Similarly to what happens with the generic refactorings, the order in which the spe-
cific refactorings are applied does not interfere in the final AO class model. It happens
because each refactoring acts only on a particular concern at a time, not compromising
elements related to other concerns.

The manual execution of the steps described in the refactoring presented on class
models of software for medium and large scale can be hard and error-prone. Thus, an
Eclipse plug-in called MoBRe (Model-Based Refactorings) was developed to perform
tasks related to refactoring of crosscutting concerns in a semi-automatic way. MoBRe
[17] allows transforming an annotated class model into a partial AO class model,
when the generic and specific refactorings are applied. The AO class models generated
can be visualized within the Eclipse.

4 Example of Use

To present the applicability of the proposed refactorings, an example, using the Health
Watcher software [20], is presented. This software registers complaints in the health
area and it was chosen because it: (i) has an OO and an AO version; and (ii) was
modularized by expert software engineers by using best practices of AO design.

The crosscutting concern partially modularized in this example is the Singleton
pattern, represented by the ‘‘Singleton’’ stereotype. Other crosscutting concerns affect
this application, such as connection and transaction management, represented by the
‘‘Conn’’ and ‘‘Trans’’ stereotypes, but the modularization of them is not performed in
this paper because of limitations of space.

One part of Health Watcher OO class model, responsible for the maintenance of
the patient complaints, is presented in Fig. 2. This model is annotated by using ste-
reotypes of the concerns that affect the software classes, according to the information
provided by Soares et al., [20].

The HealthWatcherFacade class provides methods necessary for execution
of the business logic of the application, as complaints registration, diseases, and
symptoms. The singletonHW and singletonPS attributes and the getI-

nstanceHW and getInstancePS methods have ‘‘Singleton’’ as Primary Concern,
because they were created specifically for implementing the Singleton pattern. The
same way, ‘‘Conn’’ and ‘‘Trans’’ are Primary Concerns of the IPersistence-

Mechanism interface and the PersistenceMechanism class, because they were
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created for implementing these concerns. The HealthWatcherFacade class has
‘‘Trans’’ and ‘‘Singleton’’ as Secondary Concerns, because this class was not created
for implementing these concerns, but it is affected by them. This information about
what concerns are primary or secondary one was provided by the Health Watcher
developers.

According to the scenario of tangling/scattering of the model presented in Fig. 2,
the singleton concern can be initially refactored by the R-3 refactoring. This happens
because ‘‘Singleton’’ is a Secondary Concern in some classes of this model and it is
not a Primary Concern in none other classes. After applying the R-3 refactoring to the
‘‘Singleton’’ concern, the partial AO class model presented in Fig. 3 was obtained.

The changes made were: (i) the SingletonAspect aspect was created; and (ii)
the singletonHW and singletonPS attributes and the getInstanceHW and

Fig. 2. A UML class stereotyped with CCC indications.

Fig. 3. Health watcher AO class model obtained through R-3 refactoring.
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getInstancePS methods were moved to the SingletonAspect aspect. It is
because these elements are well-modularized in the HealthWatcherFacade and
PersistentMechanism classes.

The application of the R-Singleton refactoring was omitted for reasons of limi-
tation of space and can be found in [1].

5 Evaluation

The crosscutting concern modularization may be performed with or without the
assistance of refactorings. In the second case, the process of modularization is
extremely dependent on the expertise of the software engineer. He/She must have
knowledge about the crosscutting concerns to be modularized and best practices and
strategies for the modularization of these concerns. Refactorings minimize this
dependence, making the final product (modularized software) more standardized and
improving its quality.

The question we want to answer with this case study is: how much can the
refactorings affect the efficacy of the modularization process and the productivity of
the maintenance group? In this context, productivity is defined as the time that a
group takes to modularize the crosscutting concerns of a software product. Besides,
efficacy consists in verifying whether all crosscutting concerns were suitably modu-
larized or not. Thus, the case study was carried out and it is shown in the next
subsections.

5.1 Case Study Definition

The efficacy and productivity evaluation of the refactorings was performed in two
ways:

(i) comparing the generated AO class models with another version of them, obtained
from a reverse engineering using the AO code found in the literature (in this
study, we use the JSpider AO code available in [11]). To do this, a set of seven
Metrics for Modularization were used to compare both versions of the appli-
cation AO class model (Table 2). All of them, except MQ and AVG(MQ), accept
the following values: 1.0 – Completely Compliant; 0.5 - Partially Compliant; and

Table 2. Metrics for modularization.
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0.0 – Not Compliant. These values are assigned to the metrics for modularization
by specialists after comparing the models created by the participants of this
experiment to the models obtained from the literature. The metrics MQ and
AVG(MQ) accepts values between [0.0; 5.0] and the higher the value of them, the
better is the modularization of a concern; and

(ii) comparing the time spent by each participant to complete the modularization of a
given OO class model. For this, we used the metric Productivity (Pr), given to the
Formula (1). The higher the value of Pr, the better is the productivity of a
participant.

Pr ¼ AVG MQð Þ = T; ð1Þ

where AVG(MQ) is the average of the metric Modularization Quality and T is the
time (in hours) spent by a participant to modularize the crosscutting concerns.

5.2 Case Study Planning

(a) Selection of Context and Formulation of Hypothesis. The study was carried out
with graduate students at the Federal University of São Carlos. The system used as
object of study was JSpider [11], a highly configurable and customizable Web Spider
engine. The participants had to modularize the Logging and Singleton crosscutting
concerns and generate an AO class model from the OO model classes of the JSpider
application.

Four hypotheses were elaborated (Table 3), two of which refer to the efficacy and
two ones refer to the productivity. Besides, the metrics MQ and Pr were used for
formulating the hypotheses.

(b) Selection of Variables and Participants. Independent variables are those
manipulated and controlled during the experiment. In this context, they are the way
how the participants performed the modularization: with or without the use of the
refactorings. Dependent variables are those under analysis, whose variations must be

Table 3. Hypotheses of the case study.
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observed. In this experiment, they are the efficacy and productivity. The participants
were selected through a convenient non-probabilistic sampling.

(c) Design of the Experiment. The distribution of the participants in groups was done
by using a profile characterization questionnaire.

The questions were about their level of experience in OO and AO, modularization
and UML profile to modelling AO software. All questions had the possible answers: 1
- None; 2 - Basic; 3 - Medium; 4 - Advanced; 5 - Expert. The obtained values are
plotted in the graph shown in Fig. 4.

The groups were created as follows: Group A - participants P1 to P5; Group B -
participants P6 to P10. The average of expertise of Group A is approximately 1.86 and
Group B, 1.80, representing that the groups were balanced. To separate the experts
and novices we have defined the value 1.75 (horizontal line in Fig. 4). This value was
defined according to our experience with the required knowledge to perform the
modularization of CCCs. Above this value the participants were considered experts
(P1, P2, P6 and P9) and below novices (P3, P4, P5, P7, P8 and P10). It is important to
notice that both groups have the same number of expert and novice participants.

The documents used in this experiment were: (i) a registry form to be filled out
with information related to the execution of the study; (ii) a script of execution with
the steps to be followed to perform the experiment; and (iii) the description of the
proposed refactorings. The registry form contained the participant name, the appli-
cation to be modularized, the starting time and the observations and/or problems
noticed by the participant. The script of execution contained a list of tasks that the
participants should carry out and had the goal of assisting them and minimizing the
possibility of failures during the execution. The description of the proposed refact-
orings presents the refactoring according the template used in Sect. 3.

The experiment was divided in three phases. In the first phase (Training), we
conducted a training aimed at homogenizing the knowledge of the participants on the
modularization of crosscutting concerns using hypothetical applications. In the second
phase (Pilot) all participants had to discover how to modularize the persistence
concern that crosscuts pieces of the HealthWatcher application manually and using the
proposed refactorings. The goal of the pilot was to minimize the difficulties of

Fig. 4. Expertise of the participants.
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following the steps described in the refactorings. Besides, the pilot also was intended
to avoid that problems related to the filling out of the forms could interfere in the
results of the experiment. In the third phase (Execution) the goal was to modularize
the Logging and Singleton concerns in the JSpider application. Different types of
concern between Execution and Pilot phases were used to avoid that the knowledge on
the persistence concern obtained in the previous phase (pilot) to influence the results.

(d) Collected Data. Tables 4 and 5 show the data obtained in third phase of the
experiment (Execution) by the Groups A and B, respectively (AoE means Average of
the Experts and AoN means Average of the Novices).

The participants, assigned by ‘‘P#’’, and the titles of the table columns are pre-
sented in first line. The time used by the participants for performing the modular-
ization is presented in lines from 2 to 3. The concern names are presented in lines 3
and 10 and the values of the metrics described in Table 2 are presented in lines from 5
to 10 (for the Singleton concern) and from 12 to 17 (for the Logging concern). The
average of the metric MQ and the value of the metric Pr are presented in lines 19 and
20. The columns that contain the data of participants classified as experts were
highlighted in gray color.

(e) Data Analysis. Regarding the Efficacy and Productivity, Tables 4 and 5 show that
most of participants that used the proposed refactorings got better results than those
ones that do not used them.

Regarding the Productivity, just one of the participants that used the proposed
refactorings was less productive. Although there was an extra task to be carried out (to
follow the steps described in the refactorings), the developer will need to modify the
models during the process of refactoring less times, thus minimizing the final time to
perform the activity.

Table 5. Execution of the case study - Group
B (without refactorings).

Data P6 P7 P8 P9 P10 AVG AoE AoN 
Time (m) 38 45 60 60 30 46 49 45 
Time (h) 0,63 0,75 1,0 1,0 0,5 0,78 0,69 0,83 

Singleton Pattern 
CC_As 1,0 1,0 0,0 0,0 1,0
CM_AM 1,0 1,0 0,0 0,0 1,0
CC_PA 0,0 0,0 0,0 0,0 0,0
CC_GSR 0,0 0,0 0,0 0,0 0,0
CS_PC 0,0 0,0 0,0 0,0 1,0
MQ 2,0 2,0 0,0 0,0 3,0 1,4 1,0 1,7 

Logging 
CC_As 1,0 1,0 0,5 0,0 1,0
CM_AM 1,0 1,0 0,0 0,0 0,5
CC_PA 0,5 1,0 0,0 0,0 0,0
CC_GSR 0,0 0,0 0,0 0,0 0,0
CS_PC 0,0 0,0 0,0 0,0 1,0
MQ 2,5 3,0 0,5 0,0 2,5 1,7 1,3 2,0 

Results 
AVG(MQ) 2,3 2,5 0,3 0,0 2,8 1,6 1,1 1,8 
Pr 3,63 3,33 0,3 0,0 5,6 2,57 3,48 1,97 

Table 4. Execution of the case study – Group
A (with refactorings

Data P1 P2 P3 P4 P5 AVG AoE AoN
Time (m) 35 47 60 60 60 52 41 60 
Time (h) 0,58 0,78 1,0 1,0 1,0 0,87 0,68 1,0 

Singleton Pattern 
CC_As 1,0 1,0 1,0 1,0 1,0 
CM_AM 1,0 1,0 1,0 1,0 1,0 
CC_PA 1,0 1,0 0,5 1,0 0,5 
CC_GSR 1,0 1,0 1,0 1,0 1,0 
CS_PC 1,0 1,0 1,0 1,0 1,0 
MQ 5,0 5,0 4,5 5,0 4,5 4,8 5,0 4,7 

Logging
CC_As 1,0 1,0 1,0 1,0 1,0 
CM_AM 1,0 1,0 1,0 1,0 1,0 
CC_PA 1,0 1,0 0,5 0,5 0,5 
CC_GSR 1,0 1,0 1,0 1,0 1,0 
CS_PC 1,0 1,0 1,0 1,0 1,0 
MQ 5,0 5,0 4,5 4,5 4,5 4,7 5,0 4,5 

Results 
AVG(MQ) 5,0 5,0 4,5 4,8 4,5 4,8 5,0 4,6 
Pr 8,57 6,38 4,5 4,8 4,5 5,75 7,48 4,6 
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As it can be observed in Fig. 5, the average of metric MQ, when the participants
had the aid of the refactorings was higher than the one when they did not have this aid.
According to this chart, the value of the metric MQ was 206 % higher, in average, for
all participants, and 344 % higher, in average, for participants classified as experts and
150 % higher, in average, for participants classified as novices).

Analogously, in Fig. 6, the average of metric Pr also was better when the par-
ticipants used the refactorings. This chart presents productivity 124 % higher, in
average, for all participants, and 115 % higher, in average, for participants classified
as experts and 134 % higher, in average, for participants classified as novices).

It is also possible to notice in Figs. 5 and 6 that the refactorings helped more
expert participants than non-expert ones. It happened maybe because the description
of the proposed refactorings was not well detailed enough to guide non-expert par-
ticipants to modularize the concerns correctly.

(f) Hypothesis Testing. After outlier analysis, it was noticed that none outlier was
identified and the hypotheses tests were performed. The verification of the normality
of the distribution sample data was made using the non-parametric test called Shapiro-
Wilk [15].

The aim of the hypothesis test is to verify if the null hypothesis (H0Ef and H0EPr)
can be rejected, with some significance degree, in favor of an alternative hypotheses
(H1Ef or H1Pr) based in the set of data obtained.

The t-test test was applied to the set of sample data in two stages, because of the
existence of two dependent variables, Efficacy and Productivity were observed. In first
stage, the sample relative to the values of the metric Pr was compared. In second one,
the comparison was made using samples referring to the values of MQ metric. For the
purpose of this study, the minor degree of significance a was used in both stages to
reject the null hypothesis and the maximum degree of significance equal to 5 % was
considered.

First Stage. Based in two independent samples (PrWR and PrWOR) with averages
equals to 5.75 and 2.57, respectively in Tables 4 and 5, the null hypothesis (H0Pr)
could be rejected with 0.0151 % of significance. In others words, it is possible to

Fig. 5. Average of the metric MQ. Fig. 6. Average of the metric Pr.
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assure with 99.9 % of accuracy that the average of the values of the productivity
obtained by the participants that used the refactorings is different.

Second Stage. Based in two independent samples (MQWR and MQWOR) with averages
equals to 4.8 and 1.6, respectively, the null hypothesis (H0Ef) could be rejected with
0.0007 % of significance. In others words, it is possible to assurance with 99.9 % of
accuracy that the average of the values of the efficacy obtained using the refactorings
is different as compared to not using the refactorings.

With the rejection of H0, it can be stated that the observed differences in the
average of efficacy and productivity of the participants who used the refactorings and
participants who have not use them, have statistical significance. Thus, the change in
efficacy and productivity of the groups was due to the strategies for software modu-
larization adopted in the experiment, i.e., with or without refactorings.

As presented in Figs. 5 and 6, the average value of the metric MQ of the partic-
ipants who used the refactorings was higher than that of the participants who have not
used (MQWR [ MQWOR). These data show that the use of refactorings for modular-
ization of crosscutting concerns is generally more effective than when such refactoring
are not used.

Analogously, with respect to productivity, it was expected that the systematic
description of the steps of refactorings becomes more agile the execution of the
participants’ tasks. Based on the data and hypothesis test, there are evidences that the
use of refactorings can increase the productivity of a group.

(g) Threats to the Validity of the Study. Concluding Validity: the t-test was adopted
because our study was a project with one factor with two treatments. This is the most
suitable test for projects with this configuration, which the aim is to compare the
obtained averages from two distinct treatments. The t-test usually requires normally
distributed data. So, the Shapiro-Wilk test was applied and the result was positive for
our study.

Internal Validity: a point that may have influenced the results of the experiment is the
use of graduate students as participants. However, they were not influenced by
the conductors of this study and we did not show any expectation in favor or against
the refactorings proposed in this paper. Besides, the students were properly grouped
according to their experience levels in order to have homogeneous groups. This was
done to avoid that a group could finish the tasks much earlier than other group. The
participants did not receive any grade for the participation.

External Validity: an important bias is the choice of the concerns to be modularized in
the experiment. Different types of concern were used to avoid that the knowledge on a
specific concern obtained in the training phase to influence the results in other phases
of the experiment. Another bias in this case study is that the proposed refactorings
have been applied in software of fairly small size that cannot reflect the real scenario
of a company that develops/maintains software. It is intended to replicate such
experiment with different participants, concerns and applications, in order to isolate
the obtained results from these possible influences.
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6 Related Works

Many works have been proposed for refactoring of OO software to AO ones and the
refactorings are only applied at source-code level, from OO to AO [8, 10, 13, 14, 19].
Moreover, it was noted a lack of related works related to model-based refactorings.

Boger [2] developed a plug-in for the CASE tool ArgoUML that support UML
model-based refactorings. The refactoring of class, states and activities is possible,
allowing the user to apply refactorings that are not simple to apply at source-code
level. Van Gorp [21] proposed a UML profile to express pre and post-conditions of
source-code refactorings using Object Constraint Language (OCL) constraints. The
proposed profile allows that a CASE tool: (i) verify pre and post-conditions for the
composition of sequences of refactorings; and (ii) use the OCL consulting mechanism
to detect bad smells.

The differential of this work in relation to others is the proposal to construct an AO
model considering OO class models annotated with stereotypes representing cross-
cutting concerns.

From the conducted case study was performed an evaluation of the obtained
results with the support of AO metrics. It was realized that the use of proposed
refactorings allows to obtain high quality AO models because: (i) it provided a step by
step guide to modularization of certain CCC; and (ii) the proposed refactorings were
elaborated considering good design AO practices. Therefore, the use of these re-
factorings can lead to build high quality AO models, because it prevents software
engineers to choose inappropriate strategies for modularization of crosscutting con-
cerns. The limitations of this study is considered: (i) lack of a more quantitative
evaluation of the computational support and the proposed refactorings; (ii) the need
for new metrics to improve the evaluation process of the refactorings; (iii) lack of
studies about the security semantics of legacy software after the application of re-
factorings; and (iv) a little amount of refactorings for CCC.

7 Final Considerations and Future Works

The idea of using annotated OO class models to build AO models was adopted
because they can bring the following benefits: (i) it helps to visualizing possibilities
for modularization without using AO; (ii) provides higher level of abstraction by
helping the software understanding; (iii) the generated models serves as documenta-
tion for the AO software and legacy ones and are independent of programming
language.

As future works we intend: (i) to determine if, by means of a controlled experi-
ment, the AO project model generated with the use of refactorings has better benefits
than an AO project only obtained with code refactorings; (ii) to develop new specific
refactorings for other types of concerns such as security, exception handling, among
others; (iii) to create a module for detecting the impacts that can cause a refactoring on
a particular software before being applied; and (iv) to proposed strategies for guar-
antee the behaviour-preservation of OO and AO models after using the refactorings.
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Abstract. Several approaches have already been proposed to extract both
business processes and business rules from a legacy source code. These
approaches usually consider static and dynamic source code analysis for re-
learning of these models. However, business processes have components that
cannot be directly extracted by static analysis (i.e., process participants and
concurrent tasks). Moreover, most of well-known process mining algorithms
used in dynamic analysis do not support all required operations of incremental
extraction. Re-learning of large legacy systems can benefit from an incremental
analysis strategy in order to provide iterative extraction of process models. This
paper discusses an approach for business knowledge extraction from legacy
systems through incremental process mining. Discovery results can be used in
various ways by business analysts and software architects, e.g. documentation
of legacy systems or for re-engineering purposes.

Keywords: Process mining � Incremental process mining � Legacy systems

1 Introduction

Extraction of business processes from legacy systems can become a very complex task
when the continuous evolution of business processes is required. Business processes
usually translate the current business needs of a company and they are made up of
business rules, tasks (i.e. a concrete activity), control flows, roles and systems. When
these business needs change, it is likely that the structure of the process will also
change. Consequently, the process models discovered during the mining task, either
partial or complete, should also reflect these changes. So, in this case the extraction of
business processes cannot be done in one step, but several incremental ones. More-
over, this scenario could be even more complex when the re-engineering process must
handle large legacy system with constant maintenance. In this case incremental dis-
covery helps to keep the system maintenance lives while it is modernized.

To overcome these limitations, incremental process mining techniques [1, 2, 5, 6]
are designed to allow continuous evolution of the discovered process models.
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Evolution means that new events executed and recorded in the log can generate new
dependencies among activities or remove old ones. Thus, using these techniques we
can significantly improve the discovery process from legacy allowing an iterative
approach and also more accurate results.

1.1 Problem Statement

Although some techniques for incremental process mining have already been pro-
posed, there are still aspects to be improved. The main aspect is the better support for
update operations during incremental mining of logs, such as removing elements from
previously discovered process model when they are considered obsolete elements (e.g.
tasks and transitions removed from process definition).

After the discovery of a partial or complete process model from legacy system,
any changes contained in modified process instances (e.g. modified business rules in
source code) must be merged in those models. Those kinds of changes can be seen in
the example of the execution logs shown in Fig. 1 and described next. The logs were
generated by the execution of a legacy information system. These logs are divided into
three logical parts: Initial Traces, New Traces and Updated Traces (see Fig. 1).
We can check that the generation of the Initial Traces and the New Traces log occur
when users (i.e. Mary, Paul and Mark) execute specific use cases scenarios within an
information system (e.g. cases A, B and C) presented in Fig. 1. The logs are composed
by business rules instances executed and recorded from the system.

Fig. 1. Information system logs generation.
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The final log (i.e. Updated Traces) represents new executions of previously sce-
narios, but this time generating modified process instances (i.e. see changes high-
lighted in Fig. 1c). We can see modified traces in this log, where task BR3 was
replaced by task BR4. These changes were generated by the legacy system and are
related to changes in the business rules. In this case, the BR3 was removed from the
system source code. In addition, case C, which was originally executed by user Mark,
is now performed by Paul. This specific kind of change is usually not present in source
code and can be represented by an organizational change.

1.2 Contribution

In our previous work [1, 2] we propose an incremental algorithm which is able to
perform the incremental mining of process logs (i.e. only the discovery of new process
elements) generated from legacy systems or any other kind of system. In this paper,
we are revising these mining algorithms and improving the original ones to detect new
and also obsolete elements on discovered process models. We use different heuristics
to analyze new and modified process instances recorded in the log in order to
incrementally discover process models and mainly update previous discovered process
models. This distinguishes our approach from all previous works. Thus, the main
contribution of this work is the creation of algorithms that introduce new mining
techniques, capable to (i) add new discovered activities to an existing model and (ii)
remove obsolete activities and transitions from the discovered model. As a comple-
mentary contribution we introduce a statistical method to measure the quality of
discovered models on incremental mining.

The next sections are organized as follow: Sect. 2 introduces the operations
supported by the incremental algorithm. Section 3 introduces details of the incre-
mental mining algorithm and how it performs the creation and update of process
models. Experiments using a real legacy system and also simulated logs are presented
in Sect. 4. Section 5 introduces the related work and how techniques presented here
include considerable improvements over them. In the last section, we present the
conclusions and future work.

2 Basic Concepts

This section introduces the basic concepts related to process mining algorithms
described in our work. The techniques presented mine the control-flow perspective of
a process model from logs. In order to find a process model on the basis of an event
log, it must be analyzed for causal dependencies, e.g., if an activity is always followed
by another, a dependency relation between both activities is likely to exist.

Our previous work [2] defined basic relations used by incremental mining algo-
rithm. Here we introduce a new relation to represent obsolete relations in a log, where:

(1) ½a [ wc�a 7!wb if and only if there is a log of events W = r1r2r3…rn and
i \ j and i, j [ {1, …, n - 1} and a trace r = t1t2t3…tn, where ti = a and
ti + 1 = (b or c) and ri � a [ wcand rj � a 7!wb. The relation 7!w represents
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the sibling relation of [ w derived from log of events W, where the relation
[ w represents a relation older than (i.e. that occurs chronologically before in
the log) the sibling relation 7!w.

We also introduce here the update operations that may occur during incremental
mining. The first operations (i.e. rows a–d of Table 1) represent the insertion of
structures in a process model, such as the inclusion of tasks, gateways and partici-
pants. These operations were already supported by our previous algorithm and will be
complemented here with new removal operations (i.e. rows e–h of Table 1).

Table 1. Update operations of incremental mining.

Re-learning of Business Process Models from Legacy System 317



3 Incremental Mining

We consider two main phases to extract business process models from legacy: (i)
identification and annotation of business rules in the source code and (ii) incremental
mining process. The steps are shown in Fig. 5. First, the source code of the system is
analyzed by static methods [13, 14] in order to identify business rules in the source.
After identified, the business rule is annotated to enable the output of its behavior to
log (i.e. as show in Figs. 2 and 3). So, the main objective of the identification of
business rules is to generate log information about its behavior as input for the next
step. Thus, all business process models extracted from legacy systems will be com-
posed by business rules (i.e. tasks) extracted from the source code. The last main step
in the process is the incremental process mining approach. It is used to extract
dynamic behavior of process from the legacy system. This phase output is a set of
business process structures and task participants, similar to the structures in Fig. 6.

3.1 Mining of Execution Traces

Our mining algorithm uses a heuristic approach to extract the dependency relations
from logs. These heuristics use a frequency based metric to indicate how certain we
are that there is a truly dependency relation between two events. The main algorithm
is presented in Algorithm 1 (i.e. see Fig. 8) and can be divided in three main steps: (1)
mining of dependency graph (i.e. mining of relations [ wk,w and [[ w) and control-
flow semantics; (2) discovery of obsolete relations and 3) mining of participants. The
first step discovers all dependency relations from events log, such as sequences,

Fig. 2. Knowledge extraction process.

Fig. 3. Process model generated from the log in Fig. 1.
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parallelism and control-flows (i.e. see item 2.a.iv of algorithm 1). Then, in the next
step, the algorithm discovers obsolete dependency relations from log. These relations
represent elements removed from process definition and must be excluded from
previous discovered model. In the last main step, we mine the task participants. It is a
simple step to discovery and to manage the set of all participants that perform one
task. This behavior is covered by algorithm 7 (i.e. ProcessParticipant).

3.2 Starting the Mining of Logs

The IncrementalMiner algorithm uses three basics information from logs to perform
the mining: Task Id, Participant and Trace Id (i.e. log in Fig. 1). To exemplify how the
mining of logs is performed, consider the partial log W = {BR1BR2BR3BR6BR76,
BR1BR2BR4BR6BR75} (i.e. column Act. ID values of the log shown in Fig. 1a).
IncrementalMiner starts iterating on each process instance in the log. Each instance is
composed by a set of events (i.e. an execution trace). For each pair of events (i.e. e1

and e2) in this trace, we apply a set of heuristics to discover likely relations (i.e.
ProcessRelation algorithm). Considering the pair of two first events (e.g. BR1 and
BR2) in the log, the first heuristic to be applied is heuristic (1) named Dependency
Relation heuristic. It verifies if a dependency between the two elements in the trace
exists. Let W be an event log on T , and a; b 2 T . Then ja [ wbj is the partial number
of times a [ wb occurs in W , and:

a) wb ¼ ja [ wbj � jb [ waj
ja [ wbj þ jb [ waj þ 1

� �

ð1Þ

The Dependency Relation heuristic calculates the Partial Confidence (i.e. the
Confidence value at some point of the algorithm) of this relation, using the support of
a [ wb (e.g. partial number of times that BR1 comes before BR2) and the support of
b [ wa (e.g. partial number of times that BR2 comes before BR1). In this example,
a) wb ¼ 11� 0ð Þ = 11þ 0þ 1ð Þ ¼ 0:916 is the partial confidence for the relation
BR1 ? BR2. After calculated, this value and all the associated data of dependency
relation are inserted in the Dependency Tree. Dependency tree is an AVL tree
(Adelson-Velskii and Landis’ tree) that keeps the candidate relations (i.e. relations
that could be considered in the final process graph) together with their confidence and
support values, respectively. Figure 6 shows the Dependency Tree for the heuristic
a) wb calculated above (i.e. see node BR2, in the dependency tree BR1) and all
further dependency relations. IncrementalMiner uses AVL trees because of satisfac-
tory time for searching, insertion and removal operations, which is required by the
incremental approach.

The result of this and all other heuristics of IncrementalMiner has values between
-1 and 1, where values near to 1 are considered good confidences. The next two
heuristics below (i.e. heuristics 2 and 3) verify the occurrence of short loops in the
trace. That is, it checks the existence of iterations in the trace. Heuristic (2) calculates
the confidence of short loops relations with size one (i.e. only one task, e.g. BR1BR1)
and heuristic (3) considers loops of size two (i.e. two tasks, e.g. BR1BR2BR1).
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Let W be an event log over T, and a, b 2 T. Then |a [ Wa| is the number of times
a [ wa occurs in W, and |a � Wb| is the number of times a � Wb occurs in W:

a) wa ¼ ja [ waj
ja [ waj þ 1

� �

ð2Þ

a) 2wb ¼ ja [[ wbj � jb [[ waj
ja [[ wbj þ jb [[ waj þ 1

� �

ð3Þ

The heuristic (4) is used to verify the occurrence of non-observable activities in the
log (i.e. AND/XOR-split/join semantic elements). Let W be an event log over T, and a,
b, c 2 T, and b and c are in dependency relation with a. Then:

a) wb^c ¼ jb [ wcj þ jc [ wbj
ja [ wbj þ ja [ wcj þ 1

� �

ð4Þ

ja [ wbj þ ja [ wcj represents the partial number of positive observations and
jb [ wcj þ jc [ wb represents the partial number of times that b and c appear directly
after each other. Considering the partial event log W = {…, BR1BR2BR3…,
BR1BR2BR4…} extracted from Fig. 1a, the value of a) wb^c ¼
0 þ 0ð Þ = 6þ 5þ 1ð Þ ¼ 0:0 indicates that BR3 and BR4 are in a XOR-relation after

BR2. Low values from a) wb^c indicate a possible XOR-relation and high ones an
AND-relation.

The above defined heuristics are used to calculate the candidate relations that can
be added to the final dependency graph. In order to select the best relations, we used
the best relations trees (see Fig. 7). These trees keep the best dependency and the best
causal relations (i.e. relations with the highest confidence value, as presented in
Fig. 6) of each dependency tree. Like the dependency tree, the best relations trees are
updated after the evaluation of each dependency relation, calculated by (1), (2)
and (3).

The first step to update the best relation tree is to update the best dependency tree
for the current relation. Considering the current relation of the example (i.e.
BR1 ? BR2), we first check if the confidence value of this relation (i.e. 0.916) is
lower than the confidence value of the relations in the best dependency tree of BR1
(i.e. see tree BR1 in Fig. 7a). If it is the case, we remove it from the final dependency

Fig. 5. The best relations trees extracted from
dependency tree of Fig. 6.Fig. 4. Dependency trees.
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graph (i.e. see algorithm UpdateBestRelation). Besides, we check if its confidence
value is greater than the one of the current best relations in the dependency tree of BR1
and remove all the older relations from it (i.e. the older relations have confidence
values smaller than the one of the current relation). Finally, we add the current relation
to the end of the best dependency tree of BR1. The same process is carried out for the
second element (i.e. BR2). Instead we use the best causal tree of BR2 (see Fig. 7b).
All the elements of the dependency tree are considered best dependencies in this
simple example. So, both trees (Fig. 7a and Fig. 6) are very similar. At the end, we
discovered the partial process model (i.e. dependency graph), as shown in Fig. 5a.

3.3 Adding New Elements to the Model

In an incremental discovery of process models, adding new entries to the log (e.g.,
new process instances) may reveal additional behavior that should be incorporated
into the process model already discovered. Thus, after process the log of initial traces
as described in the previous section (i.e. log of Fig. 1a), we still need to process the
complementary log traces of Fig. 1b, represented by the log set W = {BR1BR
2BR510}. After running IncrementalMiner over this log, we will obtain the final
dependency graph of Fig. 5b. The dependency graph shows additional structures
extracted from the new traces (i.e. BR5 activity and participants Mark and sendMail).

3.4 Removing Elements from Model

A process model is considered complete when it replays all events recorded in a
complete log [7]. In this case, new traces added to the log will not change and neither
will add new behavior to the model. However, this definition could not be true when
changes occur in the process structure, recording possibly modified instances.

The problem in identifying modified process instances is that this information is
often not recorded in the log. What happens in this case is the empirical analysis to
check the likelihood of obsolete events (events related to elements that are no longer
in the process definition, and consequently they also no longer occur). Thus, the main
goal of the algorithms presented in this section and also one of the main contributions
of this work is the ability to identify and remove obsolete dependency relations from
discovered process models during the incremental mining.

To demonstrate how these algorithms work, we shall return to the log of Fig. 1c.
This log contains modified versions of initial process instances and it was recorded by
the execution of modified source code presented in Fig. 3. The first change can be
observed in the log generated by case A (i.e. executed by the user Mary). This case
generates 18 occurrences of trace BR1BR2BR4BR6BR7. However, we can see in
Fig. 1a that this case originally used to record the trace BR1BR2BR3BR6BR7. The
change in this case is the replacement of task BR3 by task BR4.

Process instances changes as described above can be often imperceptible during
the mining task, because they depend on several factors such as frequency of related
events (i.e. events related to task BR4), incidence of noise, etc. Thus, ComputeOld
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Algorithm 1. IncrementalMiner 
Input w: Log, g1:DependencyGraph
Out g2: DependencyGraph

1. g2← g1   

2. For each new instance σ ∈W

(a) For each event ei ∈ σ
   (i) e1 ← ei 

  (ii) e2 ←ei+1

 (iii) e3 ←ei+2

 (iv) ProcessRelation(e1, e2, e3) 
  (v) CheckOldSiblingRelations(e1) 
  (vi) ProcessParticipant (e1) 

Algorithm 2. ProcessRelation 
Input e1, e2, e3: Event 

1. r12 ← CreateRelation(e1, e2). 

2. confidence ← a wb⇒ , where a = e1 e b = e2. 

3. IF e1 = e2 then 

(a) loop1 ← a aw⇒ , where a = e1 e a = e2

(b) IF loop1 > LOOP1_THSLD then 

  (i) AddRelationToGraph(e1, e2). 

4. Else IF e1 = e3 then 

(a) loop2 ← a bw2⇒ , where a = e1  e b = e3.

(b) IF loop2 > LOOP2_THSLD then 

  (i) AddRelationToGraph(e3, e1). 

5. n1←UpdateDependencyTree(r12 , confidence) 

6. andSemantic ← a bw c^⇒ ,  
where a=e1,b=e2 e c=e3

7. amd←get best relations tree of e1

8. amc← get best causes tree of e2 

9. UpdateBestRelation(n1, amd) 

10. UpdateBestCause (n1, amc) 

11. n3← get the root of amd tree 
12. n1←amd.getNode(e2) 
13. n2←amc. getNode(e1)  
14. IF ( ¬ (n1 = Ø) ∨ ¬ (n2 = Ø) ∨  confidence >  

DEPENDENCY_THSLD) ∧ support(r12) >  
POSITIVEOBSERVATION_THSLD ∧
confidence – n3.confidence ≤
RELATIVETOBEST_THSLD then 

(a) AddRelationToGraph(e1, e2). 
15. ComputeOldSiblingRelation(e1, e2).

Algorithm 3. UpdateBestRelation
Input n1: Node, a1: Tree 

1. value←CheckConfidence(n1.confidence, a1)

2. IF value = -1 then //smaller value
   (a) RemoveRelationFromGraph(n1.relation). 

3. Else IF value = 1 then //higher value
   (a) For each node n2 ∈  a1

      (i) Remove n2 from a1

      (ii) RemoveRelationFromGraph(e1, e2)

   (b) Add n1 to a1

4. Else IF value = 0  then //equal value
   (a) Add n1 to a1 

Algorithm 4. CheckOldSiblingRelations
Input e1: Event 
1. bestRelations←Ø //create a temporary set
2. worstRelations←Ø   // create a temporary set
3. ve1←get vertex related to e1 from graph g2

4. outve1←get output vertices set related to ve1

5.  For each vertex vi ∈ outve1 

   (a) r12 ←GetRelation(e1, vi.event). 
   (b) sibvi←get sibling relations set of vi

   (c) For each sibling relation ri1∈ sibvi

      (i) IF ri1.confidence ≤ OBSOL_THSLD then 
        (x) Add ri1 to bestRelations
     (ii) Else
        (x) Add ri1 to worstRelations
   (d) IF sibvi ⊆  bestRelations then 

      (i) RemoveRelationFromGraph(r12)
   (e) Else
         (i) For each relation r1∈  worstRelations

      (x) For each sibling relation ri1∈  r1

a.IF ri.confidence>OBSOL_THSLD then 
                   i.exclude←ri1∈bestRelations ∧
exclude =true 
          (           (ii) IF ¬ (
bestRelations=Ø) ∧ exclude=true then
          (x) For each relation r1∈  worstRelations

a. RemoveRelationFromGraph(r1) 
          (y) RemoveRelationFromGraph(r12)
Algorithm 5. ComputeOldSiblingRelation
Input e1, e2: Event 
1. ve1←Get vertex related to e1 from graph g2

2. r12 ← GetRelation(e1, e2). 
3. sibr←get sibling relations set related to r12

4. For each sibling relation ri1∈  sibr 

   (a)  IF ri1 = r12 then

         (i) confidence← a bw c⇒ ,  

where a bw> = support of r12,  

a cw> = support of r and 

] [a cw a bw→ = support of ri1

   (ii) ri1.confidence←confidence 
Algorithm 6. CheckConfidence 
Input conf: Number, a1: Tree Output: v: Number
1. n1←get root node of a1

2. IF confidence > n1.confidence then 
(a)  v←1 
3. Else IF n1.confidence = confidence then 
 (b)  v← 0 
4. Else 
 (c)  v← -1 
Algorithm 7. ProcessParticipant 
Input e1: Event 
1. ve1←Get vertex related to e1 from graph g2

2. IF ¬ e1.participant ∈  ve1.participants
 (a). Add e1.participant to ve1.participants

Fig. 6. Pseudocode of incremental mining algorithms.
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SiblingRelation and CheckOldSiblingRelation enable the identification of obsolete
relations based on previous discovered model, modified process instances and its
frequency. An obsolete relation is basically a dependency relation [ w presented in
the dependency graph which is not executed anymore. The algorithm Compute-
OldSiblingRelation is responsible for calculating the confidence of the candidate
obsolete relations and it is used by the algorithm ProcessRelation (i.e. see item 15 of
algorithm 2). To perform this, it uses the heuristic (5) defined bellow. The heuristic
calculates the confidence of relation [ w to be an obsolete relation against its sibling
relations 7!w.

To demonstrate this, we can see the relation BR2 ? BR3 in Fig. 9a. The sibling
relations of BR2 ? BR3 are BR2 7!BR4 and BR2 7!BR5 (i.e. dashed transitions).
Thus, we need to apply the heuristic for each sibling relation of BR2 ? BR3. So, let
Wbe a log of events T , and a; b; c 2 T . So ja [ wbj is the partial number of times that
a [ wb occurs in W , ja [ wcj is the partial number of times that a [ wc occurs in W ,
j½a [ wc�a 7!wb j is the partial number of times that ½a [ wc�a 7!wb occurs in W and:

a) wb 7! c ¼
1þ ja [ wbj

ja [ wcj

� �

� ja [ wbj � j ½a [ wc�a 7!wb j
� �

1þ ja [ wbj
ja [ wcj

� �

� ja [ wbj � j ½a [ wc�a 7!wb j
� �

þ 1

0

@

1

A ð5Þ

Another important point of heuristic (5) presented above is that as more events are
available in the log greater is the confidence of obsolete relations. This behavior is
introduced by the partial expression 1þ ðha [ wbi=ha [ wciÞ presented in (5). It is
used as a factor to maximize the value calculated by a) wb 7! c.

Considering the log with modified instances W = {…, BR1BR2BR4BR6BR718,
BR1BR2BR518}, presented in Fig. 1c, we can check that the task BR3 was replaced
by BR4. All dependency relations in the dependency graph which have task BR3 as a
causal relation is likely to be an obsolete relation. In the example, the relation
BR2 ? BR3 is the only relation having task BR3 in the causal relation. To confirm if
it is an obsolete relation, we need to analyze it from the sibling relations perspective
(i.e. BR2 7! BR4 e BR2 7! BR5). Thus, we apply the heuristic (5) for each of them.
The first sibling relation BR2 ? BR4 has the support of a [ wb as the partial number
of times that BR2 ? BR4 occurs in the log (i.e. 23 times), the support of a [ wc as
the partial number of times that BR2 ? BR3 occurs in the log (i.e. 6 times), and
½a [ wc�a 7!wb as the support of sibling relation BR2 7!BR4 before the last occurrence
of BR2 ? BR3. Figure 9a shows that the support of sibling relation BR2 7!BR4 was
zero (i.e. no occurrences) in the last time that BR2 ? BR3 occurs. After that, we can
calculate the confidence of BR2 ? BR3 to be an obsolete relation against
BR2 7!BR4 as a) wb 7! c ¼ 1 þ 23 = 6ð Þ � 23� 0ð Þð Þ = 1 þ 23 = 6ð Þ�ðð

23� 0ð ÞÞ þ 1Þ ¼ 0:991. We repeated the same process to the next sibling relation
BR2 7!BR5, where a) wb 7! c ¼ 1 þ 28 = 6ð Þ � 28� 0ð Þð Þ = 1 þ 28 = 6ð Þ�ðð

28� 0ð ÞÞ þ 1Þ ¼ 0:993. As result of the execution of ComputeOldSibling Relation
for both sibling relations BR2 7!BR4 and BR2 7!BR5 we have obtained values 0.991
and 0.993, respectively.
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To check if the relation above (i.e. BR2 ? BR3) can really be defined as an
obsolete dependency relation, we execute the algorithm 4 (i.e. see CheckOldSi-
blingRelation at item 2.a.v). The algorithm checks the confidence of each sibling
relation 7!wof dependency relation [ w calculated by ComputeOldSiblingRelation.
To set the minimum acceptable value calculated by the heuristic (5), the threshold
Obsolete Relation uses the following definition:

Definition 1 (Obsolete Relation). Let [ w be a relation with two or more sibling
relations 7!w, a dependency relation is considered obsolete if and only if all sibling
relations have a) wb 7! c result above threshold Obsolete Relation.

The definition above is followed by algorithm 4, as presented at item 5.c and 5.d.
Moreover, we set the threshold Obsolete Relation value to 0.990 to get only obsolete
relation candidates with high confidence. So, if all sibling relations 7!w of [ w reach
heuristic results above threshold, then we need to remove [ w from dependency
process graph, as presented in items 5.d and 5.e.ii of algorithm 6. Back to the example,
we can see that relation BR2 ? BR3 presented in Fig. 9a has both of sibling relations
with heuristic result above 0.990 (i.e. 0.991 for BR2 7!BR4 and 0.993 for
BR2 7!BR5). Thus, it means that we need to remove the relation from dependency
graph, such as presented in the final discovered model in Fig. 5c.

4 Experiments

The experiments in this section were implemented in Java language and divided into
two groups. The first group shows the quality of models mined from logs generated by
a process execution simulator (i.e. see Sect. 4.1). The second group demonstrates the
quality of models mined from logs of a real legacy system.

4.1 Experiments on Simulated Data

Obtaining practical data for incremental mining is not a trivial task. Therefore, we
have used a simulation tool [11] to generate data about process models definitions and
their execution logs. The models are generated in a recursive way. First n parts are
generated. Each part is a task (with probability 50 %), a parallel structure (20 %), an

Fig. 7. Calculating the candidate obsolete relations.
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alternative structure (20 %) or a loop (10 %). We also included noise in 5 % of all
traces in the log. Additionally, each task has a performer that represents a process
participant. For a parallel or an alternative structure the simulation randomly generates
b branches. Usually there are no more than 100 tasks in a workflow model [9], so we
set n = 4 and 2 B b B 4 to limit the scale. Each model has at least one loop and at
most three alternative structures and at most three parallel structures. The simulation
randomly generates each task’s waiting time and execution time. At the choice point it
enters each branch with the same probability. Each generated model has also a
modified version. It was used to simulate the evolution of the process model and to
perform the incremental mining with modified process instances. At the end, we
generated 400 models (i.e. 200 original process models and 200 modified versions of
them) and 200 log files, with an average of 47.6 tasks. In each log dataset there are 500
simulated instances made up by 300 new process instances (i.e. from original process
model) and 200 modified process instances, generated from the modified version of
these processes.

4.2 Quality of Non Incremental Mining

For measuring the correctness of our method in a non-incremental scenario, we have
used the conformance checking metrics for models and logs [10]. The result is
evaluated from aspects of Token Fitness (i.e. which evaluates the extent to which the
workflow traces can be associated with valid execution paths specified in the model),
Behavioral Appropriateness (i.e. which evaluates how much behavior is allowed by
the model but is never observed in the log) and Structural Appropriateness (i.e. which
evaluates the degree of clarity of the model). We use the conformance checker plug-in
of ProM 5.2 [4]. The average results from the mining of 200 datasets (i.e. considering
just original process instances without changes from the logs) are shown in Table 2.

The Token Fitness and the Structural Fitness metric values suggest that our
method has nearly the same precision as a-algorithm [7] and Behavioral Appropri-
ateness slightly lower than a-algorithm and the method proposed by [5].

4.3 Quality of Incremental Mining

Because of a lack of techniques to measure the models conformance during the
incremental mining with modified process instances, it was necessary to use an
alternative technique. Kappa [3] was used to give a quantitative measure of agreement
between the input process models which generate the log records (i.e. observer 1) and
the process model mined by the IncrementalMiner (i.e. observer 2). Here, this

Table 2. Quality metrics values.

Metric Our method a-algorithm Ma et al. [5]

Token Fitness 0.998 0.882 0.953

B. Appropriateness 0.851 0.865 0.854

Structural Fitness 1.000 1.000 0.901
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measure of agreement defines the level of similarity between the process structures of
both models. The reason to use Kappa to check process graph similarity instead other
methods like [12] is that we must also consider the organizational aspects of process
such as participants of process, which is not part of the graph structure.

The values obtained from Kappa range from -1 (i.e. complete disagreement or
low similarity) to +1 (i.e. perfect agreement or full similarity). The statistic formula is
presented by Eq. (6), where P(A) is the empirical probability of agreement between
two observers for one aspect of the process, and P(E) is the probability of agreement
between two observers who performed the classification of that aspect randomly (i.e.
with the observed empirical frequency of each mapping aspect). Thus, high Kappa
values suggest high similarity between the input and output models. In this work, we
applied the agreement over six different aspects, as shown in Table 3.

K ¼ PðAÞ � PðEÞ
1� PðEÞ ð6Þ

The first aspect checks the mapping of activities in the model. It identifies whether all
activities presented in the mined models belongs to the process definition. The second
aspect refers to the mapping of participants to the tasks of the process. It defines
whether the participant associated with a task actually performs the activity in the
process. The next two aspects define the mapping of incoming and outgoing transi-
tions of an activity. These aspects define if all input and output transitions associated
with an activity are correct. The last two aspects evaluate whether the semantics of
input and output activities (e.g. AND/XOR-split/join) are correct. So, we can check
whether control flows associated to the process are correct.

The Kappa verification of models is divided into three main steps which are
represented in Fig. 10. First, we perform the mining of initial log (i.e. new traces
without changes, generated by simulator, as described in Sect. 4.1) through Incre-
mentalMiner to generate the intermediate models. After that, we submit to Incre-
mentalMiner both intermediate model (i.e. generated in first step) and the log with
modified instances of processes, also generated by simulator. The result is a set of
updated process models containing all new dependencies and the updated ones. As the
last step, we submit both modified process definition and updated discovered process
model to Kappa for similarity verification. In column Precision with Simulated Logs

Table 3. Kappa results for real and simulated data.

Aspect Simulated logs Real legacy system logs

Activity mapping 1.000 0.920

Participants mapping 0.710 1.000

Input transitions 0.950 0.930

Output transitions 0.910 0.900

Output semantics 1.000 1.000

Input semantics 1.000 1.000
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of Table 3, we can check the results. We have obtained high values for Kappa in the
majority of aspects (i.e. values above 0.8 are considered good agreement [16]), what
suggests that the discovered models and the designed models that generate the logs are
similar. This means that the incremental mining of logs was conducted efficiently for
the main aspects.

4.4 Experiments on Real Legacy System

To demonstrate how effective this approach on a real scenario is, we use a real legacy
system. So, the process logs were generated from successive executions of an ERP
legacy system written in COBOL language. It has more than 2,000,000 lines of source
code and several modules (i.e. Financial Management, Sales Management, etc.).
Moreover, each module implements several implicit (i.e. no formal process models
defined) and interrelated business processes.

In order to start the discovery of business processes from legacy system, we
followed the process defined in Fig. 4. On this experiment each module of legacy
system was annotated and recompiled to generate trace events to the log. They were
instrumented in such a way that each executed business rule (i.e. task) records an
event into the log. Moreover, use case scenarios were defined to coordinate both the
system execution and the log generation.

We have split and executed the user scenarios in seven groups. Each group rep-
resented all the scenarios related to one specific user of legacy system. Following the
successive execution of these system scenarios, seven incremental dataset (i.e. one per
user) with approximately 30,000 trace instances were generated. The datasets were
named respectively as A, B, C, D, E, F and G. The datasets A, B recorded incremental
logs related to execution of Financial Management module. Therefore, dataset C
recorded process instances from execution of Sales Management. Dataset D recorded
process instances of Service Management module. The next two datasets E and F
recorded process instances of modules Production Management and Warehouse

Fig. 8. Incremental mining verification process.
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Management, respectively. The last dataset (i.e. G) perhaps introduce modified pro-
cess instances, generated from execution of modified version of Sales Management
module (i.e. version 2 as illustrated in Fig. 11).

Table 4 shows the complete list of elements extracted from the incremental
mining of logs. All elements listed are part of business process model structure.
Incremental mining reveals new elements after each mined dataset, gradually gen-
erating a more complete model. On the other hand, the last dataset log (i.e. G) revel
obsolete elements that were removed from process models (i.e. see negative values on
rows Tasks and XOR-split/join). Thus, these results can demonstrate that we can
extract process models from legacy in an incremental way even on those situations
where the system has to be modified during the mining process.

To measure the quality of models extracted from legacy, we have also used Kappa
statistic. The same aspects considered on Sect. 4.3 and shown on Table 3 were used.
Here, these aspects were used to demonstrate the level of business analysts agreement
on the business process structures obtained from legacy. So, in experiments using two
different business analysts, Kappa values between 0.90 and 1.00 were obtained, as
shown in column Precision with Real Legacy System Logs of Table 3. That means the
business analysts agree with most of process models structures mined from legacy,
during the incremental discovery.

5 Related Work

Gunter [8] introduced the mining of ad hoc process changes in adaptive Process
Management Systems (PMS). This technique introduces extension events in the log
(e.g. insert task event, remove task event, etc.) that record all changes in a process
instance. So change logs must be interpreted as emerging sequences of activities
which are taken from a set of change operations. It is different from conventional
execution logs where the log content describes the execution of a defined process. The
problem here is that sometimes legacy information systems and WfMS do not gen-
erate process change information into the log. Thus, it is very hard to discovery
process changes from these systems. Although, Bose [15] introduced concept drift
applied to mining processes. He applied techniques for detection, location and clas-
sification of process modifications directly in the log without the need for specialized

Table 4. Elements extracted from legacy.

Log file

Element A B C D E F G Total

Biz processes structures +2 +1 +2 +1 +4 +3 – 13
System participants +3 +1 +1 +1 +1 +1 – 8
Human participants +1 +1 +1 +1 +1 +1 +1 7
Tasks (Business Rules) +20 +8 +15 +11 +24 +1 +2 (24) 77
XOR-split/join +10 +5 +5 +1 +3 +3 +3 (22) 28
AND-split/join +1 1
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log containing such modifications as proposed by Gunter. After that, Luengo [17]
proposed a new approach using clustering techniques. He uses the starting time of
each process instance as an additional feature to those considered in traditional
clustering approaches.

The work presented here supports the main operations of evolutionary learning
(e.g. insert and exclusion operations) using an incremental mining approach. More-
over, our technique does not require extra information in the log to detect process
changes. Thus, it makes possible to avoid the reprocessing of the complete set of logs,
reducing its total processing time.

6 Summary and Outlook

This paper proposed an incremental process mining algorithm for mining of process
structures in an evolutionary way from legacy systems. This is an important step for
the incremental legacy modernization because it keeps the system maintenance live
while the system is modernized. The algorithm enables the discovery of new and
obsolete relations from log as new or modified traces are executed and recorded in the
log. Thus, we can keep all process models discovered updated with the process
definition when it changes.

In quality experiments using non-incremental simulated data and conformance
metrics, the models discovered by IncrementalMiner present good accuracy.
Regarding the incremental approach, IncrementalMiner also shows good precision for
the models discovered from logs with modified process instances. During the dis-
covery of process models from real legacy system and also simulated logs, the
algorithm shows good results on the extracted models (i.e. Kappa values above 0.900).
Thus, our approach could be an effective alternative for incremental mining of process
models during the re-engineering of legacy systems.

Altogether, the main contribution of this work was the creation of a mechanism
that introduces the incremental mining of logs with support to (i) the discovery of new
dependency relations (i.e. new tasks) and participants in order to complement a partial
or complete process model, and (ii) the identification and removal of obsolete
dependency relations in order to update an existent process model. We also introduced
an alternative way to measure the quality of models generated during the incremental
process mining.

As future work we include the improvement of the identification of obsolete
participants in the model (i.e. see low kappa value in simulate data of Table 3) and the
integration of algorithm and the incremental approach in ProM tool.
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Abstract. Popper’s [1] ‘piecemeal social change’ is an approach manifesting
itself in science as critical and emancipatory (C&E) research. It is concerned
with incrementally removing manifested inequalities to achieve a ‘better’
world. Although design science research in information systems seems to be a
prime candidate for such endeavors, respective projects are clearly underrep-
resented. This can be attributed to the demand of justifying research ex post by
an evaluation in practical settings. From the perspective of C&E research it is
questionable if powerful actors grant access to their organization and support
projects which ultimately challenge their position. Within the present inquiry it
is argued that the idea of Lewis’s [2] ‘possible worlds’ can be leveraged as
basis for C&E design science research. It is suggested that a theoretical
approach, based on a synthesis of justificatory knowledge and ‘organizational
options’, can complement the practical oriented design science research focus
by allowing to design technical systems not only for factually existing contexts,
but also for theoretically grounded, more desirable structures.

Keywords: Critical and emancipatory research � Possible world � Design
science � Socio-technical system design � Reference architecture

1 Introduction

Critical and emancipatory (C&E) research projects, i.e., projects concerned with the
identification and removal of manifested injustices [3], are recognized as an important
application area of information systems research (ISR) [4]. However, within ISR in
general and design science research in information systems (hereinafter: design sci-
ence research (DSR)) in particular, there is a clear lack of such projects [5, 6].
Furthermore, most often C&E lack a constructive or transformative component, that
is, they result in a form of ‘destructive negativism’ by solely focusing on criticism [6].
DSR, aiming to change existing structures and processes [4, 7–9], seems to be a prime
candidate for a more satisfying endeavor, if combined with the research stream that
conceptualizes information systems (IS) as socio-technical systems [e.g., 10–15]. This
stream recognizes that information and communication technology (ICT) applications
are embedded in an action system, comprising human beings and processes, and does
not, as the much narrower view, exclude almost anything but ICT applications [e.g.,
16–20]. Although both streams are concerned with transforming action systems to IS
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or change existing IS, the broader perspective can account for the dialectic relation-
ship between technical and social systems. This clearly locates DSR in the over-
arching endeavor of socio-technical system design or engineering [cf. 21–24]: DSR is
the methodological1 foundation for approaches developing technical systems, sup-
porting or enabling the emerging social system. Despite the widespread belief that
methodical suggestions such as ‘participatory research’ in DSR and socio-technical
system design [cf. 14, 19, 28–32] are compatible with C&E goals, they can address
them only superficially. On the one side, participatory approaches neglect what in
reference to Sen [33] can be called the downward adaptation of employees’ expec-
tations in respect to what is possible because of continual exploitation. On the other
side, it is unreasonable to assume that powerful actors grant access to their organi-
zation and devote resources to a research project, which ultimately challenges their
position [34, 35], something DSR and, by implication, derived methodical support
presuppose by demanding an ex post justification in a practical setting. This internal
tension inhibits DSR to unfold its full potential and explains the lack of C&E DSR.

To overcome this limitation and to counterbalance the abuse of participatory
approaches, the present paper, based on a critical reflection of the conventional notion
of DSR, sketches a complementary approach which, in reference to Lewis [2], is
called the design of ‘possible worlds’, a concept introduced to ISR by Frank [36]. The
paper suggests that the idea of a theoretically ‘possible world’ provides an adequate
basis for more progressive C&E DSR by indicating possible alternatives to factually
existing circumstances, an essential prerequisite for questioning existing structures
and processes [cf. 36–38], and by allowing to design technical systems, supporting
and enabling these more desirable structures, based on these ‘possible worlds’. More
precisely, a designed ‘possible world’ can function as a domain or ‘reference model’
[39] from which the requirements for the development of ‘facilitating reference
architectures’ [40] can be elicited. In short, the ‘possible world’ can be considered as a
sketch of a desirable, not yet realized structure, used to design technical systems; both
together inform the practice of socio-technical system design and practical DSR by
providing normatively justified ‘patterns’ or safeguards.

Such an approach represents a valuable contribution to the disciplinary knowledge
base, because it addresses both of the above mentioned issues in the traditional
conceptualization and it connects DSR more clearly to the overarching endeavor of
socio-technical system design. Furthermore, despite being ‘merely’ theoretical, the
approach helps ISR to ‘enlighten society’, a duty all scientific disciplines have to
fulfill [41]. Therefore, the present inquiry is highly relevant, however, relevance is a
characteristic attributed by the target audience [42], who has to pass the final judg-
ment. The audiences most likely to benefit from the following discussion are scien-
tists, especially design science researchers who need an approach to conduct C&E
DSR projects and those who are interested in a critical reflection of the methodo-
logical self-conception of DSR.

1 The terms ‘method’ and ‘methodical’ refer to the general procedure involved in conducting a study,
which differs from the concrete ‘research strategy’ or technique, used to collect and analyze data
[cf. 25–27]. In this perspective, the terms ‘methodology’ and ‘methodological’ refer to the
theoretical underpinning of methods captured in the disciplinary body of knowledge.
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The remainder is structured as follows: the next section explicates the limitations
of the traditional conceptualization of DSR in general and in respect to C&E. Based
on this rationale, the third section puts forward the design of ‘possible worlds’ as an
approach for C&E DSR and relates it to complementary approaches. Before the final
section concludes the discussion and outlines further research options, the fourth
section provides a brief illustrative application of the method.

2 The ‘Impossibility’ of C&E DSR

Design science research (DSR) has the aspiration to be a methodology that bridges
both, relevance and rigor. It tries to achieve this goal by demanding that DSR deals
with problems and opportunities articulated in practice (relevance) and that designed
artifacts are evaluated in practical settings (rigor). As indicated before, those demands
prevent DSR to fully unfold its potential, especially in respect to C&E research.
Elucidating limitations inherent to this narrow definition provides the basis for the
suggested complementary approach. Therefore, the following critical reflection
questions that (1) a ‘rigorously’ evaluation of a designed artifact provides a com-
prehensive justification of the ‘effectiveness’ or ‘validity’ of the implied claim and
that (2) ‘relevance’, defined as ‘problems and opportunities articulated in practice’, is
a comprehensive conceptualization.

The first aspect tends to be the most pressuring as almost all DSR approaches
demand an evaluation [e.g., 5, 14, 15, 18–20]. The goal of an evaluation is to assess
the efficacy or consequences of the artifact’s instantiation in use [16] by either
employing empirical-quantitative [7] or interpretive [43] methods. Instantiation and
evaluation are mandatory activities for a valid research project [44]. This is a common
tenor in DSR: from more general instructions such as Hevner et al.’s [14] third
guideline (i.e., ‘‘[t]he utility, quality, and efficacy of a design artifact must be rigor-
ously demonstrated via well-executed evaluation methods’’) to the more specific
demands in theory development [18] (i.e., the ‘‘[v]alidation of the artifact generates
information that is used to assess the correctness of the entire reasoning/circum-
scription chain’’) [see also 13, 15, 19, 43, 45]. The ultimate concern is the ‘effec-
tiveness’ or ‘validity’ of the claim(s) manifested in the artifact, that is, the evaluation
is performed to justify all non-evident or unshared assumptions embodied in the
artifact [46]. In sum, the answer to how novel research results are justified, the central
question of the context of justification [25, 47], in DSR is verificatory, like the answer
of the empirical-quantitative tradition [38]. Justification through ‘post-construction
evaluation’ is well-established, but not perfect. There is room for complementary
approaches such as ‘justification through evidence synthesis’.

An argument for this pluralistic perspective of justification can be derived from
difficulties associated with the conventional approach. The central challenge origi-
nates from the ‘amplified contingency’ [42] of DSR’s unit of analysis leading to the
insight that ‘‘the evaluation process in design science is task and situation specific’’
[45]. In other words, the evaluation of the effectiveness is spatially and temporally
bound to a specific context. This corresponds to the second moment of the scientific
enterprise, the moment of ‘open-systemic application of theory’ [48]. In the ‘moment
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of theory’, the first moment, knowledge is gained in controlled environments
(i.e., closed systems such as laboratories), which is then leveraged to measure or
predict events in uncontrollable environments (i.e., open systems such as organiza-
tions). As it is impossible to control all influencing variables to isolate the effects of
specific causes within open systems, observed events and their magnitude are always
the result of multiple amplifying and/or curtailing influences. Because of the context’s
contingency, the ‘practical/technological utility’ [49] ascertained in the evaluation in
one context, does not guarantee practical utility in another. Furthermore, the sug-
gestion to exclude trail-and-error descriptions from research reports to preserve the
reader’s motivation [25] makes it impossible to reconstruct and explain processes in
open systems—a prerequisite to derive transcontextual knowledge. This in turn has
the consequence that neither the possibility of transferring an artifact to another
context nor the effectiveness of this transfer can be explained scientifically; they are
based on experience or ‘assumed rationality’ [48]. Finally, focusing on ‘practical
utility’ at the expense of the first moment’s ‘epistemtic utility’ [49] inhibits elimi-
nating hypotheses from the body of knowledge [25, 41, 50], because the practical
application of the artifact and its successful evaluation does not give an indication of
the truth of the embedded theoretical propositions [50]. For example, it might be
possible that only some part of the theoretical knowledge embedded in the artifact
holds in practice or the evaluation is successful despite false theoretical statements
(i.e., spurious correlation). This in turn maintains the (insufficient) state of the
knowledge base which forces DSR to ‘‘rely on intuition, experience, and trial-and-
error methods’’ [14] or ‘assumed rationality’.

Relevance in DSR, the second aspect mentioned above, is mainly concerned with
the grounding of a DSR project’s purpose in practical problems and opportunities
[e.g., 13, 14]. These practice demands articulated by ‘important stakeholders’, pre-
dominantly managers responsible for deciding if organizational resources are com-
mitted to the construction, procurement, and usage of artifacts [11, 43], enter DSR
projects in form of goals or context-specific requirements. According to the postulate
of the ‘absence of value judgments’, which should ensure objectivity, justification has
to be free from value judgments [25]. A common interpretation of this demand is to be
personally detached from values and solely focus on selecting the ‘objectively’ most
effective means to achieve given goals. This move is possible because values have no
binding force [49]. In reference to Habermas [51] this perspective can be called
‘purposive or means-end rationality’. An extension of this type of rationality—‘nor-
mative rationality’—would discuss goals and means in reference to commonly shared
and acceptable social values.

Such an extended perspective seems reasonable, because science in general and
applied sciences in particular have considerable societal consequences and side-
effects. Nobel laureate North [52], for example, argues that introducing new tech-
nology often leads to the ‘‘deliberate deskilling of the labor force’’, that is, highly
skilled employees, with high bargain power, are substituted with less skilled and less
powerful employees [see also 28, 32, 53, 54]. In the same vein, Chmielewicz [25]
argues that it is hard to accept that researchers, despite these social consequences,
work on goals and means without a normative position. He further argues that,
because researchers’ obligations are different from those of politicians and managers,
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they should consider the normative implications of their research. Similarly,
Niiniluoto [49] notes that a researcher ‘‘contributing to applied science is morally
responsible for’’ his or her contribution. The exclusion of ‘normative rationality’, by
solely focusing on ‘purposive rationality’ implies that human beings, an immanent
part of IS, are merely treated as objects. To some degree and in special circumstances
such a perspective might be acceptable for analytical purposes; however, it is a serious
deficit if normative considerations are completely excluded, especially from applied
disciplines. It not only makes the discipline morally questionable, it also confines
intellectual curiosity—the source of important scientific research [50] —to purposive
rationality; it makes demarcation of DSR and consulting/design practice fuzzy; and it
neglects the duty of scientists to enlighten society [41].

This is not a call to fundamentally revise the foundations of the discipline and its
methodological repertoire, but to recognize the inherent ‘imperfect obligation’.
To make ISR more accountable to one of its largest stakeholders, viz. society at large,
‘relevance’ cannot only be defined in relation to the needs of ‘important stakeholders’
devoting resources to a project. Furthermore, a practical evaluation is not the only way
to conduct research rigorously. Within the next section a sketch of the design of
‘possible worlds’ method [34] is presented, a complementary approach that allows to
conduct C&E DSR projects.

3 The Design of ‘Possible Worlds’ and Related Approaches

The tension between C&E research’s aim to challenge entrenched injustices and the
demand of DSR to conduct ‘relevant’ projects ‘rigorously’ can be resolved by
broadening the understanding of ‘rigor’ and ‘relevance’. Such an extension, feasible as
explicated above, will admit C&E DSR projects. The present section strives to realize
this goal by (i) arguing that ‘relevant’ research is based on normatively justified
criticism of existing circumstances, the principle underpinning the design of ‘possible
worlds’ method, and by (ii) substituting the ex post evaluation through the success-
fully applied ‘realist synthesis’ [55] and a simplified version of ‘applicability checks’
[56], together providing equally appropriate justificatory evidence. Finally, to locate
the proposal in the existing body of knowledge, the closing section relates the
methodical suggestion to overarching socio-technical design approaches and practical
DSR projects, i.e., efforts realizing technical systems in practical settings.

3.1 The Design of ‘Possible Worlds’

The design of ‘possible worlds’ is divided into three steps, similar to the suggestions
for interpretative C&E research [see 57, 58]: firstly, the ‘factual world’, a represen-
tative abstraction of the structure of a selected unity of analysis, is ‘carved out’;
secondly, the idea of a ‘possible world’ as well as its underpinning value position are
sketched and utilized to criticize the ‘factual world’; finally, the ‘realist synthesis’ is
employed to gather (i) justificatory evidence for the theoretical possibility of the
identified differences (i.e., avoiding the ‘utopian counterclaim’ [34]) as well as
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(ii) knowledge of ‘organizational options’ [28] from which the requirements for the
design of technical systems, supporting the more desirable social system, are elicited.
Based on this preparatory work, a technical artifact can be designed and assessed for
‘accessibility’ and ‘applicability’ as proposed by Rosemann and Vessey [56].
‘Importance’, the third suggested criterion, can be left out, because the identified
differences are considered to be intrinsically ‘important’ or ‘relevant’. The rationale,
unfolded below, behind this claim is that if, seen from a reasonable value position,
particular circumstances are considered to be unjust, there is a strong argument or
even an imperfect obligation to deal with these injustices.

As both, employing applicability checks and designing technical systems are well
established in ISR [e.g., 8, 12, 19, 20, 39], an elaboration at the expense of less well-
established activities tends to be unrewarding. Therefore, the remaining discussion
will be confined to the activities required for developing the ‘possible world’, func-
tioning as a ‘domain/reference model’ [39] for the design of the technical artifact.

Step 1: Abstraction. The relationship between the envisioned ‘possible world’ and the
existing real world exhibits similarities to incommensurable theories, which are dif-
ferent models of the world and, due to a shift of terminology, use different languages to
explicate their conceptualization [59]. Therefore, comprehending the ‘possible world’
requires a shift of thinking, which according to Sen [60] is a dual task: using a con-
formist language to communicate clearly, while simultaneously expressing non-
conformist ideas. Correspondingly, it seems to be most fruitful to start the design of a
‘possible world’, the non-conformist idea, by creating a conformist abstraction of the
real world segment of concern (hereinafter: ‘factual world’). The pre-existing condi-
tions within it not only determine interventions’ efficacy [55], they also provide the
basis for critical analysis [6]. Abstraction in this context must not be mistaken with
unrealistic or far from reality, a common misunderstanding. An abstraction, as
understood in the following, is a goal-oriented process that captures the necessarily
related elements and processes of a subject of investigation [see 27, 42, 61, 62,
for excellent discussions]. It excludes contingently related elements, attributes of
elements, and relationships to be applicable in multiple settings (hereinafter: domain).
This implies, when applied in a concrete context the abstraction needs to be comple-
mented and refined by information gathered in real world settings.

Correspondingly, the first task in the design of a ‘possible world’ is to select a
differentiable system of the real world as unit of analysis. The selection needs to be
congruent with the purpose and goal of the inquiry, i.e., it is implicitly guided by the
idea of the ‘possible world’. In contrast to the traditional conceptualization of DSR,
the researcher is not restricted to a particular organizational setting. However, to avoid
unnecessary complexity, the following will be confined to this more familiar case. For
the selected unit of analysis the general structure and relevant contextual influences
are explicated (schematically depicted in Fig. 1). This entails decomposing structures
into relevant elements (i.e., the element on the left side) and identifying relationships
between elements [58], together representing the system’s structure. For all identified
elements relevant powers, i.e., the non-contingent properties [61], or relevant ‘orga-
nizational options’ are be explicated.
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Such an abstraction exhibits similarities to conceptual frameworks guiding
empirical-quantitative research or the structural context descriptions used in explan-
atory case study research [see 58]. In other words, the ‘factual world’ could also be
used for examining concrete settings in a domain to identify predominantly occurring
tendencies and relate them to ascertained powers, resulting in a ‘‘model […] of a
mechanism, which if it were to exist and act in the postulated way would account for
the phenomena in question […]’’ [63, p. 19]. As such it would provide a model for an
explanation of ‘‘why what happens actually does happen’’ [61, p. 44]. However, the
study’s primary interest is not the explanation of a certain event, but the design of a
more desirable ‘possible world’. Sketching out this alternative, intuitively used to
specify the research’s purpose and goal as well as to select the unit of analysis, is
subject of the second step.

Step 2: Critical Analysis. Artifacts, such as the ‘possible world’, can be seen as
means to achieve given ends [64]. However, there are no means or ends in themselves;
they are only meaningful in a certain sphere, which is set through delineating nor-
mative value judgments [25]. In C&E research the realm encompasses the removal of
manifested injustices [3], which are identified by scrutinizing the believed to be
legitimate circumstances for preconceptions and biases [60]; in the current termi-
nology, by criticizing the ‘factual world’. In other words, the end of a C&E DSR
project is derived from criticizing the current situation, that is, criticism as the reason
for change [25, 38, 42, 65]. It could even be argued that this should be the maxim not
only of C&E DSR, but of DSR in general, because ‘‘if the starting point of all change
is perfect and good, then change can only be a movement that leads away from the
perfect and good’’ [1]. However, this line of reasoning is not further pursued here;
instead it is taken as given that criticism is a vital prerequisite for C&E DSR.
As Habermas [37] points out, the legitimacy of an existing order can be criticized only
from the perspective of an, at least hypothetically, existing alternative (i.e., the
‘possible world’). This ‘possible world’ serves as contrasting background or instru-
ment to explicate the shortcomings of the ‘factual world’. Correspondingly, the first
step of the critical analysis is to make explicit the guiding idea of a ‘possible world’ by
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Fig. 1. Abstraction of the unit of analysis, adapted from: [27].
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briefly sketching its key points in a form adequate for the critical analysis. This draft
will be iteratively revised during the realist synthesis in the subsequent step. Before
going into the details of the critical analysis, a briefly discussion of the relationship
between the ‘factual world’, the ‘possible world’, and concrete contexts is intersected
to avoid potential misunderstandings.

As indicated by ‘contingent context’ and ‘typical context’ in Fig. 1, there is no 1-
to-1 correspondence between the ‘factual world’ and abstracted factually existing
contexts. The ‘factual world’ is merely a representative cross-section of contexts in a
domain, which might differ from context abstractions in two ways (see Fig. 2): (i) the
‘factual world’ comprises entities not present in the context abstraction or (ii) the
context abstraction already exhibits entities of the ‘possible world’. This might raise
two objections: first, it can be argued that by excluding ramifications the implied
understanding of development is teleological, and second, that the ‘factual world’ is
not as representative as suggested.

The second objection refers to the shortened sequence of ‘context shifts’ [34]
required to transform a particular setting into the ‘possible world’. A ‘context shift’,
more fully elaborated in the succeeding step, can be understood as an intervention
changing the structure of a social system in a certain way (e.g., by assigning an
additional responsibility to an element or by changing the rules governing interactions
within the system), practically resulting in a new context. Therefore, in contrast to the
context 2, which is still included in the sequence, context 1 is not covered. Therefore,
‘possible worlds’ have to be seen as fallible interim results of a ‘theorizing’ effort
[66]: the ‘‘emergent products [of theorizing] summarize progress, give direction, and
serve as placemarkers’’. Correspondingly, a single research project is teleological, but
succeeding projects can, and probably should, refine the interim result by suggesting
different development paths, which can, for example, be utilized for the analysis of
trade-offs. Presently the focus is on the methodical support of a single research pro-
ject. Therefore, the investigation of the prerequisites of an integration of research
projects is left for future research and the discussion turns to the actual critical
analysis, the second activity in this step.

The aim of this task is to identify entry points for interventions by either criticizing
the consequences of inhibited powers and/or the system’s structure. The difference
between both can be illustrated on the basis of an assumed ‘factual world’ repre-
senting the formal structure of a political system: whereas concentrating on the
inhibited powers could, for example, reveal that a group of people is systematically
excluded from participating, an intrinsically valuable freedom, in particular decisions,
because they are not adequately informed, a structural criticism might explicate that

'factual world'/ 
typical context

'possible world'context 2context 1

context shift 0 context shift 1 context shift 2

Fig. 2. Sequence of interventions leading to the ‘possible world’.
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the system’s structure grants absolute control to a particular actor, violating the
democratic principle of separation of powers. Despite the different direction, both
analyses indicate ‘‘immanent possibilities for action’’ [26] (hereinafter: intervention
entry points), because the ‘possible world’, as a hypothetical alternative has a different
structure, suggesting at least one possible resolution. As such an analysis goes beyond
the ‘tendency’ or outcome focus, often found in C&E ISR studies [6], it does not run
the danger of degenerating into a ‘destructive negativisim’ [6]. However, what was
presupposed in the preceding tasks is that the ‘possible world’ is indeed more
desirable and not a departure from the ‘perfect and good’. Such a justification is
achieved by explicating the underlying value position [cf. 6, 42], which is ideally
supported by arguments, which ‘cannot reasonably rejected’ [67]. This ensures what
Popper [65] calls ‘control through critique’, a control from which implicit or cam-
ouflaged values elude themselves. In the above example a democratically value
position was indicated by referring to the intrinsic value of participation and demo-
cratic principles respectively.

In sum, the second step involves three tasks: (i) sketch the idea of the ‘possible
world’, (ii) explicate the value position underpinning the ‘possible world’ to provide a
rationale for its desirability, and (iii) criticize the ‘factual world’ from the perspective
of the sketched alternative to identify intervention entry points. The last activity is
what makes the research relevant: it is not relevant because it deal with problems
articulated by ‘important stakeholders’, but because there are reasonable normative
arguments to characterize the structure as unjust. Having the opportunity to contribute
to the removal of this identified injustice entails a certain responsibility or imperfect
obligation to do exactly this [34, 60, 68, 69].

Step 3: Possibility Assessment and Synthesizing Design. Up to this point, the idea of
the ‘possible world’ is just a hypothetical alternative to the ‘factual world’, which
might or might not be realizable. The goal of this final step is to indicate which
interventions, expressed as technological proposition [cf. 11, 25, 37, 49, 50, 70], are
suitable to exploit the identified entry points to create a structure as outlined in the
‘possible world’. In other words, if the result of the design of ‘possible worlds’ is
summarized as ‘‘If you are in the factual world and want to remove limitation (L) by
exploiting entry point (E), intervention (I) might result in structure (S)’’, then the
identification of interventions realizing the context shifts (see Fig. 2) is subject of this
step. As Heusinger [34] points out it is important to distinguish ‘possible worlds’ from
‘utopias’ by assessing the ‘context shifts’ in terms of logical, theoretical, technolog-
ical, economical, and normative possibility. Whereas normative possibility, the
guiding principle of the design process, is covered by the preceding step, the
remaining four assessments form a hierarchy, because each assessment presupposes an
affirmative answer to the respective preceding (e.g., economic possibility presupposes
technologies, which determine the involved costs; technologies can be developed only
if a change is theoretical possible; theoretical possibility presupposes logical possi-
bility). As the following two lines of reasoning demonstrate, within the design of
‘possible worlds’ the justification can be confined to the assessment of theoretical
possibility.

On the ‘Impossibility’ of Critical and Emancipatory 339



Firstly, the assessment of logical possibility would essentially require a ‘proof’
that the formalized versions of the ‘possible world’ and the ‘factual world’ do not
contradict each other. Such an assessment not only presupposes a mature disciplinary
terminology and, assumed such a vocabulary was given, would constitute a self-
contained research project, it is also unrewarding: (i) it is non-decisive to realize the
aims of C&E, i.e., enlighten actors and inform ‘political’ action [26] and (ii) not
logically possible worlds, the concern of Lewis [2], but those worlds, which are at
least theoretically possible, are required to provide a reasonable basis to criticize the
‘factual world’.

Secondly, the technological and economic possibility assessment, both addressing
the question of ‘‘How and at which cost can the ‘possible world’ be implemented?’’,
are excluded from C&E DSR projects, because subject of socio-technical systems
design and practical DSR projects. The main rationale to confine the design of
‘possible worlds’ to a theoretical endeavor is provided by Habermas [71], who argues
that C&E research has to be seen as a ‘therapeutical discourse’ in which the affected
people have the final authority [cf. 37]. In other words, C&E should inform people
about possible options, the concrete configuration of change and the initiative for
realizing it are the responsibility of affected people themselves. This, in combination
with the abstract nature of the ‘possible world’, restricts the scope of technical arti-
facts, which can be developed based on the ‘possible world’, to ‘reference architec-
tures’ [39, 40], i.e., a form of design patterns, which specify a domain-specific
blueprint for context-specific blueprints of concrete ICT applications. In other words,
the design of the associated technical systems is, employing the above argument, also
confined to the theoretical level, an acceptable DSR output [e.g., 7, 16, 34].

However, the assessment of theoretical possibility is an intricate problem, because
the possibility of the intervention sequence leading to the ‘possible world’ (see Fig. 1)
cannot be inferred from those of the comprised interventions as they belong to dif-
ferent ‘strata’ [see 48]. Nevertheless, to justify that the ‘possible world’ fulfills its role
to enlighten society a simplified form of the ‘applicability check’ [56] is an appro-
priate technique. This is compatible with the perspective to see the design of ‘possible
worlds’ as a ‘theorizing effort’ [66]: ‘possible worlds’ are fallible interim results,
partially grounded through the assessment of the comprised interventions, but they
require further development and are subjected to redesign [72]. Such an approach is
not scientific because it provides (empirical) evidence for ‘truth’, impossible in open-
systems, but because is conducted with a ‘scientific attitude’ [3], i.e., systematically,
skeptically, and ethically.

This leaves the question of how the theoretical possibility of the ‘possible world’
can be assessed in a systematic way. Heusinger [34] suggests that the ‘realist syn-
thesis’ [55] provides an adequate technique, also successfully employed in ISR [e.g.
73, 74]. Principally, it is a purposive literature review extracting evidence from the
existing body of knowledge to create theories of the working of (policy) interventions;
exactly what is required for the assessment. In addition, briefly illustrated in Sect. 4,
the ‘realist synthesis’ also allows to gather knowledge of the ‘organizational options’
allowing to elicit requirements required for the design of the technical system,
completing the IS character of the ‘possible world’. In order to illustrate how this
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proposal contributes to the design of socio-technical systems, the following subsection
locates the design of ‘possible worlds’ in the task structure of such approaches.

3.2 Related Approaches

One well-known and frequently cited method in the socio-technical systems design
literature is the ‘Effective Technical and Human Implementation of Computer-based
Systems (ETHICS)’ [28–30, 32], which is used as representative of socio-technical
system design approaches. ETHICS is a participatory approach, which conceives
technology as a means not an end [28]. It aims at the ‘‘successful integration of
company objectives with the needs of employees and customers’’ [28] by designing a
completely ‘‘new system based on a careful analysis of company, department and
individual needs and problems’’ [28]. In order to achieve this goal, the following steps,
partially depicted in Fig. 3, are suggested [28, 29, 32]: (i) analyze business as well as
social needs and set efficiency as well as social objectives, (ii) sketch socio-technical
solutions achieving these objectives, (iii) select the best fitting alternative, (iv) design
the details of this alternative, (v) realize the described system, and (vi) evaluate the
implementation [for a more detailed description see 28, 32].

As indicated by the two ellipses in Fig. 3 the ‘possible world’ (i.e., social system)
and the corresponding ‘reference architecture’ (i.e., technical system) are relevant in
the second steps of this socio-technical system design approach. The main tasks
involved in this steps are (i) to create ‘organizational options’ by identifying required
work-activities as well as involved skills, governing rules, and distribution of
responsibilities [28], (ii) to search for ‘technical options’ potentially supporting the
working environment, and (iii) to evaluate all identified options separately against the
goals set in the first step [28]. Next, the shortlisted organizational and technical
options are evaluated for their fitting and combined to organizational-technical
solutions, which are again evaluated in respect to the set objectives [28]. Finally, the
best fitting or ‘integrated’ solution is selected to be presented to all affected stake-
holders and the management level [28], before the details of the new design are
worked out in the subsequent steps [28].
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Fig. 3. ETHICS and the design of ‘possible worlds’, adapted from: [28, 29].
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Although only roughly described, ETHICS is prone to, what in reference to Sen
[33] can be called, the downward adaption of employees’ expectations in respect to
what is possible because of continual exploitation. Mumford [28] partially recognizes
this by proposing an alternated—in contrast to the design ‘expert’—role of the
external system designer, an argument equally applying to designers focusing on
technical systems: the ‘experts’ have to be seen as ‘facilitators’, helping employees to
organize the participative design, keeping them interested and motivated, resolving
emerging conflicts, and ensuring that nothing important is forgotten and overlooked
by informing about organizational as well as technical options [see also 28, 29]. In
particular the last mentioned responsibility allows to integrate the design of ‘possible
worlds’ and the implied distinction of ‘theoretical and practical ISR’ [34] into the
design of socio-technical systems: theoretical IS researchers, employing the ‘possible
world’ method in order to design technical options (i.e., reference architectures) for
possible organizational options, inform the second step of the socio-technical design
process (see Fig. 3). If selected as a suitable solution for certain context, the practical
IS researcher (i.e., the ‘facilitator’ in the socio-technical design process) helps to
refine and adapt the technical solution, which functions as a safeguard against the
exploitation of downward adapted employees, in cooperation with the employees and
other ‘facilitators’, who are concerned with the realization of the social system.

4 Exemplary Application of the Method

The present section complements the relatively abstract description of the preceding
section through an illustrative application2. For this purpose the proposal of ‘‘com-
munity-driven sustainable human development initiatives in ‘developed countries’’’
[76] functions as idea of a ‘possible world’, guiding the process.

First, as the initiatives are positioned in localities, the ‘local development
framework’ [77] is suitable ‘factual world’ candidate. The World Bank uses it as a
lens to identify development needs of localities in ‘less developed’ countries. How-
ever, if the framework is used as ideal structure against which localities in ‘less
developed’ countries are evaluated it has to capture the minimal structural entities a
‘developed’ locality exhibits, making it a representative abstraction.

Second, for the present purpose the idea of these initiatives can be summarized as
follows: to overcome the limitations of development practice, it is suggested that local
people should form initiatives which function as think tank for sustainable human
development in respective localities. This proposal is underpinned by Sen’s ‘‘The Idea
of Justice’’ [60], which, cruelly summarized, proposes that interventions have to be
assessed in a comparative, scrutinizing public discourse, considering arguments even
from distant perspectives, to fulfill the demands of justice. Contrasting the ‘factual
world’ and the ‘possible world’ reveals inter alia3 the inhibited power of local people

2 This application is a summarizing excerpt of the author’s Ph.D. thesis [75], which provides a more
comprehensive case.

3 An analysis concerned with structural criticism, e.g., the neglect of environmental resource
management [see 75], is not pursued here.
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to decide about the development of their locality (i.e., in ‘developed’ countries
development is planned and realized by external organizations, which involve local
people, due to resource constraints, only superficially, even in legally mandated
projects). What is at stake in this simplified example is (i) that local people can form
initiatives at (ii) levels above the community level (i.e., locality), which (iii) are
concerned with the development of the respective locality.

Third, in respect to the identified entry point the ‘realist synthesis’ reveals that the
‘development literature’ is full of examples of specialized, people-driven initiatives at
levels below the locality such as irrigation water user groups, providing evidence that
initiatives, concerned with development (ad iii), can be formed by local people (ad i)
[e.g., 78]. However, complementary evidence is required to justify that initiatives are
possible at higher, less homogenous levels. A review of the ‘community cohesion’
literature reveals that such initiatives do exist (ad ii), but depend on external actors
[e.g., 79]. In sum, it tends to be possible that people have the power to take develop-
ment into their own hands and that they can form initiatives at the suggested level,
if they are adequately supported by external actors. ‘Organizational options’ in regard
to this actor, not part of the initial proposal, are subject of an additional synthesis,
indicating the ‘possible world’s’ iterative refinement. However, to keep the example
simple, this issue is not further pursued here; instead the focus is put on the relationship
between the value position and the ‘organizational options’ of the, now theoretically
justified, initiative extracted during the synthesis. One of the extracted ‘organizational
options’ is the, believed to be comprehensive, description of the initiative’s develop-
ment planning process [80]: name the problem, frame the problem to identify options,
make deliberative decisions about which options to turn into action, identify and
commit resources, and organize complementary action. Seen from the perspective of
the value position, the ‘deliberative forums’ (i.e., communal meetings) suggested as
appropriate platforms for decision making are not sufficient, because they confine
arguments taken into account to those made by the local population. However, to meet
the demands of justice, the identified options have to be scrutinized from’ distant
perspectives’, that is, by an audience beyond the locality, because, local people might,
for example, not be aware that an option destroys the living space of endangered
wildlife or that it might cause side-effects such as increased traffic in neighboring
localities. This suggests that an additional step, in which potential options are made
available for inspection to a larger audience, needs to be added. This ensures scrutiny
from ‘distant perspectives’., Therefore, the technical system, supporting the desirable
structure, should include modules, which (i) publish the results of the framing step on
the internet and (ii) collect reviews of options for the decision making step.

Granted, a ‘real’ research project needs to be underpinned by appropriate tech-
niques and will be much more complex, but even the simplified example illustrates
that’possible worlds’ can be used for the design of technical systems.

5 Conclusions

The main argument put forward in the present paper is that the conventional con-
ceptualization of DSR systematically disadvantages C&E projects. The principal
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reason is that powerful actors will not support projects endangering their position.
The accustomed response of researchers is to detach themselves from given goals and
focus on the practical problems and opportunities articulated by the powerful. This
neglects the (imperfect) obligation to consciously consider the social consequences of
technological interventions. Although such a move might be acceptable in certain
circumstances, a discipline completely excluding C&E endeavors is morally ques-
tionable. To overcome this limitation the concepts of ‘relevance’ and ‘rigor’ were
broadened and it was proposed to add the design of ‘possible worlds’, as a comple-
mentary approach, to the disciplinary knowledge base. The core arguments are that
identifying and removing existing and, from the perspective of a reasonable value
position, unjust circumstances is intrinsically relevant and that a systematically con-
ducted synthesis of evidence from the existing body of knowledge provides an ade-
quate justification; at least as appropriate as an ex post evaluation in a particular
context. Both arguments culminated in a procedure that overcomes the inherent ten-
sion between C&E research and DSR through the design of possible alternative
structures, which can be used for the design of technical systems (i.e., reference
architectures), which support or enable these less unjust social systems. As normative
safeguards, these artifacts ensure that the design of socio-technical systems is not
abused by powerful actors, who might take advantage of the downward adapted
expectations of employees.

However, there are still open questions requiring future research. Particular
interesting points are the integration of ‘possible worlds’ and theory development in
DSR [see 34] and the ‘mutability’ of technical systems [81] in response to different
development paths or ramifications in the sequence of interventions transforming the
‘factual world’ to one of multiple ‘possible worlds’. Despite such open questions, the
method is still a useful approach for IS researchers, who, driven by their moral
obligation, want to contribute to social development, but do not have the resources, in
particular time, to conduct practical studies lasting for years. Ph.D. students, such as
the author, are a prime example. However, it was not intended to suggest that the
problems of the world can be solved theoretically; a practical change is needed.
Nevertheless, it is morally questionable to make methodological demands that ‘nip
C&E ideas in the bud’.
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Abstract. Political communication via social media is getting more and
more important. Besides social websites like Facebook and the video plat-
forms like Youtube, microblogging systems have been increasingly used
by politicians as communication tools. Since its introduction in 2007,
Twitter has become the leading microblogging system. Today it is used
by common people and any kind of celebrity whether they are in the
show business, in sports or in any other domain. Twitter is also used
by politicians to communicate with their voters. Hence, the objective of
our paper is to analyze how elected politicians, i. e. members of parlia-
ments, exploit Twitter in three different countries - namely Australia,
Germany and the U.S. For our study, we collected data from more than
1,400 politicians of these countries, in particular their almost one million
tweets. Our research gives an insight into the usage of Twitter in poli-
tics and discloses areas where the usage of Twitter by parliamentarians,
differs between Australia, Germany and the U.S.

Keywords: Social media · Micro blogging · Twitter · Political commu-
nication

1 Introduction

In the few years, politicians all over the world have recognized social media as
a convenient way to reach and interact with colleagues and supporters. Barack
Obama’s electoral campaign in 2008 is considered the first campaign where Web
2.0 was intensively used by Smith and Wattal et al. [22,25].

Therefore, the research on social media in politics is emerging and has been
focusing on the U.S. primarily. According to Rainie et al. [17] more than 55 % of
the adult population in the U.S. get their political news and information through
the internet already with a growing interest in micro-blogging systems, which
was investigated by Golbeck et al. [11].

In particular, Facebook and Twitter have established themselves as the lead-
ing social media platforms in recent years. Their usage covers virtually any
purpose of communication and social interaction, e.g. in a private environment
c© Springer International Publishing Switzerland 2014
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among friends or as marketing platforms for businesses. In politics, Facebook
and Twitter have also gained increasing importance as instruments for political
communication and interaction with colleagues and voters.

In our study we concentrate on the usage of Twitter by politicians, in par-
ticular elected politicians, i.e. members of parliaments. As already mentioned,
most of the research so far has been focused on the U.S. Little research has been
directed towards the relevance of social media for politics in countries other
than the U.S. and possible comparative analyses of the usage of social media in
politics in different countries.

Hence, we examine the relevance of Twitter in political communication in
three different countries, i.e. Australia, Germany and the U.S. Furthermore, we
compare the country-specific findings to analyze the relative penetration of the
usage of Twitter in these countries. Our contribution in this paper especially
concentrates on two concepts we recommend for measurement and presentation
of trending topics and the impact of politicians: Mentioned Half-Life (MHL) and
the Followers & Retweets Matrix (F&RM).

The remainder of the paper is structured as follows: In section two we briefly
introduce Twitter and survey the related work on political science and social
media. We also describe the data we use in our study. In Sect. 3 we give insights
into the usage of Twitter in politics. In the final section we discuss key findings
and give a brief conclusion.

2 Twitter, Related Work and Data Summary

Twitter is a digital real-time application for the distribution of short messages.
It is also described as a communication platform for social networking or as a
public online log. Private persons, enterprises, mass media and also politicians
use the platform for distribution of short messages. On this basis we will describe
in this section the Twitter platform in more detail, we provide a section about
related work and also we give a data summary about the data set used in this
study.

2.1 Twitter

The mentioned figures about the number of accounts on Twitter show that
Twitter is a popular microblogging service. Developed in 2006 by Jack Dorsey,
Biz Stone, Evan Williams, and Noah Glass, it rose to prominence in 2007. With
respect to the structure of it, the Twitter graph is a directed social network
and it is still growing. After registration, each user can submit their own status
updates, known as tweets, which are shown in real-time on their own page and
also on the pages of their followers. Tweets are messages of up to 140 characters
and contain different content like personal information about the user, news or
links to content such as images, videos or articles. Also frequently used in tweets
are hashtags and mentions. Hashtags are words or phrases prefixed with a “#”
sign that are used for simplifying the search for specific topics. Similarly, the “@”
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sign followed by a Twitter username is used to mention other users or reply to
them. Moreover a retweet is a post originally made by a user that is forwarded
by another user. Retweets are useful for propagating interesting posts through
the Twitter community. Each user furthermore chooses to follow certain users.
Then he is called a follower. The accounts that a user is following are called his
“friends” or “followees”, as described by Barnett [5].

The usage of a social media platform like Twitter for this study offers the
possibility to analyse the direct and unmediated content from politicians or the
social media team of a politician. This would not be possible through analysis
of traditional media such as newspapers and TV channels.

2.2 Related Work

There has been some prior work on social media sites. Amongst others, Bateman
et al. [6] described the public nature of social networking sites and the negative
influence for the self-disclosure of social media users.

A deeper insight is provided by Light and McGrath [14] who compiled a study
about ethics in social networking sites. Their analysis of Facebook, reveals the
complex and diffuse nature of ethical responsibility and the consequent impli-
cations for governance of social networking sites. To get an impression of how
instant messaging (IM) as social media tool enables employees to be empowered,
Ou et al. [15] developed a research model. This model together with a survey
about the usage of instant messaging tools by Chinese work professionals shows
how instant messaging empowers work teams via shaping the social networks
and facilitating the sharing of knowledge in the workplace. Ou et al. come to the
conviction, that this leads to a heightened team performance.

Shirazi [21] investigates the role of social media communication in the Islamic
Middle East and North African (MENA) countries, by applying the critical dis-
course analysis (CDA). In the study, Shirazi finds that social media also played
an important role in citizens’ participation because of the authorities failing
against protesters. However, Wiredu [26] evaluates with an empirical study the
institutional challenges between the efficiency principle and innovations in infor-
mation systems (IS) and public bureaucracy.

With regard to blogs, Panteli et al. [16] investigated in a case study the vir-
tual presence in travel blogs. In particular, the study highlights the role played
by the audience in shaping the blogging experience and the sense of presence
this experience develops. Also regarding blogs, Adar and Adamic [2] focused on
the tracking information epidemics in Blogspace whereas Adamic and Glance [1]
explored the political Blogosphere during the 2004 U.S. election. As a succes-
sor of the original blogging, microblogging has now developed and is the basis
of extensive research. As the most famous microblogging service, the research
focuses particularly on Twitter. In addition to fundamental questions regard-
ing the construction of Twitter and the communication among the participants,
science is also exploring some specific areas such as content of posts and polit-
ical communication. Finally, Jansen et al. [13] analysed the content in terms
of branding and opinions, mentioned by consumers and companies. They found
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that a large percentage of tweets, 19 %, contain brand information. Of those, a
sentiment analysis revealed 50 % contained positive feelings and 33 % were crit-
ical. Furthermore, Reyes et al. [19] developed an approach for detecting irony
in Twitter. The model is designed along two dimensions: representativeness and
relevance. The results of this text analysis provide valuable insight into the figu-
rative issues of tasks such as sentiment analysis, assessment of online reputations,
and decision making. Also Bosco et al. [7] have worked in this part of research
and developed a corpus of opinion and sentiment analysis, with a special atten-
tion to irony. They present a case study of sentiment and irony investigation into
politics in social media, too. To learn more about social capital, civic engagement
and political participation (see also Zuniga et al. [27]).

Furthermore, there is a lot of research that has been done about trends in
social media and influence of social media users. Regarding trends in social media
Asur et al. [4] carried out an extensive study of trending topics on Twitter and
provide a theoretical basis for the formation, persistence and decay of trends.
In addition to the trends the authors try to identify the initiating trend setters
by distinguishing the tweet publisher into information sources and information
propagators. With respect to the influence of bloggers in a community [3] found
that active bloggers are not necessarily influential and therefore tried to create
a robust model that qualitatively tells how influential a blogger is. Finally, the
authors were able to divide the bloggers into three different groups: active and
influential, inactive but influential and active but non-influential. Cha et al. [8]
went one step further and measured the user influence on Twitter. Cha et al.
also found that the indegree of a Twitter user - the number of people who follow
a user - is not a strong indicator of his influence. Furthermore Cha et al. divided
their results by three types of influence: indegree, retweet and mention influence.

In addition to the already mentioned work about blogging itself and the
trends and influence in social networks, there is also research done about the pre-
diction of elections. For example, Chung and Mustafaraj [10] investigate whether
expressed collective sentiment on Twitter can predict political elections. They
found that simple methods for predicting election results based on sentiment
analysis or tweets text do not allow better predictions than traditional methods.
Sang and Bos [20] have tried to predict the results of an election in the special
case of the 2011 Dutch election. They also have found no reliable approach that
allows good election predictions.

2.3 Data Summary

House Systems. Australia, Germany and the U.S. have two house systems, con-
sisting of upper and lower houses. The upper houses basically represent the
federal structure while the lower houses represent the country as a whole. The
particular names of the houses and the number of seats are depicted in Table 1.

In the course of this paper we will not distinguish in our analysis, between the
upper and lower houses but will speak of parliaments and parliament members,
parliamentarians or politicians for simplicity reasons.
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Table 1. Houses and seats of the parliaments.

Australia Germany U.S.
Lower House House of Bundestag House of

Representatives Representatives
Seats 150 620 435
Upper House Senate Bundesrat Senate

Seats 76 69 100

Table 2. Some indicators of the data set.

Australia Germany U.S.
Members 226 689 535
Accounts 109 283 489
Accounts/Members [%] 48 41 91
Tweets 117,121 291,671 482,945
Followers 2,300,000 500,000 32,700,000
Friends 720,929 105,144 1,369,424
Tweets/Active Accounts 1,583 1,736 1,229
Followers/Active Accounts 31,081 2,976 83,206
Friends/Active Accounts 9,742 626 3,485

Demographic Data. About 60 % of the parliamentarians (881/1,450) had a Twit-
ter account with approximately ten million followers. These accounts are main-
tained by the politicians and/or by their teams. For each account we obtained
the following data via Twitter’s Application Programming Interface (API) [23]:
forename, surname, Twitter account name, number of tweets, number of follow-
ers, number of friends, number of mentions, year of joining, gender, age, political
party, house affiliation, content and time stamp of all posts.

This database with 891,737 million records (tweets) is the basis for our analy-
sis. Note, that Twitter limits the number of recordable tweets to a maximum
of 3,200 per account. So, for very active users with more tweets (about 6.5 %)
we could only access the latest 3,200 tweets. Therefore, our database represents
approximately 85 % (= 891,737/1,058,692) of all tweets which can be considered
as a representative basis for our analysis.

Data Summary. Some important indicators of the Twitter accounts are sum-
marized in Table 2. The table shows that the U.S. parliament has the highest
percentage of Twitter penetration with respect to the accounts/member, the
activeaccounts/accounts and derived from this activeaccounts/members. Aus-
tralia has the second highest penetration followed by Germany.

Surprisingly, German politicians are more active tweeters in comparison to
their Australian and U.S. counterparts. The U.S. parliamentarians have the
highest number of followers, however taking the number of the population into
account Australian parliamentarians have relatively more followers. Australian
parliamentarians also lead with respect to their Twitter friends.
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3 Insights into the Usage of Twitter in Politics

3.1 Year of Joining

Cheng et al. [9] found that the number of new subscribers to Twitter peaked in
2009. Our study confirms that this also applies for politicians (see Fig. 1). In 2009
the percentage of new members is well above 20 % in Australia and Germany and
even at approximately 33 % in the U.S. The 2009 election in Germany seemed to
have no significant impact on the number of new tweeting German politicians.

Table 3 shows the cumulated numbers of Twitter joining politicians. The
penetration of Twitter accounts in the U.S. is by far the highest in comparison
to Australia and Germany in each year. It even outpaces Germany by a factor
of around two. The penetration in Australia is higher than in Germany, but it
also does not have the distribution observed in the U.S.

2007 2008 2009 2010 2011 2012

0
10

20
30

40

Years

Pe
rc

en
t o

f J
oi

ni
ng

Australia Germany U.S.

Fig. 1. Year of joining.

Table 3. Number of joining members cumulative per year.

Year Australia Germany U.S.

2007 0.44 % 0.15 % 2,62 %

2008 2.65 % 5.95 % 11.59 %

2009 26.11 % 28.59 % 45.42 %

2010 41.15 % 31.93 % 63.93 %

2011 47.79 % 35.70 % 88.60 %

2012 48.23 % 41.07 % 91.40 %
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In the year 2012 91.40 % of the U.S. politicians had Twitter accounts com-
pared to 48.23 % in Australia and 41.07 % in Germany. Such a high percentage of
politicians with a Twitter account in the U.S. shows that social media is accepted
as a medium for sharing political information in this country. In Australia and
Germany, with penetrations of less than 50 %, Twitter plays a rather minor role
in comparison to the U.S.

3.2 Trending Topics

Top Three Trending Topics. We define trending topics as words1 that were
most frequently used by the politicians in their tweets. The top three trending
topics in 2012 for Australia, Germany and the U.S. are shown in Table 4.

In Australia the most trending topic (see Fig. 2), “Carbon Tax”, peaked in
July 2012. This is in line with the introduction of the carbon pricing scheme in
Australia in the same month. “Health”, as trending topic #2, was often used
in combination with words like “Denticare”, “Medicare” and “Private Health
Insurance”. The catchphrase “Economy” peaked in May/June, possibly since
Moody’s reaffirmed Australia’s AAA credit rating in May. Its publication as
an indicator for a strong domestic economy afterwards was more intensively
discussed in Australia.

In the year 2012, in Germany the most trending topic was “Europa” (engl.
Europe) followed by “Fiskalpakt” (engl. European Fiscal Compact) and
“Griechenland” (engl. Greece) (see Fig. 3). These catchphrases reflect the Euro
crisis. The peak of “Europa” in September/October may also have been induced
by the award of Nobel Peace Prize to the European Union. The European Fiscal
Compact entered into force in June which can explain the peak of this catch-
phrase in the same month. “Griechenland” peaked in February and in November,
the months when the German parliament voted on bail-out packages for Greece.

In the U.S. the most frequently mentioned topic “Jobs” peaked in March
2012, followed by smaller peaks in June and July (see Fig. 4). In these months,
the job growth figures were published in the U.S. This explains the increased
usage of the catchphrase in these months. The catchphrase “Tax” is frequently
used all over the year 2012. However, in September 2012 it peaks as there was
an intense discussion on tax plans of the presidential candidates, Barack Obama
and Mitt Romney, in the upcoming November election. The topic “Health” (in
particular the Patient Protection and Affordable Care Act (PPACA) commonly
known as Obamacare) was signed into law already in March 2010. But PPACA
contains provisions that became effective after enactment and therefore there
was still a regular discussion about this topic in the U.S. parliament in 2012.

Lifetime of Singular Trending Topics. To analyse the lifetime of the trend-
ing topics, we introduce the Mentioned Half-Life (MHL) metric which is a
Thomson Reuters [18] inspired indicator. Thomson Reuters uses the Cited Half-
Life indicator to evaluate the impact of journals.
1 Filler words like “is”, “the”, ... are excluded.
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Fig. 2. Australia’s trending topics

Table 4. Top trending topics in 2012.

Top #1 Top #2 Top #3

Australia Carbon Tax Health Economy

Germany Europa (Europe) Fiskalpakt (European
Fiscal Compact)

Griechenland (Greece)

U.S. Jobs Tax Health

We define the Mentioned Half-Life (MHL) of a topic as the number of days
after which 50 % of the lifetime mentions have been posted.

The Mentioned Half-Life implies that we need trending topics that are sin-
gular events, at least within a certain time span. Furthermore, they must be
globally important events so that we can compare their implications on tweets
in Australia, Germany and the U.S. Hence, we identified, for example, Fukushima
and the London Olympics as suitable for this MHL analysis.
Fukushima. First, we analyse the earthquake and nuclear disaster in Fukushima,
Japan, in 2011 (see Fig. 5). The data reveal that the total number of tweets and
the MHL in U.S. is by far bigger than in the other two countries. For Australia
and Germany we get similar results but with lower total numbers of tweets about
this topic and also lower MHLs.

In particular a comparison of the U.S. and Germany does not support the
image of “German Angst” (engl. German fear). Since we would have assumed
a higher number of tweets and a longer MHL in Germany in comparison to the
U.S. due to “German Angst”.
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Fig. 4. U.S.’ trending topics.

Olympic Games. The London Olympics took place from 27th July to 12th August
2012 with first event on 25th July already. Therefore, we start our observation
of the Olympics at the 25th July (see Fig. 6). For the Olympics the MHL in the
U.S. is the shortest. Australia comes second with a MHL of eleven days. The
topic lasted the longest in Germany. At the first sight this is surprising since
Australia is considered to be a “sports nation” par excellence. However, this
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Fig. 6. Daily cumulated mentions of the catchphrase “Olympics”.

could be a reason for the low MHL since the Olympics are an important event
in these countries but nevertheless not as important as others like American
football or even rugby in Australia. Regarding the cumulated numbers of tweets
on the Olympics, the U.S. leads followed by Australia and Germany.
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Fig. 7. Followers and retweets matrix.

3.3 Impact of Politicians

Influence. Barack Obama is the most followed politician worldwide on Twitter
[24, as of September 2013] and fourth most followed Twitter user overall (Justin
Bieber is the leader in this statistic, followed by Katy Perry and Lady Gaga).

In order to show the influence of politicians in their parliaments we adapt the
fundamental idea of the quadrants of the Boston Consulting Matrix from Hen-
derson [12] to Twitter’s followers and retweets. The Followers & Retweets Matrix
(F&RM) is depicted in Fig. 7. The results for the five top politicians within the
context of the F&RM of each country are shown in Fig. 8. The size of the circles
are related to the number of times a politician is mentioned in his parliament.

Note, that due to the dominating position of Barack Obama two Followers
& Retweets Matrices are shown for the U.S., one with Obama and one without.

In Australia, Prime Minister Julia Gillard is the most influential politician
and the only one whom we consider as an “innovator” in our Followers &
Retweets Matrix. Ursula Stephens has a similar number of retweets but not
so many followers. So, she is in the top left quadrant and regarded as a “commu-
nicative adaptor”. In the bottom left quadrant three politicians, Adam Bandt,
Joe Hockey and Kate Lundy appear as “laggards”.

Like in Australia, in Germany, we only have one “innovator”, Sigmar Gabriel,
the leader of the opposition party SPD (engl. Social Democratic Party of Ger-
many). Only Peter Altmaier, the Federal Minister for the Environment, Nature
Conservation and Nuclear Safety, has more followers among German politicians.
Brigitte Zypries and Johannes Vogel are in the top left quadrant and therefore
“communicative adaptors”. Finally, Uwe Schummer has a similar number of fol-
lowers but less retweets than the “communicative adaptors”. Therefore, he is
classified as a “laggard”.
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Fig. 8. Influence of politicians.

For the U.S. let us first consider the Followers & Retweets Matrix without
Obama (the bottom left sub-figure of Fig. 8). We observe Nancy Pelos as the
only “innovator”. Darrell Issa has less followers but more retweets and mentions;
hence he is a “communicative adaptor”. Michele Bachmann and Marco Rubio
are “favored adapters”, while Jim DeMint is a “laggard” at the borderline to
the quadrant of “favored adapters“.

The bottom right sub-figure of Fig. 8 shows the top five politicians when
Barack Obama is included. This sub-figure confirms Obama’s unique position in
the American political system. He is an “innovator” with all other politicians of
the U.S. parliament becoming (relative) “laggards” in his presence.

4 Discussion and Conclusions

Although we analysed the usage of the microblogging system Twitter in three
countries, we discuss four categories: Australia, Germany, the U.S. and Barack
Obama.

Barack Obama has such an outstanding position not only in his role as pres-
ident of the U.S., but also as the leading trendsetter in the use of social media
in politics beginning with his, revolutionary 2008 election campaign. Our data
shows that he has kept this leading position up to today relatively and absolutely.

– Relative. He is by far the most followed politician in the U.S. with the highest
number of retweets world-wide. Of course, this is due to his exposed position
as president of the U.S. but also due to his professional and goal-oriented
usage of Twitter.
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– Absolute. Obama is on the world-ranking of Twitter at position #4. He even
improved his rank by one position in the past year. This impressively shows
that Twitter is not only a medium for celebrities like Justin Bieber or Lady
Gaga but is also deeply integrated into politics.

The year 2009 can be regarded as the year when Twitter had its break-
through in politics. However, the penetration of Twitter in Australia and Ger-
many is lagging behind the U.S. Surprisingly, these two countries, show similar
characteristics in the usage of Twitter since we would have regarded Australia
as culturally closer to the U.S. than to Germany. We would only like to stress
two distinct differences in the Twitter usage between Australia and Germany.

– Firstly, in Australia the front benchers seem to use Twitter more actively than
in Germany. Even the German chancellor Angela Merkel, is not actively using
Twitter.

– Secondly, Australian politicians are far ahead in terms of reaching people by
Twitter when compared with German politicians and even U.S. politicians.

However, both, Australia and Germany, have national elections in September
2013. It will be interesting to analyse if the elections will further catalyze the
usage of Twitter in these countries.

We also showed that Twitter can be an indicator for hot political topics in
a country. While the “carbon tax” has dominated in Australia, the European
debt crisis has been the main topic in Germany and classical topics like jobs and
tax in the U.S. enriched by an intense discussion on reform of the public health
insurance scheme (“Obamacare”).

In the long run, it will be interesting to see if and how Twitter and other
social media like Facebook establish themselves as platforms for political com-
munication. The past decade has shown that technologies and companies that
are considered to be dominant, sometimes decline just after a few years and are
replaced by emerging technologies and newly founded companies.

Our study focusses on the impact and usage of Twitter in an international
analysis. It excludes any analysis of implications of Twitter on competing and
complementary media. Therefore, we believe that the relationship of Twitter
and other communication platforms (newspapers, television etc.) in Australia,
Germany and the U.S., would be a more insightful field of research which we
plan to address in a future project.
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Abstract. The notion of service-enhanced product, representing the associa-
tion of services to manufactured products, offers an important mechanism for
value creation and product differentiation. This is particularly relevant in the
case of complex, highly customized and long-life products. Provision of suit-
able services in this context typically requires collaboration among multiple
stakeholders. Furthermore, the involvement of the customer is not limited to
service consumption but rather includes contributions to new services design
and configuration. In response to these requirements, this paper contributes to
the clarification of concepts and definition of a framework for collaborative
business services design (co-creation) and delivery. At the base of the frame-
work, a cloud-based collaboration platform supports the establishment and
operation of the involved enterprise networks. Application examples are given
for the solar energy sector.

Keywords: Collaborative networks � Business services � Service-enhanced
products � Service Co-creation

1 Introduction

The principles of collaboration and co-innovation applied to business services open
new perspectives of value creation in manufacturing. The notion of service-enhanced
product (also known as product-service) and the associated idea of service-enhanced
manufacturing represent a growing trend, particularly in the context of complex
products. The motivation is that buyers of manufactured products increasingly want
more than the physical product itself; they might want finance options to buy it,
insurance to protect it, expertise to install it, support to maintain it fully operational
during its life cycle, advice on how to maximize returns from it, expertise to manage
it, etc. [1]. Thus, a product-service can be thought of as a market proposition that
extends the traditional functionality of a product by incorporating additional business
services, especially in global markets.
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Service-enhancement of products is closely related to product differentiation. In
many industries it is difficult to differentiate manufactured products and thus the profit
margins tend to narrow [2]. By associating services that add value to the products,
greater forms of differentiation can be achieved and new business opportunities
generated. For instance, in the case of the solar energy plants, which have a long life-
cycle, typically above 20 years, there are interesting opportunities to introduce new
services and particularly new forms of service delivery through collaboration. But
similar motivation can be found in many other sectors.

This idea of product ‘‘servitization’’ comes naturally in line with the growing
importance of the service sector in our economy. The service sector has been tradi-
tionally defined as whatever is not agriculture or manufacturing. During the last
century there has been a large shift of jobs, first from agriculture to manufacture, and
in the last decades from manufacturing to services. The most advanced economies are
dominated by the services sector, which accounts to more than 70 % of the GDP [3].
This is clearly the reality in the case of the USA and most European countries. But this
trend can also be observed in countries that have been traditionally more oriented to
manufacturing, such as the case of China which is experiencing a rapid growth of the
service sector.

Current discussions around the ongoing economic crisis might lead to some level
of refocusing on manufacturing and even agriculture, as reflected in some calls for re-
industrialization of Europe. Nevertheless, this term is a subject of some controversy,
as it might be mistaken by going back to old industrial models, which is not the
intended meaning. Certainly one should draw lessons from the economic downturn
and appreciate it as an opportunity for the emergence of new business models towards
sustainable value creation. Therefore, the discussion should not be manufacturing vs.
service provision, but rather taking advantage of both - combining services with
manufactured products (including agribusiness products) to enhance and add value to
those products.

One of the characteristics of our economy today is that enterprises increasingly
need to compete while also collaborate in a global market, using the Internet and other
technical means to overcome the traditional barrier of geographical distribution. This
perspective also calls for collaboration and involvement of customers and local
suppliers in target markets. In fact, the notion of glocal enterprise represents the idea
of thinking and acting globally, while being aware and responding adequately to local
specificities. Internet and cloud computing not only facilitate the development of new
collaborative processes, but also allow for new ways of (remotely) delivering services
associated to products. Another characteristic is the continuous and rapid change and
innovation, which may be internal or external to individual enterprises (open inno-
vation and co-innovation), but anyway affecting how these enterprises can perform in
relation to other enterprises and their market environment [4]. The success of an
enterprise, therefore, more and more depends on its ability to seamlessly interoperate
with other agile enterprises, and being able to adapt to actual or imminent changes and
adjust to local specificities, next to other core competence in making some product or
providing a service in the most efficient and sustainable way.

In terms of research on services and service-orientation, earlier periods were
characterized by intense but separate activity in different communities, such as the
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wave of works on services marketing in the 1970s and 1980s, promoted by the
business schools, or the more recent overwhelming developments in the ICT sector
around the web services technologies. Nowadays there is a growing consensus on the
need to adopt a multi-disciplinary perspective, as advocated by the efforts to establish
services science as a new scientific field [5].

In this context, this paper, which is an extended and refined version of a work
presented at ICEIS 2013 [6], aims at contributing to the clarification of the main
concepts associated to service-enhanced products and their technological support,
with particular emphasis on composite services which are collaboratively provided by
various stakeholders.

2 Research Context

This work was developed in the context of GloNet, which is a European collaborative
project, funded under the ICT-Factories of the Future program. It aims at designing,
developing, and deploying an agile virtual enterprise environment for networks of
small and medium enterprises (SMEs) involved in highly customized and service-
enhanced products through end-to-end collaboration with customers and local sup-
pliers (co-creation) [7]. The notion of glocal enterprise is adopted in GloNet for value
creation from global networked operations and involving global supply chain man-
agement, product-service linkage, and management of distributed production units.

Further to service-based product enhancement, GloNet also considers the growing
trend in manufacturing to move towards highly customized products, ultimately one-
of-a-kind, which is reflected in the term mass customization. In fact, mass custom-
ization refers to a customer co-design process of products and services which meet the
needs/choices of each individual customer with regard to the variety of different
product features. Important challenges in such manufacturing contexts can be elicited
from the requirements of complex technical infrastructures, solar energy parks,
intelligent buildings, etc.

The main guiding use case in GloNet is the life cycle support of photovoltaic solar
energy parks. The norm of operation in this industry is that of one-of-a-kind pro-
duction. The involved systems and services are typically delivered through comple-
mentary competences shared between different project participants. A particularly
important challenge here is the design and delivery of multi-stakeholder complex
services along the product life cycle, which typically spans over 20 years.

Focused issues in this context include: (i) Information/knowledge representation
(product catalogue, processes descriptions, best practices, company profiles, bro-
chures, etc.); (ii) User-customized interfaces, dynamically adjusted to assist different
stakeholders (smart enterprise approach); (iii) Services provision through cloud; (iv)
Broker-customer interaction support: from order to (product/service) design (open
innovation approach); (v) Negotiation support; (vi) Workflow for negotiated order
solution and its monitoring; and (vii) Risks management support.

In addition to the mentioned use case, and in order to achieve further general-
ization and thus increase the application potential of the proposed solutions, GloNet
requirements are also checked against the needs of other relevant use cases with
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similar abstract characteristics. As such, and taking into account the competencies and
interests of the industrial partners in the consortium, the following additional use cases
are analyzed: Intelligent buildings use case; and physical incubator facilities use case.

The project started in Sep 2011 with a planned duration of 3 years, and involves
the following partners: CAS (Germany), UNINOVA (Portugal), University of
Amsterdam (Netherlands), iPLON (Germany), SKILL (Spain), Steinbeis (Germany),
KOMIX (Czech Republic), and PROLON (Denmark).

3 Business Services

Recent efforts, as represented by the Services Science movement [2, 5, 8, 9] attempted
to formalize the concept of service, but some ambiguity still remains. Two main
literature streams - management and computer science - among others, have proposed
a number of definitions that often represent a partial perspective of the concept. The
ICT developments tend to consider services as some form of ‘‘black boxes’’ that
perform some action, being more focused on data, control flow, and interoperability
aspects. Other streams look at services from a business perspective, tending to see a
service in terms of the added value that is delivered to a customer and the conditions
of delivery. Under this perspective, issues such as quality of service (QoS), service
level agreement (SLA), terms and conditions, period of availability, interactions with
customer, etc., become the focus of attention.

A few recent works have tried to bridge the gap between these two notions of
service [10, 11]. Similarly, an ongoing initiative to establish a Unified Service
Description Language (USDL) [12] makes an attempt to merge various perspectives
of service. Although clearly in line with the ‘‘ICT school’’, namely regarding the
developments in Service-Oriented Architectures, Web Services and Semantic Web
Services, USDL tries to also embed aspects of business services, service networks,
and service provision systems.

In our opinion, it makes sense to separate two concepts - business service and
software or technical service. Although they can be interrelated, as discussed below,
they basically correspond to different views or perspectives that need to be clarified. In
GloNet we are particularly interested in business services that add value to the
physical product, i.e. that add value to the power plant during its operation (along its
20-year life cycle). Table 1 illustrates typical business services in the operation and
maintenance of solar power plants.

Because a business service typically involves some flows of activities and inter-
actions with the customer, often the terms ‘business service’ and ‘business process’
appear (confusingly) intermixed, although they correspond to different concepts.

What is a business service? An earlier definition by Ted Hill [13] states: ‘‘A
(business) service is a change in the condition of a person, or a good belonging to
some economic entity, brought about as the result of the activity of some other eco-
nomic entity, with the approval of the first person or economic entity’’. Also according
to Hill, (business) services and goods (or physical products) are of different onto-
logical categories: while goods are both transactable and transferable, services are
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transactable, but not transferable. A number of characteristics can be further identified
to distinguish between (business) services and (physical) products [5, 14, 15]:

– Services are intangible;
– Services are interactive, with a high level of customer interaction during the process

of service production, delivery and consumption;
– Simultaneity of production (execution) and consumption;

Table 1. Examples of business services in the Photovoltaic Plants Operations and Maintenance.

Service Category Business Service Brief description Typical 
frequency 

Form of 
provision 

Operation 
monitoring 
Collecting and 
processing real-time 
data on the plant, 
combined with 
control operation 

Energy 
monitoring 

services 

Allowing to know the energy production in real 
time, to compare it with expectations, find any 
issues with equipment, and predict the power 
generated with increased certainty. 

Continuous Mostly 
automated 

Monitoring 
reports 

Set of relevant reports required for different 
stakeholders (owner, utility company, insurance 
company, financial institution, etc.) 

Monthly Mostly 
automated 

System 
performance 

testing 

To understand plant performance, what drives it, 
and provide performance testing, benchmarks, 
power quality analysis, etc. 

 Mostly 
automated 

Site security 
services 

To detect and to some extent prevent intruders 
and potential vandalism actions. Continuous 

Automated 
and/or 
manual 

Data analytics 
services 

To analyse historic data (through data mining) 
and find methods for enhanced diagnostics, 
troubleshooting and operation. 

As needed Mostly 
automated 

    
Preventive 
Maintenance  
Routine inspection 
and servicing of 
equipment and plant 
site to prevent 
breakdowns and 
production losses 

Panel Cleaning 

It affects panel’s performance. However it highly 
depends on site conditions – amount of dust, 
pollen and pollution, frequency of rain and 
snow, etc. 

1-2 x Times / 
Year 

Mostly 
manual, with 
some 
automatic 
checks 

Vegetation 
Management 

Less critical than panel cleaning, it involves 
cutting grass, bushes, etc., as they might also 
affect the operation of the equipment, depending 
on local conditions such as the amount of rain. 

1-3 
Times/Year 

Mostly 
manual, with 
some automa-
tic checks 

Wildlife 
Prevention 

The development of colonies of wildlife (rats, 
rabbits, bird nests, etc.) might destroy some 
equipment.  

Variable Mostly 
manual 

Water Drainage To ensure proper drainage of water that results 
from raining or snow melting.  Variable Mostly 

manual 

Retro-
Commissioning 

A process for identifying less-than-optimal 
performance in the facility’s equipment, and 
control systems and making the necessary 
adjustments (replace outdated equipment, or 
improve efficiency). 

1 Time / Year 

Mostly 
manual, with 
some automa-
tic checks 

Upkeep of Data 
Acquisition and 

Monitoring 
Systems 

Maintenance of the sensor network / data 
collection and communication subsystem. Undetermined 

Mostly 
manual, with 
some automa-
tic checks 

Upkeep of 
Power 

Generation 
System 

Periodic maintenance and provision of proofs of 
any measures taken, not only to ensure proper 
operation, but also to comply with regulations 
and requirements from the utility company. It 
involves e.g., Inverter Servicing, BOS 
Inspection, Tracker Maintenance. 

1-2 x Times / 
Year 

Mostly 
manual, with 
some automa- 
tic checks 

 

 
(continued)
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Services are bound to a particular time (when they are available and delivered) and
place (where they are delivered).

It is important to distinguish between the notions of service providing, service
availability and service delivery. Service providing is about the introduction of a
service by its provider within the community of its potential customers. This happens
for instance through advertising a service in the market, or in the case of the GloNet
environment, through the introduction/registration of the service within the collabo-
rative enterprise network. About the difference between service availability and
delivery, consider that a customer may keep paying for a corrective maintenance
service (thus guaranteeing the availability of the service), while the service might
never be delivered if no malfunctioning is ever detected.

Table 1. (Continued)

Service Category Business Service Brief description Typical 
frequency 

Form of 
provision 

Corrective / 
Reactive 
Maintenance  
 
In response to 
equipment 
breakdown to 
mitigate 
unplanned 
downtime 

On-Site 
Monitoring / 
Mitigation  

Implementation of on-site mitigation measures 
in response to detected weaknesses (e.g. 
regarding safety and security standards, 
unforeseen working conditions) 

Variable  Mostly 
manual, 
combined 
with automa-
tic tests 

Critical Reactive 
Repair  

When a fault / equipment breakdown is detected 
in a critical component (e.g. inverter, AC sub-
systems). 

As Needed 
(High Priority)  

Mostly 
manual, 
combined 
with automa-
tic tests 

Non-Critical 
Reactive  
Repair  

When a fault / equipment breakdown is detected 
in a no-critical component (e.g. weather related 
sensor). 

As Needed  Mostly 
manual, 
combined 
with automa-
tic tests 

Warranty 
Enforcement  

Since different components have different 
warranty coverage conditions, with different 
penalties associated to the levels of criticality, it 
is important to properly manage them in 
association to breakdowns. 

As Needed  Mix 
automatic - 
manual 

    
Condition-Based 
Maintenance  
 
Prioritize and 
optimize 
maintenance and 
resources based 
on real-time data 
for increased 
efficiency 

Active Monitoring 
- Remote and On-
Site  

Allowing to shift the maintenance process from 
'preventive' to 'predictive' model. It involves 
continuous monitoring and diagnosis of the 
equipment health / condition, to ensure zero 
downtime. 

Continuous  
 

Mostly 
automatic, 
with option. 
manual 

Warranty 
Enforcement  

Management of warranty contracts enforcement 
based on collected real-time data. 

As Needed Mostly 
automatic, 
with option. 
manual 

Equipment 
Replacement  

Different equipment and components have 
different life-cycles, requiring replacement along 
the (long) life cycle of the PV plant. 

As Needed Mostly 
manual,  with 
some automa-
tic checks 

    
Other Support 
 
Additional 
services 

Training services Average industrial technicians are familiar with 
AC, but often less acquainted with DC power 
and other specificities of PV plants. Also 
personnel involved in other services, e.g. panel 
cleaning, vegetation management, need to be 
trained on safety protocols.  

As needed In classroom 
or remotely 
via e-learning 

Energy audit 
services 

Establish pattern of energy use and production; 
identify losses; and suggest appropriate 
economically viable engineering solutions to 
enhance energy efficiency. 

As needed Mix 
automatic - 
manual 
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Another definition of business service [10] puts the focus on the notions of
availability and delivery of the service: ‘‘A (business) service is present at a time T
and location L iff, at time T, an agent is explicitly committed to guarantee the exe-
cution of some type of action at location L, on the occurrence of a certain triggering
event, in the interest of another agent and upon prior agreement, in a certain way’’.
This definition brings about a number of interesting aspects:

• The notion of commitment through which an entity guarantees the execution of
some kind of action(s) in the interest of the customer. This notion comes in line with
another definition by O’Sullivan [16]: ‘‘A service instance is essentially a promise
by one party (the provider) to perform a function on behalf of another party at some
time and place and through some channel’’.

• Commitment and availability are different notions. For instance, in the case of
malfunctioning periods (of the service provision system) or working pauses, the
commitment still holds but the service is not available (temporarily). Specific
constraints regarding availability can be defined in the agreement (service level
agreement) or contract.

• The commitment by an agent to guarantee a service does not necessarily imply that
the service is performed by this agent; it can be delegated on other entities, although
the responsibility toward the customer remains with the agent that made the
‘‘promise’’.

• Service delivery implies a delivery location where the actions take place or the
added value is provided. In the case of the solar plants, the effects of several
services take place at the actual location of the power plant, although they might be
performed remotely (through an ICT channel).

• The actual delivery of the service, i.e. the execution of the associated action(s), is
initiated by a triggering event. For instance, in the case of a reactive maintenance
service, the triggering event can be the detection of a malfunctioning alarm. In the
case of a preventive maintenance service, the triggering event can be the scheduled
time for the periodic maintenance.

The expression ‘‘execution of some type of action … in a certain way’’, which appears
in the definition above, implies a process. When the service is quite standardized, its
execution may well be represented by a business process. In some cases, the service
might be performed through alternative business processes, depending on the trig-
gering event (Fig. 1).

In this sense, we can see the notion of business service as an abstract construct that
basically encapsulates the external or customer’s view. This ‘‘construct’’ specifies
what (value) and under what conditions it would be delivered.

Internal to some ‘‘service performance system’’ we can see the service as mate-
rialized by some business sub-processes. In other words, the business (sub)processes
(and associated triggering events) represent how the service is performed (its inter-
action behavioral part).

In the case of less structured services in which the actual set of actions to be
performed and their flow strongly depend on the interactions with the customer
(during service delivery), it might be difficult to model the interaction behavior of the
service through well-defined processes in advance, and thus the processes are
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dynamically configured ‘‘on the fly’’ during the execution. In this case it is probably
more adequate to specify the interaction behavior in terms of a set of rules.

The performance of the actions involved in the business service delivery can be
done automatically or manually. Automatic solutions can be materialized through the
invocation of some software services. Manual tasks are human-executed activities
(‘‘human tasks’’).

Service delivery can be subject to a number of conditions agreed between the
provider and the customer which are typically formalized in a contract/agreement and
govern the responsibilities of all involved parties.

Since a provider might offer more than one service, it might be convenient to
introduce the concept of service entity – an encapsulation of the various services
provided by the same entity; in other words, a representation of a service provider
[11, 17].

Service Design. In traditional manufacturing, design has been mainly concerned with
the physical product itself, not with services. Given the growing importance of the
service sector, a new stream of research emerged mainly in the last decade to provide
effective approaches and tools for service design [18]. Given the strong interactions
between customer and service providers, service design focuses primarily on:
(i) identifying user interactions or ‘‘touchpoints’’; (ii) designing interfaces and
methods to capture the perceived customer experiences; and (iii) service provision
management. Typical steps in service design include:

i. Identification of needed business services, through a brainstorming exercise,
often based on an analysis of business scenarios.

ii. Design of touchpoints diagram, to identify points of interaction of the customer
with the service.

Fig. 1. Views of business service.

Cloud-Based Collaborative Business Services Provision 373



iii. Design of blueprint diagrams, to describe the nature and characteristics of the
service interaction in enough detail to verify, implement, and maintain it.

iv. Storyboard/storytelling, to represent the use cases through a series of drawings
or textual descriptions, illustrating the sequence of events in service delivery
(customer journey).

v. Service prototyping, involving the selection, assembly and integration of the
various service components.

Our preliminary experience with this method shows that although coping with multi-
stakeholder during the service design phase, it is still biased by a ‘‘single provider’’
model for service delivery. This aspect requires further refinements of the method,
namely regarding the steps of the blueprint diagram design and service prototyping.

4 Towards Collaborative Service Provision

Business services can be combined together. A composite business service is a
collection of related and (to some extent) integrated business services that provide a
specific business solution. A lesser definition may consider it as a grouping of related,
simpler business services.

Figure 2 illustrates one example of a composite business service. In the case of the
solar power plants, a customer might be interested in an integrated site maintenance
service which is, in fact, a grouping or composition of various simpler services - site
security service, wildlife prevention service, vegetation management service, and
water drainage service.

The various simpler services that compose an integrated service might be provided
by different companies, as also illustrated in Fig. 2. Besides the stakeholders directly
involved in the provision of the simpler services, this example also shows the role of a
new stakeholder - the service integrator - that coordinates the other ones and possibly
offers a unique contact point to the customer. The customer would typically establish a
single contract with the service integrator and not separate contracts with the other
providers.

Fig. 2. Example of composite, multi-stakeholder service.
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This group of entities together forms a virtual organization (VO) [19] for the
provision of this composite service, where the service integrator plays the role of
virtual organization coordinator. This organizational structure and the role of business
service integrator open new business opportunities for SMEs.

In the case of solar energy sector, although a few large companies are able to offer
a large number of the services shown in Table 1 [20], most SMEs active in this
domain are focused on the provision of just a small subset. This situation limits their
capabilities, namely their participation in other geographical markets. Also from the
customer perspective, the resulting fragmentation of services is not a desirable situ-
ation. A single contract/single interface for a package of services would be preferable.

However, it is important to avoid typical problems with extensive sub-contracting/
outsourcing practices. In many contexts, some large corporations have extensively
outsourced the provision of their services. However, there is no real collaboration
among the involved sub-contracted entities, and whenever there is a need that spans
across two or more service areas the lack of seamless integration becomes obvious.
The customer then clearly notices the ‘‘walls’’ between providers and a situation
where there is no clear responsibility assignment, with each one transferring the
responsibilities to the others. Furthermore, the lack of proper support platforms often
leads to problems of synchronization among the various providers, which again
reflects in a bad quality of the service provided to the customer.

To avoid the risk of such situations, rather than a sub-contracting model, it is
necessary to implement a real collaborative network, supported by an environment
such as the one envisaged in GloNet. Further to the need of mere workflow coordi-
nation, typically performed by the service integrator, it is necessary to have a col-
laboration space where the various entities can share information and resources, and
thus contributing to the building of a sense of co-responsibility. Complementarily,
proper involvement of local suppliers, close to the customer location, can increase the
sense of proximity.

Often the customer is a co-creator of its needed services, closely involved in
defining, shaping, and packaging the service. It is important to notice that in the case
of products with a long life cycle, these interactions are built around long-term
relationships.

Furthermore, although ICT facilitates remote delivery of some services or service
components, other parts require local intervention. For instance, in the case of the
solar energy plants, a service like ‘‘Energy production monitoring’’ can be delivered
remotely. Through a network of sensors and data loggers installed in the plant and
some communication channels, it is possible to collect real-time data over Internet (a
kind of Internet of Things). However, a service like ‘‘Water drainage’’ will require
local (manual) intervention. Other services might combine remote and local operation.
For instance, a ‘‘Panel cleaning’’ service might involve some remote actions (e.g.
detection of a production performance level lower than expected), a local (manual)
activity (the actual cleaning) and possibly another remote action to verify the end
result.

In order to give the customer a feeling of proximity, and thus a better service
experience, it is important to involve local suppliers in some components of the
service delivery. The services science community uses the term service experience ‘‘to
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encompass all aspects of the production, delivery, and creation of value from the
customer’s perspective’’ [3]. To address the issues above and improve collaboration
and proximity, GloNet contributes with a number of elements:

• Mix of collaborative networks. GloNet assumes two base communities out of which
members will be selected to compose the VO in charge of the service provisioning:
The long-term manufacturers’ network and the informal community of local
stakeholders around the customer (Fig. 3). The service integrator will typically be
selected from the manufacturers’ network.

• Co-creation business scenario. One of the relevant business scenarios identified in
GloNet is aimed at providing an environment that supports and promotes the col-
laborative design of new business services. It foresees a collaboration environment
that helps providing business services based on innovation, knowledge and cus-
tomer orientation, as well as identifying future needs, through collaboration
between manufacturers and the customer and members of the customer’s com-
munity (open innovation approach).

• Collaboration spaces. The notion of ‘‘collaboration space’’, introduces a sharing
space where effective collaboration among the multiple stakeholders involved in the
service creation and provision can take place (details bellow).

The approach adopted in GloNet does not follow the traditional company-centric
CRM model, but rather a collaborative network/ecosystem model, which is more
promising in terms of sustainability and better contributes to the quality of service (in
comparison with outsourcing), namely in what concerns the responsibility each entity
has within the service that is provided to the customer as a whole.

Naturally technology is not enough to achieve an effective collaborative approach
to business services provision; a new culture is needed. This requires other tools such
as: Better communication strategy; Team building; Training; etc.; which are not in the

Customer-related 
“community”

Manufacturers 
network

Product 
servicing VO

“Recruitment space” for 
the product servicing VO

customer

Fig. 3. Recruitment of members for product servicing VO.
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core of a technology-oriented project such as GloNet. But technology is an enabler,
facilitating sharing, visibility and transparency among the involved stakeholders.

5 Service Packaging

Customers are often interested in a grouping of services, rather than an isolated
service. Typically a bundle or package of services is offered for a more competitive
price. Two approaches can be considered for this grouping:

• Free Grouping. In this case the customer freely selects, from the portfolio of
available services, the ones he wants to subscribe. The specific delivery conditions,
service level agreement, etc., are negotiated on a case by case basis. Sometimes
there are dependencies between services and then the selection of one specific
service might mandatorily imply the selection of another one from which this ser-
vice depends on. For instance, in the solar energy case, the subscription of the
service ‘‘Monitoring reports’’ will probably require the service ‘‘Energy monitor-
ing’’ as well, as the latter case provides the base sensorial network that is needed for
real-time data acquisition.

• Pre-packaged Options. Under this approach, the service provider (service integra-
tor) organizes some pre-configured packages of services, which already take into
account all interdependencies and are offered under pre-defined conditions. Often
these packages correspond to different levels of coverage, e.g. basic, comfort, and
premium. Table 2 shows an example of packages in the solar energy case. The
subscription of additional services, not included in a specific package level, would
have to be negotiated with the service provider.

6 Implementation Issues

Taking into account the characteristics mentioned above, Fig. 4 introduces the pro-
posed model for business services. The UML diagram also represents the iterative
definition of composed business services, through their individual or atomic services.

Table 3 gives a brief description of the elements of the business services that
constitute their profiles. Figure 5 shows a simplified diagram of the GloNet system
architecture, which follows a SOA approach [21] and is developed using standard
blocks of a Java based technology stack, Eclipse, MySQL, Apache Tomcat, etc. The
base platform, developed by CAS Software AG, uses an OSGi run-time component
based on the Spring framework. The system runs on top of a cloud-based IaaS.

The use of a cloud infrastructure for the target environments, is aimed to facilitate
the efficient usage of hardware resources for this purpose while assuring both their
fail-safe availability and reliability. Besides the initial lower cost in setting up the
cloud’s hardware as compared to conventional physical local setups at every orga-
nization, ease of servicing, upgrading and maintaining a cloud-based infrastructure
fulfill the requirements of this environment in the long term. Nevertheless it is
important to notice that cloud computing is not a solution for all consumers of ICT
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services. The result of our analysis of cloud environment and its use for GloNet
application domains have left us with some open issues [22]. For example, one rel-
evant fact is that the products in this environment (e.g. the power plants and/or
intelligent buildings) have a very long life time and thus the choice of infrastructure
for developing their assisting software system should also have the same life expec-
tation or support easy migration. Unfortunately, although some interoperability starts
to exist at the Infrastructure as a Service (IaaS) level, the situation at the Platform as a
Service (PaaS) level is typically one of vendor lock-in.

7 Collaboration Spaces

In order to facilitate the interaction among stakeholders involved in the achievement
of some common goal, GloNet adopts the notion of collaboration space. This notion
is used in both the physical and virtual worlds. In the physical world, besides the
traditional characteristics of a meeting room, it means an environment that supports a

Table 2. Illustrative example of pre-prepared business service packages in the solar energy case.

Service 
Category Business Service 

Ba
sic

 

C
om

fo
rt

 

Pr
em

iu
m

Operation 
monitoring 
 

Energy monitoring services  X X X 

Monitoring reports  X X X 

System performance testing   X X 

Site security services    X 
Data analytics services   X X 
 

Preventive 
Maintenance  
 

Panel Cleaning   X X 
Vegetation Management     X 
Wildlife Prevention      
Water Drainage      
Retro-Commissioning      
Upkeep of Data Acquisition 
and Monitoring Systems   

 X X X 

Upkeep of Power Generation 
System  

 X X X 
 

Corrective / 
Reactive 
Maintenance  
 

On-Site Monitoring / 
Mitigation  

  X X 

Critical Reactive Repair    X X 
Non-Critical Reactive Repair    X 
Warranty Enforcement     X 

     
Condition-
Based 
Maintenance  
 

Active Monitoring 
- Remote and On-Site 
Options  

 
  X 

Warranty Enforcement 
(Planned and Unplanned)  

   X 

Equipment Replacement 
(Planned and Unplanned)  

   X 
 

Other  
Support  

Training services     

Energy audit services      
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group of people in working collaboratively, such as doing brainstorming or per-
forming some tasks. It can involve novel design ideas and furniture to inspire creative
thinking and provide different sensations according to the objectives of the collabo-
rative activity. In the virtual world we try to mimic some of these aspects allowing a
group of geographically disperse participants to work together, mediated by tech-
nology. Various other terms are often found in the literature to represent similar
notions. Examples include virtual room and virtual co-working space. There are also
hybrid versions, which combine physical spaces with advanced technologies to allow
both local and remote participation. GloNet is particularly concerned with the virtual
world version in order to support the members of a collaborative network, mostly
composed of SMEs which are geographically dispersed. As such, two main collab-
oration spaces were initially identified: Collaborative solution space and Services
provision space. In terms of basic characteristics, the two spaces are quite similar, but
their purpose and thus the involved support tools are distinct. In summary:

Collaborative Solution Space. This case is envisaged to support a group of stake-
holders in the design and development of a new solution, e.g. initial design and
development of the product, or co-creation of a new business service. Table 4 shows
its main characteristics.

One special instance of this collaboration space corresponds to the business ser-
vice co-creation scenario. Creation of a new business service can be typically done
through a co-creation process carried out by a temporary consortium involving a
number of participants selected from the Manufacturers network and Customer
‘‘network’’ or Product Servicing network.

Fig. 4. Simplified business service model in UML.
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Business Services Provision Space. This class of collaboration spaces is typically
aimed at supporting the virtual organizations that will provide services to enhance the
product during its life cycle. Table 5 shows its main characteristics.

In terms of the GloNet system, these spaces are accessible through the Stake-
holders Space Interface layer (Fig. 5) and are naturally supported by the collaborative
networks management functionalities. Other important elements of this environment
include common ontologies, an essential element to facilitate collaboration [23, 24],
and management of common knowledge and information assets.

To assess the validity of the proposed solution, a demonstrator is built around the
use case of solar energy parks. A solar park represents a clear example of a complex
and highly customized product, which is expected to have a long life cycle of around
20*25 years. During its operation phase, the power plant needs to be supported by a

Table 3. Brief description of the elements of business service profiles.

Element Description 

Business Service  

The core element in this diagram for the definition of business service profile. If the 
BS is composed, then its individual BSs are also properly defined. Also the 1..* 
depends-on relationship which is defined for business services, models the potential 
inter-relation between one business service and a set of other services, e.g. a 
dependency may exist between an Energy management business service and certain 
other specific Lighting and heating management business services, due to the 
specific input that needs to be exchanged among them. 

BS Id A unique number which identifies the business service (BS) in the registry. 
BS Name The name of the BS. 
Execution 
duration 

The duration of time to execute the BS. 

Price range The min and max price for the BS that should be paid by the customer. 
Certification Documents certifying the quality of the BS, according a particular set of standards. 

Notes Provides some essential recommendations or advises about deploying the business 
service. 

Provider  The company that provide the BS. 
Customer Past and present customers of the BS. 
Composed BS The kind of business services which consists of several individual business services. 
Atomic BS A single business service (a service which is not registered as a composed BS). 
Business Process  A process description for the business service, represented by a BPMN Diagram. 

Trigger Event Events that launch the execution of business processes implementing the business 
service. 

Service 
integrator 

The entity that offers an integrated or composed business service, coordinates the 
other involved providers, and possibly offers a unique contact point to the customer. 

Contextual 
Descriptions 

Contextual information about the business services. 

Goal Addresses the technical or strategic goals of the business service. 
Strategic Goal Specifies the business targets and benefits of the business service. 

Technical Goal Specifies the operational targets of the business service, which aim at satisfying 
strategic goals of the business service. 

Context Describes the business or industrial context of the business service. 
Capabilities Addresses the capabilities and capacities of the business service. 

Contract Establishes an agreement between a supplier and a customer, for the provision of 
one or more business services. 

SL Delivery 
Conditions 

Describes the specific conditions during the business service delivery. This element 
includes facets such pre-conditions, post-conditions, privacy policy, etc. 

SLA Specifies the service level agreement associated to the contracted service(s) 
provision. 
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number of business services. In the case of our demonstrator these services are pro-
vided by a network of stakeholders located in different continents (Europe and India),
which requires both a collaboration platform and proper organizational structures.
Figure 6 illustrates the validation approach.

Additional validation, at a smaller scale, is done for the case of intelligent
buildings.

Fig. 5. Main blocks of the GloNet system architecture.

Table 4. Characteristics of the collaborative solution space.

Meeting place A specific user interface provides a common web access point to the participants. 
- Purpose Joint development of a product or business service. 

- Participant 
group 

The members of the VO involved in the development of a specific solution. For 
instance, it can be the “product development network” (the VO involved in the 
development of the physical product and design of initial associated business services), 
or the “service co-creation network” (the dynamic (temporary) VO involved in the 
design and development of new business services associated to the (physical) product. 

Sharing space 
A specific information sharing space to allow sharing specific information and 
knowledge assets that the participants decide to bring in, as well as those assets (e.g. 
product model, business process models) that they jointly create. 

Support tools 
Besides generic collaboration tools, the various functionalities provided in the GloNet 
system for Product Configuration, Service-Enhanced Product Ordering, Service 
Registering, etc., will be accessible through the user interface. 

Privacy and 
security 

The generic protection mechanisms of the platform are used to guarantee protection and 
access rights to the VO participants. Depending on the access rights of each participant, 
they might have access to other assets besides the ones included in the shared space. 

Occupancy 
period 

The “life” of this space is typically tied to the life cycle of the VO that uses it. Since the 
aim is to support the creation of a new product or service, the space is created by the 
starter of the corresponding VO and destroyed when the VO dissolves. Naturally, the 
objects created by the VO and that need to be kept will be maintained in other 
information spaces (e.g. product portfolio, or the private spaces of each tenant), 
depending on the specific asset. 
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8 Conclusions

The development and provision of business services to enhance products offers
important business opportunity for SMEs in various economic sectors. These services
add value to the product, facilitating a closer fit with customer needs and providing a
differentiation factor. Of special relevance is the possibility of developing composite
business services that involve the collaboration of a network of stakeholders and
provide integrated solutions to the customer.

In this line, the GloNet project addresses the development of a cloud-based
environment aimed at supporting collaborative business services design and delivery
to enhance complex and highly customized products. The interplay of various stra-
tegic and goal-oriented collaborative networks is assumed in these processes. Pro-
posed models and tools are validated in the solar energy plants and intelligent
buildings sectors.

Selected business scenarios

GloNet Pilot Demonstrator

Base configuration data

Demonstrator design
and configuration

Business scenarios
assessment

“Benchmark”data, lessons learned

Recommendations and
performance indicators

Dissemination show cases
Performance indicators

Business recommendations
Improvement recommendations

Co-creation of soiling
loss fixing service

Basemonitoring service

RecommendationsCharanka solar plant case

Fig. 6. GloNet validation in the solar plants sector.

Table 5. Characteristics of the services provision space.

Meeting place A specific user interface provides a common web access point to the participants. 

- Purpose To support collaboration during the delivery of (multi-stakeholder) business services 
along the life cycle of the product. 

- Participant 
group 

The members of the VO involved in the delivery of business services associated to a 
product. Typically a long-term VO organized to provide integrated (multi-stakeholder) 
business services along the product life-cycle. 

Sharing space 

A specific information sharing space is created to allow sharing specific information and 
knowledge assets that the participants decide to bring in (related to the service 
provision), and specially the product model, registry of services, and all data related to 
the business services provision. 

Support tools 
Besides generic collaboration tools, various functionalities provided in the GloNet 
system for Product Portfolio Support, Service Monitoring, etc., will be accessible 
through the user interface. 

Privacy and 
security 

The generic protection mechanisms of the platform are used to guarantee protection and 
access rights to the VO participants. Depending on the access rights, each participant 
might have access to other assets besides the ones in the shared space. 

Occupancy 
period 

This collaboration space is supposed to be available during the operation phase of the 
life cycle of the product, typically a long duration. It will typically be connected to the 
duration of the services provision contract. Similar to other collaboration spaces, this one 
is also created in association to the VO that uses it, i.e. the “product servicing network”. 
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Abstract. This paper presents an architecture for health information exchange
in pervasive healthcare environments meant to be generally applicable to dif-
ferent applications in the healthcare domain. Our architecture has been
designed for message exchange by integrating ubiquitous computing technol-
ogies, intelligent agents and healthcare standards, in order to provide interop-
erability between healthcare systems. We conduct controlled experiments at
three cardiology clinics, an analysis laboratory, and the cardiology sector of a
hospital located in Marília (São Paulo, Brazil). Three scenarios were developed
to evaluate this architecture, and the results showed that the architecture is
suitable to facilitate the development of healthcare systems by offering generic
and powerful message exchange capabilities. The proposed architecture facil-
itates health information exchange between various healthcare information
systems, contributing in this way to the development of a pervasive healthcare
environment that allows healthcare to be available anywhere, anytime and to
anyone.

Keywords: Pervasive Healthcare � Intelligent Agents � Ubiquitous Computing �
Openehr standard � Interoperability

1 Introduction

In most countries, the conventional healthcare model will soon become inadequate,
due to the increasing healthcare costs for the growing population of elderly people, the
rapid increase in chronic disease, the growing demand for new treatments and tech-
nologies, and the decrease in the number of health professionals relative to the pop-
ulation increase. Recently, the United States Census Bureau estimated that the
expected number of inhabitants in the United States older than 65 will be approxi-
mately 70 million in 2030, twice than in 2000 [1]. In Ontario, the most populous
province of Canada, healthcare is expected to represent 66 % of government expen-
diture in 2017 and 100 % in 2026 [2].
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The current healthcare model is centred on highly specialized people, located in
large hospitals and focusing on acute cases for treatment. It needs to change into a
distributed model, in order to produce faster responses and to allow patients to better
manage their own health. The centralized healthcare model implies that patients and
caregivers have to move to the same place (a hospital or clinic) for the healthcare
services to be delivered, and it is often expensive and inefficient. A distributed
healthcare model that pervades the daily lives of the citizens is more appropriate to
provide less expensive and more effective and timely healthcare, and characterizes
Pervasive Healthcare. According to [3], the goal of Pervasive Healthcare is to enable
the management of health and wellness by using information and communication
technologies to make healthcare available anywhere, at anytime and to anyone.

The exchange of health information among heterogeneous Electronic Healthcare
Record (EHR) systems in pervasive healthcare environments requires communication
standards that enable interoperability between these systems. Although Health Level
Seven (HL7)1 is a widely used international standard for message exchange between
heterogeneous HISs, it has some well-known limitations for representing clinical
knowledge, such as its combined use of structured components and coded terms,
which can result in inconsistent interpretations of clinical information [4]. openEHR2

is a foundation dedicated to the research of interoperable EHRs that fosters the
development of the openEHR architecture. This architecture is based on a dual model
that separates information from knowledge, thereby addressing some of HL7 known
limitations.

Ubiquitous Computing [5] encompasses a group of technologies that explore the
advances of wireless connectivity to allow information to move along with the user.
In healthcare, these technologies are being mainly employed to build supporting
infrastructures for Health Information Systems (HIS), and to develop mobile appli-
cations that extend the functionality of healthcare applications formerly limited by
traditional computing technologies. Ubiquitous Computing has enabled new health-
care models, such as Distributed and Mobile Healthcare, and is expected to be
extremely helpful in the implementation of the Pervasive Healthcare model. However,
the Pervasive Healthcare model will only be acceptable for realistic scenarios if it
supports efficient and secure information exchange from caregivers to their patients
and vice-versa, which requires some more research.

Intelligent agents are software entities that employ techniques from Artificial
Intelligence to choose the best set of actions to be performed in order to reach the
goals specified by their users. They can communicate with each other, and they have a
set of properties, such as sociability and autonomy. In the healthcare domain, intel-
ligent agents can help caregivers exchange and use health information when caring for
their patients.

The aim of this paper is to demonstrate the feasibility of designing and imple-
menting an architecture for health information exchange to address realistic pervasive
healthcare scenarios. The proposed architecture is based on Intelligent Agents and

1 http://www.hl7.org
2 http://www.openehr.org
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Ubiquitous Computing technologies, and complies with current healthcare standards.
This paper particularly addresses the architectural and technical challenges of com-
bining these technologies in order to achieve our goals.

The paper is further structured as follows. Section 2 discusses some related works.
Section 3 introduces our proposed architecture. Section 4 describes the scenarios that
have been used to evaluate our architecture. Section 5 discusses our evaluation results,
in which we assessed the ease of use and perceived usefulness of the applications built
using our reusable architecture. Finally, Sect. 6 presents our concluding remarks and
gives recommendations for future work.

2 Related Work

Many applications for ubiquitous computing, healthcare standards and intelligent
agents in healthcare have been reported in the literature.

A communication system is reported in [6] in which mobile devices recognize the
context in which caregivers perform their tasks. The authors propose an extension of
the traditional Instant Messaging paradigm by using the Extensible Messaging and
Presence Protocol (XMPP) for exchanging XML messages. These messages contain
context information that allows the system to deliver messages. Agents are responsible
for message exchange. This work has some similarities with ours, since both employ
agents and contextual information for message exchange. However, it lacks the def-
inition of a language for the communication amongst agents, and it ignores healthcare
standards and the agents’ intentionality.

An approach to provide interoperability between self-care systems when
exchanging non-clinical information along with clinical data is proposed in [7]. SOAP
messages were defined for transporting the Personal Health Record (PHR) contents in
so-called Health Diary Entry (HDE) structures. This allowed the use of external
vocabularies and ontologies, in order to achieve semantic interoperability. This work
has some similarities with ours, since they both deal with the interoperability of
heterogeneous systems by means of healthcare standards. However, agent technolo-
gies are not used in [7].

A Multi-Agent System (MAS) for controlling the medicine administration to
patients as well as the available stock of medicines is proposed in [8]. This work has
some similarities with ours, since both use MAS to control clinical tasks. However, in
[8] healthcare standards are not employed for message exchange, and contextual
information and the agents’ intentionality are not considered.

A proposal for the representation and persistence of clinical data of patients as
well as context information in ubiquitous applications is described in [9]. The work is
based on the openEHR dual model, and the persistence solution consists of storing an
XML representation of a reference model indexed by data paths defined by arche-
types. This work has some similarities with ours, since both use the openEHR dual
model. However, it does not employ a MAS for message exchange.
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3 Architecture Overview

The biggest challenge for our architecture is to support the mobility and collaboration
among healthcare professionals when they perform clinical tasks. The main problems
to be solved are related to information overload and the heterogeneity of the mobile
devices used by such professionals. We use context-awareness, content adaptation,
and the technology of intelligent agents to address the challenge and the problems
mentioned above.

Figure 1 gives an overview of our architecture, which was developed according to
the MVC pattern (Model-View-Controller) [10] to separate the business logic from the
presentation logic, for the sake of flexibility and reuse. In our architecture, the view
package contains the mobileUI package, which copes with the mobile end-user
interactions with other components of the architecture, and the webUI package, which
displays information to the end-users.

The controller package contains the CAManager package, which manages the
exchange of context-aware messages, the handler package, which processes the inputs
and outputs and acts as a wrapper to a web service, and the helper package, which
adapts the data model to the view. The model package represents the domain models,
and contains the ontology package, which represents the domain knowledge, the agent
package, which issues requests and notifications within the architecture, and the dto
and dao packages, which represent the data transfer object and data access object
design patterns, respectively. The architecture has also an external package with some
additional auxiliary packages.

Below we discuss the most distinctive aspects of our architecture, namely the
message exchange based on openEHR archetypes, the context-awareness support and
the use of intelligent agents.

Fig. 1. Architecture overview.
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3.1 Message Exchange

In our architecture, the message exchange facilities comply with the openEHR stan-
dard [11, 12], and have been designed to support message exchange amongst heter-
ogeneous EHR systems in pervasive healthcare environments. openEHR has an EHR
Extract Information Model (IM)3 that describes the several ways in which an EHR
extract can be built to support interoperability between EHR systems.

The Clinical Knowledge Manager (CKM)4 is the archetype repository of the
openEHR Foundation. We have reused some available archetypes provided by CKM,
such as Device and Clinical Synopsis, and we have developed new archetypes to
represent clinical concepts from the cardiology domain, such as Coronary Cardiac
Surgery and Pacemaker Implantation [13].

Since the openEHR standard [14] consists of a RM part for delivering the con-
tainer with the needed EHR information, and an AM part for expressing clinical
content, the message exchange schema has also a Reference Model Schema
(RM-XMLSchema) for representing the constraints in RM, and an Archetype
Model Schema (AM-XMLSchema) for representing the clinical archetypes. RM-
XMLSchema is the concrete model from which the software can be developed.
AM-XMLSchema represents the concrete metamodels of a domain concept, which are
expected to be understandable for a domain expert. Figure 2 depicts an overview of
the message exchange schema.

In our architecture, the openEHR Extracts, which contains clinical information
related to the patients, are implemented as a type in a Web service environment, to
support the semantic interoperability among distributed HIS.

Figure 3 shows the XMLBeans code (extractXML) generated according to the
‘person_details’ archetype instance. In Fig. 3, birthdate (1) is an attribute that was
generated based on the RM, xs:date (2) is the type of this attribute, and the required
value (3) means that this attribute is mandatory. Further, the generated

Fig. 2. Message exchange schema based on openEHR paradigm.

3 http://www.openehr.org/programs/specification/releases/1.0.2
4 http://www.openehr.org/ckm
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DemographicData (4) is the Java beans class that corresponds to the person_details
XML Schema is shown and the XML instance (5,6) containing demographic infor-
mation based on the Java beans instance and in conformance to XML Schema is
generated. Due to some available XML technology (e.g., XPath), the output handling
and generation have been straightforward. The generated code that represents an
openEHR extract contains data about a patient. These data can be exchanged using
RESTful Web services as representational state amongst the components of a dis-
tributed HIS.

In our architecture, when the system interoperates with other HIS, CAManager
and handler exchange messages that possibly contain EHR extracts. These messages
are represented in accordance with the specification of openEHR archetypes, in order
to guarantee the interoperability with other HISs. The handler package also supports
both synchronous and asynchronous communication between architecture agents and
HISs. It requests the appropriate content from a legacy HIS, and checks if this content
has messages related to the end-user.

3.2 Context-aware

Context-aware systems are highly suitable for delivering healthcare services, espe-
cially for Pervasive Healthcare [15]. In some healthcare services, the description of a
situation by using ‘what’ (activity), ‘who’ (identity), ‘where’ (location) and ‘when’
(time) may not be enough, in which case more richness and higher reliability are
required. In these cases we may have to include ‘how’ (process), ‘with whom’ (source),
and ‘so what’ (needed action). This either increases the complexity of context-aware
system or the error probability in the delivery of healthcare services [16]. Increased

Fig. 3. Generated XML code.
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complexity could also lead to longer response delays, which may not be acceptable for
some services, such as e.g., emergency services.

One of the challenges of our architecture has been to cope with the different
circumstances in which health professionals have to perform their tasks, including the
heterogeneity of their devices. To cope with these different circumstances, we defined
a CAManager package, which includes the context-Manager package to processes the
dynamic context information (e.g., end-user’s location) and other context information
(e.g., identity and user roles) that is obtained from various contextual sources. The
contextManager package interacts with the adapter package to handle content
adaptation of the message containing health information, in order to address some of
the specific characteristics of the end-user’s device. If adaptation is necessary, con-
textManager asks the view package to adapt the interface to the particular device.

3.3 Intelligent Agents

An agent is a software entity with autonomous behaviour that can achieve its goals
through the cooperation and coordination with other agents in a Multi-Agent Systems
(MAS) environment [17]. In our architecture, agents interact with each other by using
the Agent Communication Language (ACL) [18] to share information and knowledge
in the healthcare environment for which our architecture has been designed.

We also applied the BDI model [19] in the development of our architecture. This
model is based on intentionality, and considers Beliefs, Desires and Intentions as the
mental states that generate human action, allowing the agents in this way to operate
in an environment according to what they believe, and to perform plans in order to
satisfy their desires and intentions. We used JADEX [20] for implementing agents in
our architecture, because it supports the formal description of cognitive agents based
on the BDI model. The most important agents in the architecture are Physician-
Agent, PatientAgent, LocatorAgent, DeviceAgent, HISAgent, and ResourceAgent
components.

The PhysicianAgent component is a mobile agent endowed with intentionality.
This agent is used by the physicians responsible for the patient’s healthcare. It helps
the medical staff monitor the tasks performed during a workday, and obtain infor-
mation about patients and the availability of resources, but without requiring the
intervention of caregivers. Information about bedridden patients is obtained by agent
ResourceAgent. Initially, any member of the medical staff can use her mobile device
to trigger the PhysicianAgent, which is responsible for achieving the goal determined
in accordance with the plans, allowing the medical staff to deal with any emergency
situation. PhysicianAgents are endowed with mobility and can be dispatched by the
network in order to achieve their goals. When a PhysicianAgent migrates to another
container, it keeps its intentionality according to its beliefs, so that it can achieve its
goals. After achieving its goals, a PhysicianAgent returns to its origin (the machine
from it was launched) bringing a message consisting of a string value, a serialized
Java object containing an extract of an EHR related to an openEHR archetype or an
Ontology object containing the description of the concepts used by the agents (i.e., in
FIPA-Semantic Language).
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PatientAgent is a component that corresponds to a static agent. This is an intelligent
agent, since it has beliefs, desires and intentions and is capable of applying plans to
pursue its intentions in the environment where it resides. PatientAgent is responsible
for the continuous monitoring of the evolution of the patient, and can send and receive
messages to and from PhysicianAgent.

DeviceAgent and LocatorAgent are components responsible for determining the
location of patients and caregivers. Bluetooth Access Points (BAPs) has been applied
to handle location, namely the capability of discovering devices that are connected.
BAPs are co-located with points of interest in the hospitals and clinics, in order to
allow both people and devices to be located. Based on the location agents, Physi-
cianAgents can move through the platform in pursuit of their goals.

HISAgent is a component that corresponds to a static agent, since it does not have the
ability to migrate between various hosts. This agent analyzes various EHRs and has
the ability to retrieve information from the EHR by extracting openEHR archetypes
that have been requested by a ResourceAgent. The main task of HISAgent is to ensure
interoperability between various HISs through the exchange of messages between
agents. The messages exchanged between the agents contain an extract of an EHR,
based on constraints imposed by the archetype, and this information is structured
according to the openEHR reference model.

ResourceAgent is a static agent that runs on a remote server and is responsible for
mediating access to resources related to HISAgent. This agent is static because it does
not have the ability to migrate between various hosts.

Each agent in the architecture is endowed with specialized capabilities and goals
in order to perform tasks for the benefit of pervasive healthcare. The architecture
allows the caregivers to detect abnormalities in their patients, to check the availability
of resources within the healthcare environment, and to obtain information about
patients. Caregivers and patients may use any device, anywhere and at anytime.

4 Application Scenarios

We defined a set of application scenarios in order to identify requirements and define
experiments to evaluate our architecture. IT professionals described these application
scenarios under the guidance and assistance of professional medical experts.

We have conducted a controlled experiment [21] at three cardiology clinics, one
analysis laboratory, and the cardiology department of the Santa Casa Hospital of
Marília (São Paulo, Brazil), using the three scenarios discussed systematically below.
Table 1 gives the number of participants of each scenario. The evaluation period has
been from 1 January 2012 to 30 July 2012. These three scenarios have been used to
demonstrate the reusability of our architecture.
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4.1 Delivery of Laboratory Analysis Results

Stakeholders. Dr. Ray (Laboratory worker) and Dr. Call (Cardiac surgeon).

Scenario. Life Institute (LI) is a laboratory that provides chemical analysis to the
region of Marília, and has a unit in the Santa Casa Hospital. LI receives and processes
daily several requests for clinical analysis. In the case of the Santa Casa Hospital unit,
results of the clinical analyses should be directly sent to the medical staff of the
hospital.

Solution. In our approach, the daily tasks performed by human agents are delegated to
software agents. In this scenario, once Dr. Ray has finished the analysis of specimens
requested by Dr. Call, the resulting data are stored in the LI Laboratory Information
System (LIS-LI) database. Figure 4 shows the class diagram containing the compo-
nents of the architecture that have been used to support this scenario.

Table 1. Participants in the different scenarios.

                Participants 
    Scenarios Caregivers Patients Total 

Scenario 1: Delivery Laboratory 
esul

10 cardiology 
8 laboratory 235 253 

Scenario 2: Pacemaker  
valuation 7 cardiology 95 102 

Scenario 3: Medical Staff  
eeting 

5 cardiology 
18 clinical 
14 surgical centre 

122 179 

otal participants 82 452 534 

Fig. 4. Laboratory analysis scenario.
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PhysicianActor and PhysicianAgent represent Dr. Call, who requests the chemical
analysis and waits for the results. HISAgent represents the LIS-LI and Laboratory-
Agent represents Dr. Ray, who informs the availability of the analysis results to the
PhysicianAgent through ResourceAgent. LaboratoryCTR modifies the message
received in accordance with the contextual information, by adapting the content to
match the capabilities of the requesting device and by serializing the extract of the
EHR related to the openEHR archetype that represents analysis results. A message
containing a serialized object is enveloped by the agent ResourceAgent and repre-
sented using the Agent Communication Language (ACL).

4.2 Pacemaker Evaluation

Stakeholders. Dr. Call (Cardiac surgeon) and Mr. Martins (Patient).

Scenario. A pacemaker is a medical device to regulate the beating of the heart. People
carrying pacemakers should be checked at regular intervals. The Cardiology Clinic of
Marília (CRTB) provides on-going follow-up care for patients with permanent
pacemakers, and has a clinical HIS (CRTBSys) to keep track of the care provided to
its patients. To schedule of a pacemaker evaluation, a call is made to the patient’s
phone number. During the pacemaker evaluation, the physician spends a reasonable
amount of time consulting the information on the medical history of the patient.

Solution. In this scenario, Dr. Call implanted a pacemaker in Mr. Martins. Figure 5(a)
shows the class diagram containing the components of the architecture that have been
used to support this scenario. PhysicianAgent represents Dr. Call once he has
accomplished the pacemaker implantation. PatientAgent represents Mr. Martins, who
has an appointment for pacemaker evaluation. HISAgent represents CRTBSys.
PatientActor receives a notification in his mobile device to schedule an appointment.
PhysicianAgent receives a message in his device through ResourceAgent containing
information about the patients’ pacemaker implantation. PacemakerCTR modifies the
message received and serializes the extract of the openEHR archetype containing the
patient’s data. A message containing a serialized object is enveloped and sent.
Figure 5(b) shows the user interface of Dr. Call’s device with the received
information.

4.3 Medical Staff Meeting for Cardiac Surgery

Stakeholders. Dr. Call (Cardiac surgeon) and Dr. Day (Assisting surgeon), both
working at the Cardiology Center of Marília (CCCM); Dr. John (Anesthesiologist)
from Santa Casa Hospital; Dr. Marden and Dr. Peter (Physicians) from the Depart-
ment of Hemodynamic in Marília; Mrs Elienne (Nurse) and Mrs Aline (Perfusionist).
These professionals form the so-called Heart Team. Mr Silva (Patient).
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Scenario. Due to the complexity of the resources involved, cardiac surgery requires
the full integration of individual efforts with maximum efficiency to make sure that the
surgical action plan is performed successfully.

Solution. The members of the Heart Team work together to plan the cardiac surgery
of Mr Silva. The notifications necessary to plan this cardiac surgery are exchanged in
two phases. Figure 6 shows the interactions between the agents used in this scenario

(1) PhysicianAgent requests the resources required to perform a surgery;
(2) ResourceAgent analyzes the conditions for performing cardiac surgery;

a) Class Diagram (b) UserInterface

Fig. 5. Pacemaker evaluation scenario.

Fig. 6. Medical staff meeting for cardiac surgery scenario.
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(3) ResourceAgentCCCM checks the availability of blood at the Blood Bank
(BloodBankAgent), an Intensive Unit Care bed (IntensiveUnitAgent) and a
Surgical Centre room (SurgicalCenterAgent);

(4) Once these resources are available, Resource-AgentCCCM notifies each staff
member to set a date for the meeting, by sending a message to their mobile
devices. In the meeting room, which is context-aware, the staff members are
located by the DeviceAgent and LocatorAgent agents. In the first action of this
meeting, the surgeon registers the patient’s name for a team discussion;

(5) ResourceAgentCCCM requests all the information related to the patient’s EHR
through ResourceAgentWS;

(6) ResourceAgentWS receives the messages from the cardiology clinics according
to the contextual information, and serializes the extract of the EHR containing
the patient’s data based on the constraints imposed by the openEHR archetype;

(7) ResourceAgentWS envelops the message containing the serialized object, and
sends it to ResourceAgentCCCM coded in ACL. After that, the patient’s relevant
information is displayed on a screen for the whole staff to see.

The details of the components of the architecture that have been instantiated to
support this scenario are discussed in [13].

5 Results and Discussion

In our study we employed the Technology Acceptance Model (TAM) [22], which
assumes that Perceived Usefulness (PU) and Perceived Ease of Use (PEU) can predict
the use and Intentions to Use (IU) of a particular technology. TAM is known to be a
suitable model to explain the technology acceptance process in the healthcare sector
[23]. To evaluate the effect on technology acceptance, two groups were selected for
analysis, involving a limited but a relevant set of people: caregivers (including phy-
sicians, medical students and nurses) and patients. We decided to assign all the
caregivers to a single group because they work as a team in each scenario.

Following the implementation of the scenarios, a structured questionnaire based
on TAM was sent to the caregivers involved in each scenario, and a questionnaire was
also distributed to patients after the medical procedure. Respondents were asked to
indicate their opinion with respect to several statements on a five-point Likert scale
[24], ranging from 1 (strongly disagree) to 5 (strongly agree). Many empirical studies
have demonstrated that the psychometric properties of measurement scales can be
affected by the ordering of items within the questionnaire. To avoid this bias, we
randomly intermixed items across constructs (PU, PEU, IU) in the questionnaire, and
we conducted a group pre-test to ensure that the scales were appropriate. About 80 %
and 73 % of the questionnaires distributed to caregivers and patients, respectively,
were duly completed.

Our analysis consisted of two parts: (1) we tested the validity and reliability of the
measurement model using Cronbach’s Alpha [25], and; (2) the data were analysed
using Structural Equation Modeling (SEM) [26] to examine the research model and
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the hypotheses. SEM is a statistical method that combines factor analysis and path
analysis, enables theory construction and analyses the relationships among variables.

Table 2 shows the results of the validity tests for all scenarios, in which the
internal consistency of the constructs were further evaluated for their reliability. The
constructs had Cronbach’s Alpha values at least close to the limit of 0.700, which is
considered very good. Therefore, we concluded that these constructs are reliable to be
used in our data analysis. Based on this analysis we concluded that the mean values
possessed good validity.

Hereafter, the validated data were analysed using SEM. The users’ intentions to
use the communication systems in each scenario can be explained or predicted based
on their perception of ease of use and usefulness. Figure 7 summarizes the research
model of this study. The labels on the arrows show the hypotheses and the path
coefficients that measure the relative strength and indicate causal relationships among
variables, whereas R2 gives the percentage of total variance of the independent
variables and indicates the predictability of the research model.

The following three hypotheses have been proposed and tested in each scenario:

H1. Perceived Usefulness positively affects Intention to Use the system.

• Null hypothesis: H1n: lPU = lIU.
• Alternative hypothesis: H1a: lPU 6¼ lIU.

H2. Perceived Ease of Use positively affects Intention to Use the system.

• Null hypothesis: H2n: lPEU = lIU.
• Alternative hypothesis: H2a: lPEU 6¼ lIU.

Table 2. Statistics and reliability of constructs.

Participant Construct Items Mean Cronbach’s Alpha 

Caregivers 
PEU 4 3.01 to 4.05 0.803 to 0.815 
PU 5 3.12 to 4.70 0.851 to 0.860 
IU 3 3.18 to 4.49 0.799 to 0.854 

Patients 
PEU 4 3.10 to 4.33 0.850 to 0.895 
PU 5 3.53 to 4.66 0.862 to 0.923 
IU 3 3.04 to 4.16 0.764 to 0.865 

Fig. 7. Research model an hypotheses.
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H3. Perceived Ease of Use positively affects Perceived Usefulness.

• Null hypothesis: H3n: lPEU = lPU.
• Alternative hypothesis: H3a: lPEU 6¼ lPU.

To validate these hypotheses we applied statistical regression analysis [27] over the
data collected from the users in each scenario. Table 3 summarises our results.

For example, in Scenario 1 (participants = caregivers), we tested H3a to verify if
Perceived Usefulness is determined by Perceived Ease of Use. The details of the
regression analysis were R2 = 0.53, p = 0.0005, which is highly significant because p
\ 0.001 and a = 0.05. From the result of the regression we could reject the null
hypothesis (H3n), meaning that we empirically corroborate that Perceived Usefulness
is determinant by Perceived Ease of Use, and that H3a was strongly confirmed. R2

indicates Perceived Ease of Use explains 53 % (R2 = 0.53) of the variance in Per-
ceived Usefulness. Hypotheses H1a and H2a were accepted, and Perceived Usefulness
was a strong determinant of Intention to Use, and Perceived Ease of Use was a
significant secondary determinant.

Therefore, we could conclude that all hypotheses were confirmed in all scenarios
at all points of measurement. Based on this evaluation, it is fair to state that the
caregivers concluded that the system would be very useful for their daily tasks and
was extremely easy to use. Most patients identified some usability benefits, such as the
efficient method for notification messages exchange.

However, our data analysis approach has some limitations. First, the questionnaire
model is not completely free of subjectivity for each respondent (each respondent
reacts in a particular way to a questionnaire). Second, we grouped all caregivers
together and generalized the results, while we could have split them in different
groups. Third, other factors may affect the decision of people of using a given tech-
nology, such as their prior experience and job relevance [28], which we did not take
into consideration in our work. However, in this study we considered perceived
usefulness and perceived ease of use as the most important factors to explain the
intention to use the system in future.

Table 3. Statistic regression analysis.

Hypotheses H1 H2 H3 
Scenarios Participants R2 p<0.001 R2 p<0.05 R2 p<0.001 

Scenario 1 Caregivers 0.65 0.0007 0.65 0.010 0.53 0.0005 
Patients 0.23 0.0000 0.23 0.001 0.55 0.0010 

Scenario 2 Caregivers 0.72 0.0001 0.72 0.009 0.61 0.0000 
Patients 0.35 0.0000 0.35 0.007 0.55 0.0002 

Scenario 3 Caregivers 0.55 0.0002 0.55 0.020 0.54 0.0000 
Patients 0.49 0.0002 0.49 0.019 0.60 0.0005 
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6 Concluding Remarks

Population ageing creates pressure on the healthcare system in various ways.
Healthcare environments require efficient and safe information exchange between
caregivers and patients. Interoperability can be achieved when there is some level of
coordination and communication in the exchange of the healthcare information among
different HIS.

This paper has presented a reusable architecture that is based on intelligent agents
and uses the openEHR standard to exchange messages in order to meet the require-
ments of interoperability between different HIS. Message exchange between possibly
heterogeneous HIS is realized by integrating EHR extracts represented in terms of
archetypes into ACL messages, which is a widely used standard for information
exchange between agents. Since intelligent agents have cooperation, coordination, and
communication capabilities, they were employed for performing tasks on behalf of
human agents, and for monitoring the environment in order to ensure the fulfilment of
the contextual requirements. They are also capable of taking decisions about the
activities to be performed, and when and how to communicate to perform them.

We performed case studies to evaluate the reusability of our architecture, and also
the usefulness and ease of use of pervasive healthcare technologies inside healthcare
environments. We have presented the scenarios that demonstrated the reusability of
the architecture, and showed the potential acceptance of our applications by end-users,
which reacted positively in terms of their usefulness.

In further work, we will evaluate the performance of our architecture, especially
its scalability, which is a crucial non-functional requirement for realistic applications
and for the simultaneous support of multiple scenarios. We will also evaluate whether
patient safety is improved during the medical procedure when our architecture is
applied. We are planning future experiments to extend the TAM models to investigate
the effect of other variables, such as user experience, job relevance and output quality,
to moderate the effects of perceived usefulness, perceived ease of use on the intention
to use.
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Abstract. Usability is crucial for the acceptance of Interactive Systems
(IS) by end users. Unusable User Interfaces (UI) are probably the main
reason why IS fail in actual use. This can explains the increasing num-
ber of Usability Evaluation Method proposed in the literature. However,
most of these methods are focused on the final product which greatly
reduced the ability to go back and makes major changes. Recently, and
due to the increasing interest in Model Driven Engineering (MDE) para-
digm, the conceptual models have become the backbone of the IS devel-
opment process. Therefore, evaluating the usability from the conceptual
models would be a significant advantage with regard to saving time and
resources. The present chapter proposes an early usability evaluation
method that is based on conceptual models. The usability evaluation
can be automated taking as input the conceptual models that represent
the system abstractly. As an output it provides a usability report which
contains the detected usability problems. The usability report is ana-
lyzed in order to identify the source of problems and suggest changes in
the development process.

Keywords: Conceptual model · Model Driven Engineering · Early
usability evaluation

1 Introduction

Usability is a quality attribute that has been pointed out as being one of the
most important factors in the acceptance of Interactive Systems (IS) by end
users. It denote the extent to which specific users can use a product to efficiently
and effectively achieve specific goals in a specific context of use [1]. For many
years, usability has been perceived as related to the User Interface (UI) [2].
Consequently, usability evaluation is considered late at the development process
once the UI is implemented. At this stage, the ability to go back and makes
major changes in the design is greatly reduced.

Recently, it has been suggested that usability should be performed from the
beginning of the development process in order to increase user experience and
c© Springer International Publishing Switzerland 2014
S. Hammoudi et al. (Eds.): ICEIS 2013, LNBIP 190, pp. 405–420, 2014.
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decrease maintenance costs [3–5]. This has motivated the proposition of meth-
ods for the early usability evaluation. Among these methods, those following the
Model-Driven Engineering (MDE) approach seem to be the most appropriate
for the early usability evaluation. In a MDE approach, conceptual models are a
primary artefact in the development process. The UI code is (semi-) automati-
cally generated by means a model compiler that takes the conceptual model as
input. Hence, evaluating the usability from the conceptual models would be a
significant advantage with regard to saving time and resources.

The analysis of some research works that deal with usability in an MDE
method highlight some gaps. The main limitation is the lack of precise details
given (selection of attributes, scores interpretation, etc.) which makes difficult
to understand how these approaches could work correctly in practical settings.

This chapter aims to delineate a method for evaluating usability from the
early stage of an MDE method by defining metrics for conceptual primitives
that constitute conceptual models. The proposed method can be applied auto-
matically taking the conceptual model, that represents a system abstractly, as
input. It is based on the usability model presented in [6] which is empirically
validated.

The proposed method focuses on the Cameleon reference framework pre-
sented in [7] which structure the UI development interface on four level of
abstraction, starting from task specification to a running interface: Task and
Concepts, Abstract User Interface (AUI) Concrete User Interface (CUI), and
Final User Interface (FUI). We have selected the Cameleon framework because
it provides a unifying MDE framework for the development of UI that can be
able to adapt to the context of use while preserving usability. Such UIs are
namely Plastic. In this framework, focus is generally placed on data and func-
tional modeling, disregarding usability aspects. Therefore, there is a need to
extend the Cameleon framework in order to promotes usability as a first class
entity in the development process.

We structure the remainder of this paper as follows. While Sect. 2 presents
an outline of the usability evaluation methods quoted in the literature, Sect. 3
provides a description of our proposed method for early usability evaluation. A
case study is presented in Sect. 4 in order to show the usefulness of our proposal
to the uncovering of potential usability problems. Finally, Sect. 5 presents the
conclusion and provides perspectives for future research work.

2 Related Works

Usability evaluation is often defined as methodologies for measuring the usability
aspects of a user interface and identifying specific problems [8]. There exist
several methods targeting the usability evaluation of user interfaces. In this
section, we focus our interest in the analysis of model-based methods since our
main motivation is to integrate usability issues into a model driven development
approach.

The usability evaluation has attracted the attention of both Human Com-
puter Interaction (HCI) community and Software Engineering (SE) communities.
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The SE community proposed a quality model in the ISO/IEC 9126-1 standard
[9]. In this model, usability is decomposed into Learnability, Understandability,
Operability, Attractiveness and Compliance. However, the HCI community has
shown in the ISO/IEC 9241-11 standard [1] how usability can be measured in
term of Efficiency, Effectiveness and User Satisfaction. Although both standards
are useful, they are too abstract and need to be extended or adapted in order to
be applied in a specific domain.

Some initiatives to extend both standards are proposed over the last few
years. Seffah et al. [10] analyzed existing standards and surveys in order to
detect their limits and complementarities. Moreover, the authors unify all these
standards into a single consolidated model called Quality in Use Integrated Mea-
surement QUIM. The QUIM model includes metrics that are based on the sys-
tem code as well as on the generated interface. This makes the application of
the QUIM to a model driven development process difficult.

Abrahão and Insfrán [3] proposed an extension of the ISO/IEC 9126-1 usabil-
ity model. The added feature is intended to measure the user interface usability
at an early stage of a model driven development process. The model contains
subjective measurement which raises the question about its applicability at the
intermediate artifacts. Besides, it lacks of any detail about how various attributes
are measured and interpreted.

The usability of a multi-platform user interface generated with an MDE app-
roach is evaluated in [11]. The evaluation is conducted in term of effectiveness,
efficiency and user satisfaction. The usability evaluation is based on the experi-
ments with end-users. This dependency is incompatible with an early usability
evaluation.

Panach et al. [12] proposes an early usability measurement method. The
usability evaluation is carried out early in the development process since the con-
ceptual model. The main limitation of this proposal is that metrics are specific to
the OO-method [13]. Therefore, they cannot be applied to other method, which
is a disadvantage. They need some adaptation in order to be used (adopted) in
other similar methods.

The analysis of the related works allows us to underline some limitations.
The majority of the existing proposals lack of guidelines about how usability
attributes and metrics are measured and how to interpret their scores. Besides,
usability has not been defined in a consistent way across the methods just men-
tioned. The majority of models includes metrics that are based on the system
code as well as on the generated interface which makes their application to a
model-driven development process difficult.

It becomes clear that usability evaluation in a MDE approach for the devel-
opment of UI is still an immature area and many more research works are
needed. In order to covers this need, we propose to integrate usability issues
into the Cameleon framework. The proposed method is intended to evaluate he
usability from the conceptual model. For that reason, we opted for the usability
model presented in [6] wherein usability metrics are based on the conceptual
primitives.
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3 Proposed Usability Evaluation Method

3.1 Overview

The Cameleon framework provides a user interface development process which
defines four essential levels of abstraction: Task & Domain, Abstract User Inter-
face (AUI), Concrete User Interface (CUI) and Final User Interface (FUI). The
development process takes as input the conceptual models in order to generate
the final executable user interface. In this framework, the conceptual models cov-
ers the AUI and the CUI levels. The CUI model is the most affected by usability.
Therefore, we opted to perform the evaluation from this level. To do that, we
proposes a set of usability metrics which are based on the conceptual primitives
of this model. The usability evaluation is implemented as a model transforma-
tion which takes the CUI model as input and the usability model as a parameter.
As outcome, it provides a usability report which contains the detected usability
problems. Usability problems are analyzed in order to identify their sources and
suggest possible changes in order to improve the usability of future UI obtained
as part of the transformation process (see Fig. 1).

Fig. 1. Incorporating usability into a model-driven development framework.
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3.2 Usability Evaluation

Usability evaluation is a process that entails three main steps: (1) Select
Attributes, (2) Select Metrics and (3) Establish Rating Levels. In what follows,
we briefly describe each step.

Select Attributes. The first step in a usability evaluation method is usually to
identify a set of usability attributes. Usability attributes can be either External
or Internal. Attributes which can be measured once the system is implemented
are called External. Attributes which can be measured before implementing the
system are called Internal. In this chapter, we focus our interest in the identi-
fication of a set of internal attributes. The main objective is to make possible
the evaluation without requiring the system implementation. Besides, measuring
internal usability can lead to a full automation process.

For the Learnability sub-characteristic, which refers to the attributes of a soft-
ware product that facilitate learning, it can be measured in terms of Prompt-
ing, Predictability and Informative Feedback. All these attributes are closely
related to the user characteristics. For example, a novice user need to be guided
throughout the entire application. Hence, prompting and feedback are essential
mechanisms to help user to easily learn the application.

The Understandability sub-characteristic refers to the attributes that facil-
itate understanding. We propose four attributes in order to be able to mea-
sure this sub-characteristic. The first attribute is the Information Density which
is the degree in which the system will display/demand the information to/from
the user in each interface. The Brevity focus on the reduction of the level of
cognitive efforts of the user (number of action steps). The short term memory
capacity is limited. Consequently, shorter entries reduce considerably the proba-
bility of making errors. Besides, the Navigability pertains to the ease with which
a user can move around in the application. Finally, Message Concision concerns
the use of few words while keeping expressiveness in the error message. Some
of these attributes are closely related to the platform features. For example, the
screen size has strong influences to the information density and the navigabil-
ity attributes. Other are related to the users’ capacity such as the short term
memory.

The Operability sub-characteristic includes attributes that facilitate the user’s
control and operation of the system. Attributes such as Explicit user action, User
Operation Cancellability and User Operation Undoability can be used to mea-
sure the degree of control that users have over the treatment of their actions. The
Error Prevention attribute refers to the means available to detect and prevent
data entry errors, command errors, or actions with destructive consequences.
The screen size of the platform being used can affect this control when it does
not allow displaying button like undo, cancel, validate, etc.

The Attractiveness sub-characteristic includes the attributes of software prod-
uct that are related to the aesthetic design to make it attractive to user. We argue
that some aspect of attractiveness can be measured with regard to the Font Style
Uniformity and Color Uniformity. The Consistency measure the maintaining of
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the design choice to similar contexts. The user preferences in term of color or font
style are related to the attractiveness attributes. It should be noted that some
environment features (e.g. indoor/outdoor, luminosity level) affect the choice of
the color in order to obtain a good contrast which give more clear information.

Figure 2 shows an overview of our proposal for attributes specification.

Fig. 2. The proposed usability model.

Select Metrics. All the attributes presented in the previous Section are abstract
and can not be measured directly. They need to be more decomposed and
detailed in order to be quantified. In order to be able to measure the inter-
nal attributes we need to define some metrics for each attributes. It should be
noted that metrics are intended to measure the internal usability from the con-
ceptual models. Hence, metrics are defined based on the conceptual primitives
that constitute the conceptual models of a specific MDE method. The applica-
bility of our method is shown in the present chapter through the MDE method
presented in [14]. The main reason of the choice of such method is its compliance
to the Cameleon framework and the use of the BPMN notation to describe the
user interface models. The BPMN notation is based on the Petri networks which
allows the validation of metrics. In what follows, we list the definition of some
examples of these metrics. We listed later the indicators defined for each one of
the following metric:

– Information Density: The Information Density of a user interface can be mea-
sured in terms of the number of the components per user interface. we propose
four metric to measure this attribute: average of input element per UI, average
of action element per UI, navigation element per UI and total of element per
UI.
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– Brevity: The human memory capacity is so limited. Hence, each task that
require several step will decrease the user satisfaction. The user interface
should allow users to accomplish their tasks in a few number of steps. We
propose the number of steps (counted in keystrokes) required to accomplish
a task as a metric to quantify the brevity.

– Navigability: The navigability measure the level of facilities that the system
will provide to navigate throughout several interfaces. We propose the average
of navigation elements per UI as an internal metric to measure the navigability
attribute.

– Message Concision: Since the quality of the message is a subjective measure,
we propose the number of word as an internal metric to measure the quality
of the message.

– Error Prevention: To prevent user against error while entering data, we pro-
pose to use a drop down list instead of text field when the input element have
a set of accepted values.

Establish Rating Levels. The metrics defined previously provides a numerical
value that need to have a meaning in order to be interpreted. The mechanism
of indicator is restored in order to reach such goal. It consists in the attribut-
ion of qualitative values to each numerical one. Such qualitative values can be
summarized in: Very Good (VG), Good (G), Medium (M), Bad (B) and Very
Bad (VB). For each qualitative value, we assign a numerical range. The ranges
are defined build on some usability guidelines and heuristics described in the
literature. Next, we detail the numeric ranges associated with some metrics in
order to be considered as a Very Good value.

– Information Density: several usability guidelines recommend minimizing the
density of a user interface [15]. We define a maximum number of elements per
user interface to keep a good equilibrium between information density and
white space: 15 input elements (ID1), 10 action elements (ID2), 7 navigation
elements (ID3), and 20 elements in total (ID4) [12].

– Brevity: some research studies have demonstrated that the human memory
has the capacity to retain a maximum number of 3 scenarios [16]. Each task
or goals requiring more than 3 steps (counted in keystrokes) to be reached
decreases usability (Minimal Action MA).

– Navigability: some studies have demonstrated that the first level navigational
target (Navigation Breadth NB) should not exceed 7 [17].

– Message Concision: since the quality of the message can be evaluated only by
the end-user, the number of the word in a message is proposed as an internal
metrics to assess message quality (Word Number WN). A maximum of 15
words is recommended in a message [12].

– Error Prevention: The system must provide mechanisms to keep the user from
making mistakes [18]. One way to avoid mistakes is the use of ListBoxes for
enumerated values. Panach et al. [12] recommend at least 90 % of enumerated
values must be shown in a ListBox to improve usability (ERP).
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Metrics which are extracted from the proposition of [12] are extracted with their
ranges of values. In fact, this ranges are empirically validated. For the others
metrics, the ranges of values to consider the numeric value as Very Good are
taken into consideration in order to estimate the value to be considered as Very
Bad. The Medium, Bad and Good values are equitably distributed once we have
the two extremes. The Table 1 shows the list of indicators that we have been
defined.

Table 1. Proposed indicators.

Metric VG G M B VB

ID1 ≺15 15 ≤ ID1 ≺ 20 20 ≤ ID1 ≺ 25 25 ≤ ID1 ≺ 30 ID1 ≥ 30

ID2 ≺10 10 ≤ ID2 ≺ 13 13 ≤ ID2 ≺ 16 16 ≤ ID2 ≺ 19 ID2 ≥ 19

ID3 ≺7 7 ≤ ID3 ≺ 10 10 ≤ ID3 ≺ 13 13 ≤ ID3 ≺ 16 ID3 ≥ 16

ID4 ≺20 20 ≤ ID4 ≺ 30 30 ≤ ID4 ≺ 40 40 ≤ ID4 ≺ 50 ID4 ≥ 50

MA ≺2 2 ≤ MA ≺ 4 4 ≤ MA ≺ 5 5 ≤ MA ≺ 6 MA ≥ 6

NB ≺7 5 ≤ NB ≺ 10 10 ≥ NB ≺ 13 13 ≤ NB ≺ 16 NB ≥ 16

WN ≺15 15 ≤ WN ≺ 20 20 ≤ WN ≺ 25 25 ≤ WN ≺ 30 WN ≥ 30

3.3 Automatic Usability Evaluation Process

Conducting the usability measurement manually is a tedious task. That is why
we propose to automatize this process by implementing it as a model transfor-
mation process. The model transformation process requires two model as input
(the user interface model and the usability model) and provides as outcome a
usability report which contains the detected usability problem. In the model
transformation literature, the definition of the meta-model1 is a prerequisite in
order to formalize the approach and use a model in a productive way. With
regard to the usability meta-model, Fig. 3 show the proposed meta-model.

With regard to the usability report, we propose a simple meta-model which
explain the usability problem using the following scheme: the description of the
usability problem, the related attribute is the sub-characteristic and attribute in
the model that are affected by the usability problem, the level of the detected
problem and the recommendation to solve such problem (Fig. 4).

It should be noted that the usability evaluation is implemented as a model
transformation that take the usability model as a parameter to the transfor-
mation engine. To do this, we reformulate the parameterized transformation
principles initiated by [19].

1 A meta-model is a language that can express models. It defines the concepts and
relationships between concepts required for the expression of the model.
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Fig. 3. Usability meta-model.

Fig. 4. Usability report meta-model.

3.4 Results Analysis and Suggestion of Recommendations

The main objective of this step is to analysis the Usability Report in order to
identify the source of the problems and suggest some changes either in the AUI
model or in the transformation module. Hence, two reports are produced as an
output of this step.

– The first report contains the identifier of the transformation rules that can
undergo a slight modification.

– The second report contains the conceptual primitives that have to be modified
in order to improve the expressiveness of the AUI model.

As regard to the first report, usability problems that are related to the Brevity and
the Information Density attributes usually depend on the transformation rules.
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Transformation rules that maximize the Brevity needs to concretize several pan-
els in the some window instead of several window related by a navigation element.
Such concretization decrease the number of step (counted in keystroke) required
to accomplish a task. Hence, the Brevity is increased. However, the number of wid-
get will be increased which decrease the Information Density. The transformation
rule can be modified to concretize several panel with the take into account of the
total number of elements which should not exceeds a threshold (e.g., 20 elements
per UI).

As regard to the second report, we show a simple example to better explain
the impact of the usability problems. There are several way to support the
Prompting attribute. Among these way we quote the use of a label that display
additional information in order to better guide users while entering data. Addi-
tional information may be the required data format or the range of accepted
values. The AUI model should provide this information during its transforma-
tion. For example, in the underlying method, the UIComponent class should
have an attribute (type String) named for example Additional Information. Such
attribute contain the additional information to be displayed when it is necessary
in order to ensure the prompting.

It should be noted that this step usually requires the intervention of usability
experts. We hope that after some experiments we can automatize this step.

4 An Illustrative Case Study

This section investigates a case study in order to illustrate the applicability of our
proposal. The purpose is to show the usefulness of our proposal in the assessment
of the user interface usability. The research question addressed by this case study
is: Does the proposal contribute to uncover usability problem since the conceptual
model?

The case study is a Requesting a credit to buy a car. The scenario is adapted
from [20]. To get information about the credit to buy a car, a bank client does not
have to go to the bank branch since the bank portals offer an interactive system
which allows resolving such problem. The bank client can perform several tasks
using this system: get information about buying tips, simulate a credit to buy a
car, request the credit, receive request in line, and communicate with the credit
department, etc. For reason of simplicity, we are interested in the <<Request
the Credit>> task.

We suppose to have the abstract user interface from Fig. 5 as a result of the
transformation of the task model <<Request the Credit>> following the model
transformation explained in details in [14]. The result of the transformation
is an XML file which is in accordance with the AUI metamodel (left part of
Fig. 5). To better clear up the user interface layout, we develop an editor with
the Graphical Modeling Framework (GMF) of eclipse. The sketch of the user
interface presented by the editor is shown in the right part of Fig. 5.

An ordinary transformation which takes as input the abstract user interface
model allows producing the concrete user interface model of Fig. 6. It should
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Fig. 5. Abstract user interface.

Fig. 6. Concrete user interface.

be noted that this transformation was done taken into account a context of use
defined by the analyst. The context is the following: a laptop as an interac-
tive device (normal screen size), an Englishman as a tourist with a low level of
experience.

In order to evaluate the concrete user interface, we pursue a reduced version of
the usability evaluation process presented in [21]. The purpose of the evaluation
is to evaluate the usefulness of the proposed model to discover the usability
problems presented in the evaluated artifact. The product part to be evaluated
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is the concrete user interface model. The selected attributes are the Information
Density and the Error Prevention. The metrics selected to evaluate the former
attributes are ID2 and ERP. The indicators are those presented in Table 1.

The result of the evaluation is a usability report model which contains the
detected problems (see Fig. 7).

Fig. 7. Automatic usability evaluation.

– Usability problem N1: There are enough elements in the user interface which
increase the information density.
Related attribute: Understandability/Information Density
Level: M
Recommendation: Replace each panel by a window with the take into account
of the relationship between panel.

– Usability problem N2: There is no means which prevents the user against error
while entering data.
Related attribute: Operability/Error Prevention.
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Level:B
Recommendation: Each input element with limited values should be displayed
in a dropdown list to protect user against error while entering values (e.g.
typos).

The second evaluation to be conducted takes an �iPAQ Hx2490 Pocket PC�
as platform. The migration to such platform raises a new redistribution of the
user interface elements. The small screen size (240 × 320) is not sufficient to
display all information. The number of the concrete component to be grouped is
limited to the maximum number of concepts that can be manipulated (5 in the
case of <<iPAQ Hx2490 Pocket PC>>). Therefore, the user interface elements
are redistributed on several windows (see Fig. 8).

Fig. 8. Concrete user interface for small screen size.

The redistribution of interface elements on several windows will bring more
steps to reach the goal. It should be noted that with a small screen size the
Information Density and the Brevity are the most relevant usability attributes
to affected. The problem is that these two attributes have a contradictory impact.
It is recommended to distribute the concrete components on several screens in
order to obtain better Information Density. However, redistribute elements from
one screen to several will influence negatively the Brevity attributes (see Fig. 9).
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Fig. 9. Usability report.

Learned Lesson
The case study allow us to learn more about the potentialities and limitations
of our proposal and how it can be improved. The proposed method allows the
detection of several usability problems since the early stage of the development
process. The evaluation process may be a means to discover which usability
attributes are directly supported by the modeling primitives or to discover lim-
itations in the expressiveness of these artifacts. The ranks of indicators are
extracted from existing studies which do not consider the context variation.
Therefore, many more experimentations are needed in order to propose a repos-
itory of indicators in several cases (medium screen size, small screen size, large
screen size). Another important aspect which must be studied is the contradic-
tory affect of usability attributes. For example, the information density and the
brevity has a contradictor affect. Increasing the information density will decrease
certainly the brevity attribute.

5 Conclusions and Future Research Works

This chapter presents a method for integrating usability issue as a part of a
user interface development process. The proposed method extends the Cameleon
reference framework. The usability evaluation can be conducted early in the
development process (from the conceptual models). The objective is to discover
the usability problems presented in the conceptual models. The result of the
evaluation is a usability report which contains the usability problems detected
during the evaluation step. The analysis of these problems and the identification
of their sources allows usability experts to suggest some changes either in the
conceptual model or in the model compiler. This can avoid usability problems
to occurs in each future UI obtained as part of the development process.

If compared to the existing proposals, our framework presents three main
advantages: (1) costs are very low: internal usability evaluation reduce consider-
ably the development costs and maintainability, (2) system does not have to be
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implemented, (3) it provides a proper details about how to measure attributes
and interpret their scores.

The continuity of our research work leads directly to the investigation of
the usability-driven model transformation, the relationship between usability
attributes and their contradictory influence to the whole usability of the user
interface. The automation of the recommendation step is among the perspective
that can be investigated in future works.
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Abstract. Millions of applications (apps) for smartphones exist and are
gaining popularity since the introduction of smartphones in 2005. But, merely a
small number of these applications were developed in support of first aid, in
particular the use of a defibrillation device. Such apps support passers-by
witnessing an emergency situation or allow refreshment of basic first-aid
knowledge. Moreover, they inform about publicly available automatic external
defibrillators (AEDs) and allow charting new devices. After a brief survey of
various types of first-aid apps, we consider the question to what extent these
apps are really helpful in emergency cases. To begin answering this question,
we report the result of a usability study with 74 test subjects who used the ‘‘Defi
Now!’’ app. In order to simulate ‘‘realistic’’ conditions where the user is agi-
tated—as is the case when rescuing a person—, we induced fear by a psy-
chologically recommended method. We discuss advantages and disadvantages
of the app based on data from our questionnaires and the video material we
collected. Basically, the app was judged to be very helpful as a first-aid support
tool. Nevertheless, observations during the study suggested several software-
ergonomic improvements.

Keywords: First aid � CPR � AED � Bystander effect � Usability study �
Induced emotion � Emotion elicitation � Human-computer interaction �
Homogeneity � User expectations � Self-descriptiveness � Controllability �
Learnability

1 Introduction

According to the Information System of the German Federal Health Monitoring Office
[1], sudden cardiac arrest due to ischemic heart disease is the most common cause of
death in most Western countries and a major cause of hospital admissions. In the U.S.,
the number of people dying due to Sudden Cardiac Death even exceeds 250,000
annually—without significant differentiation between the genders.

Cardiac arrest requires immediate help, and defibrillation is mostly inevitable.
Nowadays, automatic external defibrillators (AEDs) are provided at many public
places. Average survival rates of 30 % for defibrillation by first responders within 3 to
5 minutes are reported by the American Heart Association [2]. The probability of
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survival decreases 10 % by the minute when no help is provided (e.g. [3]). Hence,
everybody who owns a feature phone or smartphone is obliged to call for help on site.
Moreover, passers-by should administer first aid, especially cardiopulmonary resus-
citation (CPR). This is a procedure serving to restore a person’s spontaneous blood
circulation and preserve intact brain function in case they are suffering from cardiac
arrest or show no vital signs. CPR (either performed as compression-only or with
mouth-to-mouth/nose respiration) is a manual treatment, indicated until further
treatment, such as defibrillation, is available. High CPR quality (a rhythmic, 5 cm
deep compression, with full relaxation after each push) is essential.

In such precarious situations, the bystander-effect [4] is more likely to occur than
immediate help, i.e. the phenomenon that in emergency cases individuals are the less
willing to offer help, the larger the number of bystanders This diffusion of responsibility
results in waiting for someone else to take command. Furthermore, bystanders tend to
belittle the existing emergency since no one has intervened so far. Thus, in their opinion,
no emergency is at hand and no help is necessary. The most common cause for the denial
of assistance, however, might be fear of failure or humiliation. This fear discourages
many people to help, especially in situations they are unable to judge (e.g., [5]).

A recent survey conducted by Max Planck Institute for Human Development
provides results about the recognition of symptoms of heart attack or stroke, and about
the behavior induced by the recognition [6]. Merely 33 % of the 10.228 study par-
ticipants, recruited from nine European countries, would call an ambulance when
witnessing a person suffering from heart attack or stroke, as soon as they identify the
symptoms. To what extent can a smartphone application (app) help passers-by not to
become bystanders but rescuers?

In the following, we collect desirable features of existing first-aid smartphone
app(lication)s (Sect. 2). In order to answer the question whether or not these apps are
really helpful in emergency cases, we conducted a usability study in which 74 par-
ticipants used the ‘‘Defi Now!’’. We applied induced agitation in order to simulate
stress, as is the case when being supposed to help a person suffering from cardiac
arrest. In Sect. 3, we present the results of our study. Basically, the app was judged to
be very helpful. However, observations made during the study suggest important
software-ergonomic improvements, described in Sect. 4. In Sect. 5, we draw con-
clusions and address future work.

2 First-Aid Apps

When searching for ‘‘first-aid’’ applications in the markets Google play and iTunes of
the two main smartphone operating systems, one easily finds more than 1,000 apps.
However, this number covers entertainment applications camouflaged with the key-
words ‘‘first aid’’, such as a gamers’ guide for ‘‘World of Warcraft’’. In the following,
we give an overview of desired features exemplified by six systems available in
Austria, France, Germany, Switzerland, and the United States:

• Defi Graz (Austria [7]; interface only in German);
• Arrêt Cardiaque 2.0 (France [8]; multi-lingual);
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• AED Locator (Germany [9]; in German);
• Defi Now! (Germany [10]; multi-lingual);
• Herzsicher (Switzerland [11]; in German);
• Pulse Point (United States [12]; in English).

Here we first outline the features of ‘‘Defi Now!’’ [13–15] in order to familiarize the
reader with the system utilized for our study (Sect. 3). Then, we add best practices
from the other systems in order to propose an optimal interface of a first-aid app
(Sect. 4).

The language of ‘‘Defi Now!’’ is automatically adjusted dependent on the user’s
phone settings. For example, if the user has chosen English as the general language,
the app appears in English as well.

The app displays three consecutive steps on the start screen (cf. central panel in
Fig. 1 where the three numbers in red attract the users’ attention). Pressing the button
‘‘(1) Emergency call’’ automatically activates the national emergency number adapted
to the user’s whereabouts. However, the button does not immediately dial the emer-
gency number because the rescuer has to affirm first—by pressing ‘‘Yes’’ to the
question whether s/he actually want to place the emergency call—in order to avoid
hoax calls.

While placing the call, the current address is displayed to the user so that for-
eigners (and nervous rescuers) can easily provide the location’s precise address. (Note
that GPS data are not automatically sent in Germany.)

Back in the main menu, after pressing the button ‘‘(2) First Aid Measures’’, the
user has to choose between two sequences of first-aid steps, dependent on whether the
victim shows vital signs (right branch from topmost node in Fig. 2), or shows no vital

Fig. 1. Start screen of ‘‘Defi Now!’’.
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signs (left branch). If the victim shows no vital signs, the rescuer receives instructions
to perform cardiopulmonary resuscitation (CPR). A metronome for audio support can
be set to support either:

1. 30 thorax compressions and two mouth-to-mouth/nose respirations (default), or
2. 100 thorax compressions only by a resuscitation beat of 100 times per minute.

The user has the possibility to switch to the desired rhythm by pushing the wheel
button below the diagram (see Fig. 3 outlining the binary pop-up choice along with a
canceling option closing it). The other button in the bottom line below the diagram—
displaying the currently chosen rhythm—switches a loudspeaker providing this
rhythm on or off (cf. button ‘‘30:2 Resuscitation Beat (100/min)’’ in Fig. 3).

Activating step 3 by pressing the button ‘‘(3) Find an AED’’ in the start screen
enables the search for AED locations in an interactive map. On the map, the AEDs are

Fig. 2. ‘‘Defi Now!’’ guideline for administering first aid.
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depicted by the commonly known pins used in other map applications. The icons are
distinguished in four different categories (cf. map in left panel of Fig. 7 below):

1. Green icons depict verified AEDs;
2. Grey icons signify still unconfirmed AEDs;
3. A red cross on white background indicates places where medical staff is

available;
4. Blue icons denote places retrieved by the database ‘‘AED-Kataster’’.

In order to update this database, the user can add the location of new AEDs. This
action can be initiated by pressing the button ‘‘+’’ in the top panel of the start screen
(cf. Fig. 1), and does not take place during step 3.

Now, we sum up desirable features that deviate from the ones provided so far in
‘‘Defi Now!’’. Several other systems (e.g. ‘‘PulsePoint’’ and ‘‘Herzsicher’’) provide a
tab(ulator) based interface (see Fig. 4), i.e. all available functions are permanently
visible/selectable. This dialogue strategy renders navigation to the desired choice item
superfluous. Such navigation is error prone if the user looses orientation. Therefore, in
our study, we evaluate how easily the test subjects navigate in ‘‘Defi Now!’’.

‘‘Defi Graz’’ and ‘‘Arrêt Cardiaque 2.0’’ support first aid graphically (Fig. 5) rather
than textually as in ‘‘Defi Now!’’. ‘‘Arrêt Cardiaque 2.0’’ even provides a video
illustrating how to administer heart compression. Therefore, in our study, we asked the
test subjects to judge the comprehensibility of the given instructions in emergency
situations.

All non-German systems allow for easier emergency call functions due to auto-
matic location of the smartphone.

‘‘Arrêt Cardiaque 2.0’’ provides social-network integration. The app may be
connected with the user’s Facebook and/or Twitter account to share the AED they
registered with their network. The integration of social media might serve as a fast
way of distributing information about AED locations to a large number of users.

Fig. 3. Buttons displayed below the first-aid guidelines.

‘Map’ ‘AEDs’ ‘Help’ ‘Add’ ‘More’ 

Fig. 4. Top-level choice of the ‘‘Herzsicher’’ app, exemplifying a tab-based interface.

Optimizing the User Interface of a First-Aid App 425



Hence it might enforce the awareness of social media users for this important infor-
mation. The more people are aware of such critical issues and involve themselves, the
more likely it becomes that they are able to act in an emergency case (cf. conclusions
by Mata et al. [6] emphasizing how important appropriate information about first
aid is).

In ‘‘Arrêt Cardiaque 2.0’’ and ‘‘PulsePoint’’, the user can register as a first
responder (after a special training). This allows the subscriber to be reached in case of
a cardiac arrest nearby (radius can be adjusted in an agent-to-agent manner). For
example, if a cardiac arrest occurs in a shopping center, a subscriber of such an
emergency notification may be present in the same building or in the neighborhood. In
‘‘PulsePoint’’, the alarmed rescuer is shown a route to the emergency case.

In ‘‘PulsePoint’’, by selecting a tab labeled ‘‘Incidents’’, the user receives an
overview of all fire department emergencies currently taking place. A ‘‘Photos’’ tab
displays a photo gallery of significant incidents (via a browser; see [16]). A ‘‘Radio’’
button enables a streaming radio feed from the dispatch center of the fire department.

Fig. 5. Upper panel: Graphically supported first-aid instructions in ‘‘Defi Graz’’. Lower panel:
CPR details and a CPR instruction video in ‘‘Arrêt Cardiaque 2.0’’.
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3 Realistic Usability Study with ‘‘Defi Now!’’

Some of the features we outlined above (e.g., graphical support) are obviously very
suitable for making a first-aid app supportive for a rescuer. However, more detailed
insights in unexpected problems can proceed from a usability study (e.g., [17]). This
applies, in particular, to first-aid apps because any time delay due to a suboptimal user
interface may be fatal. The system has been tested in conditions simulating the stress
elicited by real emergencies.

3.1 Test Set-Up

Participants were tested in individual sessions. They were seated at a desk, with an
iPhone 3G S (iOS 6.0.1) and the preinstalled app in front of them, and were asked to
perform the tasks defined by our questionnaire. Their actions were captured via a
camcorder (Plawa DV-4 SD-Camcorder; image resolution 4.0 MP), which focused
only on the iPhone’s display so as to ensure anonymity of the test subjects. The video
capturing was used to reconstruct the handling of the application ‘‘Defi Now!’’ and to
survey the errors made during task execution.

Our usability study was conducted with 74 participants, 35 female and 39 male
(for the distribution with respect to age and gender, see Fig. 6). Nine of them have
been or still are students of computer science at our campus where we had ran a pre-
test in an observation lab. Another eight participants are doctors or qualified medical
employees. The other 57 participants have different occupations, such as fitness
trainer, banker or steel mill worker. Four participants told us they had experienced a
heart attack themselves; one of them even suffered from a sudden cardiac arrest and
had to be resuscitated. All but the students were recruited as patients in the waiting
room of a doctor’s office or as customers of a fitness center where we had reserved a
quiet room to perform the experiment.

When witnessing an emergency situation such as cardiac arrest, bystanders and
rescuers usually are showing signs of agitation, for example trembling hands. In order
to simulate this stress, we applied methods from psychology proposed to induce

Fig. 6. Distribution with respect to age and gender for the 74 test subjects.
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emotions (e.g., [18]). In order to agitate the test participants, showing a movie clip
proved to be expedient (e.g., [19] or [20]). Gross and Levenson [21] explain this effect
in terms of the high attention and the intensive experience induced by watching a film
clip. In our experiment, the film clip was selected from the movie ‘‘The Shining’’
(1980), showing a playing child who heads towards a closed hotel room door. The
viewer obtains a feeling that something terrifying is lurking behind the closed door.
Hewig et al. [19] rated this film clip as eliciting an emotion of fear as the relevant
emotion in the respondent.

In order to examine the effect of agitation, only half of the group of 54 participants
was shown the excitement inducing film clip; the other group of 20 participants served
as a control group and did not view the film clip before using the app. The distribution
regarding age, gender, heritage etc. was equally diverse in both groups.

3.2 Questionnaires

In the initial section of our written questionnaire—where we provided utmost dis-
cretion—, the participants were asked about personal factors that might influence
accuracy in handling the app (cf. [20]). The participants stated their personal condition
in respect of discomforts (e.g., high blood pressure and/or the ingestion of medica-
tion). Moreover, they determined their emotional state choosing from: happiness,
grief, fear, disgust, or no emotion (if none of the predefined categories matched, they
were invited to describe their emotional state in their own terms). In addition, they
described their personal physical condition (good, relaxed, nervous, anxious, tired, or
bad tempered).

The next part of the questionnaire specified nine tasks covering all features of the
application ‘‘Defi Now!’’. After each task, the participants judged the given functions
by means of a five-point rating scale, ranging from 1 = ‘‘not applicable at all’’ to
5 = ‘‘completely applicable’’. (The rating scale was developed in reference to
Rohrmann [22].) Moreover, they could spontaneously mention what they (dis-)liked
about the task. In this phase, the experimenter became active if a test subject was not
able to perform a task in a predetermined time. In order to get all tasks performed by
the participants, the experimenter gave a (predetermined) hint.

The last part of the questionnaire consisted of general questions regarding whether
the test subjects owned a smartphone themselves and if, in their opinion, spoken
statements in the app could be helpful, especially regarding the first-aid steps.
Furthermore, they were asked when they attended their last first-aid course and if such
an app might be a useful addition in an emergency such as cardiac arrest.

3.3 Evaluation

We could not observe a significant divergence in handling the smartphone application
‘‘Defi Now!’’ between the agitated and the non-agitated participant group, despite the
fact that with respect to the strength of the induced emotion our results resembled
those reported by Schleicher [20]. In our study, 17 % stated they did not feel any
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emotion while watching the fear inducing video clip. However, the intended emotion
was evoked in 70 % of the participants. Moreover, no significant differences emerged
between the student group, the medically trained personnel, and the 57 other partic-
ipants. They all had similar problems with features of the user interface.

Let us first summarize the judgments of personal factors with potential influence
on accuracy of handling the app. With respect to their physical condition, 83 %
declared they did not experience any health problems. From the 16 % who did
experience problems, one participant ingested calmatives, two had a common cold,
five were high-blood-pressure patients, and three had problems with their cervical
spine. Analysis of the video data and the participants’ behavior, suggested the con-
clusion that some discomforts as well as specific medication could affect a person’s
performance. The participants who used calmatives, for example, seemed distracted
and agitated. Those who suffered from hypertension did not show signs of nervous-
ness. However, the physical condition of the participants had no influence on their
subjective feelings.

As regards their current sentiment, 59 % stated they felt good, 13 % were nervous.
Five participants declared they were tired, and two felt anxious. None of the partic-
ipants had a bad temper, and 15 % stated they were relaxed.

Now we sum up the observations recorded during performing specific tasks with
the app. Due to space, we focus here on first-aid measures and on locating an AED.
When the test participants were asked to open the function ‘‘First Aid Measures’’ and
to review the diagram in order to receive first-aid instructions, 57 % stated they knew
which step to perform next at all times. Only 12 % felt uncertain about the tasks to be
performed; 19 % judged the diagram as not suitable for the task and hoped for more
instructions. On the other hand, 63 % judged the diagram to be suitable for learning,
since they immediately understood the proper sequence of first-aid measures.

When asked whether they saw the circular symbol in the diagram at the box in the
middle of the diagram in Fig. 2, 63 % of the participants denied. 20 % searched for
the mentioned symbol on request and found it after an average of 7.6 s. Merely 16 %
of the test subjects detected the circular symbol spontaneously. (Correct interpretation
of this symbol is required for CPR performance to be effective.) Twelve participants
stated here they would appreciate spoken statements or a combination of speech and
graphics/text. Eight participants criticized the wording used in the diagram. ‘‘Com-
pressions of the thorax’’ was judged by several participants as too technical a term.
Seven test subjects remarked they had rather seen more graphics and less text. One of
them asserted that ‘‘assembly instructions guide primarily via graphics and not via
text; if they would consist mainly of text, people would probably not read it.’’ Two of
the study participants—medical doctors—commented that it is not evident from the
diagram’s graphics whether the movement of the victim’s head in preparation of
mouse-to-mouse/nose respiration is supposed to be a rotation or a reclination. The
intended axis therefore should be depicted more clearly.

The most salient point of criticism concerned the fact that the user has to exit the
first-aid guidelines in order to place an emergency call. Six participants voiced the
idea that the feature of placing an emergency phone call should be integrated directly
into the first-aid measures’ diagram, possibly visualized as a button at the beginning of
these guidelines. Great advantage of the integrated diagram lies in its suitability for
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learning. Even when no emergency occurs, the user is able to open the application in
order to review the CPR steps in various circumstances. By always being able to
refresh their first-aid knowledge, the user will be able to administer first aid more
spontaneously when witnessing an emergency, as opposed to only relying on
knowledge acquired during a first-aid course attended years ago (cf. the results in [6]).

The app ‘‘Defi Now!’’ contains a metronome for setting the CPR rhythm. The
users were prompted to activate the acoustic signal indicating the adequate pace of
chest compressions, and then to stop it. This task proved to be error-prone. Only 32 %
of the participants recognized the trigger of the metronome immediately while
scrolling to the bottom of the diagram (cf. Fig. 3). 40 % had more difficulties and were
able to press the button predefining the resuscitation beat after an average of 6.3 s.
5 % initiated the beat after more than 10 s, and 23 % did merely see the trigger after
instruction. The implementation did not seem satisfactory to them. Overall 58 %
expressed the desire for more directions given by the application itself. 47 % pre-
sumed the trigger to be placed at a different location, for example, directly next to the
graphics referring to CPR.

If not stopped manually, the metronome sounds repeatedly. When asked to stop
the acoustic signal, 47 % were able to fulfill this task within 3.2 s. Nevertheless 41 %
required 5 s or longer to pause the metronome. 65 % criticized the button label shown
during the interval the metronome is active: While the acoustic signal sounds, the
button displays the number of beats per minute and no label referring to stopping the
beat.

Participants voiced misgivings regarding controllability, since it obviously takes
the user some time to find the trigger setting the resuscitation beat and then to stop it
again. Some participants criticized that a user would probably not even expect a
metronome. Ten participants suggested highlighting the metronome-trigger, for
example by labeling it more clearly, giving it a different color, or adjusting button
size.

Moreover, the participants were asked to change the settings regarding the rhythm
of CPR: As indicated above, the resuscitation beat can either be adjusted to 100 chest
compressions per minute without mouth-to-mouth ventilation (100/minute) or to 30
thorax compressions and two mouth-to-mouth respirations (30:2). 47 % declared they
recognized the button referring to the resuscitation beat’s setting immediately (Fig. 3).
53 % experienced difficulties fulfilling the task of changing the rhythm of CPR. 26 %
of the participants held the opinion that this facility was irrelevant, whereas 74 %
acclaimed this option. Six participants criticized that the settings button was not
salient enough and desired a more obvious labeling, for example, a written identifi-
cation of the function of the button.

Three participants (medics) remarked that the duration of time scheduled for
mouth-to-mouth ventilation, which is set to three seconds, might not suffice, because a
movement by the rescuer is required between ventilation and CPR. Several partici-
pants (medical personnel and laymen) remarked that the option of altering settings
might be obstructive. They argued that a user might be overchallenged by the options
of cardiac-only resuscitation or CPR with mouth-to-mouth ventilation. For them, a
precise instruction preinstalled in the application would be preferable. One user
criticized the fact that the metronome stops as soon as the user quits the menu section
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‘‘First Aid Measures’’—for example, in order to go to the map in search of an AED.
Unless other users have the same application installed on their smartphones for
seeking an AED, the first responder does not have the possibility to adjust his CPR to
the pace preset by the metronome. They then might also not be able to keep up the
rhythm, which might entail severe consequences, as stated before.

The task of setting the rhythm to perform CPR brought several problems to light
concerning the operability. Several participants were not satisfied with the imple-
mentation of features such as the labeling of the buttons referring to the starting/
stopping of the resuscitation beat and the settings concerning the rhythm for per-
forming CPR. They evaluated these features as being not self-descriptive and expected
a clearer labeling for better usability. Moreover they were not satisfied with the
controllability since it took them some time to find the trigger starting the metronome
and setting the resuscitation beat. They voiced that in an emergency time would
be wasted searching for those precise functions and remarked that they should be
implemented more eye-catching and distinctly comprehensible.

Testing step 3 ‘‘Find an AED’’ on the top level, where either a table view or an
interactive map is provided (see Fig. 7 for the icons in the upper panel to evoke
switching), unveiled a mismatch between (heavily inhomogeneous) user expectation
and the provided user interface. 40 % of the participants stated they assumed this
function within the menu section of adding a new AED location; 54 % expected the
table view under ‘‘Find an AED’’. Seven study participants commented on the table
view button. In their opinion a written labeling would have marked the function
clearer. Three test subjects voiced the idea that the table view might be displayed
before revealing the map. This might facilitate the understanding of which AED
location is the nearest, legible by the distance value.

With respect to the overall navigation, inhomogeneity (e.g. once the ‘‘Back’’
button occurs in the lower panel whereas it resides usually in the upper left corner)

Fig. 7. Map and list presentation of AEDs. Mode change ensues after pressing the encircled
buttons in the top panel.
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leads to confusion—as expectable due to learning effects triggering certain user
expectations. Unclear icons (cf. list icon in the left panel of Fig. 7) combined
with their positioning cost operating time. Very prominently figures the ‘‘Informa-
tion’’ button revealing the types of AEDs. Although the icon (‘‘i’’ in a grey circle)
is well chosen, its size and position makes it ‘‘invisible’’ (cf. right lower corner in the
map). It gets little attention due to the fact that in the same area a considerably bigger
panel provides the pair of buttons for getting back to the user’s location and
for reloading the map, respectively. As another item of smaller size in the same area,
icon is very likely overlooked.

Selecting a pin provides the selected AED’s address. 89 % of the test subjects
managed this task right away. However, closing the box again caused unexpected
problems. The app expects the user to tap on the box but neither on the encircled blue

icon within the box nor the just selected AED icon once more nor on the map at
any other destination. About 20 % of the test subjects confirmed this as user expec-
tation. Slightly over 80 % indicated the wish for a clear closing symbol provided by
the pop-up box.

Adding a new AED also caused more problems than expected—given that this
feature is displayed on the app’s start screen and described with an extra explanation
(cf. start screen in Fig. 1, which shows the symbol for adding an AED in the top-
left corner). As the study shows, most users searched for the feature under step 3
‘‘Find an AED’’. Only 11 % noticed its availability in a few seconds. Even when they
were pointed to the screen in Fig. 1, they overlooked the explanation text—probably
due to its position outside the top panel itself.

As for the final questionnaire, 63 % of the test subjects stated that they own a
smartphone. The younger the participants the more likely they possess a smartphone.
25 test subjects visited a first-aid course in the last three years.

In general, 62 % of the participants would welcome spoken hints, rating them as
being helpful. Most of them suggested a navigation device with spoken statements.
Female participants appreciate spoken statements more than male test subjects, nine of

Fig. 8. More or less equal distribution of answers to the question whether or not the app is
judged to be helpful in an emergency case for male and female test subjects.
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whom stating they would even feel disturbed by spoken statements. Fifteen partici-
pants were neutral. When asked specifically whether the app would benefit from
providing spoken statements, 69 % of the participants clearly stated that they assume
it would. Here again more women than men were of this opinion.

Whether or not ‘‘Defi Now!’’ is appropriate when administering first aid in an
emergency, 70 % agreed (see Fig. 8 for the number of ‘‘yes’’/‘‘no’’/‘‘no opinion’’
answers; y-axis denotes the number of test subjects). However, 7 % stated that the app
might distract a first responder as long as they are not acquainted with the app itself.
They argued that the user might be irritated by the graphics or not yet fully sophis-
ticated features.

4 Optimizing the User Interface

Based on best practices in other systems and on our user study, we now propose some
easily attainable improvements to the user interface of a first-aid app, and illustrate
them with mock-ups.

In view of German privacy laws, it is advisable to add an installation dialog
requesting permission to localize the smartphone and to place an automatic emergency
call. This feature would also allow drawing the route to the next AED automatically,
such as in ‘‘PulsePoint’’. Mostly desirable is evoking installation without any emer-
gency situation, but recommended by friends, encouraging to join the trained team of
rescuers alarmed in case of nearby emergencies by couching it into social network
environments such as ‘‘Arrêt Cardiaque 2.0’’.

In order to access all available functions easily, we propose a three-part start menu
where the ‘‘Emergency Mode’’ button is preselected as default, to so that no time is
wasted when selecting it under time pressure (cf. Fig. 9, left panel, where the red
color/looking as if already pushed indicates the default choice in Fig. 9). The second
item ‘‘Exploration Mode’’ invites users to try out the app and to learn about CPR and
about nearby AEDs when having spare time. This mode bypasses the emergency call
and directly presents the first-aid guidelines. Moreover, the option of adding AEDs to
the database as an available feature of the app becomes more visible as individual
third item on the screen (cf. the small number of participants who identified the add
button in ‘‘Defi Now!’’ (cf. Fig. 1)). The images1 provided with each button function
here as eye catchers. They support fast perception of the items’ content—following
the test subjects’ preference for as little text as possible.

In the initial phase, in the top panel of the screen, a ‘‘Quit’’ button in the left corner
and a help button (indicated by an encircled question mark) in the right corner are
permanently visible. Additionally, the top panel provides as headline the name of the
app (cf. left panel of Fig. 9).

After one out of the three items has been selected, its name becomes permanently
visible during the whole session in the top panel of the screen—replacing the app

1 For copy-right of first photo see [23]; the second one stems from a campaign by the German Red
Cross to learn first aid [24]; the third one is an adaptation of a ‘‘DefiNow!’’ map.
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name. The ‘‘Quit’’ function of the whole application changes to ‘‘Exit’’ for the cur-
rently selected mode. The help button in form of a question mark remains permanently
available in the top-right corner where smartphone users nowadays expect help.

Given the observed confusion during navigation, we propose a tab-based surface
as used in several other first-aid apps as we outlined in Sect. 2 (cf. second layer of the
upper area on the smartphone screen in the right panel of Fig. 9 providing the four
tabs ‘‘112’’, ‘‘First Aid’’, ‘‘AED Map’’ and ‘‘AED List’’). Red color indicates which
tab is currently active. Moreover, the emergency call tab (in Germany 112) could
become dark grey after having been used once, supporting the rescuer to keep in mind
that all necessary steps have already been performed. In case the user returns to that
tab, a confirmation of the already made call could appear instead of the initial dialogue
suggesting to place an emergency call.

Our user study showed that users have varying expectations about how available
AEDs should be best presented to them when they have to find the nearest one. Some
prefer a map whereas others find a list more suitable. We could not identify a clearly
preferred mode. In order to prevent the user from any additional dialog steps, we
suggest that both modes occur in the tabulator list (cf. ‘‘AED Map’’ vs. ‘‘AED List’’).

The application could include more and better graphical support of the first-aid
measures—although the participants were fairly satisfied with the presented guide-
lines. Which graphics and/or videos (cf. examples in Fig. 5) serve the purpose best is
an issue to be explored in collaboration with medical experts.

Fig. 9. Left panel: Revised top-level screen; right panel: Revised first-aid graph with
permanently visible tab-navigation.
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Deciding on the preferred default metronome trigger is a debated issue. Most first-
aid courses teach a 30:2 rhythm (see, e.g., [25] for recent recommendations). Thus, we
have chosen this mode as default. So far we made the CPR loop more visible (cf. the
prominent ‘‘Repeat’’ loop in red compared to the small loop in the right lower corner
for that step in Fig. 2). Moreover, the choice options for the metronome function to
support CPR became integrated into the graph—as some test subjects suggested. It is
now permanently visible. The available audio support is illustrated by a loudspeaker
symbol . It is touch-sensitive—as is a confirmed user expectation—so that the user
can switch it on or off as desired. The audio support changes between the two modes
by touching the area where the mode is described. In reply, the audio starts in the
selected rhythm and the color of the selected mode switches to red whereas the
previous option becomes grey and the loudspeaker there goes into off position .

In case the realization for CPR mode choice is desired as it is realized now in
‘‘Defi NOW!’’, i.e. a bottom line serves for that purpose, it might be a good idea that
both options are directly visible. However, this costs additional space for the addi-
tional lines with the disadvantage that it either hides parts of the first-aid graphics or
its size has to become smaller. Given the problems we observed during our study,
switching the metronome function on and off should become more intuitive by real-
izing by clear labeling or an obvious loudspeaker symbol.

In order to avoid any loss of time when trying to find the next AED, the dialogues
within the maps could be improved. As many test subjects suggested, without loss of
space a clear symbol for closing currently displayed information could be provided
(see Fig. 10 where the widely applied ‘‘x’’ in the right upper corner closes the window
again). Additional information is available by tapping the box once more. This action
is elicited more readily by the icon on a blue background than by the icon.
In order to avoid ambiguous pointing on the small screen, we moved it intentionally
away from the closure icon ‘‘x’’.

5 Conclusions

We have outlined features of different first-aid apps to support rescuing persons
suffering from cardiac arrest where immediate help is essential. The participants gave
a positive answer to the question of whether or not the ‘‘Defi Now!’’ app is really
helpful in an emergency case. We proposed some improvements concluding from best
practices in various first-aid apps and from observations during our usability study.

Fig.10. Left panel: Pop-up box in ‘‘Defi Now!’’. Right panel: Revised pop-up box with a
closing icon ‘‘x’’ in the right upper corner and an ‘‘i’’ icon for more information.
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As for future work, more graphical support combined with spoken input/output in
such a device will be implemented and tested through prototypes. Beside the audio
support for the CPR rhythm, spoken commands supporting graphics and text on the
one hand, and managing the whole app on the other, are not provided in any first-aid
app so far. Spoken commands have the advantage that hands and eyes of the rescuer
are free to administer help—presupposing that background noise is not too disturbing.
For instance, a text-to-speech component could be activated when touching a box or
image in the first-aid guidelines. The use of spoken commands needs more fine-
grained strategies in order not to spoil the support provided by the highly recom-
mended continuous metronome function that guides the correct heart compression
rhythm. The design should also pay attention to the objections of users who do not
appreciate an oral communication channel. An interesting source to learn how such
support texts in an app could look like provides the archive of conducted CPR support
via phone by first-aid trained staff [26].

Moreover, we consider integration of first-aid training into an interactive—maybe
competitive—game.
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Abstract. The capture of lectures for the generation of associated
videos is mainstream in several locations. Alternative approaches include
the capture of real lectures or studio-produced ones, the latter designed
with the only purpose of generating the associated videos. The amount of
control offered to instructors during the capture process varies from sys-
tem to system. In cases in which the lectures are delivered in classrooms
while regular classes take place, the capture may occur according to pro-
grammed schedules which are unaware of the presence of the instructor
in the classroom, and may start before the instructor is in place and
may end before the instructor concludes the lecture – the latter occur-
ring when the instructor passes the scheduled time, a situation which is
not uncommon in traditional courses. In cases in which the lectures are
delivered in studios, the capture is usually directed by professionals that
control start and ending times and orient the instructor to look at specific
cameras, for instance. We built a prototype system that offers instructors
facilities to control the starting and ending times of multiple segments so
that the overall exposition is transformed into a corresponding interactive
multivideo object, exploiting the multimodal and multi-device nature of
the presentation. After a brief overview of our prototype, in this paper we
present the document-based workflow which underlies the processes of
capture, generation and presentation that offer instructors a self-service
alternative to control the generation of a multimedia object composed of
synchronized videos, audio, images and context information associated
to the lecture. We illustrate the utility of the approach by summarizing
data relative to the use of our prototype by a group of instructors.

Keywords: Interactive multimedia · E-learning · Ubiquitous capture ·
Capture and access · NCL · Interactions

1 Introduction

As demonstrated in the late ’90s [1,13], the generation of the web-based lec-
tures achieved by capturing live lectures exploits the fact that the classroom
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can be viewed as a rich multimedia environment where audiovisual information
is combined with annotating activities to produce complex multimedia objects.
Current platforms that support the capture the capture of lectures include Mat-
terhorn [3]1, virtPresenter [19], Video Lectures2, Echo360 3 and Eya [6]4.

Even though there are strong divergences among educators as to the efficiency
of the lecture format as a method of instruction, the capture of lectures for the
generation of associated videos have become mainstream in several locations, the
aim being to offer students the opportunity of review their class lectures after
the class5 using nothing more than a web6 browser. Moreover, the use of low
quality video and high quality images has proven7 to be very useful.

The amount of control offered to instructors during the capture process varies
from system to system. Some systems allow instructors to deliver their lecture
in a studio without students, which is a demand for massive online courses such
as those deployed in the coursera8 and edX 9 platforms. Yet another demand is
the generation of lectures via (whiteboard) screencasting, a case in point being
the Khan Academy [11]. Given that in many scenarios the lecture material is
produced using more than one video source – one video for the instructor and
another for the slide or the whiteboard, for instance – recent systems such as
Matterhorn and Echo360 allow users to review the contents using more than
a single video stream. This is also the case with videoconferencing-based sys-
tems which may used in synchronous learning such as BigBlueButton10 and
others [21]. In cases in which the lectures are delivered in classrooms while regu-
lar classes take place, the capture may occur according to programmed schedules
which are unaware of the presence of the instructor in the classroom, and may
start before the instructor is in place and may end before the instructor concludes
the lecture – the latter occurring when the instructor passes scheduled time, a
situation which is not uncommon in traditional courses. In cases in which the
lectures are delivered in studios, the capture is usually directed by professionals
that control start and ending times and orient the instructor to look at specific
cameras, for instance.

We built a prototype system that offers instructors facilities to control the
starting and ending times of multiple segments of lectures so that the overall
exposition is transformed into a corresponding interactive multivideo object,
1 http://opencast.org/matterhorn
2 http://videolectures.net
3 http://echo360.com
4 http://sdu.ictp.it/eya
5 http://sites.la.utexas.edu/lecturecapture
6 http://caen.engin.umich.edu/lecrecording
7 http://sdu.ictp.it/eya
8 www.coursera.org
9 www.edx.org

10 http://bigbluebutton.org
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exploiting the multimodal and multi-device nature of the presentation. The cap-
ture process, pervasive and without human mediation, triggers the automatic
generation of an interactive multi-video object associated with the lecture.

Given the several sources of information available in the classroom and that
are pervasively captured by our system, students must be given a broad range
of interaction alternatives when reviewing the lecture. Our system produces an
interactive multivideo object which not only combines the several video streams
with contextual and control information but also offers navigation options in the
form of points of interest such as slides transitions and the position of lecturer
in the classroom.

As a result, our approach allows one to interact with the recorded lecture in
novel dimensions. The student may be able, for example, to use a multi-window
panel to review multiple synchronized audiovisual content that includes the slide
presentation, the lecturer’s web browsing, the whiteboard content, video streams
with focus on the lecturer’s face or the lecturer’s full body, among others. The
student has the option to select, at any time, which video object is more relevant
to be exhibited on one larger screen. The student is also able to execute semantic
browsing operations using points of interest like slide transitions, spoken key-
words, lecturer’s interactions, etc.

In this paper we present the document-based workflow which underlies the
processes of capture, generation and presentation that offer instructors a self-
service alternative to control the generation of a multimedia object composed
of synchronized videos, audio, images and context information associated to the
lecture. We illustrate the utility of the approach by summarizing data relative
to the use of our prototype by a group of instructors.

This paper is organized as follows: in Sect. 2 we discuss related works; in
Sect. 3 we briefly review our proposed model and corresponding prototype and
detail the capture interface; in Sect. 4 we detail our document-based workflow;
in Sect. 5 we present results from our the system in use; and in Sect. 6 we present
our final remarks.

2 Related Work

The production of video-based educational material can be achieved using a
studio-like approach. This approach is very popular and it is used in many plat-
forms of Massive Open Online Courses (MOOC) and other distance education
such as coursera11, edx12, UAB13 and videolectures14. The instructor enters
a TV-like studio and delivers her presentation to cameramen and directors. In
this approach, the instructor has few control over the format and recording time,
which are in charge of the production crew.
11 www.coursera.org
12 www.edx.org
13 www.uab.capes.gov.br
14 http://videolectures.net

www.coursera.org
www.edx.org
www.uab.capes.gov.br
http://videolectures.net
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Systems for automatic or semi-automatic recording lectures can be used
to remove or reduce the need for a production crew. Some systems, such as
Echo36015, Eya [5] and Matterhorn16 use a scheduled time to recording
the lecture. These systems have the advantage that the instructors do not have
to worry about controlling the capture, but they lack flexibility. For instance, if
a instructor finishes her presentation earlier, the system will continue the record-
ing. Also, this approach does not allow an instructor to finish her presentation
after the scheduled time.

As an alternative to the scheduled approach, the self-service approach allows
the instructor to have control over the recording time, but requires that the
instructor (or a technical person) operate the system (e.g. [2,4,7–10,12,14,16,
17]).

The model for capturing and recovering lectures we adopt allows more flexi-
bility than the ones above mentioned. The flexibility comes from the ability to
specify which context information is captured, how the context information is
combined to generate alternative navigation interactions in the resulting mul-
tivideo object (as detailed in Sect. 4), and to promote live interventions in the
classroom during the capture process — for example, when there is a change in
the illumination of the room.

3 Capture and Access Approach

Our proposal works toward a self-service approach, allowing instructors to record
lectures themselves.

3.1 Pervasive Capture and Access

Some existing solutions rely on computational vision, tracking techniques and
sensors to perform camera orchestrations in a attempt to produce a single video
or audio stream output. The approach we propose goes a step further: it aims at
capturing the lecture in its entirety by recording much of the content presented
in the classroom. The capture process is pervasive, does not rely on human
mediation and automatically generates an interactive multivideo object designed
to preserve as much of the lecture content and context as possible.

Our approach demands an environment (usually a classroom) which is instru-
mented with physical devices such as video cameras, microphones, (interactive)
whiteboards and projectors (Fig. 1A). The instrumented classroom may also con-
tain sensors, such as temperature and luminosity sensors, and secondary screens,
such as notebooks, TVs, tablets, etc. The video cameras should be positioned
where it is possible to frame important views of the environment (instructor,
students, whiteboard, slides, etc.).

15 http://echo360.com
16 http://opencast.org/matterhorn

http://echo360.com
http://opencast.org/matterhorn
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Fig. 1. Pervasive capture and access model.

Computer devices capture the content produced by the physical devices used
in the classroom (e.g. whiteboards and slides) and represent them as video, audio
and data streams (Fig. 1B). Cameras produce video (and audio) streams, micro-
phones produce audio streams, and sensors produce data streams. By capturing
the screen output from the secondary screens or by intercepting the signal sent
to the slide projector, we can also produce video streams. The electronic white-
board can produce both data and video streams: by capturing ink strokes, we
can generate a data stream, and by intercepting the output signal sent to the
projector, we can generate a video stream.

All captured streams are stored (Fig. 1C) for future use in the multivideo
object generation. The streams are also sent to the capture controller (Fig. 1D), a
component responsible for managing the capture process. The capture controller
uses signal processing to analyze the captured streams and to send commands
(Fig. 1E) back to the physical devices and actuators (Fig. 1F) located in the
classroom.

The multivideo object is composed of videos and other captured media —
with the association of the appropriate metadata, they would become multivideo
learning objects.17 Although the multivideo object is not able to reproduce the
live lecture experience in its totality (which would involve live interactions, odors,
temperature, etc.), it offers several interaction alternatives for the students while
they are watching the lecture. These may diminish the loss of not having the
17 http://www.ieeeltsc.org/

http://www.ieeeltsc.org/
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students present in the classroom, when direct interaction between instructor
and students usually bring benefits to the learning process.

3.2 Capture and Access Prototype

As a proof-of-concept of our proposed approach, we developed a prototype tool
for capturing lectures and generating multivideo learning objects.

The capture tool prototype was deployed in an instrumented multi-purpose
classroom (Fig. 2). In the front of the classroom (Fig. 2(a)) there is a conventional
whiteboard, an electronic whiteboard and a notebook in which the presenter can
browse the web or use any other software. The interactive whiteboard can be
used to present slides (there is a Bluetooth presenter to control the presentation)
and it allows drawing and writing over the screen. At the back side (Fig. 2(b))
we placed two AVCHD, each one framing the interactive or the conventional
whiteboard. We also placed a webcam as a wide-shot cam, framing the whole
front of the room. As the room is a shared space in the university, the equipment
is stored in lockers.

(a) Front (b) Back

Fig. 2. Instrumented room.

Figure 3 illustrates the playback of three multivideo objects generated by the
prototype. The multivideo offers some facilities for students. One of these facil-
ities is the synchronization of the captured audio/video. The multivideo object
synchronizes the multiple audio/video streams, so students can see what was
written in the whiteboard when the lecturer points to the slide presentation.
This synchronization is essential to recover the whole audiovisual context of the
captured lecture at a given moment. It also offers a more semantic and easier
way to navigate in the captured lecture than timeline navigation. For instance,
a student can move forward to the next slide transition or backwards to the
previous one. When the lecturer begins to write something in the whiteboard,
the student can skip all the writing process and see the final result. Similar to
in-classroom lecture, wherein the student can pay attention to different spots
(the lecturer, whiteboard, slide presentation, the textbook, or another screen),
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(a) Multiple Videos (b) Full-screen

(c) Timeline

Fig. 3. Three views of one multivideo object.

the multivideo object allows the student to choose which video stream he wishes
to see and he can even see more than one at the same time.

3.3 Capturing Tool

Figure 4 depicts an overview of the prototype, which was developed mainly in
Python. The capturing process is based on video streams, which correspond
to video and audio streams produced by AVCHD and outputs produced by
computers, such as computer screens and slide presentations. One of the main
components is a capturing tool, called classrec: as indicated in Fig. 4A, specific
portions of classrec are designed identify and communicate with capture devices
(Device Interface), to recognize objects in a video stream (Recognizer)18, to carry
out audio and video encoding (A/V Encoding)19 to communicate with other
components (Communication) and to store the capture streams (Persistence).

There is one instance of classrec for each captured stream (e.g. Figure 4B).
The execution of the components is orchestrated via messages exchanged with
the support of a message broker (Fig. 4C). All the captured media is stored in a
common database (Fig. 4D).

18 Using the OpenCV library (http://opencv.org).
19 Using the libav library (https://libav.org).

http://opencv.org
https://libav.org
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There is one special instance of classrec, called SessionManager (Fig. 4E),
which corresponds to the CaptureController that controls the session as pre-
sented earlier in Fig. 1D. The prototype also contains one instance of a process-
ing tool, called classgen (Fig. 4F), in charge of both analyzing the streams and
generating the multivideo object (Fig. 4G).

Fig. 4. Prototype overview.

Once the multivideo object is generated, it can be interacted with using a
presentation tool. Given the importance of the web as a platform for desktop and
mobile devices, the NCL document (Fig. 4G) can be played back and interacted
with in web browsers by an NCL player such the HTML5-based WebNCL [15]
as illustrated in Fig. 3. The NCL declarative language is the ITU-T standard
declarative language for multimedia IPTV services [20].

It is important to observe that the NCL document in Fig. 4G is a declarative
XML-based document which was generated by the classgen (Fig. 4E) component.
This is because our approach is to generate an intermediate XML document
which can be transformed into any desired format. This is further discussed
Sect. 4.

A more detailed description for the prototype can be found elsewhere [15,23].

3.4 Capturing Interface

In the instrumented classroom, when one instructor wants to record his presen-
tation, all he needs to do is to press one button. Next, he can deliver his lecture
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as usual. When the lecture is finished, all he needs to do is to press another
button. The instructor may plan to divide the capture in small modules, and
may choose to discard any module at any time to repeat its recording.

Figure 5 shows the interface offered to an instructor to capture his lecture
before he starts the capture (top), during capture (middle) and after the capture
(bottom). Upon starting the application, the window on the top is shown, and
is presented before any capture takes place. Once the capture is started, the
window on the middle is shown. After the capture, the window in the bottom is
shown. Details of the interfaces shown in Fig. 5 are as follows:

A CLOCK: The current time of the day is presented during the whole session
(before, during and after the capture).

B CAPTURE DEVICES: The devices which can be captured during the lecture
are automatically recognized by the system and are shown on the top right.
They are all selected by default and the instructor can remove those he
does not want to use. In this configuration, the capture can made from
the following devices: the main camera (e.g. a view of the whiteboard and
the instructor), the information presented in the instructor’s notebook (e.g.
a video or a software program), slides (presented by another computer in
the room), whiteboard (strokes capture in the electronic whiteboard), and
whiteboard camera (a camera focused on the regular whiteboard).

C LOG INFORMATION: Information reporting the status of the system,
including the start, pause and end of recording, is shown during the whole
session (before, during and after the capture).

D MODULE NAME: A lecture may be split into several modules, and the name
of each module recording is chosen by the instructor before the start of the
session.

E START BUTTON: When the instructor is ready to start the capture, he
clicks on the start button. This enables the buttons PAUSE and STOP.

F RED LED and TIMER: The ongoing capture is indicated by a “red led” in
the interface: a timer shown on the left-hand side shows the duration of the
current captured module.

G PAUSE: At any moment the instructor may pause the recording. When this
happens, the START button is enabled, the PAUSE is disabled, the STOP
buttons remains enabled.

H STOP: At any moment the instructor may stop the recording. At this moment
the options available are RESUME, SAVE and DISCARD.

I MODULES RECORDED: A list of modules recorded for one particular lecture
is shown.

J SAVE: if the inscrutor is satisfied with the module he has just captured, he
can save it.

K DISCARD: if the inscrutor is not satisfied with the module he has just
captured, he can discard it.
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Fig. 5. The self service capture interface: before the capture (top), during capture
(middle) and after the capture (bottom).
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Fig. 6. Document-based processing.

4 Document-Based Processes

Figure 6 outlines the document-based processing involved in our pervasive cap-
ture and access approach. The Capture component (Fig. 6A) synthesises the
capture process detailed in Fig. 4A–E. The Generation component (Fig. 6B) syn-
thesises the generation process detailed in Fig. 4F–G. The figure also introduces
the Presentation component (Fig. 6C) to explicitly indicate the processing that
occurs when the NCL document (Fig. 6D) is rendered into HTML5 (Fig. 6E) to
allow user interaction as illustrated in Fig. 3.

The capture processing is configured by means of an XML file called Capture
XML Configuration (Fig. 6F). The generation processing in turn is configured
by its own XML file, called Generation XML Configuration (Fig. 6G).

Besides capturing audio and video streams, the capture processing records
metadata about the lecture, such as the names of the modules, streams captured
and the identification of the instructor. This metadata is stored in an XML file
called Lecture XML (Fig. 6H). It is important to observe that, as indicated by
the double arrow in the figure, the Lecture XML file is not only used as an input
by the generation process, but it is also modified during the process.

4.1 Capture XML Configuration

All classrec instances of the capture infrastructure read the Capture XML
Configuration file containing the element <generalSettings> as shown in the
(simplified) Listing 1.1. The element <generalSettings> in <classrec> con-
tains information demanded to configure the ftp server, the message broker and
the working directory (the location where the files generated from the captured
process will be stored).
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Listing 1.1. XML Configuration file: generalSettings.

<c l a s s r e c >
<gene ra l S e t t i ng s>

<workDirectory type=” l o c a l ”>
/home/ presente </workDirectory>

<broker > . . .</ broker>
<f tp > . . .</ ftp>

</gene ra l S e t t i ng s>

Only the session manager contains the <deviceBase> element depicted in List-
ing 1.2. This element specifies the devices used during the capture process, each
device represented by a <device> element. (Lines 2–12 specifies a device with ID
NOTEBOOK and type SCREEN, which indicates the capture of the secondary screen
of the device). The element <video> specifies how the video will be captured.
(Lines 4–10 specifies an X11 terminal (a Unix window manager) at a resolution
of 1280× 1024 pixels and 24 frames per second). One camera is also specified
(BOARD CAM in line 13). It is possible to define other video cameras or webcams,
microphones, screen (PCs), whiteboards and slide presentations.

Listing 1.2. XML Configuration file: deviceBase.

<deviceBase>
<dev i ce type=”SCREEN” id=”NOTEBOOK”>

<name>In s t ruc to r ’ s Notebook</name>
<video source=”X11GRAB”>

<inputName>0:0</inputName>
<width>1280</width>
<height >1024</height>

<f ramerate >24</framerate>
<transcodingParams>−same quant −vcodec mpeg2video
</transcodingParams>

</video>
</device>

<dev i ce type=”CAMHDV” id=”BOARDCAM”>...</ device>
</deviceBase>

</c l a s s r e c >

4.2 Lecture XML

The Lecture XML file specifies metadata about the captured video and audio
streams, as in the simplified version shown in Listing 1.3. This file is generated by
the capture process (i.e., by the Capture component in Fig. 6A which abstracts
the several classrec modules in Fig. 4) and used by the generation process
(Fig. 6B).

In Listing 1.3, the <head> element (Lines 2–8) specifies information about
the author, the date and the lecture (e.g. title). The <body> element (Lines 9–38)
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contains one or more <module> elements, each <module> element representing
one of the modules captured. The element <module> (lines 10–37) in turn con-
tains <media> elements (Lines 11–18 and 19–28) which represent the audio and
video streams captured by the devices. The <media> element holds information
about the media itself (size, frame rate, length) and the ID of the device that
generated it. Note that the device ID is the same one specified in the <device>
element of the Capture XML Configuration document.

When a Lecture XML document is generated by the classrec module, it
does not contain <pointofInterest> elements to register, for instance, the time
instants of slides transitions and of changes in the position of lecturer in the class-
room. These elements are generated by the classgen module when processing
the captured data (see below). The <pointofInterest> elements (lines 29–33
and 34–36) inside a <module> element register such context information along
with their type, starting and ending times, and the identification of their corre-
sponding recognizers.

Listing 1.3. The Lecture XML:head and module.

<s e s s i o n date=”2013−10−09T10 : 01 : 5 3 . 7 23381Z” id=”l e c tu r e001”>
<head>

<meta content=”Presente0 .1” name=”GeneratorTool”/>
<meta content=”Int roduc t i on f o r Android” name=”T i t l e ”/>
<meta content=”AndroidDev” name=”Course”/>
<meta content=”Mateus” name=”Author”/>
<meta content=”Algebra Linear , Matematica , ” name=”Tags”/>

</head>
<body>

<module name=”Module 1” id=”module1”>
<media deviceType=”SCREEN”

type=”video ” dev i c e Id=”NOTEBOOK” id=”video1”>
<video s r c=”video1 .webm” type=”FILE WEBM”/>
< i n f o name=”durat ion ” value =”4391.947”/>
< i n f o name=”width” value=”1366”/>
< i n f o name=”fp s ” value=”24”/>
< i n f o name=”he ight ” value=”768”/>

</media>
<media deviceType=”CAMHDV”

type=”video ” dev i c e Id=”SLIDES CAM” id=”video2”>
<video s r c=”video2 .webm” type=”FILE WEBM”/>
< i n f o name=”he ight ” value=”720”/>
< i n f o name=”channe l s ” value=”2”/>
< i n f o name=”width” value=”1280”/>
< i n f o name=”fp s ” value=”24”/>
< i n f o name=”durat ion ” value =”4391.943”/>
< i n f o name=”samplerate ” value=”44000”/>

</media>
<p o i n t o f I n t e r e s t type=”FACE”

r e c ogn i z e r I d=”rgzFace2”>
<begin >416.25</begin>



Self-Service Classroom Capture Generating Interactive Multivideo Objects 451

<end>422.5</end>
</po i n t o f I n t e r e s t >
<p o i n t o f I n t e r e s t type=”SLIDE” r e c ogn i z e r I d=”r g zS l i d e”>

. . .
</po i n t o f I n t e r e s t >

</module>
<module name=”Module 2” id=”module2 ”>...</module>

</body>
</s e s s i on>

4.3 Generation XML Configuration

Listing 1.4 shows a simplified Generation XML Configuration file, which is
used as input for the generation process (Fig. 6B). It contains an element
<recognitionBase> which in turn specifies the recognizers components that will
analyze the captured data. Each recognizer is represented by a <recognizer>.
The <recognizer> element defines the recognizer type and other parameters.
For instance, in lines 2–15 the <recognizer> rgzFace processes the videos cap-
ture from the device BOARD CAM (lines 4–5).

The Generation XML Configuration file can define several elements of the
type <recognizer> (e.g. lines 2–15 e 16–18 in Listing 1.4). Once the processing
corresponding to one <recognizer> identifies points of interest, it modifies the file
Lecture XML by adding the corresponding information in new <pointOfInterest>
elements (lines 29–36 and 34–36 in Listing 1.3).

Listing 1.4. Generation XML Configuration: recognitionBase.

<recogn i t ionBase>
<r e c o gn i z e r id=”rgzFace ” type=”PATERN” subtype=”FACE”>

<inputMapping>
<inputStream internalName=”CAMERA FACE”

dev i c e Id=”BOARDCAM” type=”VIDEO”/>
</inputMapping>
<xmlCascade>data/ h a a r c a s c a d e f r o n t a l f a c e a l t . xml

</xmlCascade>
<s ca l eFactor >1.2</ sca l eFactor>
<minimunNeighbors>2</minimunNeighbors>
<minimunHeight>100</minimunHeight>
<minimunWidth>100</minimunWidth>
<leapStep >10</leapStep>
<minimunSpacing>5</minimunSpacing>
<minimunDuration>7</minimunDuration>

</r e cogn i z e r>
<r e c o gn i z e r id=”r g zS l i d e ”

type=”TRANSITION” subtype=”SLIDE” > . . .
</r e cogn i z e r>

<o r ch e s t r a t i onS e t t i n g s > . . .</ o r ch e s t r a t i onS e t t i n g s>
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<generatorBase > . . .</ generatorBase>

The Generation XML Configuration file may also contain an element <or-
chestrationSettings> (Listing 1.5) and a <generatorBase> (Listing 1.6).

The <orchestrationSettings> specifies the orchestration process (List-
ing 1.5), and defines which streams will be used in the orchestration process
(<inputMapping> in lines 3–5). Each stream is identified by the device ID from
the device that captured it and is associated with a recognizer component. The
orchestration process uses the points of interest detected to generate the orches-
tration stream. For instance, if the recognizer rgzWhiteBoard (line 4) detects a
point of interest which begins at second 5 and ends at second 12, the correspon-
dent segment from the stream generated by the device CAMERA CLOSE (which
is associated with the recognizer rgzWhiteBoard) will be used to generate the
orchestration stream.

It is also possible to define the order of precedence for the streams, in case two
points of interest overlap. The <orchestrationSettings> also has the element
<baseStream> (Line 7) to define the stream that will be used when there are no
points of interest. Also, the element <audioStream> (line 8) defines which audio
stream will be used in the orchestration stream.

Listing 1.5. Generation XML Configuration: orchestrationSettings.

<o r ch e s t r a t i onS e t t i n g s>
<inputMapping>

<inputStream a l i a s=”CAMERA CLOSE”
dev i c e Id=”BOARDCAM” re c ogn i z e r I d=”rgzWhiteBoard”

type=”VIDEO” precedence=”3”/>
<inputStream . . . / >

<baseStream>CAMERA GENERAL</baseStream>
<audioStream>CAMERABOARD</audioStream>
<minimunDuration>5</minimunDuration>
<f au l tThresho ld >3</fau l tThresho ld>
<successThresho ld >3</successThresho ld>

</o r ch e s t r a t i onS e t t i n g s>

The <generatorBase> element (Listing 1.6) is used to define the output format
for the multivideo object. Since the Generation component (Fig. 6B) can gener-
ate different versions of multimedia objects for the same captured lecture, each
version is defined by one <generator> element.

Our current implementation generates only NCL documents (line 2), but
it can be extended to generate multimedia objects in other formats, such as
HTML5 directly. The element <generator> in turn contains <mediaSlot> and
<pointsOfInterestSlot> elements, which define which streams and points of
interest will be used to generate the multimedia object. The media streams
used can be captured from the devices (lines 4–6) or the orchestration stream
(line 7).
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Listing 1.6. Generation XML Configuration: generatorBase.
<generatorBase>

<generator id=”nclGenerator ” type=”PyNclGenerator”>

<mediaSlot>

<s l o t id=”0” mediaType=”VIDEO” sourceType=”DEVICE” source=”BOARDCAM” />

<s l o t id=”1” mediaType=”VIDEO” sourceType=”DEVICE” source=”CLOSE CAM”/>

<s l o t id=”2” mediaType=”VIDEO” sourceType=”DEVICE” source=”SLIDE”/>

<s l o t id=”3” mediaType=”VIDEO” sourceType=”ORCHESTRATION” />

</mediaSlot>

<po in t sO f In t e r e s tS l o t>

<po in tO f In t e r e s t type=”FACE” r e cogn i z e r I d=”rgzFace ” />

<po in tO f In t e r e s t type=”SLIDE” r e cogn i z e r I d=”r g zS l i d e ” />

<po in tO f In t e r e s t type=”WHITEBOARD” r e cogn i z e r I d=”rgzWhiteBoard” />

</po in t sO f In t e r e s tS l o t>

<outputName>main . ncl</outputName>

<nc l In te r facePath>

/home/ pre sente / py c l a s s r e c / n c l i n t e r f a c e

</nc l In te r facePath>

</generator>

</generatorBase>

Note that the elements <recognitionBase>, <orchestrationSettings> and
<generatorBase> are all optional in the Generation XML Configuration file.

5 Self-Service Capture in Use

Several instructors tried out our prototype, and 9 of them used the system
to record lectures. In two opportunities the instructors recorded traditional
classes with their groups of students. The instructors were all professors from
the Computer Science Department. The recorded lectures were on subjects for
the following courses: Computer Organization, Computers Networks, Databases,
Distributed Systems; Research Methodology. One instructor also recorded a
tutorial on Android Development Tutorial. The prototype was also used to record
a term paper presentation, two M.Sc. qualifier exams, one M.Sc. defense, and
several demonstrations for workshops.

After a short explanation of how to use the capture tool, all the instruc-
tors were able to carry out the recording alone, as expected by our self-service
proposal. Since the room is a real classroom, the lecturers could perform their
presentations naturally, despite the cameras. Some of them did not modularize
the presentation and record a single long module. We also observed that most
lecturers did not use all the resources available in the environment.

We also carried out three case studies with students of Computer Science and
Computer Engineering Majors enrolled in traditional courses, and with students
enrolled in an Information Systems Major offered via distance learning. In each
case study we invited a professor to capture one lecture. One lecture was for
a Computer Organization course. Another lecture was part of an Analysis of
Algorithms course. The third lecture was part of a Database course. More details
about these case studies can be found elsewhere [22–24].

6 Final Remarks

Extra-class material may be offered to students in the form of multimedia objects
that integrates synchronized text, image, audio and video explanations on the
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studied subject. Context information informing moments of interest such as slide
transitions can be included in the multimedia object to provide students with
opportunities of semantic navigation.

The model for capturing and recovering lectures we propose uses a fraction
of the resources when compared to systems which demand the support of spe-
cialized staff — the reason is that the captured is directed by the instructor
himself in a self-service approach. Our model also offers more flexibility than
systems which use programmed schedules which are unaware of the presence of
the instructor in the classroom.

Built according to our pervasive capture-based model, our prototype system
offers instructors facilities to control the starting and ending times of multiple
segments so that the overall exposition is transformed into a corresponding inter-
active multivideo object, exploiting the multimodal and multi-device nature of
the presentation.

In this paper we detailed the document-based processing involved in our
pervasive capture and access approach. We also illustrated the utility of the
approach by summarizing data relative to the use of our prototype by a group
of 9 instructors.

Regarding future work, we plan to investigate alternatives for: (a) the enrich-
ment of the graphic interface of the multimedia object so as to improve interac-
tivity; (b) the capture of more contextual information during the presentation
toward providing novel navigation facilities; (c) the development of visualization
tools for the instructor to analyse the information captured while the students
interacted with the multimedia object. The aim is to built a general infrastruc-
ture that helps building similar capture-based applications [18].
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Abstract. One of the complex and dynamic changes on the organisation level
is Mergers and Acquisitions (M&As). M&As have been practiced since several
decades for growth and expansion purposes. Recent developments in the fre-
quency of M&As has drawn attention from researchers resulting in findings that
more than half of the deals fails to achieve the aimed synergies. Solution to this
problem could be to build preparedness to allow organisations to prepare for
future or announced mergers in a way that enable faster pre-merger planning
and smoother post-merger integration (PMI). In this article we will analyse
M&A Preparedness building using a retrospective case study to (a) demonstrate
that the success of such strategic changes depends on several essential and
largely overlooked factors, and (b) outline a possible approach of building
preparedness for M&As.

Keywords: Mergers � Acquisitions � Post-merger integration (PMI) � M&A
preparedness building

1 Introduction

Enterprises as socio-technical systems are subject to continuous evolution. In addition,
enterprises are also required to permanently adapt so as to satisfy the dynamic
requirements of the environment in which they operate. The purpose of the research
reflected in this paper is to demonstrate the principles and use of a Mergers and
Acquisitions (M&A) Preparedness Building Methodology (MAPBM) built on
Enterprise Architecture (EA) concepts in order to create and support strategically
important transformational activities.

In order to demonstrate the use of EA in M&As, firstly we summarise the approaches
suggested in the literature in order to tackle the issues that cause failures in M&As, the
solutions attempted to address those issues and the current gaps in related theory and
practice. Secondly, we summarise the proposed MAPBM which aims to support
enterprises in acquiring the necessary systemic properties before merger/acquisition and
thus build preparedness for the desired type of M&A. Subsequently, we describe a
merger case study and using the MAPBM we demonstrate how, with strategic intent, a
multifaceted transformation of the participating organisations could have been per-
formed so as to achieve a state where the organisation was ready to perform a strate-
gically attractive merger. Finally, we summarise the results and outline future work.
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2 M&A: Problems and Typical Solutions

Kumar [17] categorizes M&As as: horizontal (also known as ‘mergers of equals’),
vertical (where two or more participants have different position in the supply chain),
and conglomerate. In addition to this typology, there are other differentiating aspects
when one considers the nature of an M&A – e.g., is the deal forced or voluntary, do
the original identities of the participants change as a result of the transaction, etc.
Irrespective of the type, M&As can deliver positive outcomes for the participants.
Based on the goal and the type of the deal, Walter [31, pp. 62–77] lists some major
advantages achievable through M&As: market extension, economies of scale, cost (or
revenue) economies of scope, other operating efficiencies, etc.

Unfortunately, according to recent research, while the rate of M&As has increased
in the recent past, the probability of achieving the above-mentioned potential benefits
has dropped to less than half [23, p. 65]. The precise percentage of the deals that fail to
achieve the declared synergies and desired levels of integration varies according to
industry, but is generally agreed to be greater than 50 % [1, 21, 23]. M&A problems
have been researched from different perspectives and viewpoints, therefore we sum-
marise the findings of current literature, with the intent of categorising and highlighting
major M&A issues from an Information Systems (IS) researcher’s perspective.

2.1 M&A Issues

We reviewed a wide range of M&A literature to identify typical issue types (or issue
categories) that are believed to have significant impact on the outcome of M&As.
Major issues having the highest impact on M&A success are claimed to be in the
domains of IS and organizational integration [18, 21–23, 25]. Major M&A issues have
also been highlighted in [3, 6, 10, 13, 18, 20, 21, 23, 26, 30]. We identified three issue
types illustrated in Table 1.

Table 1. Categories of major M&A issues.
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Thus, most issues in strategic transformations (and M&As as a special case
thereof) fall in three main categories: Business Management, Human/Organizational
and IT/IS). Clearly, solving only one type of issues (e.g. HR) without considering the
relationships with the other issue types would be less effective than expected or may
be altogether ineffective. Hence for any enterprise-wide transformation methodology
we must consider how to jointly solve these three types of issues.

Note that not all of the above issues can be addressed in detail during preparedness
building in all circumstances. The ability to address such issues during preparedness
building relies on the ability to sense their root causes as well as the ability to respond
and control them.

2.2 Existing Solutions

Recent developments in M&A research aimed to study the reasons of M&A failures
and improve their success rate. As discussed below, most of the studies focused on a
single issue and proposed a solution to it without considering the relationship/effect of
that solution on other issue types and sources. In our view, this is due to a lack of a
systemic view; hence, the outcomes of these studies could be in fact synthesized to
develop a comprehensive solution (Table 2).

Similar to the discussion of M&A issues, M&A solutions can be structured into
three categories: Business/Operations, HR/Organisational and IS/IT.

It seems that none of the solutions outlined above are able to address all the issues
or to consider the impact on and/or relationships with the other issues. In addition, the
models and theories noted above focus on individual aspects of M&A, and results
documented in the current literature need to be synthesized in order to adopt a
comprehensive approach for solving M&A issues in concert.

2.3 Gaps in Theory and Practice

In their review of the last 30 years of M&A literature, Cartwright and Schoenberg [5]
found that M&A research is still incomplete.

Based on our own survey, major gaps in M&As research can be summarised as
follows:

• Lack of a multi-disciplinary approach [5, p. 5];
• ‘‘the study of M&A desperately needs a new perspective and a new framework for

analysis’’ [11, p. 37];
• Need to consider the emergent nature of M&A [19];
• Lack of agile, flexible, quick-responsive framework suitable to M&As’ complexity

[22];
• Lack of Systems approach [7; 18; 22, p. 4], whereupon a systems approach would

provide a unified framework that able to represent the range of problems that arise
from the transformation of two systems into a single system.
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3 The Synthesized Solution: M&A Preparedness Building

From the above discussion it is clear that a systems approach is required to address the
high failure rate of M&As. It is unlikely that once an M&A deal is on the horizon
there will be sufficient time to perform groundwork and planning for post-merger
integration to address relevant problems.

Therefore, the management of an organisation should consider preparing the
enterprise for such types of transformation before any concrete M&A deal is con-
sidered. This is to ensure that the organisation has the right capabilities and systemic

Table 2. List of solutions for M&A and post-merger integration (PMI).

Solution/findings Proposed by Addressed issue/concern

A model for selection of IT-integration
methods for a given type of merger and
IT integration objectives

Wijnhoven et al.
[32]

Business and IS alignment

A concept of post-merger integration
(PMI) as the inheritance of DNAs
(process, knowledge, control, data,
people and asset)

Mo and Nemes
[22]

PMI implementation

A categorization framework to consider
the level of integration required based
on the targeted level of interoperability

Vernadat [29] Level of integration

The critical importance of top-down
communication and bottom-up
participation during M&As

Rodriguez [23] The anxiety and low degree of bottom-
up participation and involvement in the
transformation process

A three-stage HR integration model
(pre-combination, combination and
solidification)

Schuler and
Jackson [25]

strategic HR concerns such as cut-offs,
retentions, promotions and
communication during M&A
transformations

The strategic role of HR in enterprise-
wide change endeavours

Bhaskar [4] HR involvement in PMI planning

Ineffectiveness of the view of human
resources as a commodity

Dooreward and
Benschop [8]

Lack of bottom-up involvement in
planning of PMI

Need to consider emergent issues Lauser [19] Issues brought about by the dynamicity
and complexity of the change process

A model to create an ICT vision for the
M&A

Larsen [18] Negligence of ICT integration during
pre-merger planning

An integration planning model for IT
intensive M&As

Bannert and
Tschirky [2]

PMI planning for IS/IT

A model of post-merger IS integration
(total integration, partial integration, no
integration and transition)

Giacomazzi
et al. [12]

PMI implementation for IT

A methodology to develop an
application integration strategy

Eckert et al. [9] ERP/applications integration planning

An IS Integration decision making
framework

Mehta and
Hirschheim [21]

Decisions for post-merger integration

A methodology to decide an operating
model for the organization

Ross et al. [24] The level of business process
integration & the level of business
process standardization
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properties (such as flexibility, agility, etc.) required to perform post-merger integration
tasks. We therefore recommend a preparedness building program for organisations
that want to consider such strategic moves as future options.

The discussion below presents the proposed timing of preparedness building (in
contrast to the conventional view of the M&A process) and then outlines the actual
process of preparedness building.

3.1 The M&A Process

Based on the discussion of M&A problems, it is evident that individual solutions
addressing issues independently are not optimal and may not even be feasible.
Unfortunately, at the time an actual merger or acquisition is considered, there is
typically not enough time to spend on comprehensive planning of post-merger inte-
gration. Thus, there seems to be a contradiction between having to make fast decisions
to seize the opportunity and the need to perform comprehensive planning.

To solve the above problem (as described in detail in Vaniya [27] and shown in
Fig. 1), we could consider desirable life trajectories of an enterprise prior to having
actual merger or acquisition plans. Therefore, instead of using the conventional view
of a three-stage M&A process (Pre-merger, Merger and Post-merger) we introduce an
additional stage, called M&A preparedness building stage. During this stage, some
groundwork can be completed to better position the enterprise, so that by the time an
opportunity is sighted, the enterprise is in the position to quickly make necessary
decisions and finalise comprehensive integration planning. We call these activities
‘preparedness building’. They aim to achieve the acquisition of important systemic
(system level) properties such as flexibility, agility and interoperability as enablers of
future transformations.

3.2 The M&A Preparedness Building Methodology
and the Transformation Process

In the following, we shall demonstrate how to conduct the Preparedness Building
stage shown in Fig. 1. For this purpose we employ a high-level three-step reference
methodology [28], as follows:
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Fig. 1. Preparedness building in M&A process.
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• Step 1: Identify Enterprise entities;
• Step 2: Show the role of each entity in the preparedness building transformation;
• Step 3: Demonstrate the relative sequence of transformational activities, using life

history diagrams.

Step 1 identifies the participating enterprise entities. They can be existing entities (for
example existing Management team, business units, affected business processes, IT
infrastructure, etc.) contributing to building preparedness or can be additional entities
required in building preparedness (for example Preparedness Building Strategic
Program, Gap Analysis Project, Business-, HR- and IS- Preparedness Building Pro-
jects, etc., or even strategic partners).

Step 2 shows the role of each entity in the preparedness building transformation.
Various graphical models can be used for this particular step; we have chosen the so-
called ‘dynamic business models’ proposed by the IFIP-IFAC Task Force [14]
showing the role of each entity in other entities’ lifecycle phases.

Step 3 attempts to demonstrate the relative sequence of transformation activities.
This step follows the previously identified roles of each of the entities; based on those
roles, we first identify activities to match entities’ responsibilities and then we
establish their relative sequence using so-called ‘Life History Diagrams’ (see
Sect. 5.3).

Note that MAPBM aims to serve as a reference model, with the details and
approaches of each step being adapted to meet the specific business needs, manage-
ment decisions and current business scenarios.

4 Case Study: The Merger of Two Tertiary Study
Institutions

4.1 Background

Faculty F within university U contained several schools, with schools A and B having
the same profile. School A is based at two campuses situated at locations L1 and L2,
while school B is based at a single campus, situated at location L3 (as shown in the
AS-IS state, see Fig. 2). Historically, the schools have evolved in an independent
manner, reflecting the local specific educational needs and demographics. This has led
to different organisational cultures, HR and financial management approaches. For
example, school B enjoyed a large international student intake providing funds that
supported heavy reliance on sessional (contract) staff for teaching and wide avail-
ability of discretionary funds. In contrast, staff in school A had a larger teaching load
and had less funds available due to a smaller student intake.

Staff profile level between schools was significantly different (i.e. less high-level
positions at school B). Course curriculums also evolved separately in the two schools,
with similarly named courses containing significantly different material.

Thus, although of the same profile, and belonging to the same F and U, schools A
and B were confronted with a lack of consistency in their profiles, policies, services
and resources. This situation caused additional costs in student administration and
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course/program design/maintenance, unnecessary financial losses as well as staff
perceptions of unequal academic and professional standing between campuses, all of
which were detrimental to the entire faculty.

Therefore, the management of U and F have mandated that the problems previ-
ously described must be resolved and have defined the goals of schools A and B
becoming consistent in their products and resources strategy, eliminating internal
competition for students and being subject to a unique resource management
approach. As a solution, it has been proposed that the schools should merge into a
single, multi-campus Merged School (MS in the ‘TO-BE’ state in Fig. 2). The unified
MS management and policies would promote consistency in the strategy regarding the
products delivered and the resources allocated to its campuses.

4.2 The Results

The Merged School Project has succeeded, albeit with some difficulties. The deci-
sional, functional, information, resources and organisational models created during the
merger have helped significantly to understand the present situation and to select an
optimal future state. The use of languages easy to understand and able to manage
complexity has resulted in stakeholder buy-in for the project and middle-management
consensus on the essential aspect of the future Merged School.

Unfortunately however, most modeling and mappings (including the pre-merger
AS-IS situation!) occurred during the merger project rather than before; thus, there
was insufficient time to achieve appropriate detail modeling. This has led to the ‘devil

a) Dean F and HOS MS are 
distinct

b) Dean F is also HOS MS

c) HOS MS is one of the DHOS, 
nominated by rotation or Pro-
Vice Chancellor

Legend:

F: Faculty
=======================
A…D:   schools within F
L1.. L3: physical locations
=======================
SMP:     Schools merger project
=======================
VS:      Virtual School (VO)
=======================
HOS:    Head of School
DHOS: Deputy HOS
PA:       Personal Assistant
SAO:    School Admin Officer
=======================

L1 L2 C (L1) B (L3) D (L3)
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FMS

L1 L3
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DHOS L2DHOS L1 DHOS L3

Organisation:
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Selected org. model
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Fig. 2. Rich picture of AS-IS and possible TO-BE states (incl. organisational scenarios).
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in the detail’ situation: the human resources allocated to accomplish the merger and
post-merger integration tasks were unable to do so appropriately due to the lack of
proper shared understanding of what needed to be done.

In addition to their inappropriate granularity, the available models were only par-
tially applied. For example, an organisational model showing changes in roles and
decisional framework in the transition from the AS-IS to the TO-BE states was imple-
mented only at the top layer due to the lack of time and proper preparation. As a result,
the new Head of the Merged School had to spend significant amounts of time ‘putting out
fires’ (finding short term solutions to re-occurring product/resources imbalances). Thus,
unfortunately the interventionist and turbulence issues outlined in the pre-merger
(AS-IS) organisational and decisional models were not effectively addressed.

Staff consultation has taken place; however, a significant amount of feedback
never translated into changes to the proposed organisational model. This has reduced
the level of acceptance among staff.

Importantly, the detailed process modeling was never completed and as such the
implementation went ahead without detailed models and guidance, in a ‘cold turkey’
manner (i.e. overnight changeover) resulting in a state of confusion as to ‘who does
what, now’ lasting several months and affecting both staff and clients (students) In
other words, there was little attention given to post-merger integration.

On the positive side, the Merged School did achieve a unique image, and in time
reached an increased level of integration and consistency across campuses and more
efficient resource management.

4.3 Lessons Learned

To sum up, there were a few lessons learned from the successes and short-term
failures of this project. To start with, such a project needs an enduring ‘champion’ in
an authoritative management position in order to back the project for its entire
duration.

The modeling processes involved in M&As must start early; ideally, a reference
model repository should be built in advance and constantly enriched based on each
merger post-mortem. Some human-specific processes (such as trust building, nego-
tiations etc.) cannot be rushed and thus, preparedness is the key.

The detailed design and implementation phases of M&As must be properly
planned for and performed. Especially when organisational changes involving human
aspect are involved, suitable detail must be provided so that people understand their
new/changed roles. Feedback from stakeholders must be gathered, refined and
incorporated in the final models, being crucial in post-merger integration.

5 Applying the Preparedness Building Methodology

Preparedness can be built for announced and potential M&As. Here the merger
partners were known, therefore this is a case of preparedness building for an
announced merger.
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Out of the three categories of issues (as outlined in Sect. 2.1), major issues pre-
sented by the case study are Business and Management and Human Resource issues.
In this case IS/IT issues were limited to the challenges in achieving consistency in the
way IS and IT are managed for the involved schools. Therefore, the aim of pre-
paredness building could be the following:

• Identify obstacles to the transformation and implement appropriate preventive
actions;

• Plan for post-merger integration based on the expected outcomes;
• Prepare a Post-Merger Integration (PMI) Plan and an Integration Strategy
• Involve key stakeholders (both schools’ management, administration and academic

staff) in the preparedness building activities.

5.1 Step 1: Identify Enterprise Entities

From the discussion of the case study, the entities affected by preparedness building
are the Heads of Schools (HOSs), academic and administration Staff, students, ser-
vices, technical infrastructure and Information Services.

Preparedness building requires a strategic program typically governing several
projects covering the proposed organisation-wide change, running for extended
periods. A possible list of the program and projects involved is: a Preparedness
Building Strategic Program (PBSP), a Business Preparedness Building Project (BPBP)
and a HR Preparedness Building Project (HRPBP). In practice, the list of enterprise
entities is negotiated between the project/program managers, key stakeholders and the
relevant governance body.

5.2 Step 2: Show the Role of Each Entity in Preparedness Building
Transformation

The next step is to show how the identified entities will interact with each other to
conduct the preparedness building transformation. This can be achieved by developing
so-called ‘dynamic business models’; the models applicable to the case study are
shown in Figs. 3 and 4. It should be noted that, in these models, each ‘relationship’ is
considered a contribution of an entity to another entity’s lifecycle activities;
According to ISO 15704, for each relationship the acting entities would typically use
available reference/partial models to create the design solution for their particular
target entity (see Appendix A).

Figure 3 shows the role of existing entities in establishing the required program
and project entities. The management at the University and Faculty levels in con-
sultation with HOSs of schools A and B decide to prepare for upcoming M&As.
Therefore they decide, identify, conceptualise and specify the requirements (mandate)
of the Preparedness Building Strategic Program (PBSP), structure a strategic man-
agement team, and provide the basis for a master plan of the program (Relationship 1).
Potentially, PBSP management can be made up of both HOSs, with one of them being
the Program Manager, and key staff of all two schools in addition to members from
University and Faculty. From here on, PBSP management is responsible for the design

Analysing the M&A Preparedness Building Approach 467



and implementation of PBSP. In the detailed design, program management designs the
program team, and plans their tasks. This planning follows a project-based design to
develop the detailed design of the program (i.e. to identify projects, their tasks and
prepare a mandate for each project) (Relationship 3); in doing so, the Program
Management Team also seeks the guidance of all staff of two schools (Relationship 2).

For the identified change activities, the PBSP defines two separate projects which
can be called BPBP (Business-) and HRPBP (HR-) Preparedness Building Projects
with BPBP being the governing project to maintain the strategic alignment during the
transformation. The PBSP program team identifies conceptualises and specifies the
mandate of BPBP (Relationship 4) but only identifies and conceptualises HRPBP
(Relationships 5). This is because HRPBP’s mandate will have to be defined by the
BPBP (Relationships 7). Relationships 6 and 8 represent the self-designing and re-
engineering capabilities of BPBP and HRPBP respectively.

Figure 4 shows the establishment of merged school. Management at the univer-
sity, faculty and school level identifies conceptulise and specifies requirements for the
merged school (Relationship 1). The operation of PBSP (see Fig. 5) will help HRPBP
to structure the merged school (Relationship 2).

Figure 5 shows the preparedness building changes initiated by PBSP, BPBP and
HRPBP. The role of PBSP is to govern and monitor the progress of M&A pre-
paredness building, and the operations of BPBP as well as HRPBP. BPBP is
responsible for planning and implementing preparedness building (key tasks: Gap
Analysis, Requirement Specifications, preparing mandates for HRPBP, plan for
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business processes & product integration, improve consistency in current operation).
The role of HRPBP is critical for our case, as HRPBP would be responsible for
preparing staff for the merger, achieving consistent organisational structure and HR
management practices across the campuses.

Starting with the operation of BPBP, the BPBP identifies necessary changes at the
HOS level to achieve consistency in managing schools, their staff and products
(Relationship 1). HOSs are the leaders for their respective schools and they are also
part of the PBSP team, therefore it is necessary to first implement changes at their
level. Such initiatives reflect that preparedness building has executive management’s
commitment and support.

Similarly, the HRPBP, with the help of BPBP, suggest equivalent changes for the
staff such as preparing staff for future organisational structure (Relationship 2). Key
transformational activities may involve identifying and categorising roles that would
become redundant, remain unchanged and any new roles required after the merger.
This would also require changes into the staff structure and organisational processes.
For example, for a course offered at multiple campuses we might need a new role such
as Primary Course Convener supervising (existing) Campus Conveners. In addition
these smaller teams must plan for possible changes into designs and structures of their
respective courses and should come up with an integration plan for their respective
courses/programs.

To reflect such major changes into organisational structure, the schools also need
to identify changes in current reporting mechanisms, communication methods, pro-
motion arrangements. Another major task for HRPBP would be to plan, initiate and
continuously foster the culture change. Cultural change would be critical for trans-
forming two competitive teams into a collaborating one and prevent residual ‘us and
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Fig. 5. Transformational initiatives in building preparedness.
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them’ feelings that normally result unplanned/unsuccessful cultural integration. If
needed, arrangements should be available to transition/support the students affected by
the school merger (Relationship 3).

Staff of the two schools must make necessary changes to their products (Rela-
tionship 4). Based on guidelines from BPBP, major transformational activities are to
analyse the designs of degrees, the structures and contents of courses, and plan for
making the products consistent across the campuses.

To manage resources effectively, HOSs need to identify a way to manage and
maintain resources in a unified way. Therefore they must identify and changes current
resource arrangements (Relationship 5).

Staff and HOSs of all schools must suggest changes to existing Technical Infra-
structure and IT Applications/Services, particularly to support post-merger planning
of integrating products.

After PMI, support is needed for cross-campus communication and resources
sharing. Such changes support the organisations in preserving the established M&A
Preparedness (Rel’ship 6 & 7).

While making all the precautionary changes in the current arrangements, BPBP
and HRPBP teams may identify relevant changes at the Faculty and University levels
to maintain the strategic alignment. Such changes could be in the current policies and
principles, reporting systems, management and controlling procedures. As noted by
Mcdonald, Coulthard and Lange [20] such changes in existing strategy are required
for an effective M&A implementation. Therefore BPBP and HRPBP can inform the
PBSP team about such changes (Relationship 8). In turn PBSP team recommends
those changes to the Faculty and University Management (Relationships 9 & 10).

Changes will then be proposed to U&F, which may approve (or not); nevertheless,
they must reach consensus that can maintain strategic alignment between M&A
strategy and corporate goals, and that of the Business, HR and IS strategy for M&A
Preparedness building.

In this discussion we have argued that a possible Preparedness Building Exercise
can be planned to achieve basic systemic properties/design properties, so that change
can become a natural and dynamic exercise rather than the occasional forceful
imposition on the organisation. In this case study, there were no explicit shared
representations of processes (in a formal enough manner), which would have allowed
to define the new processes needed by the merged organisation. Preparedness building
would have entailed the development of explicit and shared process models. As no
resources were allocated to perform the necessary modelling even after the merger,
the distributed operation of MS was affected by process inefficiencies.

5.3 Step 3: Demonstrate Relative Sequence of Transformational
Activities

Finally, once the mandate of preparedness building transformation is finalised, it is
important to identify the detailed activities that must be performed as well as by whom
and when.

For this particular step we have used so-called ‘life history’ diagrams (c.f. ISO
15704), that show entities and their lifecycle phases on a vertical axis and time on the
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horizontal axis. Such diagrams show major milestones and then may become the basis
for project management charts (such as Gantt). As explained in Vaniya and Bernus
[28], MAPBM is developed based on EA concepts using GERAM [14, 15].

6 Conclusions and Future Research

The paper has reviewed three categories of issues that are commonly considered the
reason for high failure rates for M&As. Using a systems view of enterprise trans-
formation (based on an EA approach), we have identified a contradiction between the
need to address post-merger integration planning in detail and the usual time pressure
when an M&A deal is considered.

Our main contribution is that we proposed a solution called ‘preparedness build-
ing’, that allows enterprises to consider M&As as strategic possibility (even if not
actual yet), and determine what systemic changes are necessary in the three categories
(business, IS/IT and HR), so that the organisation can develop flexibility in these areas.
To achieve such preparedness building requires strategic initiative and organisational
change. Given the complexity of this transformation we used an Enterprise Architec-
ture approach to demonstrate how a simultaneous transformation of business, HR and
IS/IT aspects can be orchestrated to achieve M&A preparedness as a systemic property
of the enterprise. We have also discussed a case study, and what areas could have been
addressed by the proposed preparedness building methodology, so as to improve the
speed and efficiency of the Merger that was eventually completed.

The proposed M&A Preparedness Building Methodology could be evolved into a
Preparedness Building package aiming to improve M&A success rate by addressing
the root causes of issues, so that an enterprise is ready for M&As and similar enter-
prise-wide change endeavours. It is also important to have a mechanism to determine
whether the organisation is ready for the desired type of M&A. Based on such a
determination, a prescriptive list of activities can be provided as a roadmap towards
building preparedness for the desired type of M&A. Therefore, research is in progress
to develop the checklist of key M&A issues and their solutions, define the state of
M&A Preparedness in terms of systemic properties and develop an optimal list of
M&A Preparedness Building Activities for different types of M&As.

For the above goals, a mixed-method research will involve an international survey
and follow-up semi-formal interviews to consider industry response to the M&A
Preparedness Building Methodology development. The results of this research will
also be verified by an expert panel consisting of M&A practitioners and researchers.

Appendix A

Generalised Enterprise Reference Architecture (Gera)
Modelling Framework

See Fig. 6.
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Abstract. Planning changes in an enterprise and its supporting IT
can be supported by enterprise architecture (EA) models. The planned
changes result in gaps which can be derived by a gap analysis. But, know-
ing the gaps is not enough. Also important is to know in which sequence
gaps are to be closed for transformation path planning. In this paper we
show how gaps are identified and reused for detailing a model of the tar-
get architecture. Based on this refinement further gaps become visible.
Furthermore, we describe how it is possible to create with a transfor-
mation model and an action repository transformation paths towards a
desired and detailed target architecture. Afterwards, we give a use case
example and propose a technical realization of the solution.

Keywords: Enterprise architecture planning · Gap analysis · Transfor-
mation model · Graph transformation

1 Introduction

Enterprises nowadays face challenges like changing markets, security threats,
evolving technologies and new regulations that drive the need to adapt the
enterprise. Enterprise architecture management (EAM) supports this change
in a structured manner. An enterprise architecture (EA) is the “fundamental
organization of a system [the enterprise] embodied in its components, their rela-
tionships to each other, and to the environment, and the principles guiding its
design and evolution” [1].

Models of this architecture can support decision making for planning pur-
poses. Such EA models cover aspects from business, processes, integration, soft-
ware and technology [2]. To cope with the complexity of an EA it is crucial
for enterprises to use a managed approach to steer and control the redesign of
the enterprise. The complexity arises from the level of abstraction, the num-
ber of stakeholders involved, and the change of internal and external conditions
inherent to EAs.

c© Springer International Publishing Switzerland 2014
S. Hammoudi et al. (Eds.): ICEIS 2013, LNBIP 190, pp. 474–489, 2014.
DOI: 10.1007/978-3-319-09492-2 28
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To plan the change it is necessary to have a plan basis, i.e. the current
architecture, and to know the goal of planning activities, i.e. the target architec-
ture. According to [3,4] the planning activities take place at different decision
levels. Each of them varies in detail and levels of abstraction seem to be inevitable
[4]. The need to change and the resulting moving target are challenges for EA
planning, as part of the EAM, has to meet [5,6]. EAM and particularly EA plan-
ning is supported by tools which allow the creation of visualizations, automated
documentation and analysis of EA models.

In this paper we describe how gaps can be derived from two EA models for
different points in time. Furthermore, we introduce the transformation model by
Aier and Gleichauf [7] to connect architectural building blocks from the models
of the current and target EA. With the results from gap analysis and the infor-
mation contained in the transformation model we introduce an action repository
for the creation of different transformation paths. We exemplify the solution to
get from gaps to transformation paths based on a model of a current and target
architecture of an application architecture within a use case for a master data
consolidation challenge. Furthermore, we propose a technical realization based
on semantic web technologies and graph transformations.

2 Foundations

This section gives an introduction to the foundations of EA models and their
usage for planning purposes. Furthermore, we introduce semantic web technolo-
gies and graph transformations for planning purposes, as they are of relevance
for our proposed technical realization of the solution.

2.1 Enterprise Architecture Models

According to Buckl and Schweda [8] EAM follows a typical management cycle
that consists of the phases plan, do, check and act. The plan phase is concerned
with developing change proposals that are implemented in the do phase. Within
the check phase differences between intended and actually achieved results are
controlled. Based upon the results from the check phase the act phase provides
input to the plan phase by supplying information for the next plan phase. Models,
as an abstraction mechanism, of an enterprise, can support the plan phase as
part of an EAM approach [9,10].

EA models can be used to describe an EA for different points in time [8]. The
model of the current architecture of the enterprise is a documented architecture
at the present point in time and serves as a starting point for defining a model of
a target architecture. In contrast the model of the target architecture represents
a desired architecture in the future which can be used to guide the development
of an EA from the current towards a target architecture. The development of
a target architecture depends on the enterprises’ EA goals. It is influenced by
business requirements, strategic goals and IT objectives like master data con-
solidation, improving the flexibility of IT and drive the coverage of standard
platforms [11].
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Which factors and how exactly they influence the target architecture depends
on the architecture method applied and how it is integrated into the enterprise‘s
governance processes.

A gap analysis, sometimes also referred to as delta analysis, is the comparison
between two models of an EA that is used to clarify the differences between
those two architectures. Different models of architectures that can be compared
are current to target, current to planned, planned to target and planned to
planned [8].

2.2 Semantic Web Technologies in a Nutshell

Semantic web technologies are used to integrate heterogeneous data sets and
formalize the underlying structure of the information to allow a machine to
understand the semantics of it [12]. The World Wide Web Consortium (W3C)
provides a set of standards to describe an ontology and to query it. An ontology
“is a set of precise descriptive statements about some part of the world (usually
referred to as the domain of interest or the subject matter of the ontology)” [13].

Two standards are of relevance for a proposed technical realization: firstly,
the Web Ontology Language (OWL) [13] for making descriptive statements and
secondly, the SPARQL Query Language for RDF (SPARQL) [14], which allows
querying these statements.

The Resource Description Framework (RDF) [15] is a basis for both stan-
dards, as OWL ontologies can be serialized as RDF graphs and can be accessed
via SPARQL. An RDF graph consists of triples of the form ‘subject, predicate,
object’, whereas subjects and objects are nodes and predicates are relations.
Every resource in an ontology is identified by a resource identifier which allows
for example distinguishing between a bank in a financial context and a bank of
a river. Information from the ontology is queried via SPARQL, which provides
the resources that match patterns specified within the query.

Semantic web technologies have already been applied to domains of interest
that range from semantic business process modeling [16] to diagnosis of embed-
ded systems [17]. First implementations based upon semantic web technologies
for EAM already exist from TopQuadrant with its TopBraid Composer1 and
Essential Project2.

2.3 Graph Transformations for Planning Purposes

Several different approaches, techniques and representations to planning prob-
lems have been developed over the last decades [18,19]. These approaches range
from state space model based planning to task networks, where tasks for reaching
a goal are decomposed and sequenced. A state space based approach is prefer-
able, because models of the current and target architecture are used in many
EAM approaches [5,11,20,21] and are present in tools used in practice [22].
1 www.topquadrant.com/docs/whitepapers/WP-BuildingSemanticEASolutions

-withTopBraid.pdf
2 www.enterprise-architecture.org/

www.topquadrant.com/docs/whitepapers/WP-BuildingSemanticEASolutions-withTopBraid.pdf
www.topquadrant.com/docs/whitepapers/WP-BuildingSemanticEASolutions-withTopBraid.pdf
www.enterprise-architecture.org/
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Graph transformations for AI planning purposes solve a planning problem
by applying graph transformations to a model until a solution for the planning
problem is found. The result of such a planning process is a sequence of actions
changing a model into another model.

However, graph transformations have the disadvantage that they provide a
huge state space regarding the states, which have to be examined when all states
in the graph are computed. As a consequence this influences the computation
time of all possible worlds created through the transformations. With graph
transformations a planning problem can be solved by searching for graph pat-
terns in a state represented by a graph and applying graph transformations to
change the state [23]. Graph transformations have the benefit that they have a
sound theoretical foundation [24].

3 From Gaps to Transformation Paths as Sequences
of Actions

The goal of the proposed approach is to deliver a more detailed model of the
target architecture by making suggestions to a domain expert how a detailed
target architecture could look like. Afterwards, we describe how these gaps are
related to each other to generate a transformation path which allows to structure
change activities, which close gaps, in sequence of actions.

3.1 Modeling Current and Target Architecture

First, a current architecture is modeled and afterwards, a target architecture is
modeled, at the same level of detail. We reuse the model of the current architec-
ture and change it to the desired target architecture. The same level of detail is
necessary to ensure the comparability of the models.

The current architecture may be more detailed, but can be aggregated in a
way which restores the comparability [25]. Business support maps, which relate
applications to supported processes and organization units, are an example for
such a model with the same level of detail [11].

Results of the Modeling. The result of this phase are the two sets:

currentArchitecture= model of the current architecture of the EA
targetArchitecture= model of the target architecture of the EA

In our solution the core of an EA model is a set which consists of three different
types of elements. The EA model contains the architecture building blocks (B)
of the EA, relations between architecture building blocks (R) and attributes of
architecture building blocks (A). In this sense an EA model can be defined as:

M := {B ∪ R ∪ A}
B := {x | x is an architecture building block}
R := {x | x ∈ B × B} and A := {x | x ∈ B × V }
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Architecture building blocks stand for the elements of the EA, for instance
a Customer Relationship Management application within the application archi-
tecture. Relations hold between these architecture building blocks, for exam-
ple when an application depends on another application the respective building
blocks are connected by a dependency relation. Attributes are values associated
with architecture building blocks that characterize measurable and observable
characteristics of the architecture building block, e.g. the release number of an
application or the uptime of an service.

3.2 Performing Gap Analysis

Gap analysis is performed to compare the modeled current and target architec-
ture. It compares the differences between currentArchitecture and targetArchi-
tecture. In terms of a set operation this comparison corresponds to a intersection
of the two compared sets. As a result three subsets are identified: onlyCurrentAr-
chitecture, onlyTargetArchitecture and stable.

Results of Gap Analysis. onlyCurrentArchitecture is the set of building
blocks, relations and attributes which only exist in the model of the current
architecture.
onlyCurrentArchitecture := {x | x ∈ currentArchitecture

∧ x /∈ targetArchitecture}
In contrast, onlyTargetArchitecture is the set of building blocks, relations and
attributes which only exist in the target architecture.
onlyTargetArchitecture := {x | x /∈ currentArchitecture

∧ x ∈ targetArchitecture}
The third set stable is the set of building blocks, relations and attributes which
the current and target architecture have in common.
stable := {x | x ∈ currentArchitecture ∧ x ∈ targetArchitecture}

3.3 Setting the Successor Relationships for Building Blocks

The successor relationships are modelled within a transformation model [7]. The
transformation model is defined as follows: transformationModel := {x | x ∈
currentArchitecture × targetArchitecture}

With the successor relationships at hand it is possible to identify the succes-
sor type for building blocks which can be divided into noSuccessor, noPredeces-
sor, oneToOne, oneToMany, manyToOne, and manyToMany. The inverse of the
successor relation is the predecessor relation.

All building blocks in onlyCurrentArchitecture that do not have a successor
belong to the set noSuccessor. All building blocks that belong to onlyTargetAr-
chitecture and do not have a predecessor belong to the set noPredecessor. The set
oneToOne consists of the pairs of building blocks that have exactly one successor
and this successor has only one predecessor.
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oneToMany is the set of building blocks that have several successors in the
target architecture whereas the set manyToOne is the set of building blocks
which have the same successor in the target architecture. manyToMany is the
set of building blocks which have common successors, which in turn have several
predecessors. By querying the models we can determine to which set a building
block belongs.

A successor relationship is part of exactly one of the above subsets. Within
the six different sets disjoint subsets exist. For the noSuccessor and noPredeces-
sor set each building block represents a disjoint subset and are planned inde-
pendently in contrast to the other successor sets. This is an implicit information
of the transformation model, as we do not model self-directed relations for this
information.

3.4 Creating Suggestions for a Detailed Target Architecture

In order to make suggestions the model of the current architecture considers
applications, services and business building blocks. Business Building Blocks are
in a tight relationship with the business activities of an enterprise but implemen-
tation independent. With the detailed information of the current architecture
and the successor relationships at hand for applications it is possible to generate
suggestions how a model of a detailed target architecture could look like.

Each application belongs to exactly one subset of the transformation model.
Different suggestions are made for the subsets how to detail the target archi-
tecture. By following a suggestion the target is stepwise getting more detailed,
as all sets of successor relationships are getting processed. A suggestion may
be inappropriate for a domain expert she can overrule it by modeling different
details. The result is a model of a detailed target architecture. At first all ser-
vices are transferred to the model of a detailed target architecture. Then the
dependencies can be added to the model of the detailed target architecture.

Suggestions for Provided Services.

1. noSuccessor set: for each provided service in the current architecture check
if it is used by an application that is part of the target architecture or the
consuming application has a successor relationship.
(a) If there are any applications it is necessary to check if they still can work

properly without consuming the service.
(b) Otherwise, no information from the current architecture is added to the

target architecture.
2. noPredecessor set: it is not possible to suggest a detail for the target architec-

ture as there exists no detail in the current architecture. A manual addition of
provided services and their business building blocks in the target architecture
is necessary.
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3. oneToMany set:
(a) If the predecessor is part of onlyCurrentArchitecture all provided services

of the predecessor, including their business building blocks, are suggested
to be provided by one of the successor applications.

(b) Otherwise, all provided services and business building blocks of the pre-
decessor are suggested to be provided by one of the successor applications
or the remaining part of the predecessor in the target architecture.

4. manyToOne set:
(a) If the successor is part of onlyTargetArchitecture it is suggested to provide

each service of its successors, but only one per business building block.
(b) Otherwise, it is suggested that the successor provides the services already

provided in the current architecture, i.e. by itself, and provide all services
of the other predecessors, but only one per business building block.

5. manyToMany set: All provided services are suggested to be provided by one of
the successors. If more than one predecessor provides a service with the same
business building block the suggestion is to provide only one service in the
target architecture with such a business building block. Further suggestions
were not identified as this type represents a complex type of restructuring.
Nevertheless, the domain expert should be supported with information about
applications changing business support and assigned customer groups. Fur-
thermore, information which applications belong to onlyCurrentArchitecture
and onlyTargetArchitecture needs to be presented to the domain expert.

6. oneToOne set: all services, including their business building blocks, provided
by the predecessor are suggested to be provided by the successor.

7. Furthermore, the domain expert can model additional services or let suggested
services be provided by an application that is not a successor of the application
that provided it in the current architecture.

8. For each service information is stored if it is the successor of one or more
services in the current architecture. This is necessary to allow a sound trans-
formation planning [9].

As a result all provided services have been modeled in the target architecture
including their business building blocks. Furthermore, the information about
successor relationships of the services is available.

Suggestions for Used Services.

1. manyToMany set: all used services of predecessors are suggested to be used
by at least one successor. The domain expert can choose if more than one
successor uses the service of a predecessor.

2. oneToOne set: all services used by the predecessor are suggested to be used
by the successor.

3. manyToOne set: used services of the predecessors are suggested to be also
used in the target architecture.
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4. oneToMany set:
(a) If the predecessor is part of onlyCurrentArchitecture all used services of

the predecessor are suggested to be used by one of the successor applica-
tions.

(b) Otherwise, all used services of the predecessor are suggested to be used by
one of the successor applications or the remaining part of the predecessor
in the target architecture.

5. noPredecessor set: which services are used by the application need to be mod-
eled manually as no information from the model of the current architecture
is available.

6. noSuccessor set: as the application does not exist in the model of the target
architecture no information about used services needs to be added to the
target architecture.

7. Furthermore, the domain expert can model additionally used services for
every application.

Results of the Guided Refinement. The result is a model of a detailed target
architecture including provided and used services with related business building
blocks. Consistency checks can be performed on the model to check whether
services exist which are provided but no longer used by any application. Gap
analysis can be performed again and the detailed gaps between the models of
the current and target architecture are available.

With the results of gap analysis and a detailed current architecture it is
possible to assist a domain expert in modeling a detailed target architecture
by making suggestions how to detail it based on the current architecture. The
variety of suggestions that can be provided is limited to the information available
in the EA model. For example, technical information about the services can
be added to allow more sophisticated suggestions, like to prefer web service
technology for services of applications that have to be build.

3.5 Creating an Action Repository

Before the transformation path from the current to the target architecture can
be created, it is necessary to describe possible changes in a way which allows the
sequencing of actions. This is realized with an action repository where abstract
actions are modeled. An abstract action consists of two parts. One part specifies
the preconditions for an action to be applicable. The other part is the effect part,
which specifies the changes to an architecture model if an (abstract) action is
applied to it.

The creation of the action repository is only done once as the actions are
described on an abstract level. However, if the meta-model of the EA changes
the actions in the action repository need to be checked if they are impacted by
these changes.

In a technical sense the abstract action matches via a graph pattern into the
concrete model of the different states. Concrete actions relate to concrete entities



482 P. Diefenthaler and B. Bauer

and relationships in an architecture model and concrete changes to the state of
architecture models. The application of a concrete action to an architecture
model, may enable the application of several other concrete actions.

Abstract actions are either atomic or composed. An atomic action changes
exactly one element of either currentArchitecture or targetArchitecture. Com-
posed actions are a composition of other actions, regardless if atomic or com-
posed. To create a transformation path it is necessary to model at least abstract
actions for shutting down and developing building blocks and abstract actions
that take care of the relationships between the building blocks and the attributes
of the building blocks.

Logical Order of Abstract Actions. The abstract actions are modeled in
a logical order, which means that it is only possible to apply the action if the
preceding actions were already applied. For example, it is not possible to change
the dependencies from a service to its successor service if it has not yet been
built. Furthermore, it may be necessary to build the application first to allow the
creation of a new service. After the dependencies of a service have been changed
to a successor it is possible to shutdown the service.

If all services of an application have been shutdown it is possible to shutdown
the application. The logical order prevents the creation of loops in the transfor-
mation path, i.e. to shutdown and create the same application several times. It
may be the case that it is not necessary to enact the develop application action.
For example, if a service which has to be developed for an application that
already exists. In this case it is not necessary to develop that application again
since it already exists in the current architecture. The logical order prevents the
shutdown of the predecessor services, until the successor service is developed.

3.6 Creating the Transformation Path

With the action repository, the transformation model, the models of current
architecture and target architecture at hand it is possible to start the creation
of possible transformation paths.

We derive all applicable concrete actions by checking which preconditions of
abstract actions match in

planningKnowledgeBase := {transformationModel ∪ currentArchitecture ∪
targetArchitecture}
This corresponds to a breadth search of applicable actions for a possible change
from the current towards the target architecture. If a concrete action is applied to
planningKnowledgeBase it changes the state of the planningKnowledgeBase. In
contrast if we apply a depth search we receive a transformation path changing the
EA in a sequence of concrete actions from the current to the target architecture.
If no such transformation path exists the more exhaustive breadth search can
be omitted and we are informed that no transformation path was found. By
applying the breadth search on each state recursively and we get the whole state
space.
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With the state space it is possible to determine all possible transformation
paths from the current to the target architecture. By selecting concrete actions
we create the transformation path, change the planningKnowledgeBase and get
each time a list of concrete actions which we now can apply. When the transfor-
mation path is complete, i.e. all necessary changes have been applied, no further
actions are applicable and the transformation path is saved. If gaps are not to
be closed it is possible to stop the creation of the transformation path.

The selection process for choosing concrete actions can be enhanced by pro-
viding development costs for proposed applications and services, and mainte-
nance costs for applications and services which are to be retired. Furthermore,
the consideration of desired benefits, anticipated risks and resource constraints
could be considered if available to allow for a weighting of favorable sequences
of actions.

4 Use Case - Development Master Data Management

In the past, applications were often developed to address the specific business
needs that a part of the organization had at a certain moment. However, consid-
ering the whole enterprise it is not effective to store redundant data in several
applications as this increases the risk of outdated and inconsistent data. This
is the basis for the master data management (MDM) challenge [26]. In our use
case we show a typical (and simplified) example for the introduction of master
data management in the research and development division of an organization.
Figure 1 shows a part of the model of the current architecture of the organi-
zation’s IT landscape. There has already been placed a development master
data management (DMDM) system in the organization which provides services
(MasterData v1 and v2) to other applications. However, not all existing appli-
cations use the master data provided by DMDM: the application DevManager
provides similar data that is still used by existing applications such as the prod-
uct planning tool and the quality tests planning tool. Other applications such
as the virtual quality test result database store the master data themselves and
are not connected to DMDM. For the modification of products (from one test
to another) there exist two applications for the different product classes the
organization provides to their customers. Additionally, applications to plan the
product, the quality tests and store the results that have been gathered during
the (physical or virtual) quality tests, exist. In the model of the target architec-
ture the functionality in the different applications shall be united and all other
tools will use the data provided by DMDM. There will be only one planning tool
that includes planning for the product as well as the quality tests. All quality
tests (including the results) will be managed by one quality test assistance and
result management tool (cf. Figure 2).

Please note that Figs. 1 and 2 already contain the services, which may not
be considered in the first place for planning purposes.
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Fig. 1. Master data management: current architecture.
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Fig. 2. Master data management: target architecture.

Solution Applied to the Use Case

At first currentArchitecture and targetArchitecture are created by modelling both
architectures. Applying gap analysis it is possible to derive that onlyCurrentAr-
chitecture contains: DevManager, Product Planning Tool, Quality tests planning
tool, Physical quality test assistance tool, Physical quality test result database,
Virtual quality test result database, Product class A assistance database, Prod-
uct class B assistance database, QueryDev v1, MasterData v1 and v2.

The set stable contains only Development master data management system
(DMDM) whereas onlyTargetArchitecture contains Product and Quality test
planning tool, Quality test assistance and result management tool, Product mod-
ification assistance database, MasterData v3 and PlanningData v1.

Within the transformation model information on the successor relationships
is kept: Product planning tool and Quality tests planning tool have the same suc-
cessor (Product and Quality test planning tool). Physical quality test assistance
tool, Physical quality test result database and Virtual quality test result data-
base have the Quality test assistance and result management tool as a common
successor. DMDM is a successor of itself, which is in accordance with [7], and
DevManager has no successor. Product modification assistance database is the
successor of Product class A assistance database and product class B assistance
database.

Regarding the services the following successor relationships are contained in
the transformation model: MasterData v3 is a successor of MasterData v1 and
v2. The QueryDev v1 has no successor and PlanningData v1 has no predecessor.
Based upon this information the action repository can show that it is possible
to develop MasterData v3 in the first place or one of the successor applications.
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If for example as the first action the development of MasterData v3 is selected
it is possible to take care of the dependencies of applications to the predecessors
of the service. After removing the dependencies and creating the new ones to the
successor service it is possible to shutdown the predecessors. The development
of the new applications are to be selected as the next steps in the transformation
path. The remaining actions are not described in detail, however their sequence
is constrained by the logical order of the abstract actions.

5 Discussion

The discussion is divided into two parts. At first we discuss the results of solution
and its application to the use case. After that, the limitations of the solution are
presented.

The solution describes how it is possible to derive gaps between the models
of a current and target architecture for planning purposes using a set theoretic
description. With the gaps at hand and information regarding the successor
relationships of elements the solution reuses existing information to aid in the
detailing the model of the target architecture. Afterwards, an action repository
aids in the creation of possible transformation paths, which are sequences of
actions. Overall, the solution considers a domain expert as an important part of
the activities and assists her in the decision making process.

Creating suggestions for detailing the model of a target architecture is only
possible if business building blocks are available. However, the mechanism of
gap analysis, the transformation model and the creation of transformation paths
using the action repository are not impacted by this limitation.

Furthermore, requirements regarding the meta-model are posed by the solu-
tion. If the EAM approach does not concern application architectures, and as a
consequence the models of applications and their dependencies to services, the
solution would in its current shape not be suitable. However, the mechanisms as
described in the solution can be adapted to aid in the modelling and creation of
transformation paths which address the concerns of the stakeholders. From our
point of view, applications and their provided services are an important part of
an EA.

Currently, we create the connection of the models of the current and tar-
get architecture manually, which is prone to errors and time consuming. The
model of the target architecture does currently not consider information which
transformation paths, taking technology architecture aspects into account, are
possible.

6 Proposed Technical Realization

Using semantic web technologies for formalizing information sources yields a
number of advantages, starting with having a formal, unambiguous model to
the possibilities of reasoning and consistency checking. The knowledge base
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containing, the current and target EA models, as well as the transformation
model, can be consulted at run time by humans as well as by applications.

Identifying gaps can be realized using standard tools like Protégé3 for mod-
eling and OWLDiff4 for comparing the modeled EAs. For detailing the model of
the target architecture we suggest the usage of SPARQL as it allows querying
and adding information in a semi-automated manner.

Regarding the creation of transformation paths we suggest to use a more
sophisticated graph transformation approach, as it provides the expressiveness
necessary for the creation of transformation paths. This requirement exceeds
the current capabilities of SPARQL. A promising World Wide Web Consor-
tium standard is the Rule Interchange Format5 (RIF), which initial purpose
was the exchange of rules. The second edition of RIF provides an action lan-
guage which can be used to express the actions necessary for transformation
path planning. However, we were not able to test the proposed solution as no
free implementations are available yet. Therefore, we propose to use a mature
graph transformation tool like GROOVE6.

However, this proposed technical realization requires a model to model (M2M)
transformation of the ontologies to a model which is interpretable for a graph
transformation approach.

7 Related Work

In this section related work is introduced. As a starting point the technical report
‘On the state of the Art in Enterprise Architecture Management Literature’ [8]
was taken, as they consider gap (delta) analysis as part of the different EAM
approaches. Besides the listed approaches in the technical report an approach
from the University of Oldenburg and a technical standard from The Open Group
was identified as relate work.

7.1 University of Oldenburg

The Institute for Information Technology of the University of Oldenburg presents
a tool supported approach for performing a gap analysis on a current and ideal
landscape [27]. The approach is tightly coupled to the Quasar Enterprise app-
roach, which can be used to develop service-oriented application landscapes.

In order to be able to perform their gap analysis it is necessary to model the
current application landscape consisting of current components, current services,
current operations and business objects. The ideal landscape is modeled with
ideal components, ideal services, ideal operations and domains. Based on these
two models the tool is capable to generate a list of actions that would, if all were
applied, result in the ideal landscape. Within the paper the suggested procedure
3 http://protege.stanford.edu/
4 http://krizik.felk.cvut.cz/km/owldiff/
5 http://www.w3.org/TR/2013/NOTE-rif-overview-20130205/
6 http://groove.cs.utwente.nl/

http://protege.stanford.edu/
http://krizik.felk.cvut.cz/km/owldiff/
http://www.w3.org/TR/2013/NOTE-rif-overview-20130205/
http://groove.cs.utwente.nl/
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for selecting actions is to allow an architect to select certain actions that result
in a target. Furthermore, the tool is capable to provide metrics for quantitative
analysis of the application landscape.

Gringel and Postina state that gap analysis needs a “detailed level of descrip-
tion when it comes to modeling both landscapes” ([27], p. 283) and as a result
the “data necessary to perform gap analysis on the entire application landscape
on a detailed level considering operations is overwhelming” ([27], p. 291). How
the different actions interfere with each other is not considered and actions can
only be provided if an ideal landscape with all details has been modeled.

7.2 Strategic IT Managment by Hanschke

The ‘Strategic IT Management’ [11] approach is intended to serve as a toolkit
for EAM by providing best-practices derived from work experience. After a tar-
get architecture has been modeled and agreed upon gap analysis is used to
detect differences between the current and target architecture. Gap analysis is
performed on the basis of process support maps visualizing which applications
support which business processes (x-axis) and which customer group (y-axis)
the applications are assigned to. For a more fine grained gap analysis Hanschke
suggests to additionally add information about services and information objects
of the applications. Afterwards, for each gap possible actions to close the gap
are considered.

The actions range from introducing a new application, adding or reducing
functionality of an existing application, changing or adding services to the shut
down of applications and services. Based upon the results of gap analysis and
derivation of appropriate actions it is necessary to clarify dependencies between
the actions, bundle the actions and create planned architectures as recommenda-
tions for change. As far as we were able to verify the limitations of the tool and
approach it is not possible to create suggestions for a detailed target architecture.

7.3 ArchiMate

ArchiMate ([21], Chap. 11) introduces an Implementation and Migration Exten-
sion including a Gap element. A gap can be associated with any core element
of the ArchiMate meta-models, except for the Value and Meaning element. In
general, a gap links several elements of two EA models and contains elements to
be removed (retired) and to be added (developed). The linkage of the differences
between the EA models and the resulting gap is not described.

8 Future Work

Creating transition architectures as plateaus (see [21]) between the current and
target architecture should be supported by actions. A plateau is a stable state
of the EA. The current and target architecture are also plateaus according to
ArchiMate. However, we need to identify at first in which situations actions are
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of relevance for transition architecture creation and if it is possible to provide
meaningful support for a domain expert.

A value based weighting for different transformation paths is currently elab-
orated to support a domain expert with information which paths seem to be
more promising than others. This ranking will take into account different factors
relevant for transformation planning.

The methodology how to create, use and maintain the action repository is
currently extended to cope with different EA models and different concerns which
need to be addressed during transformation planning.

9 Conclusions

We have shown how it is possible to get from identified gaps to transformation
paths by creating a transformation model, detailing a target architecture and
using an action repository to create possible sequences of actions for transfor-
mation paths.

An use case for parts of an application architecture was presented and the
solution was applied to it. Furthermore, we presented a proposition for a tech-
nical realisation to allow for tool support.

We discussed the results and limitations of the solution and clarified its con-
nection to related work. Future work to be addressed was also presented.
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Abstract. Traditional methods of scenario-based software architecture eval-
uation rely on manual review and advanced skills from architects and devel-
opers. They are used when the system architecture has been specified, but
before its implementation has begun. When the system implementation
evolves, code analysis can enable the automation of this process and the reuse
of architectural information. We propose an approach that introduces metadata
about use case scenarios and quality attributes in the source code of the system
in order to support automated architectural evaluation through of static and
dynamic code analysis and produce reports about scenarios, quality attributes,
code assets, and potential tradeoff points among quality attributes. Our work
also describes the implementation of a code analysis tool that provides support
to the approach. In addition, the paper also presents the preliminary results of
its application for the architectural analysis of an enterprise web system and an
e-commerce web system.

Keywords: Architectural evaluation � Source code analysis

1 Introduction

Over the last decade, several software architecture evaluation methods based on
scenarios and quality attributes have been proposed [1, 2]. These methods use sce-
narios in order to exercise and evaluate the architecture of software systems. A sce-
nario represents the way in which the stakeholders expect the system to be used [1].
The methods allow the gain of architectural-level understanding and of predictive
insight to achieve desired quality attributes [3].

Traditional scenario-based methods produce a report as output of the process that
contains information about risk analysis regarding architecture decisions. Existing
methods, such as ATAM (Architecture Tradeoff Analysis Method) [1], produce
information about sensitivity and tradeoff points. Risks [1, 4] are architecturally
important decisions that have not been made, for example, when the development
team has not decided which scheduling algorithm will be used, or if they are going to
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use a relational or object-oriented database. Risks can also happen when decisions
have been made, but their consequences are not completely understood. One example
of such case is when the architecture team has decided to include an operating system
portability layer, but they are not sure which functions will part of it or how it will
affect the system performance [1].

Sensitivity points [1, 4] are architectural decisions involving one or more archi-
tectural elements that are critical for achieving a particular quality attribute. In that
case, the response measure is sensitive to changing the architectural decision. For
example, the level of confidentiality in a virtual private network might be sensitive to
the number of bits of encryption. Sensitivity points indicate to software architects and
developers where they should focus attention when trying to understand the
achievement of some quality attribute. They have to be careful when changing those
properties of the architecture because particular values of sensitivity points might
become risks. Finally, a tradeoff point [1, 4] is a sensitivity point for more than one
quality attribute. For example, changing the level of encryption could have impact on
both security and performance. If the time of processing a message has hard real-time
requirements, the level of encryption could be a tradeoff point because it improves the
security, but it requires more processing time affecting the system performance.

Existing architecture evaluation methods are applied manually and rely on manual
review-based evaluation that requires advanced skills from architects and developers.
They are applied when the system architecture has already been specified, but before
its implementation has begun. The system implementation is one additional element
that can be useful when suitably analyzed, for example, when a software evolves
causing critical architectural erosion [5] implying on the need of executing the process
of evaluation again because the architecture design has several differences to the
architecture implemented [6]. In this case, the implementation can provide informa-
tion to help the automation of the architectural evaluation, enabling information reuse
from previous manual evaluations.

In this context, this paper proposes an approach that introduces metadata about use
case scenarios and quality attributes in the source code of the system, which ideally
should come from traditional architecture evaluation methods. The main aim is to
allow automated static and dynamic code analysis in order to produce reports with
information, such as: (i) the scenarios affected by particular quality attributes; (ii) the
scenarios that potentially contain tradeoff points and should have more attention from
the development team; (iii) the execution time of a particular scenario; and (iv) if the
scenario was successfully executed or not. In our approach, when the system imple-
mentation evolves, it is possible to keep or adjust the metadata information and
automatically generate a new updated evaluation report. The approach does not aim to
replace traditional architecture evaluation methods, but it complements them by
promoting the continuous architecture evaluation during the implementation and
evolution of software systems.

The rest of this paper is organized as follows: Sect. 2 introduces the approach;
Sect. 3 presents the tool developed; Sect. 4 shows two case studies where we have
applied our approach; Sect. 5 discusses some related works and, finally, Sect. 6
concludes the paper.
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2 Approach Overview

This section presents an overview of our approach. The main goal is to automate the
architecture evaluation by adding extra information with metadata to the application
source code. The approach presented here is independent of programming language or
platform. Figure 1 presents an overview of the approach showing input and output
artifacts of each step.

Next subsections detail the steps shown in Fig. 1 to prepare information systems to
be analyzed using our approach, which are: (i) choosing scenarios from the target
architecture to be evaluated; (ii) identifying starting methods from evaluation sce-
narios; (iii) identifying and annotating quality attributes in the source code of the
target system; and (iv) executing our analysis tool that uses all the provided infor-
mation to perform automated scenario-based software architecture evaluation.

The approach is not limited to particular quality attributes, although the developed
tool is currently addressing only the performance and robustness quality attributes.
It is important to realize that the dynamic analysis is feasible only for quality attributes
that can be quantified during the system execution. On the other hand, the static
analysis can be used to perform traceability of any quality attribute that has associated
source code.

Fig. 1. Approach overview.
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2.1 Choosing Evaluation Scenarios

The first step of the approach is to choose the scenarios from the target architecture to
be evaluated. In order to perform this step, we can reuse information produced by
previous activities from the development process. In particular, the elicited relevant
scenarios gathered during the application of traditional architecture evaluation
methods, such as ATAM or others [7], might be reused during this step.

2.2 Identifying Starting Methods of Scenarios

In this step, we identify the starting points of the execution of the chosen scenarios in
the application source code under evaluation. A scenario execution defines paths of
execution which can be abstracted to a call graph, where each node represents a
method and each edge represents possible invocations.

Our challenge in this step is to define how identifying scenarios or paths of
execution in the application source code. A simple solution to associate scenarios to
the source code is to identify the methods that begin the use case scenarios execution,
considering them as the call graph root nodes. In order to allow the introduction of this
information in the source code, our approach defines the Scenario metadata, which
defines a name attribute to identify it uniquely.

2.3 Identifying Quality Attributes

The identification of quality attributes in the application source code is similar to the
identification of scenario starting methods. We have to add the metadata to the code
element that we are interested. The approach is not limited to particular quality
attributes, but the tool currently defines metadata considering performance, security,
reliability and robustness.

Figure 2 shows the metadata definition with their respective attributes. Per-

formance metadata has two attributes: name and limit time. Name is a string that
uniquely identifies it, and limit time is a long integer that specifies a maximum time
expected in milliseconds. The related method must complete its execution in a shorter
time compared to the limit time value. Consequently, we can monitor if particular
methods related to this metadata are executing according to the expected time or if
they have improved or decreased their performance in the context of an evolution
between two different releases of the system.

Fig. 2. Approach metadata for quality attributes.
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Robustness metadata has a string name attribute that is unique and a double
attribute that specifies the failure rate. It represents the maximum failure rate expected
for a particular method from zero to one. Zero means that it never fails and one that
fails in all the cases, in the same way, a value of 0.9 means it fails in 90 % of cases.
Similarly to performance, we can monitor if the method fails more times than the
value specified in the attribute. In this case, a warning should alert the developer team.

Security and Reliability metadata have currently one attribute, a string
that uniquely identifies each one. The main aim is to annotate source code elements
where these quality attributes are critical. This is useful because it enables traceability
providing the possibility of determining statically, which use case scenarios are
affected by quality attributes or which ones have potential to contain tradeoff points.
For example, increasing the level of encryption could improve the security of the
system, but it requires more processing time. That is, if a path of scenario execution is
associated to more than one quality attribute, we need to observe and monitor it
carefully because it has potential to contain tradeoff points.

2.4 Executing the Analysis Tool

The last step of the approach involves the execution of static and dynamic analysis
implemented in a tool. This tool parses the metadata from the source code and per-
forms analysis in order to proceed with the automated architecture evaluation based on
the chosen scenarios and specified quality attributes.

During the static analysis, the tool parses the source code and metadata and builds a
call graph of the methods. The root nodes of the call graph are those methods indicated
by the Scenario metadata as scenarios starting points. After that, the tool uses the
call graph: (i) to discover the quality attributes associated to a particular scenario or
which scenarios have potential to have tradeoff points; (ii) to find out which methods,
classes or scenarios could be affected due to a particular quality attribute; and (iii) to
perform source code traceability of scenarios and quality attributes.

The dynamic analysis also benefits from the metadata information in order to
perform the architecture evaluation during the system execution. It allows monitoring
the performance and robustness quality attributes. In addition, dynamic reflective calls
are captured only by dynamic analysis. The analysis currently accomplished by the
tool allows: (i) calculating the performance time or failure rate from a scenario or a
particular method; (ii) verifying if the constraints defined by quality attribute metadata
are respected during the system execution; (iii) logging several information captured
during the runtime; and (iv) adding more useful information to detect and analyze
tradeoff points.

3 Approach Tool Support

This section introduces a tool that we have developed to support our approach. It has
been accomplished as two independent components: (i) the static analysis is imple-
mented as an Eclipse plugin; and (ii) the dynamic analysis is made available as a JAR
file. The tool implements the metadata by using Java annotations.
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3.1 Tool Support for Static Analysis

The static analysis tool allows executing the architecture evaluation over Eclipse
projects. It currently parses source code from Java projects. Figure 3 shows a partial
class diagram of the tool.

The JavaProjectProcessor class calls other classes in order to build the
call graph of the system under architectural evaluation. We have used the CAST
(Common Abstract Syntax Tree) front-end of WALA (Watson Libraries for Analysis)
static analysis framework [8] to build the call graph of the scenarios of interest.
AnnotationProcessor class aggregates a set of different concrete strategy
classes to process the different quality attribute annotations. Each one of them is
responsible for the processing of a particular kind of annotation. During the annotation
parsing, the AnnotationProcessor class also builds the list of scenarios anno-
tated to complement the data structures built previously.

JavaProjectProcessor class also uses the JDTWALADataStructure to
access and manipulate the application call graph and the indexes. The JDTWALA-

DataStructure class uses ElementIndexer to build indexes of methods,
classes and annotations to be used during the analysis. Actually, the annotation index
is created by the AnnotationVisitor class that reads the source code looking for
annotations.

Figure 4 summarizes the static analysis process. JavaProjectProcessor
uses JDTWALADataStructure to build the call graph and the indexes. Ele-

mentIndexer is used to build the method index and the annotation index, but it
creates an AnnotationVisitor object that parsers the source code looking for

Fig. 3. UML class diagram showing tool processors.
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annotations. Then, AnnotationProcessor processes the scenario annotations
and builds a list of scenarios. Finally, it processes each quality attribute annotation
calling every AbstractProcessorQA subclasses.

The static analysis tool uses a model to represent the relationships among the
system assets, such as classes, methods, scenarios and quality attributes. Figure 5
shows a partial class diagram of this model. The ScenarioData class has a starting
root method, and MethodData has a declaring class. Each quality attribute is a
specialization of the AbstractQAData class that keeps a reference to its related
method. Finally, every MethodData instance has also an attribute signature that
references the method node in the WALA call graph.

3.2 Tool Support for Dynamic Analysis

The dynamic analysis tool has been implemented using the AspectJ language. It
defines aspects to monitor the execution of annotated methods. Essentially, the tool
builds a dynamic call graph during application execution by using aspects to inter-
cepting the approach annotations. The dynamic analysis should ideally be executed
during the tests of the system. The quality of the analysis is directly related to the tests
used to monitor the system execution because if they do not stress the system enough,
the system failures will never happen, and the aspects will not be able to detect them.

In this way, the tool intercepts and monitors the scenarios execution by using
the aspects, in other words, methods annotated with the scenario annotation.

Fig. 4. UML sequence diagram to static analysis.
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The execution flow is followed from the annotated method while the tool builds a
dynamic call graph that accurately reflects the path executed in a particular scenario.
In this graph, each node represents a method or constructor and keeps information of
the quality attributes of interest, such as the execution time and if it ran successfully or
not.

The current version of our tool has implemented aspects to intercept scenarios and
quality attributes annotations for performance, security, robustness and reliability. In
addition, the aspects can quantify values for the performance and robustness quality
attributes. For performance, the tool calculates the time to execute a particular method
or a full scenario depending on the analysis focus. For robustness, the tool indicates if
the method or the full scenario was successfully executed or not. In this case, the tool
considers that the method failed when it throws some exception. Similarly, the sce-
nario fails when one or more of its methods fail. For security and reliability, our
approach cannot provide any mechanism to quantify them. Thus, they are used to the
traceability of important points in the application source code helping in the analysis
and detection of tradeoff points among quality attributes.

The main aspect implemented in our approach is the Scenario aspect. It
intercepts method invocations annotated with the scenario annotation from a particular
point in order to determine the path of the scenario execution. The aspect follows the
execution from the scenario starting method and builds a call graph that represents a
particular execution of the scenario. Figure 6 shows the class structure for the
dynamic call graph support built by scenario aspect.

A dynamic call graph (RuntimeCallGraph) is created for each new scenario
execution and stored inside a list of execution paths (ExecutionPaths). Essen-
tially, the ExecutionPaths class contains a list of dynamic call graphs represented

Fig. 5. UML class diagram of the static analysis model.
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by the class RuntimeCallGraphGraph, which maintains the executed scenario
name, the thread that starts this scenario execution, and the root node representing the
scenario starting method. Nodes (RuntimeNode) have children that represent
other method invocations, and the following attributes: time, exception and
member. The time and exception attributes indicate, respectively, the time to
execute the node (method or constructor) and the exception thrown if its execution has
failed (it will be null otherwise). The member attribute represents the node element,
in other words, the method or constructor executed. The time of the full scenario
execution is equal to its root node execution time.

The tool also implements default strategies to gather and store information about
the execution of the relevant architecture scenarios. In addition, we have also
implemented specific strategies for our case studies, which will be presented in the
next section (Sect. 4).

4 Approach Evaluation

The approach has been applied to two different systems. In the first one, we have
explored the static analysis in an academic enterprise large-scale web system devel-
oped by our institution. In addition, we have also applied the dynamic and static
analysis to an e-commerce web system. Our main goal was to conduct an initial
evaluation of the approach in order to verify its feasibility and how the developed tool
behaves in practice.

4.1 Academic Enterprise Web System

We have applied the static analysis tool of our approach to enterprise web systems
from SINFO/UFRN. SINFO is the Informatics Superintendence at Federal University
of Rio Grande do Norte (UFRN), Brazil. It has developed several enterprise large-
scale information systems [9], which perform full automation of university manage-
ment activities. Due to the quality of these systems, several Brazilian government and
education institutions have licensed and extended them to address their needs.

Fig. 6. Class model for dynamic call graph support.
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Our main goal was to verify the approach feasibility of static analysis in practice
when used to a large-scale software system. In this sense, the tool should extract
useful information in order to help developers answering some questions, such as: (i)
what scenarios does a specific method belong to? (ii) what kinds of quality attributes
can affect a specific scenario? (iii) what are the scenarios that contain potential
tradeoff points among quality attributes? Next subsections describe the results of
applying the approach to the academic management web system developed by SIN-
FO/UFRN.

4.1.1 Choosing Evaluation Scenarios
In the first step, we have chosen some specific scenarios from the chosen analyzed
system: (i) sending message – scenario used for sending messages (e-mails);
(ii) authenticated document generation – scenario used to generate authenticated
documents; (iii) user authentication – scenario used to authenticate users in the web
application; and (iv) mobile user authentication – scenario used to authenticate users
from a mobile device.

4.1.2 Identifying Scenarios
In this step, the starting execution methods for each chosen scenario were identified.
They are, respectively, in the same order of the scenarios:

(i) Mail.sendMessage(): the class Mail contains some methods for sending
messages;

(ii) ProcessorDocumentGeneration.execute(): the class Proces-

sorDocumentGeneration is a processor responsible for generating
authenticated documents;

(iii) DatabaseAuthentication.userAuthentication(): the class Da-

tabaseAuthentication implements user authentication strategy by using
database;

(iv) DatabaseAuthentication.mobileUserAuthentication(): the
class DatabaseAuthentication also supports mobile user authentication
by using database strategy.

4.1.3 Identifying Quality Attributes
In the third step, we need to identify the quality attributes of interest in the application
source code. The following methods and quality attributes were identified:

(i) DatabaseAuthentication.getJdbcTemplate() with @Perfor-

mance – it was considered to be relevant for performance requirements because
it is accessed by several database operations;

(ii) Mail.enqueue() with @Security – it is used by the system to enqueue
messages that will be sent over the network;

(iii) ProcessorDocumentGeneration.createRegistry() with @Secu-

rity – it is used to create the registry of an authenticated document to ensure
its legitimacy;
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(iv) UFRNUtils.toMD5() with @Security – it is used to create an MD5
hashing of strings, for example, passwords;

(v) Database.initDataSourceJndi() with @Reliability – it is used to
initialize the access to the database and was considered critical for reliability
because if the database initialization fails, the system is not going to work
adequately.

4.1.4 Executing the Static Analysis Tool: Preliminary Results
The tool execution has extracted useful and interesting information in order to help us
answering the questions highlighted in Sect. 4.1. Considering the first question – (i) what
scenarios does a specific method belong to? – the tool can determine that the get-

JdbcTemplate() method, for example, belongs to the following scenarios: user
authentication, mobile user authentication, and authenticated document generation. This
is possible because the tool builds a static call graph of each scenario and calculates if a
call to a particular method exists in some of the possible paths of execution.

Regarding the second question – (ii) what kinds of quality attributes can affect a
specific scenario? – the tool verifies all the paths for a specific scenario checking
which ones have any quality attribute. The tool has identified, for example, all the
quality attributes related to the User Authentication scenario: (i) performance quality
attribute – because the getJdbcTemplate()method belongs to a possible path;
(ii) the reliability quality attribute because the method initDataSourceJndi()
also belongs to a possible path; and (iii) finally, the security quality attribute for the
same reason, the method toMD5() is used to encrypt the user password.

Finally, for answering the third question – (iii) what are the scenarios that contain
potential tradeoff points among quality attributes? – the tool looks for scenarios
affected by more than one quality attribute because they potentially contain tradeoff
points. The tool has identified: (i) user authentication and mobile user authentication
are potential scenarios to have tradeoff because they are affected by performance,
security and reliability; (ii) authenticated document generation scenario is another
potential tradeoff point because it addresses the reliability and security quality attri-
butes; and, on the other hand, (iii) the sending message scenario does not represent a
tradeoff point because it is only affected by the security quality attribute. Table 1
summarizes these results.

The information automatically identified by our tool is useful to indicate to the
architects and developers which specific scenarios and code assets they need to give
more attention when evaluating or evolving the software architecture through the
conduction of code inspections, or during the execution of manual and automated
testing. In that way, our preliminary evaluation in a large-scale enterprise system has
allowed us to answer the expected questions previously highlighted showing the
feasibility of our static analysis approach.

4.2 e-Commerce Web System

The evaluation of the dynamic analysis was performed by applying our tool to the
EasyCommerce web system [10, 11], which is an e-commerce system that has been
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developed by graduate students from our research group. It implements a concrete
product of an e-commerce software product line described in [12]. During the eval-
uation process, we also have applied the static analysis to this system. This section
shows both results.

This evaluation has two main aims: (i) finding out if there is potential scenarios
that contain tradeoff points between their quality attribute; and (ii) understanding how
quality attributes affect each scenario, for example, analyzing the execution time of
scenarios and if they have failed or not. The static analysis has been used to explore
the first aim. On the other hand, to the second aim, we need to use the dynamic
analysis. Next subsections describe the steps followed.

4.2.1 Choosing Evaluation Scenarios
We have chosen some of the scenarios that represent the main features of Easy-
Commerce: (i) registration of login information – it records the user information about
login, such as user name and password; (ii) registration of personal information – it
records personal information about the user, such as name, address, birthday, docu-
ment identification; (iii) registration of credit card information – it records information
about users credit card, such as card number and expiration date; (iv) searching for
products – it allows searching for products by its name, type or features; and (v)
inserting product item to cart – it allows users adding a product item to their shopping
cart.

4.2.2 Identifying Scenarios
In this step, the starting execution methods for each chosen scenario were identified.
They are, respectively, in the same order of the scenarios: (i) registerLogin(),
(ii) registerUser() and (iii) registerCreditCard() from Registra-

tionMBean class that contains methods responsible for registering of user infor-
mation; (iv) searchProducts() from SearchMBean class that includes
methods for basic and advanced search of products; and (v) includeItemTo-

Cart() from CartMBean class that manages the virtual user-shopping cart.

Table 1. Some information about tradeoffs in scenarios.

User Authentication Mobile User Authentication

Performance: getJdbcTemplate() Performance: getJdbcTemplate()

Security: toMD5() Security: toMD5()

Reliability: initDataSourceJndi() Reliability: initDataSourceJndi()

Tradeoff: Potential Tradeoff: Potential
Authenticated Document Generation Sending Message

Performance: – Performance: –

Security: createRegistry() Security: enqueue()

Reliability: initDataSourceJndi() Reliability: –

Tradeoff: Potential Tradeoff: No

An Automated Architectural Evaluation Approach 501



4.2.3 Identifying Quality Attributes
We have chosen some methods belonging to the scenarios that appear to have
potential to be relevant to specific quality attributes. The selected ones were:

(i) GenericDAOImpl.save() with @Performance, @Reliability and
@Robustness – it is used by the system to save all its objects, because of that it
should run as fast as possible and it also represents a critical action;

(ii) RegistrationMBean.registerLogin(), RegistrationMBean.

registerUser(), and RegistrationMBean.registerCredit-

Card() with @Security – these methods manipulate user confidential
information and they are in some way related to security.

4.2.4 Executing Static and Dynamic Analysis: Preliminary Results
First, we have executed the static analysis. Table 1 presents an overview of the
generated report. The tool has detected for each scenario the relevant quality attri-
butes. For example, all scenarios of registration of information are related to security
because their starting method was annotated with @Security. The registration of credit
card scenario also has reliability, performance and robustness quality attributes
because some of the methods inside this scenario has specific annotations, in this case,
the save() method. Looking at Table 1, we can identify potential trade-off points
between quality attributes. The registration of credit card scenario, for example, is
associated to four quality attributes, where security and performance are classical
examples of quality attribute conflict. Because of that, this scenario was identified as a
potential tradeoff point.

In order to evaluate the behavior of the performance and reliability quality attri-
butes, we have used the dynamic analysis to quantify them. The system was executed
to exercise the chosen scenarios thus enabling the monitoring by the aspects.

Table 2 shows some information collected by the aspect, which were extracted
during the execution of the following scenarios: register of login, register of personal
information, and register of credit card information. By executing these scenarios, we
have one occurrence of performance, reliability and robustness in save() method
and three occurrences of security in registerLogin(), registerUser()
and registerCreditCard(). For each scenario, the tool also calculated the
execution time and the failure rate. Table 3 shows some examples.

Table 2. Scenarios and quality attributes which affect them.

Scenario Quality Attribute

Registration of login information Security

Registration of personal information Security

Registration of credit card Reliability
Security
Performance
Robustness

Search for products –

Include product item to cart –
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The dynamic analysis process in this study has met our expectations because it has
allowed us extracting useful information of the execution context, such as, monitoring
of scenarios and quality attributes, calculating the execution time and failure rate of
scenarios and last, but not least, helping the detection of executed paths with potential
tradeoff points.

5 Related Work

To the best of our knowledge, there is no existing proposal that looks for the auto-
mation of architecture evaluation methods using annotation and code analysis as we
have proposed in this paper. In this section, we summarize some research work that
address architectural evaluation or propose analysis strategies similar to ours.

Over the last years, several architecture evaluation methods, such as ATAM,
SAAM, ARID [1] and ALMA [2] have been proposed. They rely on manual reviews
before the architecture implementation. Our approach complements these existing
methods by providing automated support to static and dynamic analysis over the
source code of the software system. It contributes to the continuous evaluation of the
software architecture during the system implementation and evolution.

Some recent research work have proposed adding extra architectural information
to the source code with the purpose of applying automated analysis or document the
software architecture. In that way, Christensen et al. [13] use annotations to add
information about components and design patterns with the purpose of documenting
the architecture. On the other hand, Mirakhorli et al. [14] present an approach for
tracing architecturally significant concerns, specifically related to architectural tactics
which are solutions for a wide range of quality concerns. These recent research work,
however, do not explore the integrated usage of adding information related to sce-
narios or quality attributes with dynamic and static code analysis.

The approach presented in [15] proposes to identify when the developer changes
to the program source code, tests, or environment affect the system behavior. That
approach does not address scenarios or quality attributes in order to provide any kind
of architectural evaluation, but parts of the technique that has been applied is similar
with ours. In the same way of our approach, it builds the static graph through the
source code analysis and the dynamic graph with AspectJ during the tests execution.

Table 3. Sample of data collected by dynamic analysis.

Register of login Register of personal
information

Register of credit card
information

Execution time: 4
ms

Execution time: 3 ms Execution time: 152 ms

Failure rate: 0 % Failure rate: 0 % Failure rate: 0 %

@Performance: - @Performance: - @Performance: save()

@Security:
registerLogin()

@Security: registerUser() @Security:
registerCreditCard()

@Reliability: - @Reliability: - @Reliability: save()

@Robustness: - @Robustness: - @Robustness: save()
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It can be used, for example, to confront the graphs and determine if changes in the
system (static graph) affect the system behavior (dynamic graph), or vice versa.

6 Conclusions

We presented an approach to automating the software architecture evaluation using
the source code as input of this process. The approach proposes: (i) to add metadata to
the source code in order to identify relevant scenarios and quality attributes for the
architectural evaluation; and (ii) to execute static and dynamic code analysis that
supports the automated architectural evaluation based on the annotated scenarios and
quality attributes. The paper has also presented an implementation of a tool that
supports the static and dynamic analysis of the approach for the architectural evalu-
ation of systems implemented in the Java language. Finally, we have also described
the application of the approach in two existing systems: a large-scale enterprise
information system and an e-commerce web system. The preliminary obtained results
of the approach usage have allowed us to provide and quantifying several and useful
information about architecture evaluation based on scenarios and quality attributes.

The presented approach is still under development and we are currently evolving it in
order to apply to other large-scale enterprise information systems. The tool might be used
to check missing paths [16], which happens when a path exists in the static call graph and
it does not exist in the dynamic call graph meaning a not tested path or dead code.

In addition, we are also evolving the approach in order to analyze the architecture
erosion of existing software systems by allowing the execution of the static and
dynamic code analysis over different versions of the same software system. The main
aim is to observe how quality attributes evolve when the scenarios implementation are
changed and evolved. In this new implementation, our tool is used: (i) to persist the
information extracted and quantified from each version of the system; and (ii) to
compare the obtained results for the different versions of the system in order to verify
if the code changes have caused degradation of the system quality attributes. Finally,
the tool is also been extended to mine the source code repository of the system (e.g.
subversion repository system), to find out the tasks that are responsible to introduce
these changes, and to indicate which kind of tasks are more likely to cause degradation
to specific quality attributes.
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Abstract. The problem of managing data and maps within an ontological
approach is little studied in the Government Enterprise Architecture. Aim of
this paper is to present a methodology to solve this problem in case we would
join municipal and cadastral data bases. In particular, we aim at linking the
information contained in the local taxation registry to the urban territory to
allow the Public Administration managers to check if the taxes have been paid,
and the citizens to compute the correct amount to pay. The paper presents in
detail the adopted ontology and the technological architecture, whereas a case
study clarifies how the methodology works in practice. We plan to extend this
methodology to manage e-gov services needing to interconnect data stores of
city interest to vector layers derived from the Cadastre or other CAD systems.

Keywords: E-Government � Government Enterprise Architecture � Geographic
information systems � Ontology engineering

1 Introduction

The Semantic Web is a mesh of information linked up in such a way to be processed
easily by machines on a global scale [1]. The Semantic Web is built generally on
syntaxes which use International Resource Identifiers (IRIs) to represent resources,
i.e., subjects and objects, linked by properties. Subject-predicate-object relations are
represented by triples, also called semantic web statements. Let us recall that IRI is an
extension of the Uniform Resource Identifier (URI) that provides an encoding for
Unicode character sets.

The semantic web statements are usually formalized by the Resource Description
Framework (RDF), i.e., a directed multi-graph consisting of subjects, predicates and
objects [2]. The RDF graph can be queried by means of the SPARQL query language
to retrieve and manipulate the stored data [3]. The RDF Scheme (RDFS) is a col-
lection of RDF resources that behaves as a vocabulary of terms and properties related
to application-specific domain. Such vocabularies may range from controlled lists of
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terms to taxonomies and thesauri depending on the type of terms and relationships that
can be expressed (e.g. parent-child relationships in a taxonomy).

Ontology refers to a formal specification of a shared vocabulary and allows us to
define formally a set of terms, interconnections, constraints and rules of inference on a
particular domain [4, 5]. A logical formalism is needed to represent an ontology such
as Description Logic (DL) [6].

Ontology, with rule definition language and description logic, can also provide a
new kind of data retrieving and mash up with the ‘‘backward chaining’’ concept to
make possible the inference of data structures not present in the knowledge base at the
moment of the query.

The use of an ontology with the intention of describing a particular aspect of
reality, provides information reusable for all parties in the given domain. Regarding
the e-government activities, the Linked Data group at the W3C and the Government
Linked Data (GLD) are publishing data sets and knowledge bases (often in the form of
light-weight ontologies and vocabularies) to support e-government services involving
different organizations. These ontologies are under test and will be refined in the next
future by incorporating novel global and local vocabularies.

The problem of managing data and maps within the mentioned ontological
approach is little studied because it is necessary to study more complex problems that
involve location based information, and because unifying terms of proprietary
vocabularies such as road and street in view of a shared vocabulary implies only an
equivalence between symbols, whereas equivalent drawings even if they are labeled
by the same name, e.g. building, needs to be processed by complex conversion pro-
cedures when passing from the adopted Geographic Information System (GIS) to the
one used by another organization to be sure that they deal with the same physical
entity.

Therefore, in problems starting from personal and cadastral data based on maps, as
well as for identifying the escape routes in case earthquake, we have to adopt not only
a standard vocabulary that behaves as a bridge between equivalent terms used in the
proprietary systems, but also conversion procedures to ensure that a physical vector in
a GIS is the same in another one.

Of course, such problem would disappear if one adopts the same vocabulary and
the same GIS in all the computing systems, however this is not only unrealistic but
also not useful since proprietary codification of data and drawings may be more
effective than the standard ones to carry out some basic operations such as storing and
updating.

Aim of this paper is to present an ontology based methodology to solve this
problem by illustrating how it works in practice by a case study dealing with the
computation of local taxes from municipal and cadastral data. In particular, we discuss
how linking the information contained in the local taxation registry to the urban
territory by geographic points (Points Of Interest - POI) to allow the Public
Administration (PA) to check if the taxes have been paid, and the citizens to determine
the correct amount to pay.

At more general level, by this work, we also aim at supporting the transition of the
PA information systems from their current structure, often consisting of separated
silos of data, towards a Government Enterprise Architecture (GEA) following the
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principles of the Connected Government Model that enables ‘‘the governments to
connect seamlessly across functions, agencies, and jurisdictions to deliver effective
and efficient services to citizens and businesses’’ [7].

In particular we take into account the dimensions of the Connected Government
Model that may be improved by adopting a better data organization, i.e., the first three
dimensions of ones featuring an effective Government Enterprise Architecture:

1. Common infrastructure and interoperability,
2. Collaborative services and business operations,
3. Citizen centricity,
4. Social inclusion,
5. Networked organizational model,
6. Public sector governance.

Consequently, aspects such as public sector governance, networked organizational
model and social inclusion mainly depending on the PA organization model are
outside the scope of the paper and will discussed in further studies.

More specifically, with reference to the GEA model, the paper is focused on
presenting a methodology to integrate data and processes residing at the lower layers
of the GEA layered model consisting of the following four main layers:

1. the technological infrastructure where all the application processes and data are
implemented.

2. the data layer where we have the data required to study and define the strategies of
the general business processes,

3. the specific management processes dealing with a well defined application
domain, and

4. the business processes and related outcomes to carry out the strategies of the
organization enabling the services required by citizens and enterprises.

This will be obtained by using the semantic web technologies that facilitate better than
the ones available on the market the data and processes integration over the web [8].
To avoid of illustrating the proposed methodology at a too theoretical level, in the
paper we discuss a specific case, i.e., the computation of local taxes that requires
integration of municipal and cadastral data stored at different PA offices following the
requirements of a project, named K-Metropolis, supported by the Regional Govern-
ment of Sicily, whose principal aim is collecting data originating from databases of
different organizations to offer suitable e-services to citizens and enterprises [9].
However, the proposed methodology may be followed to manage other problems
involving data and maps integration.

Let us note that another relevant part of the K-Metropolis project, called Wi-City,
aiming at supporting mobile people activities following a semantic approach will not
be discussed in the paper. The interested reader may find detailed information on the
methodology adopted in Wi-City and its implementation structure in [10–12].

Section 2 illustrates the ontology and technologies that allow the taxation registry
and the land registry to be interconnected in a single RDF framework.
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Section 3 points out, by a case study, the main steps to convert the proprietary
SQL codification of the original data bases into standard RDF statements, as well as
the map conversion to allow the physical entities associated to the terms of the
ontology to be represented by the same physical entity in almost all the available open
source GISs.

Section 4 presents an example of the SPARQL queries that allow the citizens to
extract the geo-referenced reports on how much they should pay to PA for their estates
and support the PA employers to check if the citizens are in arrears.

2 Joining Municipal Data and Cadastral MAPS: Ontologies
and Technologies

As pointed out in the introduction, the final purpose of this work is to develop a new
kind of distributed system architecture capable of aggregating heterogeneous data
from multiple data sources that have their own storage and representation format.
In particular, the paper aims at integrating municipal and cadastral data bases by using
a specific ontology and suitable technologies, as illustrated in the following sections.

2.1 K-Metropolis Ontology: KMET

To identify the relevant ontology of an e-government problem, the first step is the one
of classifying the entities involved in the specific domain of interest. With reference to
the mentioned local taxation problem discussed in detail in the case study, the main
conceptual elements are: the taxpayer and her/his personal data; the property tax data
referred to a specific period of time; and the waste fee tax data.

The element enabling the right connections among the various entities in the
database is the taxpayer identification number subdivided in people and organization
identification number. Therefore, the main taxation concepts are as follows:

• County

• City
• Taxpayer

• Citizen
• Organization

• Tax Return

• real estate property tax
• waste fee tax

Although the above classification has been used to manage the entities of a specific
city, the entity City has been taken into account in our ontology as a concept, i.e., the
class taxpayer consists of citizens and organizations of a city that is viewed as an
autonomous entity rather one of citizens and organizations attributes.

For what concerns the Tax Return class, it is connected to the cadastral geographic
entities to compute the local taxes, thus depending on the specific cadastral data
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organization adopted at the national level. Therefore, our ontology depends on how
the Cadastre is organized in Italy and may differ for another country.

In Italy, the Cadastre consists of two main sections: the Cadastre of Land Prop-
erties and the one of Real Estates. The data deal with owners and holders of the estates
or the lands whose relevant attributes are geographical location, size, intended use,
earning capacity and consistency.

Since in the paper we are interested in the Real Estates Cadastre (REC), we have
deepened only its structure and found that it is divided into sections and ‘‘pages’’, each
of which includes parcels associated to the basic entities, i.e., the Urban Real Estate
Unit (UREU), defined as a portion of a building, an entire building or set of buildings
that is capable of producing an independent income and has functional autonomy
(access independence, self-sufficiency and autonomy in terms of use classification).

It should be emphasized that the UREU is no constrained to belong to a single
owner. Consequently, a Real Estate Unit belonging to more owners will be reported
with a single contextual registration and multiple identification. The identification of
an UREU is made by the following identifiers:

• Cadastral municipality, i.e., the municipality where the property is located;
• Administrative Section, i.e., a portion of the municipality;
• Page, i.e., a section of the municipality that is represented in the cartographic maps

of the Cadastre Registry;
• Parcel, i.e., a piece of land or building and any area of relevance within the Page;
• Subordinate:, i.e., the actual element identifier of the UREU

Generally, each UREU is identified by its own subordinate, but, if the building is
made up of a single UREU, then the subordinate may be missing. Considering the case
of our interest and the above cadastral data structure, we attached the cadastral main
entities (section, page, parcel, subordinate) to the fundamental geometrical ontology,
as shown in Fig. 1.

Fig. 1. Geographic and cadastral entities.
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Also, two more identifiers can be found in addition to those above listed:
Development and Attachment, denoted respectively in the national cadastre as ‘‘svi-
luppo’’ and ‘‘allegato’’; the values of these identifiers indicate printings that represent
on a larger scale some particular portion of the territory of a Page drawn on a smaller
scale.

All the above concepts have been implemented using the Ontology Web Language
(OWL) defined by the World Wide Web Consortium (W3C) in http://www.w3.org/
2004/OWL/. Figure 2 shows this ontology named KMET since it has been adopted by
the mentioned K-Metropolis project.

Such ontology is available at http://purl.org/net/kmet. On the left we have the
entities related to taxpayer, whereas on right we have the ones related to tax returns
and cadastral units.

2.2 Technologies

Figure 3 presents how the users may query the RDF triple store and the technologies
involved in the deployment of the proposed distributed architecture. Each technology
is a free and open source software to allow the Public Administration to reduce
running expenses and maintenance costs.

Also, this choice allows us to follow the cornerstone philosophy of the Open Data
movement, whose description is given at http://opendefinition.org.

As shown on the right of Fig. 3, our model suggests that the data sources from the
cadastral domain are converted from CXF format to shapefiles, i.e., ESRI SHP files;

Fig. 2. K-METropolis (KMET) ontology.
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then they are imported into Quantum GIS to be exposed as vector layers provided with
geo-referenced data.

These latter data are then imported to a PostGIS relational database to be avail-
able, together with the public administration data, to the end users through SQL
queries (with automatic GeoJSON marshalling) via a RESTful Webservice.

Since our aim is to expose these data as RDF data structures through a SPARQL
endpoint, in our model the relational databases at the center of Fig. 3, derived from the
original municipal and cadastral databases drawn at the top of Fig. 3, are mapped in
RDF triples using the D2RQ Platform (http://d2rq.org), that is an Open Source system
that offers RDF based access to the contents of the relational databases.

Fig. 3. Overview of the multi-tier system architecture and of the technologies adopted.
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A Jena/Fuseki framework contained into the domain translation, drawn at the
bottom of Fig. 3, allows the end user to receive RDF formatted responses to the
queries issued through external SPARQL endpoints. Such responses are also stored in
a knowledge base to be reused to speed up the future queries.

Figure 4a shows the result of a query to visualize the UREUs of an area using a
web GIS application as a layer superimposed to the OpenStreetMap raster layer. Such
response has been obtained by using the GIS capabilities of our system, i.e., by using
the right part of the model drawn in Fig. 3 devoted to manage the queries issued by the
users to visualize a specific portion of the urban cadastral map. In particular, the
queries of this type are directed to Quantum GIS to extract the shape files related to
the specific cadastral map of user interest that will be superimposed to the raster
background chosen by the user.

Figure 4b, shows how the public administration data mapped through the D2RQ
Platform into RDF schemas may be visualized by another type of user query issued
through the semantic layer i.e., the query managed by the mentioned multi-tier que-
rying by RESTful Web Services, RDF marshalling and HTML/XHTML visualization.
In particular, after received the shapefiles of her/his interest (e.g., urban blocks or
districts) superimposed to the chosen raster background following the first type of
query, the users may issue the other type of query to extract data coming from the
different data stores to know detailed administrative information about a specific
graphical element (e.g., a building or an apartment) located in the selected area, as
shown in Fig.4b.

a)

b)

Fig. 4. Responses to two typical user queries: a) cadastral map of user interest superimposed to
a raster background (i.e., OpenStreetMap), and b) detailed administrative information about the
specific graphical element selected by the user that is located at the center of the figure.
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3 Case Study

In this section we point out the main problems that arise when one tries to implement
the previous architecture to provide in practice a specific e-government service, i.e.,
the local estate taxation depending on both personal data of the owners and cadastral
data of the real estate units.

3.1 Municipal Databases

The datasets about citizen and taxation were provided by the local administration in
the form of IBM DB2 Databases. Therefore, before using the D2RQ Platform these
databases were converted into MySQL databases to work on an open source format.

Then, after selecting the relevant data bases, e.g., the relational data base (RDB) at
the top of Fig. 3, we have exported them as normalized tables into an additional
MySQL database. Finally, the last step of the process was the one of mapping the
contents of the databases into RDF triples through the on-the-fly translation obtained
by the above mentioned D2RQ Platform.

Although the above procedure seems easy, several problems were encountered
such as the large number of tables in the original databases and the lack of semantics
in the table definition.

In particular, we have cut off the tables to a large extent since such RDBs were
made up of 58 tables and 19,170,374 records containing many repetitions. Also, only a
subset of the data that would be useful for the problem at hands were selected. In fact,
since the taxation process has to be applied to citizens who own a property, only the
table rows corresponding to estate owners were selected, whereas only the columns of
these tables relevant for the taxation process were imported in the mentioned MySQL
database, with the intent of mapping them in RDF triples to be used for supporting the
taxation payment and checking using SPARQL queries.

To this aim, we have carried out a connection of the resulting municipal triple
stores to the information stored in the cadastral database, using a multi-tier distributed
system that gives the ability to expose cartographic representation (stored on a PostGIS
database) and makes it responsive to the end user inputs treating the GIS data bases not
as MySQL or PostGIS data bases, but as a RDF graph obtained using a custom D2R
mapping system, such as G2R [13]. Thanks to these structured semantic connections
we obtained a unique SPARQL endpoint where it is possible to attach many kinds of
end-user application logic.

3.2 Cadastral Databases and GIS

Let us note that the cadastral datasets were provided by the provincial Land
Administration as an extraction of the national cadastral map database from WEGIS,
that is a licensed closed source powered by SOGEI (http://www.sogei.it) and used by
the Italian Land Administration. In this extraction each Page is represented by a pair
of ASCII files: a CXF file (Cadastral eXchange Format) containing all the graphical
elements that compose the cadastral map, and a homonymous SUP file containing
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statistical data and parcel surfaces. Thus, a suitable conversion of the CXF and SUP
files has been done to store the cadastral information within relational GISs that can be
interconnected to the municipal data, as suggested in the previous section.

For this reason, the format of these two files was converted to ESRI shapefile, i.e.,
a geospatial vector data format for geographic information system software developed
by ESRI using CXFToShape, i.e., a free CXF to ESRI shapefile converter. Then, the
shapefile formatted files was imported into Quantum GIS, i.e., a cross-platform free
and open source GIS application that provides capabilities of data visualization,
editing, and analysis and may be viewed as a set of graphical elements linkable to the
virtual RDF store obtained through the mentioned D2R Platform.

Let us note that in this way we may use the textual information contained in the
Cadastre as RDF triples, but for using the related drawings in any GIS it is necessary
to represent them into a reference system known by all the GISs available on the
market. Thus, we have geo-referenced the shapefile imported into Quantum GIS by
means of the Cassini-Soldner geo-coordinate system through the definition of a
custom projection algorithm.

In this way the cadastral data may be processed as triples and the related vector
drawings can be overlapped to any raster data layers (e.g., Google Street Maps
satellite, Bing Map Aerial layers and cartographic regional data provided by the
Province Bureau) or added to existing vector data layers (such as OpenStreetMap,
Google Streets and Bing Road).

Figure 5 shows the almost perfect overlapping obtained in Quantum GIS of the
Cassini-Soldner layer dealing with the coast area and of some buildings close to the
sea derived from the Cadastre over the OpenStreetMap raster data layer.

This means that not only a SPARQL query allow us to join the municipal and
cadastral data using the relevant shared fields, e.g., the fiscal codes of the owner or the
UREU codes of the estates, but also that the vector layers of the cadastral entities
involved in the problem at hands (e.g., buildings, roads, zones) may be represented in
any GIS as entities colored depending on the map theme.

Fig. 5. Almost perfect overlapping of the Cassini-Soldner layer of a coast area (on the left),
and of a resort area (on the right) to the OpenStreetMap raster layer.
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In this way, we may visualize on OpenStreetMaps in red the buildings registered in
the cadastre data base that contain commercial activities that are in arrears if one is
checking tax evasions, in yellow the roads that are not covered by regular waste
collection and in orange the downsized schools if one is studying the quality of the
services offered to the citizens. For example, from the fact that all the buildings in
Fig. 6 are in green and some streets in yellow we can easily deduce that all the
administrative taxes related to the buildings of the area under consideration were paid,
but that some problems about the regular waste collection were signaled by the citizens.

4 Querying Data and Maps

The semantic web gives to a developer two major choices when using distributed
databases for querying in a semantic manner: the former is to copy the entire amount
of data in a unique knowledge base, the latter is to perform a distributed query.

Each of them has two main disadvantages: latency and scale, but for the Public
Administrations that have usually to manage large databases and big amount of data,
copying an entire data store is hardly feasible.

Thus, in our approach we adopted the distributed model already shown in Fig. 3 to
allow the users to query two or more RDF knowledge bases using a formula expressed
in SPARQL, or to combine relational databases to be queried with a D2RQ mapping
language that translates the SPARQL query to SQL on the fly.

As said before, the user interface allows the user to select a single Parcel showed
on a multi layered map through a mouse click on a single polygon that represents

Fig. 6. Thematic map displaying tax payments and waste collection services for an urban area
chosen by the user.
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a building as shown in Fig. 7. These polygons are recreated by processing the
GeoJSON vector layers obtained from a SQL query against PostGIS database and
produced by a PHP Web Service.

The mouse click is detected on the client-side via Leaflet JavaScript library
(available at http://leafletjs.com/) and then the following SPARQL query is produced
to know the payment situation of each apartment of the selected building:

prefix kmet:\http://purl.org/net/kmet#[
SELECT DISTINCT ?CadastralUnit ?Page ?Parcel
?Subordinate ?LocalPropertyTaxReturn
WHERE {
?CadastralUnit a kmet:CadastralUnit;
kmet:page ?Page;
kmet:parcel ?Parcel;
kmet:subordinate ?Subordinate.
FILTER(str(?Page)=‘0069’).
FILTER(str(?Parcel)=‘20317’).
?LocalPropertyTaxReturn kmet:hasCadastralUnit ?CadastralUnit.
}

The following table shows the results of the previous SPARQL query to be appended
to the map shown previously.

Let us note that the same result may be obtained by executing the above query in
either the centralized or distributed scenario. A performance analysis to compare these

 

Building 
selected by 

the end user 

Fig. 7. Building chosen by the end user using the interface of the web GIS application.

Cadastral unit Page Parcel Subordinate LocalPropertyTaxReturn

\cadastralunit/16076[ ‘‘0069’’ ‘‘20317’’ ‘‘0029’’ \ WasteFeeTaxReturn /9213[
\cadastralunit/36713[ ‘‘0069’’ ‘‘20317’’ ‘‘0028’’ \WasteFeeTaxReturn/29215[
\cadastralunit/36710[ ‘‘0069’’ ‘‘20317’’ ‘‘0019’’ \WasteFeeTaxReturn/29310[
\cadastralunit/230222[ ‘‘0069’’ ‘‘20317’’ ‘‘0073’’ \RealEstateTaxReturn/96445[
\cadastralunit/230227[ ‘‘0069’’ ‘‘20317’’ ‘‘0055’’ \RealEstateTaxReturn/98014[
\cadastralunit/230228[ ‘‘0069’’ ‘‘20317’’ ‘‘0047’’ \RealEstateTaxReturn/98019[
\cadastralunit/36720[ ‘‘0069’’ ‘‘20317’’ ‘‘0110’’ \RealEstateTaxReturn/119214[
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two scenarios is outside the scope of the paper and will be discussed in future works,
even if better performance may be achieved certainly if the queries may reuse previous
results stored on a RDF knowledge base such as the one shown at the bottom of Fig. 3.

5 Conclusions

Related works to the subject of the paper deal mainly with cadastral system inter-
connection and introducing spatial dimensions to RDF schemas.

An ontology architecture for the land administration domain, targeted to achieve
semantic interoperability between cadastral systems is proposed in [14]. The archi-
tecture complies with both Geospatial and Land Administration standards. An exam-
ple of extension dealing with the specificities of their national cadastre is also
provided. In [15], a Semantic Web approach is proposed to customize the applications
of the Land Administration Domain. Also, an OWL layered architecture adaptable
across jurisdictions is outlined. Both these works differ from our proposal in the
conversion from relational data models to ontology and in the presence of an explicit
ontology alignment step that has been illustrated in detail in Sect. 2.

The work of introducing spatial dimensions to the semantic web is described in
[16] where it is demonstrated how crowd sourced geographical data transformed into
RDF can be interlinked (mapped) with other (spatial data) sets to enable spatial data
web applications.

A similar work, i.e., [13] focuses explicitly on some computational issues influ-
encing the use of GIS from the semantic web standpoint, and proposes to treat GIS as
virtual RDF graphs instead of re-implementing GIS functionalities in semantic web
frameworks. This is achieved through an extension of the D2RQ mapping language to
include spatial data types.

Therefore, the application scenario addressed in this work and clarified by many
examples and a suitable case study, i.e., integration of cadastral systems with citizen
data, has not been tackled before.

Let us note that the proposed ontology based methodology to manage data and
maps using RDF schemas is being experimented in the project promoted by the Sicily
Region, named K-metropolis, to support the municipal Governments not only in
defining the local taxation policy but also in the transition from the current not
interoperable GIS platforms to the implementation of a spatial data infrastructure to
integrate data and maps of different municipalities.

For example, we are studying how the proposed methodology may support the
municipal Governments to define city master plans and civil protection policies by
interconnecting both public and private data stores to the drawings derived not only
from the Cadastre but also from any relevant institutional CAD system.

This will allow the municipal Government not only to draw the intended land use
and the emergency plans over any raster background, such as aerial photogrammetry
or satellite images, but also to represent these plans by a standard graphical notation
immediately understandable by any other involved organization.
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Abstract. A robust design of enterprise information resources and their
optimal usage can significantly enhance the information management
(IM) capability of an enterprise. Enterprise Information Architecture
(EIA) is a critical success factor for this objective and needs to be busi-
ness process-aware in order to add value to the firm’s IM capability
and to obtain dynamic views of information through extended knowl-
edge of business processes. We present the generic Enterprise Informa-
tion Architecture Ontology (EIAOnt) that lays the foundation for the
EIA design activity to use additional business information by incorpo-
rating the business process knowledge. We also present an approach
that semantically derives EIA from Enterprise business process archi-
tecture (BPA) using Riva BPA methodology. A semantic representation
of EIA through EIAOnt Ontology suggests a step forward to bridge the
gap between business process architecture and enterprise information
architecture.

Keywords: Enterprise information architecture · Semantic information
architecture · Semantic information integration

1 Introduction

1.1 Enterprise Information Architecture (EIA)

The design of Information architecture (IA) is an established activity that has
been recognised to have a central importance for information system develop-
ment community since 1980s. Brancheau and Wetherbe defined in [1] that infor-
mation architecture ‘. . . is a high level map of the information requirements of an
organisation. It is a personnel-, organisation- and technology-independent pro-
file of major information categories used within the enterprise.’ Among more
recent definitions, Godinez et al. [2] define Information Architecture as ‘[The
description of] principles and guidelines that enable consistent implementation
of information technology solutions, how data and information are both governed
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and shared across the enterprise, and what needs to be done to gain business-
relevant trusted information insight.’ (p. 28). The Enterprise Information Archi-
tecture (EIA), is ‘the framework that defines the information-centric principles,
architecture models, standards, and processes that form the basis for making
information technology decisions across the enterprise’. [2].

Enterprise Information Architecture is an integral part of Enterprise Archi-
tecture of modern enterprise. Enterprise Architecture is regarded as ‘. . . a com-
prehensive description of all of the key elements and relationships that make up
an organisation.’ [3]. Enterprise architecture (EA) attempts to provide struc-
ture to the whole organisation where information is found from strategic level to
business to information resources, hence a structured EA approach (for exam-
ple, see Fig. 1) is essential to architect enterprise-wide information for a success-
ful information system (IS) and a sound technology infrastructure. Enterprise
information resources are structured in EIA that is in close proximity with busi-
ness architecture (including business process architecture) and business strategy
(Fig. 1). EIA is relevant to EA so much so that some EIA researchers have found
it easy to design the whole enterprise architecture (EA), such as [4].

1.2 Components of EIA

The Enterprise Information Architecture (EIA) has following components [2,5]:

– Information Entities, attributes and relationships
– Enterprise Data Models, Entity-Relationship diagrams

Fig. 1. Enterprise architecture. Note that the EIA elements contain entities as well as
processes in this slightly modified view.
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– Models of Information value chain, such as Information flow diagrams
– Information views for stakeholders
– Traceability of EIA Components
– Business domain knowledge (Ontologies, taxonomies and metadata etc.)

Critical issues relating to the design of EIA include requirements for information
quality, storage and retrieval, searchability, findability and accessibility, informa-
tion security [6]. While these issues are related to EIA from within Information
Management domain (Fig. 1), the knowledge of these issues has a positive impact
on the design of EIA components itself and provides credibility to the EIA design
process.

1.3 Motivation for this Research

Classically, the EIA design activity consisted of building a map of a firm’s infor-
mation resources and business functions based on time-consuming managerial
interviews. The subsequent time requirements led to an increasing lack of interest
from the strategic management in this vital design effort. However, a consistent
emphasis on the vitality of IA (Information Architecture) design in relation to a
firm’s business processes and information resources has remained the case [7–10]
in the business information management research community. Recent research
has identified that the information management capability of an enterprise has a
significant contribution towards development of its capabilities in customer man-
agement, process management and performance management, [11,12]. The Infor-
mation Management (IM) Capability may be defined as the ability to provide
data and information within the desired accuracy and time scale for a given enter-
prise business process. This implies that the design of information architecture
(IA) is of pivotal importance for developing the IM capability. The enhancement
implied by this ability develops customer management (CM) capability that gen-
erates opportunities to develop customer relationships both as consumers and
innovation partners. The IM capability can also contribute towards developing
and redesigning business processes for carrying out the activities of an enterprise,
reflecting on the Process Management (PM) capability of the enterprise, [11].

A number of factors motivate this work which provides ontological founda-
tion of a business process-oriented EIA of an enterprise. Firstly, in organisations
that deal with information as a commodity and/or as a service, it is suggested
that organizations that use their business information successfully can be as
much as 27% more effective. This requires a fresh look into information strategy
with a goal to achieve optimal information usage [13]. Secondly, a vast major-
ity of contemporary IA design practice has lacked the knowledge of business
process information due to: (a) the lack of appropriate technologies to capture
business process knowledge, and (b) the continuing lack of interest from man-
agement to invest in EIA design and hence the absence of a comprehensive EIA
design that can support not only any business process reengineering (redesign)
effort but this EIA could also support the design of new business processes.
Thirdly, recent research in two independent areas has provided impetus for this
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research. One is in the areas of Business process architecture (BPA) method-
ologies and business process modeling technologies such as Business Process
Modeling Notation (BPMN), [14], which has facilitated the structured defini-
tion and representation of business processes. The other is the advancement of
research in knowledge representation (KR) mechanisms and the advancement
of Semantic Web (SW) technologies [15,16]. The use Ontologies (Sect. 2.1) as
KR mechanisms in Enterprise Information Systems (EIS) can be instrumental
in representation of information resources and other areas related to information
management. And finally, classical IA design approaches identified information
categories and processes with the help of long manager interviews. This resulted
in lack of management interest in IA design approaches [1,8,9,17,18] and com-
prehensive methodologies like Information Engineering (IE) [7] and its derived
forms like IBM’s Business Systems Planning (BSP) and Strategic Data Planning
(SDP), [19].

This paper presents a blueprint of such an approach that bridges this gap
between business architecture and enterprise information architecture using
semantic technologies. Section 2 discusses the related work in classical and con-
temporary attempts to BPA-oriented EIA. Section 3 details the concepts and
relationships of the EIAOnt ontology for the EIA elements and discusses ratio-
nale behind chosing these concepts. Section 4 discusses the proposed approach
that semantically derives EIA entities and processes of the enterprise from BPA
ontological artefacts. Section 5 demonstrates the current work through a case-
study in cancer-care domain while identifying some adjustments for the par-
ent framework that conceptualises the BPA methodology. Section 6 discusses
issues in this approach that we currently face with some possible remedies, and
Section 7 concludes this paper with directions for further work.

2 Related Work

2.1 Non-semantic Approaches to IA Design

Non-Semantic approaches to IA design include enterprise data model approach
by [18], long-range information architecture and ends/means analysis approaches
[17], critical success factors approach [20], Information Engineering (IE) based
approaches [7] such as IBM’s Business System Planning (BSP) and strategic
data modeling (SDM). These approaches relied upon long time-consuming inter-
views which heavily contributed to a lack of interest in IA design activity by
the strategic enterprise managers. Among these approaches, the enterprise data
model approach and the IE-based approaches were business process-centric; how-
ever, the IE-based approaches lacked appeal due to the absence of technological
advances of today [8,9], which could reduce the astronomical time requirements
for EIA design.

More recently, the EIA is seen as a part of the overall enterprise architecture
(EA) of an enterprise and is also mentioned as data architecture. Examples of
these approaches include Zachman’s Information Systems Architecture (ISA)
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[21,22], the Architecture Development Model (ADM) by TOGAF [23], the four-
layer Process-Driven Architecture (PDA) model [24] and the CiESAR model [25].

The TOGAF’s data architecture is based on business entities (list of things
important to the business), Entity-Relationship Diagrams, logical data model
and data flow diagrams, which constitute four out of 30 cells within Zachman’s
ISA [21] as identified in Figure. With the advent of knowledge-based techniques
such as conceptual modelling and meta-data techniques like ontologies, data
transforms into Enterprise Information Architecture (EIA) using information
vocabularies such that the information model describes the information item
(or information entity as we name it) that represents a data item (or entity).
However, the EIA is still not completely informed by the business process archi-
tecture as it lacks a complete knowledge of business elements such as that of
business processes and the knowledge of interdependence within these elements.
In a critical investigation, TOGAF has also been found to have failed to provide
a sound and appropriate basis for its designs for enterprise engineering [26].

2.2 Ontologies and Ontology Engineering Methodologies

Ontology is ‘a formal explicit specification of a shared conceptualization’, [27].
It is a knowledge representation (KR) mechanism that represents knowledge
of a domain that is consensual (shared and agreed between stakeholders) and
machine-understandable (has a formal basis), [28]. It is different from a
knowledge-base (KB) in that a knowledge-base provides some concrete knowl-
edge of the domain whereas ontology presents the vocabulary of the domain
and the concepts and their inter-relationships. The Web Ontology Language
OWL [29] is the current standard for development of Ontologies, and has three
sub-categories, OWL Lite, (for designers of classification and simple constraints)
OWL-DL (for maximum expressiveness using description logics) and OWL Full
(for maximum expressiveness and syntactic freedom of the Resource Description
Framework language RDF).

Some of state-of-the-art methodologies in Ontology Engineering are
METHONOTOLOGY [30], CYC Method [31], DILIGENT (Pinto, Tempich et
al. 2010), TOVE [32], FOIS [33], Ontology Development 101 [34], Ontology based
on Lexicon [35] and BORO [36] among others.

2.3 Semantic EIA Design Methodologies

Semantic approaches to EIA design include the use of Resource-Event-Action
(REA) Ontology in TOGAF [23], however, its EIA is based only business data
and not on a thorough business information analysis. Genre and Ontologies
Based Information Architecture Framework (GOBIAF, [37]) is based on infor-
mation need interviews and this approach is also not based on knowledge of
business entities and processes. The Field-Actions approach by [38] uses field
actions for incorporating business process information and uses HL7 ontology
but it lacks derivation of fully derived information model of an organization.
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The Design and Engineering Methodology for Organizations (DEMO)
Methodology (Dietz 2006) was developed to bridge the gap between business
processes and information systems using Language/Action (or L/A) Perspec-
tive, which ‘assumes that communication is a kind of action in that it creates
commitments between the communicating parties’, (Dietz 1999). The DEMO
methodology is rooted in χ-theory and provides an integration of three aspects
of organisations, namely: B-organisation (business), I-organization (information)
and D-organization (document). However, this methodology also limits itself
to translate information entities, attributes and relationships from χ-theory to
Enterprise Information Architecture (Gomes 2011).

The Toronto Virtual Enterprise (TOVE) Ontology project has developed a
set of integrated ontologies for the modelling of both commercial and public
enterprises [32]. The Ontologies suite of TOVE is divided into three groups:
Core, Derivative and Enterprise Ontologies. These Ontologies are designed in
Knowledge Interchange Format (KIF) and use Resource Ontology as the core
level and use Information Resource Ontology as the derivative ontology [39].
These ontologies have been designed in line with requirements of product manu-
facturing organizations and cannot be converted into OWL-DL format because
the KIF uses First-Order logic (FOL) as compared to Description Logics (DL)
in OWL-Description Logics which uses only a part of FOL.

3 The Enterprise Information Architecture (EIAOnt)
Ontology

We present an Ontology, namely the EIAOnt Ontology, for Enterprise Infor-
mation Architecture (EIA) on the theoretical basis set by [40] using Bunge-
Wand-Weber (BWW) Ontology. The artefacts of the EIAOnt Ontology consist
of concepts that represent information entities (IEs), information- and EIA-
related processes, their sub-concepts and the relationships that exist within and
between these concepts.

3.1 Need and Scope

In order to deal with the issues of semantic heterogeneity of information that
originates from diverse resources, ontologies can provide a structured approach
to represent knowledge of basic concepts that are common across a variety
of domains [41]. These ontologies are extensible and for particular domains,
these act as metadata vocabularies. The EIAOnt ontology is considered as a
generic ontology for EIA design within the Enterprise Architecture domain and
is designed to construct a sharable knowledge of EIA design terms and con-
cepts within the enterprise, hence it forms a much needed component within the
Enterprise Architecture to ensure a business process-aware EIA.

The scope of the EIAOnt Ontology is defined by its use within various Enter-
prise Architecture domains. As EIA is only one of the four architectures within
the EA domain, the EIAOnt Ontology is limited in its scope to conceptualise
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EIA elements. On one hand, this Ontology is based on the knowledge of vital
place of Information within the enterprise and hence it is aware of EIA’s role
within Information Management department as well as Business Strategy enter-
prise. On the other hand, the EIAOnt is generic and can provide easy interface
with domains of business process knowledge, knowledge of business strategy and
goals, knowledge of Information Management requirement such as data qual-
ity, availability and information security to construct a semantic structure for
Enterprise with sound theoretical base. We have used the methodology by [34] to
development EIAOnt ontology for a generic Enterprise Information Architecture
identifying concepts and relationships for a business process-oriented EIA.

3.2 Conceptualisation of EIA Entities

In order to establish a clear understanding of what qualifies to become an EIA
entity (hereinafter called an ‘information entity’), we delve into philosophies that
define entities and classify them.

Entities in Bunge-Wand-Weber Ontology. Bunge, in his philosophical
study of the world systems, Mario Bunge [42,43] presented ontological founda-
tion of real world systems that was adopted by [44] to present a formal model of
objects (things that physically exist in the real world). According to Bunge’s phi-
losophy [42], the world is made up of two kinds of things, namely concrete things
- also called entities or substantial individuals - and conceptual things, which do
not have a physical existence. Because Bunge’s model of objects deals only with
real world systems, it presents the ontological representation for only concrete
things (or substantial individuals) and not for conceptual things. According to
the representation mapping rules defined by [45], this implies that every BWW-
Thing or entity can be modelled as an object in an object-oriented modelling
language like UML. However, in software design, not every object is substantial,
or in other words, not every information system object physically exists nor it
is always a BWW-Thing. This view is also shared by [27] that “For AI systems,
what ‘exists’ is that which can be represented” [46].

Critics of Bunge’s ontology and Weber’s model of objects, such as [47], have
the view that BWW model provides an inappropriate foundation for conceptual
model of business information systems. However, in their ontological model of
information systems, Wand and Weber [40] have argued that ‘all objects are
things, but only some types of things are objects’, which establishes (with exam-
ples) that conceptual entities can also be modeled using the BWW ontology.
In their discussion, they have referred to BWW-Thing as their ‘object’ and
by ‘things’ they mean concrete as well as conceptual things, and have selected
INVENTARY ITEM, CUSTOMER ORDER, CUSTOMER ACCOUNT, CUS-
TOMER REPAYMENT and INVENTARY REPLENISHMENT as illustrative
examples of ‘things’ from a Customer Order and Payment System whereby none
can be regarded as a BWW-Thing as none has a physical existence. Therefore,
this ontological model can facilitate the analysis of things and other artifacts of
a business information system.
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Entities in Top-Level Classification by John F. Sowa. John F. Sowa
[48] represented the top-level classification of things by an Ontology lattice.
This Ontology lattice classifies entities with primitive categorisation of Indepen-
dent, Relative, Physical, Mediating, Abstract, Continuant (entities that endure
in time) and Occurrent (that never fully exist at any instant; instead they unfold
with time; for example processes or events). Objects or physical entities (BWW-
Things) are represented as independent physical continuants (IPCs). Although
this classification elaborates abstract sub-categories such as situation, structure,
reason and purpose (or goals), yet it lacks classification of conceptual entities like
PAYMENT, which belongs to none of these abstract sub-categories. The entity
PAYMENT is, in Sowa’s ontological lattice terms, a conceptual (or Abstract)
continuant and does not belong to any of the above sub-categories. For enter-
prise information modeling purposes, this ontology needs to add the notion of
Abstract Continuant (AC) for conceptual entities.

Abstract Derived Entities (ADEs). The concept of Abstract Derived Enti-
ties (ADEs) within the data abstraction model is different from derived data
types (sometimes referred to as derived entities) in the object-oriented design
and programming paradigm. Instead, an ADE refers to ‘a data object present in
an abstract data model that may be referenced by other entities in the abstract
data model as though it were a relational table present in a physical data
source.’, [49]. An example of an ADE is AGE which is an ADE correspond-
ing to the DATE OF BIRTH conceptual entity. The ADEs are conceptual enti-
ties that are derived from the primitive (or non-derived) conceptual or concrete
entities.

3.3 Conclusion - What are Entities in EIAOnt Ontology?

The BWW model in [40] facilitates the formal base for both concrete and con-
ceptual entities which exist side by side in enterprise information models. In
order to suggest the derivation of EIA information entities from business process
architecture, we firstly propose that all business entities should be conceptual-
ized using the InformationEntity concept. Conceptual and concrete things are
modeled in EIAOnt Ontology as ConceptualEntity and ConcreteEntity sub-
categories respectively (Fig. 2). As an ADE is always a conceptual entity, the
AbstractDerivedEntity, as subconcept of the ConceptualEntity concept con-
ceptualizes ADEs in the EIAOnt ontology with the help of boolean properties
isConcreteEntity and isADE set to suitable values.

3.4 Categorization of EIA Processes

Processes in the EIAOnt ontology represent EIA processes, generally described by
the EIAProcess concept. This concept is sub-categorised into six sub-
concepts: IEProcess, IECRUDProcess, IEMP and IESP, depicted in Fig. 3.
The IECRUDProcess concept is further sub-categorised into IECreateProcess,
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Fig. 2. Concept hierarchy for the InformationEntity concept in the EIAOnt ontology.

Fig. 3. Process concept and sub-concepts in the EIAOnt ontology.

IEReadProcess, IEUpdateProcess and IEDeleteProcess sub-concepts, individuals
of which represent respectively the Create, Read, Update and Delete processes for
an InformationEntity individual. Figure 3 elaborates how InformationEntity
concept is linked to EIA processes.

Once the enterprise information system has the knowledge of business entities
and business processes, corresponding to every InformationEntity individual
which was originally a business entity, there can be assigned one individual
of each of the three process subConcepts of the EIAProcess concept, namely
IEProcess, IEMP and IESP concepts. The IEMP process is used to manage the
corresponding InformationEntity instance such that it supervises the comple-
tion of IEProcess instances of the corresponding InformationEntity instance.
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The IESP process concept is used to maintain a strategic view of both IEProcess
and IEMP instances that correspond to a particular InformationEntity instance.
This strategic view can be in the form of producing entity analytics to assess the
use of IEs in information system of the enterprise. When an InformationEntity
directly corresponds to a business entity, its corresponding IESP instance can
contribute to compilation of business analytics if and when required. Some of the
individuals of each of the IEProcess, IEMP and IESP concepts corresponding to
this particular InformationEntity individual may be directly derived from their
relevant counterparts in the business process architecture. The instances of these
EIA process concepts can trace back to the corresponding InformationEntity
instances in instantiated EIAOnt ontology with the help of properties that are
defined in the complete meta-model of entities and processes. The EIAOnt ontol-
ogy also provides conceptualisation of separate processual links with the enter-
prise management and enterprise strategy through EIAManagementProcess and
EIAStrategyProcess concepts.

3.5 Traceability of EIA Concepts

The TraceabilityMatrix concept of EIAOnt ontology is used to establish trace-
ability among EIA elements. Traceability determines whether and to what extent
EIA information elements such as entities and processes can be traced back
within information value chain of the enterprise. Traceability can provide infor-
mation for:

– InformationEntity individual that was originally a business entity
– Business entities correspond to a InformationEntity individual
– InformationEntity individuals corresponding to a particular business entity
– IEProcess individuals corresponding to an InformationEntity individual
– IECRUDProcess individuals corresponding to an InformationEntity individ-

ual
– IEMP individuals corresponding to a given InformationEntity individual
– IESP individuals corresponding to a given InformationEntity individual
– IEMP individuals corresponding to a EIAManagementProcess individual
– IESP individuals corresponding to a given EIAStrategyProcess individual

This information is collectedby individuals of TraceabilityMatrix conceptwhich
represent various traceability matrices, e.g. traceability matrix for business entity
vs InformationEntity individuals and traceability matrix for InformationEntity
vs IEProcess individuals etc.

3.6 Information Views

The Enterprise Information Architecture is expected to contain both static and
dynamic views for information. Static views include structures of information ele-
ments such as logical data models, data standards, metadata and taxonomies.
Dynamic views include a business process model, an information work flow model
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and a data flow model that describes the transitions and states of information
during its lifecycle [50]. In EIAOnt Ontology, information views are conceptu-
alised as the EIADiagram concept. The instances of this concept may be diagrams
that are useful in depicting data and information flow from one location in the
information system (or enterprise) to the other. Traditionally, data flow diagrams
(DFDs) and entity-relationship (ER) diagrams, originate from system analysis
(SA) activity when designing the enterprise information models. UML Diagrams
also provide both high and low-level diagrams for information modelling. Infor-
mation Flow Diagrams (IFDs) provide high level view of information flow from
one point to the other.

Business process models (BPMs) provide representation of business processes
and their associations that an enterprise performs. BPMs belong to Business
Process Architecture (BPA) of the enterprise. However, these should be acces-
sible to EIA architects, particularly for a business process-aware EIA design
suggested in this research.

4 Semantic Derivation of Enterprise IA from Business
Process Architecture

4.1 Business Process Architecture and the BAOnt Ontology

The approach presented in this paper derives the EIA elements from the funda-
mental elements of business process architecture of an enterprise modelled using
the Riva BPA methodology [51]. The Riva methodology concentrates on the
business of the enterprise and collects essential business entities (EBEs) without
which the enterprise will cease to perform its function. It extracts from these
business entities a set of units of work (UoWs), each of which leads to a business
process at the operational (case processes - CPs), managerial (case management
processes - CMPs) and strategic (case strategy processes - CSPs) levels respec-
tively. Their names indicate the very nature of the tasks they carry out for a
particular EBE of UoW. The CMP and CSP, however, can be used by business
managers and/or CIOs to induce changes in BPA for the corresponding enti-
ties corresponding to any new decisions made at the enterprise level. This needs
to be carried out using enterprise information systems which rely on the EIA,
hence highlighting the need for the EIA elements to be directly derivable from
the BPA.

The BPAOnt ontology [52] in their BPAOntoSOA Framework capture this
ontological representation of BPA as semantically enriched BPA. The BPAOnt
ontology was developed in OWL [29] and contains all the above concepts and
relationships among these concepts, which makes a good starting point for the
design of the EIA. The BPAOntoSOA Framework starts with crude BP models
of an enterprise modelled using Role-Activity Diagrams (RADs) or more recent
BP modelling languages like BPMN [53]. The business information that causes
the development of BPA of an enterprise can originate from some other sources
such as business documents etc, but this does not affect the EIA derivation
process.



Blueprint of a Semantic Business Process-Aware Enterprise 531

4.2 EIA Semantic Derivation from BPA

As the effort of developing the semantically enriched BPA is a one-off activ-
ity for an enterprise corresponding to the developed business process architec-
ture, and needs only minor adjustment corresponding to business change, an
Enterprise Information Architecture that holds direct additional knowledge of
business processes helps improving the automation of the EIA design process.
Thus, it reduces the time requirements for interviews and questionnaires in the
sense that the knowledge of business entities and processes is already captured
through a semantically enriched BPA. However, this time-saving is more relaiz-
able once the process of semantically enriched BPA development is automated by
either accessing machine-readable business process models and workflows or by
using natural language processing techniques to analyse business documents and
extract business process architectural elements. The EIAOnt ontology has been
designed in OWL [29] using the approach by [34] and is based on IA concepts by
[5,50] and [4,18], and forms a major component of semantic EIA derivation app-
roach presented in this work. Fundamental EIA elements are EIA entities and
EIA processes which are conceptualised as InformationEntity and EIAProcess
concepts respectively in the EIAOnt Ontology. The EIA derivation methodology
(shown in Fig. 4) consists of a three-step approach for EIA derivation:

Fig. 4. Proposed approach for semantic derivation of EIA from BPA using the EIAOnt
ontology.
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1. The first step of this approach derives initial set of EIA entities and processes
from the EBE and process instances of the BPAOnt ontology by instantiat-
ing the BPAOntoSOA Framework for a particular enterprise. The semantic
derivation of the EIA entities includes which EBEs qualify to become EIA
entities and classifies each of them into concrete and conceptual entities. The
semantic derivation also includes derivation of EIA processes from process
concepts of BPA, and also captures the associated relationships among process
instances, which are taxonomic (whole-part) and/or non-taxonomic.

2. The second step of this derivation uses the instances of the EIA information
entity and process concepts of the EIAOnt ontology to search for related
concepts in external domain ontologies. This also includes identifying the
taxonomic and non-taxonomic relationships among new and existing case-
study entities and processes. The search for related entities and processes
may also result in formation of new external domain ontologies or updating
enriching external ontologies through a structured process of searching and
cataloguing EIA information entities and processes.

3. Finally, more complex EIA elements such as EIA traceability matrices, EIA
diagrams (such as Information flow diagrams and/or Entity-Relationship dia-
grams) and EIA information views are to be derived. As the name suggests,
the EIA traceability matrices provide traceability information for information
entities (IEs) corresponding to EBEs in BPA, IEs vs EIA Processes.

5 Case Study - Cancer Care and Registration

We demonstrate our new approach by applying it to one sub-process of the
Cancer Care and Registration (CCR) process of King Abdullah Cancer Cen-
tre in Jordan, used by [52]. The CCR case-study includes the sub-processes of
the Patient General Reception, Hospital Registration, Cancer Detection, Cancer
Treatment and Patient Follow-up. Of these, we use Patient General Reception
sub-process (Fig. 5) that models the process of a patient’s general reception at
the Cancer Care Centre.

5.1 CCR BPA Elements

The EBEs and UoWs generated by the instantiated by BPAOntoSOA Framework
are listed in Table 1. The output of CCR BPA is described as BPAOnt-CCR in
Fig. 4. The units of work are listed in bold. Corresponding to every UoW listed,
the Riva BPA methodology generates an instance of CP concept and one instance
of CMP concept. Before identifying EIA elements, we propose to complete the
BPAOntoSOA framework by adding an instance of the CSP concept for every
unit of work.

5.2 CCR EIA Elements

The BPA elements generated by BPA (Table 1) form the basis for the EIA
entities and processes in this derivation approach. Use of SWRL rules [54] can
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Fig. 5. Patient general reception sub-process in CCR case-study.

identify which EBEs qualify to become EIA entities. The EBEs, which are seman-
tically derived as EIA entities, are classified as concrete or conceptual entities.
This basic classification is useful because it can facilitate the decision-making
processes within business information system, e.g. supply chain and delivery of
a printed book or an electronic book (ebook) version and decide upon cost of
delivery accordingly. In the CCR context, EMERGENCY UNIT is a physical
entity and has a location, whereas DATABASE is a conceptual entity.

The EIA derivation function generates the CRUD (Create, Read, Update and
Delete) processes for every EIA entity and are sub-concepts of EIAProcess con-
cept in EIAOnt Ontology. The CPs and CMPs also form an initial set of EIA (non-
CRUD) processes. Once relationships between these concepts are established
and traceability among these elements is determined, the EIA design function
then moves on to search in external domain and process ontologies, using auto-
mated ontology search processes to look for related entities and processes. This
is possible only when domain specific knowledge for a particular business exists,
e.g. cancer care domain knowledge for CCR case-study. Otherwise, the EIA
design process can then develop new domain specific knowledge as its by-product.
This search may result in significant increase in the number of EIA entities and
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Table 1. BPA elements for the patient general reception sub-process in the CCR
case-study.

EBEs or UoWs

Patient General Reception

Receptionist (General)

Patient

Medical Records

Appointment

Patient File

Emergency Unit

Cancer detection unit

Database

Patient details

Case Processes (CPs)

Handle Patient general reception

Handle a patient medical record

Case Management Processes (CMPs)

Manage the flow of patient general reception

Manage the flow of patient medical record

processes. The traceability for these newly found EIA elements should establish
many-to-many relationships between EIA entities and the initial set of EIA enti-
ties which were originally EBEs in BPA. Many-to-many relationships also exist
between EIA processes and the EIA entities they access, use and/or modify.
Table 2 lists the set of EIA entities and processes in the case-study sub-process
after searching for related entity and process concepts in the NCI Thesaurus [55]
and the Medical Ontology by Advance Genome Clinical Trials (ACGT) project
[56]. The IEMP processes are the processes for CMPs in the BPA that manage
CPs, and the IESP processes correspond to CSPs. We have noted that entities
in these ontologies are not classified into concrete and conceptual entities and
we therefore recommend constructing a new ontology using this classification
for EIA entities. The complete EIA for CCR is referred to an EIAOnt-CCR in
Fig. 4.

6 Discussion

A number of issues can be significant for a complete and correct derivation
of an EIA. Firstly, we note that this approach significantly depends upon the
correctness and completeness of the Riva BPA elements identified by instanti-
ating [52]’s BPAontoSOA framework. The starting point of the BPAOntoSOA
framework is, however, the business process models of the case-study enterprise
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Table 2. Count of EIA elements derived from BPA for patient general reception sub-
process in CCR case-study after look-up in ACGT medical ontology for entities.

EIA Element Count

EIA Entities 10

Entities derived from BPA 8

Entities searched from domain ontologies 2

Concrete entities 5

Conceptual entities 5

EIA Processes 41

EIA Processes 3

CRUD Processes 32

IE Management Processes - IEMPs 3

IE Strategy Processes - IESP 3

EIA Traceability Matrices 4

that were originally developed through on-site interviews in a previous research
[57]. We suggest that the input for BPA development needs to be business doc-
uments and business use cases and not necessarily BP models. This, however,
should not affect the correctness and validity of EIA as the needed BPA ele-
ments are instances of the BPAOnt concepts, and hence it will generate an EIA
corresponding to these BPA elements.

Secondly, although this approach causes EIA design to be heavily dependent
upon the business process architecture, yet this becomes a strength and not a
weakness of the approach because our proposed EIA is more business process-
aware and it is more responsive to business process change if it includes a change
management mechanism that tracks any changes in BPA and makes correspond-
ing adjustments to EIA architectural elements. Changes in BPA translate into
changes in Riva BPA business entities, processes or relations between its units
of work. The change management mechanism of the EIA should capture these
changes and initiate EIA ‘change processes’ to assess the impact of these changes
and implement them. Thus, future information requirements, that are not yet
expressed in process models will need to emerge from a review of BPA models
(driven by strategic management), followed by change in EIA. This limitation or
dependence should be seen as an opportunity to review business process archi-
tecture. Future information requirements that do not need change in process
models may be met through change management processes acting independently
of BPA.

Thirdly, the EIA derivation process needs to identify whole-part relationships
among the EIA entities derived from BPA and also for the entities searched
from external domain ontologies. We may call this refactoring of EIA entities.
For instance, there are 10 RECEPTIONIST EBE instances in the BPA. This
leads the information architect to define one RECEPTIONIST instance with
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a variable place of deployment. Furthermore, the RECEPTIONIST entity may
be a sub-entity of a PERSON entity of which PATIENT is another sub-entity.
The whole-part relationship may be added to the information about EIA entities
using OWL properties and SWRL rules (SWRL 2004).

Fourthly, in order to ensure the correctness of EIA derivation approach,
human input from information architect (IA) may be essential at certain stages
of EIA derivation. For example, the IA’s input may be required when refactoring
of EIA entities and processes is carried out. This may be carried out through
special-purpose dialogue boxes, which may render the above derivation process
semi-automated rather than being fully automated, hence further work for fur-
ther evolution of the current work.

Finally, limitations of such an approach to derive EIA from BPA emerge
from those of BPA methodology. This approach is critically dependent upon the
Riva methodology as the underlying BPA methodology. This is because the Riva
BPA methodology is systematic and focuses on business entities and process in
a way that brainstorms all entities and units of work that lead to processes,
thus identifying the business components along its natural fault-lines and hence
providing a comprehensive (initial) set of EIA entities and processes.

7 Conclusion and Future Work

We have presented a new generic approach for semantically deriving the Enter-
prise Information Architecture of an enterprise from its Business Process Archi-
tecture. We have also demonstrated results of this derivation using a real and
validated case study based on Cancer Care and Registration in Jordan, namely
the CCR case-study. Moreover, we have identified some shortcomings in the cur-
rent BPAOntoSOA framework algorithm with respect to the extraction of EBEs
from business processes and hence the reflection on the inclusion of case strat-
egy process (CSP) in the BPAOnt ontology for a given BPA case. Currently,
this approach is limited to the derivation of the fundamental EIA elements
such as EIA entities and processes, and the traceability matrices that ensure
forward/backward traceability from/to these elements. This approach is to be
extended to generate more advanced EIA elements such as information views
and information flow diagrams while exploiting the dynamic relations within
the BPA’s units of work and the traceability of EIA entities and EIA processes
that access these entities. Further research includes the generalisation of this
approach to a validated Semantic Framework, with maximum automaticity, for
deriving the design of an enterprise information architecture from the given busi-
ness process architecture of that enterprise.
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