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Preface

The 29th Annual Symposium on Computer and Information Sciences, held in
Krakow under the auspices of the Institute of Theoretical and Applied Informatics
of the Polish Academy of Sciences, pursues the tradition of a broad-based sym-
posium presenting recent advances in scientific and technical aspects of Information
Technology.

Notable in this year’s event are the presence of new areas such as Quantum
Computing, and the greater emphasis on Network Security via a session (as last
year) that presents some of the results from the EU FP7 Project NEMESYS.

All papers included in the proceedings have undergone an evaluation by at least
two referees, and most of the papers have been examined by at least three referees.
Published by Springer, in the past 3 years each of these proceedings has had some
10,000 full paper downloads, which is equivalent to, on average, over 200 down-
loads per paper.

We therefore hope that this year’s ISCIS 2014 proceedings, the 29th Symposium
in a long series that started in Ankara, Turkey, in 1986, will continue to be useful to
the international scientific and technical community in Computer Science and
Engineering.

London, July 2014 Tadeusz Czachorski
Erol Gelenbe
Ricardo Lent
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Part 1
Wireless and Cognitive Networks



New Channel Access Approach for the IEEE
802.15.4 Devices in 2.4 GHz ISM Band

Tolga Coplu and Sema F. Oktug

Abstract The number of indoor wireless communication devices and technologies
employing the ISM band is increasing day by day. As a consequence, co-existence is a
big challenge for tiny, IEEE 802.15.4-based and resource-constrained devices. In this
paper, 2.4 GHz ISM band aggregated traffic is analyzed and a novel channel access
approach is proposed based on the cognitive radio concepts in order to increase free
channel access performance. The performance is evaluated by using the real-world
RF signal strength measurements of an indoor IEEE 802.15.4 node with the presence
of many IEEE 802.11 interferers. The performance evaluation gives promising results
considering free channel access performance.

Keywords Co-existence * Cognitive radio - IEEE 802.15.4 - IEEE 802.11 - Channel
access

1 Introduction

We are facing a limited bandwidth when communicating indoor wirelessly. In the
2.4 GHz Industrial, Scientific and Medical (ISM) band, the variety and the number
of devices have a huge impact on the efficient use of the available bandwidth. As a
result, co-existence raises a big challenge especially for the low power devices.
There are very valuable studies on the 2.4 GHz ISM band co-existence to mitigate
the interference [1-5]. These studies especially focus on the co-existence of IEEE
802.11 and IEEE 802.15.4 technologies, because of their asymmetric interference
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patterns, as stated in [5, 6]. In all these techniques, the main principle is to decrease
the conflicting resources. Since 2.4 GHz ISM band communication technologies are
generally channel based, channel is one of the most important resources. Thus, many
of the schemes in the literature propose dynamic or adaptive channel selection for
better co-existence performance. Second, time is also a very valuable resource. In
wireless media, there is no effective and fully utilized communication under co-
existence. Therefore, determining free time slots has a key role for inner channel
interference avoidance. Finally, space is another resource. Unfortunately, it cannot
be effectively used since communicating devices do not have controlled mobility.
However, there are important transmit power control schemes in the literature for
interference mitigation.

In this work, we focus on boosting 2.4 GHz ISM band inner channel co-existence
performance by using the cognitive radio concepts. The authors consider the IEEE
802.15.4 devices as the secondary users in the cognitive radio networks and the IEEE
802.11 devices as the primary users and introduce a new scheme for the channel
access to be used by the IEEE 802.15.4 devices. The performance of the introduced
scheme is studied under various real-life IEEE 802.11 traffic traces and promising
results are obtained.

This paper is organized as follows: The analogy between ISM band co-existence
and the cognitive radio concepts is given in Sect. 2. Section 3 presents the impacts of
aggregated IEEE 802.11 traffic on the channel access performance of IEEE 802.15.4
devices. In Sect.4, a new channel access scheme is explained in detail. Section5
gives the performance evaluation of the proposed scheme using a testbed. Finally,
Sect. 6 concludes the paper by giving future directions.

2 Motivation

In cognitive radio, the users are classified as primary and secondary users [7, 8].
Primary users have higher priority over secondary users in terms of communication
due to a license mechanism. Unlike in the cognitive radio communications, there is
no defined priority access mechanism in license-free ISM bands but a spontaneously
occurring privileged access due to different output power of devices. For example, an
IEEE 802.11 device interferes with a nearby IEEE 802.15.4 device communication
and prevents its channel access or successful transmission whereas the IEEE 802.15.4
device has no such effect on the IEEE 802.11 communication [6].

At this point, it is practical to make an analogy with cognitive radio and adapt its
priority-based user differentiation concept in the ISM band co-existence problem.
Within the scope of this paper, the nodes suppressing the communication of the
neighboring nodes are going to be called as ISM Primary Users (ISM-PU) and
the aggregated heterogeneous traffic generated by these ISM-PUs is going to be
called as Aggregated ISM-PU Traffic. On the other hand, the nodes affected by the
aggregated ISM-PU traffic are going to be called as ISM Secondary Users (ISM-



A New Channel Access Approach for the IEEE 802.15.4 Devices ... 5

SU). However, there are some domain specific differences between these two cases.
Unlike in cognitive radio:

e The number of ISM-PUs is not restricted to one,

e ISM-PUs are not static. They may lose their ISM-PU characteristics in time
because of mobility or change in Radio Frequency (RF) output power (vice versa),

e Devices using the same or different kinds of communication protocols can be the
ISM-PU of the device that is of interest. For example, either an IEEE 802.11 or an
IEEE 802.15.4 device can be the ISM-PU of an IEEE 802.15.4 device interested,

e Primary and secondary terms are not global. A node may not be the ISM-PU of
all its neighbors.

Evaluating all the items above, it is hard to fully adapt cognitive radio concepts to
the ISM band. However, primary and secondary user concepts have been motivating
and also convenient for the proposed scheme in this paper.

3 The Analysis of Aggregated ISM-PU Traffic

In this work, a testbed is designed to analyze the interaction between ISM-PU
and ISM-SU nodes. It is well known that the IEEE 802.11 devices are the major
interferers in the 2.4 GHz ISM band [9-11]. Therefore, as ISM-PUs, we use IEEE
802.11g wireless access points and laptops connected to these access points. As ISM-
SUs, the 2.4 GHz IEEE 802.15.4-compliant hardware is used. Then, the RF Signal
Strength (RFSS) measurements of the communication channel, which is the main
factor for both Clear Channel Assessment (CCA) and Received Signal Strength Indi-
cator (RSSI) values, were recorded by using the 2.4 GHz IEEE 802.15.4-compliant
products in different RF channels.

In our test scenario, two IEEE 802.15.4-compliant products, one of which config-
ured as a transmitter node and the other as a receiver node, communicate periodically
at an interval of 10ms. In this setup, the transmitter node measures two consecutive
CCA values, and then transmits these measurements to the receiver node with a
unique packet ID. The transmitter node logs the same packet on a computer via
serial wired communication. If the packet is received seamlessly, the receiver node
inserts calculated RSSI value to the packet and sends the packet to a computer via
serial wired communication. Note that, packet loss rate can be obtained by compar-
ing the packet ID logs of the transmitter and the receiver nodes. The measurements
were done for two different scenarios: with an ISM-PU idle (no IEEE 802.11 inter-
ference) communication channel and with an ISM-PU busy communication channel,
respectively. A schematic representation of the testbed is shown in Fig. 1.

The logged CCA and RSSI measurements are presented in Fig. 2. The results show
that when the channel is ISM-PU idle, the mean of CCA measurements is —85 dBm
and the variance is 5dBm. Since the RSSI measurements are about —55 dBm, the
calculated SIR value is approximately 30dBm. For such SIR values, packet loss is
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IEEE 802.15.4-compliant |EEE 802.15.4-compliant
transmitter receiver

- Makes CCA measurements - Listens to the channel upon the receipt of a packet
- Sends the CCA together with a packet to the receiver - Calculates the RSSI
- Logs the measurements to the computer - Gets the CCA and packet ID

- Logs RSSI, CCA and packet ID to the computer

Computer

Fig. 1 A schematic representation of the testbed
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Fig. 2 500-sample snapshot of CCA and RSSI measurements for the ISM-PU idle scenario

not anticipated except for some particular environments. As expected, no packet loss
is observed in the first scenario.

In the second scenario, called the ISM-PU busy scenario, the same testbed is
used as in the first scenario. However, at this time, the ISM-PU devices around the
laboratory are enabled. In this environment, neither the number of ISM-PUs nor the
traffic pattern generated by them was manipulated. The traffic of the ISM-PU devices
was a result of daily user activities in the offices around. Here, our goal is to examine
the impact of real-world aggregated background IEEE 802.11 traffic on the IEEE
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Fig. 3 500-sample snapshot of CCA and RSSI measurements for the ISM-PU busy scenario

802.15.4-compliant nodes. The CCA and RSSI measurements of the ISM-SU nodes
are shown in Fig. 3. In these tests, the following points are observed:

e The CCA measurements, in the ISM-PU busy scenario, have high variance as seen
in Fig. 3, which is due to the presence of ISM-PU traffic,

e Variations in the CCA values for different samples observed in the measurements
is reasonable, since there are multiple ISM-PUs,

e A detailed analysis of the CCA and RSSI measurements reveal that only in 7.20 %
of the observation period, there is ISM-PU traffic which forces SIR values to be
below 10 dB and this causes a packet loss value of 6.94 %. Note that 10 dB threshold
is selected because in the literature it is shown that 10dB is a critical value for the
IEEE 802.15.4 standard to have a successful communication [12].

Considering the fact that the communication channel is already ISM-PU idle for
92.8% of the time, the high packet loss rate of 6.94 % indicates that the periodic
channel access used in the testbed is not efficient enough.

4 Using High Autocorrelation Lag Values for Predicting
the Aggregated ISM-PU Traffic Signals

In the previous chapter, the impact of co-existing Aggregated ISM-PU Traffic on
ISM-SU is investigated using real-world RFSS traces. The testbed results showed
that, in the environment, the ISM-SU packet loss ratio is close to the busy channel
to free channel ratio. The main cause of such a result is that the channel access
scheme cannot detect the co-existing interference literally. With this motivation, the
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Fig. 4 Autocorrelation coefficients calculated for various lag values for ISM-PU busy scenario

CCA measurements gathered from the testbed are studied and then, a heuristic-based
channel access scheme is proposed.

The periodic patterns of the co-existing traffic will be investigated in order to locate
free channel access instants. In this approach, first, autocorrelation coefficients for
varying lag values are calculated from CCA traces to detect the repeated patterns of
the ISM-PU communication. The autocorrelation coefficients for the ISM-PU busy
scenario are depicted in Fig. 4. This figure shows that the autocorrelation coefficients
of some lag values are rather higher than the others. This is the cyclostationary feature
effect of the ISM-PU communication. The proposed scheme assumes that for these
high autocorrelation lag values, it is highly probable that there is co-existing ISM-PU
traffic in the environment. At these instants, channel access of the ISM-SU should
not be allowed.

It should be noted that there is more tha one ISM-PU in the environment. Thus,
clustering these ISM-PUs according to the lag values would be beneficial for ISM-
SUs to utilize the free bandwidth. However, as explained in the previous section, the
ISM-SUs cannot measure the signal strength values of the ISM-PU communication
properly which makes such a clustering impossible. Therefore, we propose to design
a filter by using weighted autocorrelation lag values. This filter is going to be used
by ISM-SU in order to predict the future ISM-PU interference.

In the proposed scheme the autocorrelation values, c, for different lags, k, are
calculated as given in (1) whereas the maximum and the minimum signal strength
values of the whole trace are given in (2) and (3), respectively.

D R ()
SV i@ - -7

Cpmax = |max(cg)| K=1,...,N 2)

CyviN = |min(cg)| K=1,...,N 3)

Cr

K=1,....K (1)
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where ¢; is the measured CCA value at index ¢, N is the total number of CCA
samples and K representing the maximum lag value used in the algorithm. In order
to determine the channel access instant for an ISM-SU, a simple filter, f;, is designed
as given in (4).
fi= _GTMIN K (4)
CiMAX — CMIN

This filter value is applied to (5). For those values exceeding the control parameter
TTHR, there is a probable ISM-PU traffic in the channel. At these instants where (5)
returns busy channel, ISM-SU access to the channel should be prevented.

ChannelAcess(n + (i x fs_l)) = {free, fi = Trar , i=1,...,N (5

busy, fi > Ttur

where n indicates the current instant, fs is the sampling frequency of the CCA mea-
surements and 7tyr is the decision threshold of the proposed scheme. For those
values exceeding the control parameter TtyR, there is probable ISM_PU communi-
cation in the channel. Consequently, 7tyr has a direct impact on the aggressiveness
of the predictions made.

5 Performance Evaluation of the Scheme Proposed

The performance of the proposed scheme is compared with two other channel access
schemes and results are given in Table. 1. In Scheme 1, every 10th sample on the
test trace is selected. If the CCA value of this sample is below —75dBm, this is
recognized as a free channel access. Scheme 2 differs from Scheme 1in terms of
sample selection where the sample is selected according to uniform distribution
within every 10-sample interval. Finally, in the proposed scheme, the channel access
is scheduled to the instant with the lowest weight value.

It is obvious that the proposed scheme is highly capable of detecting ISM-PU
traffic in the environment. However, we should keep in mind that there are instants
where we predict ISM-PU traffic although the channel is free. This is the False
Positive (FP) situation for our scheme. On the other hand, False Negative (FN) occurs

Table 1 Comparative free channel access performance of the proposed scheme

Scheme 1 Scheme 2 Proposed scheme
# of free channel access 1851 1846 1979
# of busy channel access 149 154 21
% of free channel access 92.55% 92.3% 98.95 %
% of busy channel access 7.45 % 7.7% 1.05 %
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Fig. 5 The percentage of FNs and FPs for varying Tryr values

at the instants when the channel access is allowed although the channel is busy. In
Fig. 5, the performance of the proposed scheme is evaluated based on the FN and FP
rates of the channel access predictions for varying Ttyr values where N = 5000,
K = 120 and the ISM-PU traffic in the environment is occupying approximately
0.074 erlang (E). Figure5 proves that free channel access prediction probability is
inversely proportional to 7THR.-

6 Conclusions

In this paper, 2.4 GHz ISM band aggregated traffic is analyzed, by using the adapted
cognitive radio concepts. Then, a novel channel access scheme for the IEEE 802.15.4
devices is proposed. The performance of the introduced scheme is studied under
various real-life IEEE 802.11 traffic logs. It is observed that the technique introduced
gives promising results under the real world test traces, which motivates us to decrease

the complexity of the scheme proposed and embed it to the IEEE 802.25.4 nodes as
a future work.
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A Parametric Study of CPN’s Convergence
Process

Antoine Desmet and Erol Gelenbe

1 Introduction

The Cognitive Packet network [1-4] is a QOS-oriented packet routing protocol,
which is decentralised, distributed and adaptive. The CPN concept emerged in 1999,
and has been applied to several network types: energy-constrained sensor networks
[5], integration with IP networks [6], building graphs [7], etc., and to solve different
problems access control [8], attack defense mechanisms [9], congestion management
[10], emergency management [11] and more. A comprehensive overview of the work
on CPN can be found in [12].

CPN has the particularity of being based on search techniques [13, 14] using
dedicated exploratory packets, the “Smart Packets” (SPs), which explore various
paths and let CPN maintain a current knowledge of the network. SPs can be issued
by any node, and their next direction is chosen independently by each node they visit.
A variety of algorithms exist to guide incoming SPs, and of particular interest for
this paper, Random Neural Networks (RNNs) [15, 16]. RNNs “learn” which areas
of the network are most worth exploring and direct SPs there. RNNs are hosted on
each node and learn through reinforcement learning, with feedback provided by SPs
which backtrack once they have identified a valid path.

This constant network exploration allows CPN to respond to changes in network
conditions with low latency, yet without conducting extensive or systematic network
searches, thanks to the intelligence provided by the RNNs. The performance and
overhead-efficiency of CPN with RNNs is subject to several parameters. Of interest
in this paper, is the influence of the “drift parameter”, which controls the ratio of SPs
forwarded according to the RNN, as opposed to randomly. To the best of our knowl-
edge, all of the literature on CPN reports on trials of CPN for particular applications,
but provide little to no information on how parameters are set [17, 18]. Our paper
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aims at addressing the gaps in the literature regarding the role played by each CPN
parameter on the algorithm’s performance.

In the following section, we present the CPN algorithm and RNNs in further
detail. These concepts have been extensively covered in the literature, therefore we
limit this introduction to the parts which are strictly relevant to our experiments. The
third section analyses the effect of the drift parameter on CPN’s performance during
the initial knowledge buildup phase (convergence), using a bench-test setup. Finally,
we draw conclusions on the overall influence of each metric and propose directions
for future work.

2 CPN and RNN Operation

CPN relies on a small but constant flow of “Smart Packets” (SP) dedicated to network
condition monitoring and new route discovery. SPs are routed on a hop-by-hop basis,
where each node visited independently decides of their next direction. While a variety
of algorithms can be used to guide SPs, the aim is to focus the stream of SPs in the most
worthwhile areas of the network, while limiting random or complete graph searches.
To prevent “lost” SPs from wasting resources, they are also given an upper limit on
the number of nodes they can visit. Once a SP reaches its intended destination, it
backtracks along its original path (with loops removed) and shares the information
gathered along the way with every node. By gathering information from returning
SPs, every node is able to build a “source-routing” route table, which is used to guide
regular payload-carrying packets.

2.1 SP Routing

Smart Packets are routed on a hop-by-hop basis independently by each node. A va-
riety of algorithms exist to determine the SP’s next hop: they can be forwarded in
randomly-chosen directions, and will perform a random walk of the network. The
“Bang-Bang” [19] algorithm assumes an a priori knowledge of the network, which
allows nodes to determine an “acceptable” range of route performance. If the known
route falls within the “acceptable” range, SPs follow the best-known route; other-
wise, the node promotes exploration by forwarding SPs at random. This approach
is limited as it relies on a priori knowledge of the graph. Another approach is the
Sensible routing policy [20] which forwards SPs probabilistically, based on the last
path performance returned by each neighbouring node. The main challenge with
this approach is to determine a mapping between path quality and corresponding SP
forwarding probabilities. Approaches based on Genetic Algorithms have also been
presented in the literature [21]. Another approach consists of running a Random
Neural Network (RNN) [15, 16] in each node, and let it “learn” the areas most worth
exploring and directs SPs there.
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2.2 RNNs

Random Neural Networks [15, 16] are a form of neural networks inspired from bio-
physical neural networks, where, instead of having neuron activity defined as binary
or continuous variable, it is defined as a potential, and nodes send “spikes” at random
intervals to one another. RNNs have been applied to various problems, including task
assignment [22], video and image compressing [23], and more. Each CPN node on
the network runs an RNN, and a neuron is associated to each outgoing link. The
node forwards incoming SPs to the node associated with the neuron with the highest
level of excitation. Therefore, the global aim is to “train” the RNN so that the most
excited neurons correspond to the neighbour nodes, which are most worth visiting.
Training is done through reinforcement learning, using the information provided by
successful SPs backtracking along their original path. An in-depth presentation of
the RNN model and training process can be found in [15, 16]. CPN nodes occasion-
ally disregard the RNN’s advice and forward incoming SPs in a random direction to
promote network exploration. This occurs when the RNN is in its initial state, before
any feedback is provided by successful SPs. Past this initial phase, the CPN nodes
also probabilistically forward SPs at random to prevent the RNNs from becoming
overtrained (by sending the SPs on the same paths over and over). Forwarding a SP at
random is referred as “drifting”, and we define the drift parameter as the probability
that an incoming SP will be forwarded according to the RNN’s advice.

3 Experiments

In this section, we present a bench-test of the CPN algorithm, with an aim to reveal
how the drift parameter influences CPN’s performance. Our bench-test focusses on
CPN’s initial knowledge gathering phase: the “convergence” process. This experi-
ment was conducted as part of a project where CPN was used as a routing algorithm
for emergency building evacuations. The graph we use in this bench-test represents
a three-storey building and consists of 240 nodes and 400 edges. Thus, CPN’s aim is
to identify a path from each node towards the nearest “sink”: one of two exits located
on the first floor. Our experimental protocol consists of letting all node send one SP
(we refer this as a “batch” of SPs), and after each batch, we consult the routing table
of each node: a score of QO p = 0 is assigned if the node has not resolved a path yet.
Otherwise, the score correspond to the ratio (expressed as percentage) of the shortest
path’s length (found using Dijkstra’s algorithm) over the length of the path identified
by CPN—so that the score is 100 % if CPN identifies the shortest path.
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4 Results

Let us consider two trivial case-studies using the extreme values of the drift parameter
to explore its expected influence on CPN’s performance:

DriftParameter = 0. In this configuration, the nodes systematically disregard
the RNN’s advice and forward SPs at random. SPs effectively perform a random
walk of the network, and thus any finite path has a non-zero probability of being
visited through random walk. However, a path involving more nodes, or nodes with
a higher degree is less likely to be visited.

DriftParameter = 1. Let us recall that a newly-initialised RNN which has not
received any feedback has all its neurons in a “tie”. This tie is broken by choosing
one direction at random, thus SPs explore the network at random while searching
for a valid path. As soon as a SP discovers a valid path, all neurons along that path
receive positive reinforcement and become the most excited neurons. Because of
the drift parameter setting, subsequent SPs will not drift and will follow the path of
the most excited neurons (which corresponds to the path of the first successful SP),
and further reinforce them indefinitely. This means CPN will only resolve one single
path per departure node, and there are no guarantees on its optimality, since it was
discovered through a random walk and is never further optimised through random
exploration.

From these two case studies, we can infer that a low drift parameter guarantees
that, given time, the optimal path will eventually be found, however the process
might be extremely slow since the knowledge gathered by the RNN is disregarded.
On the other hand, higher drift parameter values ensure a solution will be reached
rapidly as information gathered by previous SPs is systematically re-used to guide
the subsequent ones. However, this initial solution may be sub-optimal, and further
improvement may be slow or limited because of an over-training phenomenon: the
same sub-optimal path is reinforced over and over.

4.1 Overall Route Quality

Figure 1 illustrates the path resolution process for three representative values of drift
parameter. The top graph illustrates the “slow-but-steady” learning process asso-
ciated with low drift parameter values (i.e. mostly random SP movement): over a
quarter of the departure nodes have no valid path by the second SP batch. At the end
of the experiment, some nodes still have no path resolved, yet it is clear that CPN
continues making small but continuous improvements at each step, as the box-plot
gradually shrinks towards 100 %. On the other hand, the bottom graph associated to
a high use of the RNNs exhibits the quickest initial path resolution process: CPN
has resolved a path for most departure nodes after sending only one batch of SP.
However, compared with the middle graph (drift parameter = 0.5), the median takes
longer to reach 100 % in the long-term, and the box plots remain wider at the end
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Fig. 1 Box-Plot showing the evolution in route quality based on the number of SPs sent. One
sample for each 240 departure node. The rop graph shows the “slow but steady” learning associated
to low drift parameters, while the bottom one shows the “quick but approximate” discovery with
high drift parameter

of the experiment. Past a fast learning phase, high drift parameter values lead to
stagnation with sub-optimal values. Finally, the graph in the middle of Fig. I shows
a “middle ground” where some of the initial resolution speed is “traded off” for a
sustained higher improvement rate: while it takes five batches of SP for every node
to acquire a path, the quality of the routes by the eighth SP batch is highest across
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all experiments presented. This indicates that CPN’s behaviour can be modulated
through the drift parameter, to meet the needs of applications which place a higher
emphasis on either convergence speed, or solution quality.

4.2 Spatial Convergence

Having considered the overall convergence process of CPN, we now focus on its
spatial features, to see if the convergence rate depends on the node’s location. The
figures arranged in Table 1 read as follows: vertically, each graph represents the
path quality at three different stages of the convergence process: after {1, 5, 10}
SP batches. Horizontally, we display the graphs for three drift parameters values:
{0.1, 0.5, 0.9}. Each cell contains a “flattened” view of the building graph, with the
ground floor at the bottom. The graph is colorised in shades of grey where black
corresponds to Qp = 0% (no path) and white to Qp = 100 % (optimal path).
Beyond corroborating our previous findings, this graph shows that CPN node in the
following areas converge at a faster rate:

Around the sinks The likelihood of identifying an path during a random search
is increased for shorter paths, and therefore, SPs starting near the sinks are at an
advantage. This explains why route quality globally resembles a gradient function,
where the quality decreases with distance from the sinks.

Main routes We recall that the information gathered by a SP is not only available
to the node which issued it, but is also shared with every node visited along the way.
Therefore, while leaf nodes can only rely on “their own” SPs to gather information
on the network, nodes located near the graph’s backbone will harvest information
from the many SPs transiting through them. This abundance of information helps
them identifying the best path faster. The main corridors (horizontal edges across of
the two upper floors) have a lighter shade than some other areas of the graph, which
may be closer to the exits.

This experiment shows CPN rapidly establishes a “backbone” of high-quality
paths, and then proceeds to explore more intricate areas. This ensures that packets
will not have to travel too far before finding a node with a high-quality path to
the sink. Our measurements show that CPN can be “tuned” to meet the needs of
applications which can compromise on either solution quality, convergence speed or
overhead. The analysis presented in this paper is still insufficient to make an informed
decision on the optimal values of CPN’s parameters. An extension to this research
would consist of running dynamic bench-tests, where we would modify some edge’s
metric and measure the time taken by CPN to respond. We suspect that the drift
parameter is likely to influence CPN’s dynamic latency, as CPN will have to conduct
a wider search of the graph to detect changes in metrics and identify alternative
paths: this will be largely controlled by the drift parameter. Finally, there are some
parameters which we have not considered, such as the hop count limit or the damping
coefficient, further experimentation should be conducted to determine their effect on
CPN’s performance.
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Table 1 Initial path resolution process across the three floors of the building
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The lighter the colour the better the path found by CPN. The figure shows CPN starts by resolving a
“backbone” of high-quality paths (main egress routes), and gradually progresses towards leaf nodes
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Multi-cell Resource Block Allocation
Framework

Fan Huang, Véronique Veque and Joanna Tomasik

Abstract We propose to combine the beamforming technique with Resource Block
(RB) allocation algorithms to improve the performance in OFDMA networks. With
MIMO antennas, the beamforming technique improves the received signal power
which increases the RB’s capacity and reduces the neighbouring cell users’ interfer-
ence. When the inter-cell interference channels are known, the beamforming parame-
ters could be applied to the iterative scheduling methods to enhance the performance
of the beamforming technique, hence increasing the total system throughput.

1 Introduction

In an LTE communication system, the Resource Block (RB) is the radio resource
unit used by User Equipment (UE) to communicate with the Base Station, which is
called evolved Node B (e-NodeB). Numerous RB allocation algorithms have been
proposed to satisfy a specific parameter like the delay [1] or the throughput [3] while
considering the single cell point of view. In these algorithms, the allocation decision
is taken on the state of packets waiting in the UEs’ buffers, the priority of a UE
service and each UE channel capacity. In contrast to the first two parameters which
are UE properties, the channel capacity depends mainly on the UE communication
channels (received power) and inter-cell channels (inter-cell interference). In the
Multiple Input Multiple Output (MIMO) system, the beamforming technique can
be used to increase the received signal power and to decrease interference [6]. This
technique varies the phase of the signals emitted by different antennas to enhance
the performance of MIMO channels.
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Interference control is a key challenge faced by designers of mobile communica-
tion systems. In traditional algorithms, the beamforming technique and other inter-
ference management techniques such as pre-coding, are not considered during the
process of RB allocation, so the inter-cell interference does not change. This means
that Signal to Interference and Noise Ratio (SINR) of each UE is not influenced by
the RB allocation in its neighbouring cells [6].

In opposition to the traditional approach, the beamforming technique requires the
introduction of interference management into RB allocation models. A beamforming
parameter, called a beamformer, is applied to a frequency at the RB attributed to a
UE. This parameter is responsible not only for the UE received power but also for
interference in cells which are neighbours of the cell of the given UE [2]. This means
that the SINR, which may be seen as equivalent to the capacity of the RB, changes
on this frequency in the neighbouring cells, which consequently influences the RB
allocation of these neighbouring cells. In this way, the RB allocation in all the cells
interacts with the beamforming-OFDMA system.

In traditional methods, the RB allocation and the beamforming procedure are
performed separately in different entities:

1. RBs are allocated to UEs.
2. When UEs get an RB, the system executes a beamforming procedure to increase
the RB capacity.

We consider that these two steps are dependent: the RB allocation is determined
by the UE’s capacity, but the capacities are also influenced by the beamforming
technique. The decision of RB allocation and beamforming should be determined
jointly to improve the performance of multi-cell networks.

We propose an iterative method to allocate an RB and to find the best beamforming
parameter at the same time.!

The rest of this paper is organized as follows. Section2 introduces the single
cell version RB allocation algorithm and the beamforming techniques, defines the
multi-cell network model with the beamforming technique. Section 3 deals with the
problem of the multi-cell RB allocation, using concepts such as an iterative method
and two-level optimization. Section4 presents the simulation results. Section 5 pro-
vides conclusions and ideas for further research in this area.

2 Work Related to the System Model

The main RB allocation algorithms [1-4] consider the single cell point of view and
aim at optimizing a specific parameter like delay or throughput depending on channel
capacity. The channel quality is highly time-varying and is given by the channel state

! SYSTEMATIC PARIS-REGION and the SOAPS.2 project are supported by the French Ministry
of Industry, the Ile-de-France Regional Council, the department of Essonne, and the department of
Yvelines.



Multi-cell Resource Block Allocation Framework 23

information (CSI) in an LTE system [5]. The Maximum Throughput (MT) [1] is the
basic algorithm. It computes the UE capacity on each RB and allocates the RB, whose
capacity is maximal, to the UE. We use this algorithm as an example to present our
framework, and start by describing the classical approach to interference control with
the use of beamforming.

The operator allocates the RBs in a multi-cell network made up of a central cell
and J — 1 neighbouring cells with the same assigned frequency. There are I UEs
in each cell. Let j denote any of these J cells, and i; denote a UE in the jth cell.
The working frequency contains M RBs. As all the sub-carriers are orthogonal, the
inner-cell interference is supposed to be equal to zero. SINR is influenced by the
attribution of RBs on the same frequency in the network and their corresponding
beamforming vectors.

To change the directionality of the array when transmitting, a beamformer controls
the phase and the relative amplitude of the signal at each transmitter. Assuming the
phase and the amplitude of the first antenna have the standard value, and the phase
from the other antennas has [—, 7] difference with the first antenna, the amplitude is
(0, /N — 1) times that of the first antenna, where N is the number of antennas. The
phase and the amplitude of signals from multi-antennas could be presented by beam-
forming vectors: LNHrl e/, .., |ralei®n, ...], where |r,| represents the amplitude
of the signal from the nth antenna and ¢, stands for the phase difference.

Our improvement of the RB allocation algorithm is based upon the cooperation
with the beamforming. In the traditional multi-cell network, the choice of beamform-
ing vectors is based on two factors: the received power and the neighbouring cells’
interference. Some beamforming schemes are introduced [7-10] to find a trade-off
between increasing the received signal power and reducing interference.

The eNode-B in each cell is located at the centre and contains Nt transmitting
antennas. Itis assumed that each UE has N receiving antennas. During the reception
of a signal from the e-NodeB, a UE suffers from inter-cell interference from its
neighbouring cells on the same frequency. The SINR combining at the UE i; in the
jth cell is expressed as in [10]:

P||H,j ;" |
SINan = ms* ];-’ / m ’
T 2 kea()) 5™ H 3 Hy,i; @] + 00

(D

where Hy i, € CNexNT denotes the communication channel matrix between the
e-NodeB in the kth cell and the UE i}, @ € CNT denotes a transmit beamforming
vector of the e-NodeB in the jth cell on the frequency of RB m, @ () indicates a
group of neighbouring cells around the jth cell, and o;; represents a white Gaussian
noise vector at UE i; with the power of each entry 0. The average signal power is
noted as P. We assume that each UE perfectly knows the CSI value of its communi-
cation channel H i and interference channel Hy;, k € @(j) based on the feedback
channel. Each e-NodeB selects its transmit beamforming vector wjm according to the
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same codebook [ which is defined in [10]. Hence, SINR at the UE side in the jth
cell on the frequency of RB m depends on the transmit beamforming vectors in each
cell.

The modifications which we propose to introduce into this model are explained
in detail in the next section.

3 Proposed Multi-cell RB Allocation with Beamforming

In the conventional RB allocation methods, the beamforming vectors are chosen after
the RB allocation. In our optimization problem, the RB choice is also a function
of beamforming vectors i (@', ..., @} )*. When beamforming vectors change the
allocation is different because the UE’s capacity varies as a result of SINR, according
to Eq. (1).

On the other hand, the beamforming vectors are also determined by the UEs’
channel quality, because the vectors {w], w2*, ..., 0}}(i1, ..., i) are also a function
of UE’s channel matrix H.

The classical solution based on the greedy approach is to allocate the RB having
the highest capacity to a UE [1]. Put differently, we find the UE with the highest SINR
in each cell, and we make an allocation decision for them on RB m: ]P’6" = (i1, ..., I])
a group of UEs which gets this RB in each cell. After the RB allocation, we apply the
beamforming to the antennas to increase the channel capacity for each chosen UE.
Denoting the set of beamforming vectors as W', which contains (o} (0), ..., @’} (0)).
With the allocation decision and beamforming vectors, we can estimate the total
system throughput R’ on RB m.

Because the scheduler in each cell will influence the neighbouring cell interfer-
ence, the sum of each cell’s maximum throughput is not necessarily equivalent to
the maximum of the total network throughput.

We should enumerate over all combinations of the UE channels and beamforming
vectors to find the expected maximum total network throughput. The computation
complexity is thus exponential, O(/F), where ||F|| is the number of elements in the
beamforming codebook FF. For this reason, the exact allocation solution cannot be
obtained in a reasonable time.

We propose a heuristic method of complexity in O(/ x ||F||). The orders of the
iterative schemes which we propose to compute interference are depicted in Fig. 1.
These two schemes will be applied to the next two algorithms, and the difference
between them is analyzed and compared in Sect. 4.

We define two loops in our modified algorithm. In the internal loop, we allocate the
RBsin J cells, starting from cell 1 until J; in the external loop, we repeat the internal
loop to improve the allocation. Our improvement of the RB allocation algorithms is
based upon the cooperation of the beamforming technique.
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Scheme 1 Scheme 2
Fig. 1 Multi cell enumeration schemes

Fig. 2 Traditional process
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3.1 Internal Loop

The allocation of RBs is made sequentially cell after cell. In the first cell, our only
objective is to maximize the SINR on RB m:
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Fig. 3 Modified algorithm

diagram Internal Loop |« - - RB Capacity
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where

P
LipWja1 (D) = g D O OHS; Hegof Ol ()
I1H;.1; 05 D] o EW;_1 ()

UE i{ which has the highest SINR gets the RB. The corresponding beamform-
ing vector is w{"* (/). We denote the new allocation decision on RB m as P{'(I) =
(i}, i2, ..., i) and beamforming set as W' (1) = (o]"* (1), &5 (I = 1), ..., @7 (I = 1)),
where [ is the number of the external loop executions as described in Sect. 3.2. At the
Ith loop, we estimate the total system throughput R{"(/), compare it with traditional
system throughput Rg'. If step R{" (1) > Ry, we apply the new allocation policy and
beamforming vectors in the 1st cell. If R{" (/) < Ryj', we keep the traditional solution
(as shown in Fig..2): P (1) = P and W' (I) = W{'.

For the jth cell (j = 2,3, ..., J), we consider the beamforming vectors of the
former j — 1 cells. Thanks to Eq. (2) we can obtain the allocation policy P;” (I) and
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beamforming set W’” (1). As before, we compare the estimated data rate R’” (I) and

1(l) if Rm ) = R’" 1 (1), the final allocation policy is IP’" () and beamformmg
set is W’" ). Otherw1se we continue to use the former allocatlon policy P’" () and
beamformmg vector W ' (D). An internal loop run will thus produce an allocatlon

at least as good as a classwal one. The numerical complexity of this algorithm is
O x [IF).

3.2 External Loop

When the internal loop terminates at cell J, we get a new RB allocation policy P} and
beamforming vector W'} . Based on the new beamforming vectors in the neighbouring
cells, we may allocate this RB to another UE and the corresponding beamforming
vector to increase the system throughput. So we repeat the internal loop (as shown
in the Fig 3):

Modified Multi-Cell Maximum Throughput Algorithm
Initialize [ < 1, set Py = P (1), Wiy = W7 (1)
repeat

I <—1+1

Repeat the internal loop from cell 1 to J

Estimate system throughput R’} (/) on RB m

Update the new P’ and W'

until R7 () < R7(1—1)

After the external loop, we get the final allocation policy IP'} (/) and beamforming
vector W'} (I). Here we give a proof for the convergence of our algorithm.

Proof From the definition of the algorithm, we can conclude that the system through-
put is not decreasing in each loop:

Ry = RT (D), R} () = RY(I— 1), “4)

The RB capacity function R(SINR) is a step function [2] so the system throughput
function R’j" (1) is also a step function. The property of the step function is: if R’;’ ) >
R;.” (-1, R;" ) — R;." (I — 1) > A, where A is the minimum difference between
two neighbouring steps of R(SINR).

Because the white noise is always presented, we can estimate an upper bound

upper for the system throughput on this frequency by ignoring the interference:

J P||Hj; 0" |
R™  — max A (5)
P,W “ oo
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The number of loops L satisfies that:

R" _— R
I < upperA 0 (6)

From Egs. (4) and (6), we can conclude that our multi-cell maximum throughput
algorithm is convergent.

Because the convergence of the algorithm, the algorithm stops after several times
of internal loop, the complexity remains at the level of O(I x ||F||).

4 Numerical Results

In this section, we compare the performance of our modified multi-cell RB allocation
algorithm with its single cell version. Our performance evaluation is made using LTE-
Sim [11], a simulation package which provides a library of all LTE functions and
architecture. We modified the source code of this simulator and added the MIMO
channel model to complete our simulation.

In our simulation setup, the bandwidth of the LTE network is SMHz and 25 RBs
are available at the same time [5]. The radius of the cell is 1 km and the number of
UEs per cell increases gradually from 20 to 60. The UEs are uniformly distributed
in the cell by the distribution function of LTE-Sim [11]. They are divided into two
groups, the centre group includes 50 % of the UEs who are nearest to the e-NodeB,
the edge group is the rest of the UEs. The Transmission Time Interval (TTI) is fixed
to 1 ms, and an individual simulation time run lasts 100s. We perform a series of
simulation runs in order to obtain results on a confidence level « = 95 %. We repeat
simulations 100 times, which is sufficient to get the confidence level assumed and
calculate the average value and variance of each performance criterion. Because the
channel is fast-fading and simulation time is long, the confidence intervals are very
small and for this reason we do not mark them on the Figs.4 and 5.

We run simulations for the MT algorithm with the infinite buffer service because
it is used to maximize the system throughput.

We first compare the throughput improvement of our modified algorithms. Our
method improves the effect of beamforming, so Figs.4 and 5 show that the RB
capacity is higher than the conventional algorithm, the average throughput per UE
is about 10 % higher on the cell edge and 5 % in the cell centre.

The interference is higher on the cell edge than in the centre, and our proposed
method decreases the interference significantly, so the average throughput per UE
on the cell edge group increases more than in the cell centre. In the centre of the
cell, the interference is exponentially reduced because of the path-loss, so the beam-
forming technique is mainly used to increase the received signal power, hence the
enhancement is not as high as on the cell edge.
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Fig. 5 Cell edge throughput

Our modification increases the throughput in two ways:

1. Choosingthebest||Hj i, , w;" || toincrease the received signal power, enumeration
schemes in Fig. 1 benefit from this advantage, and for this reason, they have the
same improvement in the cell centre.

2. Adjusting the inter-cell channels Zkeqﬁ( 7 ||w’/’.’*H;.fl.M Hy i; y'l] to limit the
interference, in scheme 1 we consider the interference channel information from
fewer cells than in scheme 2. For this reason the interference management effect
inscheme 1 is worse compared to scheme 2. This effect leads to aless significantly

improvement in the large interference area, namely on the cell edge.

Figure 6 presents the average improvement of each external loop in our modified
algorithm. The throughput improves greatly in the first passage of the external loop.
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Fig. 6 Allocation schemes alteration

The further loop executions do not increase the throughput significantly. Simulation
makes us observe that the algorithm converges quickly and throughput stabilizes
after five or six repetitions.

5 Conclusions and Perspectives

In this paper, we presented algorithm of RB allocation working with the beamform-
ing technique for multi-cell networks. We took into account the interference resulting
from the RB allocation performed in the neighbouring cells. This increases the chan-
nel’s efficiency by adjusting the interference of each cell. We proposed an iterative
method to reduce the computation complexity and to improve network performance.
Compared to single cell version algorithms, more control channel information should
be shared among all the cells.

Our method has an enhancement of about 5 % in the cell centre and 10 % on the
cell edge. It can also be applied on the other RB allocation algorithms like EXP Rule
and Log Rule. With a polynomial complexity, the network considerably benefits from
our mechanism on the cell edge, which is obviously the most prone to suffer from
interference. This feature is particularly important in security wireless infrastructures
because they must meet very high QoS (Quality of Service) requirements.

We analyzed different cell orders according to which beamforming control mes-
sages are transmitted. We kept the reduction of this overhead in mind. Comparing
enumeration schemes 1 and 2, more sharing of channel information leads to better
performance. Scheme 2 has better improvement on the cell edge because it has more
neighbouring cell information to reduce interference. To extend the J-cell network
to one with an infinite number of cells, scheme 1 is more adapted because it needs
less neighbouring cell beamforming information.
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Our future work is to incorporate cooperation among cells during the RB allocation

to enhance performance without increasing complexity.
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An Implementation of Voice Over IP
in the Cognitive Packet Network

Lan Wang and Erol Gelenbe

Abstract Voice over IP (VOIP) has strict Quality of Service (QoS) constraints and
requires real-time packet delivery, which poses a major challenge to IP networks.
The Cognitive Packet Network (CPN) has been designed as a QoS-driven protocol
that addresses user-oriented QoS demands by adaptively routing packets based on
online sensing and measurement. This paper presents our design, implementation,
and evaluation of a “Voice over CPN’ system where an extension of the CPN routing
algorithm has been developed to support the needs of voice packet delivery in the
presence of other background traffic flows with the same or different QoS require-
ments.

Keywords Cognitive packet network - Voice over CPN - Quality of service *+ Exper-
imental implementation

1 Introduction

In the current ‘All IP’ era, IP networks are required to guarantee Quality of Service
(QoS) for a vast variety of communication services and users [1], especially for
real-time voice services, which have stringent QoS constraints. In the past decade,
many QoS approaches such as IntServ&RSVP, DiffServ and MPLS were proposed,
yet with limited effect. While networks must be monitored and measured [2, 3]
for performance in terms of loss [4], delay, packet desequencing [5], for topology
purposes [6] and reliability [7], mathematical models are also used [8] together with
measurements and simulations.
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The Cognitive Packet Network (CPN) has been designed as a QoS-driven protocol
that addresses user-defined QoS demands by routing packets in the manner that adapts
to the varying network conditions based on online sensing and measurement [9—11]. It
was developed under the open-source platform Linux, incorporated into IP protocols
and running as a loadable kernel module at any linux machine, which made it feasible
to construct a large and measurable CPN testbed carrying many network services. It
has also been used for organised exit paths for emergency management operations
[12, 13].

In CPN, QoS requirements specified by users, such as Delay, Loss, Energy
[14, 15], or a combination of the above, are incorporated in the ‘goal’ function,
which is used for the CPN routing algorithm. Three types of packets are used by
CPN: smart packets (SPs), dumb packets (DPs) and acknowledgments (ACKSs). SPs
explore the route for DPs and collect measurements; DPs carry payload and also
conduct measurements; ACKs bring back source routing information for the DPs.
SPs discover the route using random neural network (RNN)-based reinforcement
learning (RL) [16—18], which resides in each node. Each RNN in a node corresponds
to a QoS class and destination pair [19] with each neuron representing a outgoing
link from the node. The arrival of an SP for a specific QoS class at a node triggers
the execution of the RNN algorithm with the weights updated by Reinforcement
Learning (RL) using QoS goal-based measurements, whereby routing decision are
based on selecting the output link corresponding to the most excited neuron [20, 21].

At the sender in a VOIP application installed at a CPN node, the original analog
voice signals are sampled, encoded and then packetised into IP packets by adding
RTP header, UDP header and IP header. These packets travel across the IP network
employing the CPN protocol, where IP-CPN conversion is performed at the source
node by encapsulating IP packets into CPN packets. Previous research has reported
the ability of CPN to alleviate delay, jitter, packet desequencing and packet loss for
real-time traffic by smartly selecting the path that provides the best possible QoS
required by a user (or an application) [20, 23], and thus the packets in a voice traffic
flow may traverse different paths over the CPN network. At the receiver, packets are
queued in a buffer to reduce jitter while reordering algorithm and loss concealment
techniques are applied before the recovery of the original voice signals. Packets that
arrive later than the required playback time or those that provoke buffer overflow,
are discarded, contributing to the end-to-end packet loss.

This paper presents an extension of CPN structured as in Fig. 1, to support the QoS
of voice packet delivery in the presence of other background traffic flows with the
same or different QoS requirements. The resulting system was evaluated in order to
select the QoS goal that provides better performance for all network load conditions.
Furthermore, we study the correlation of voice packet end-to-end loss with path
switching induced by the adaptive scheme that is inherent to CPN.
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Fig. 1 VOCPN system structure [22]

2 Voice Over CPN Supporting Multiple QoS Classes

This section presents the incorporation of ‘Jitter’ minimisation into the goal function
used by CPN in order to match the needs of voice delivery, as well as the extension
of CPN that supports multiple QoS classes for multiple traffic flows simultaneously.
In RFC3393 and RFC5481 , ‘Packet Delay Variation’ is used to refer to ‘Jitter’.
One of the specific formulations of delay variation implemented in the industry is
called Instantaneous packet delay variation (IPDV), which refers to the difference in
packet delay between successive packets, where the reference is the previous packet
in the stream’s sending sequence so that the reference changes for each packet in the
stream.

The measurement of IPDV for packets consecutively numberedi = 1,2, 3, ...1s
as follows. If S; denotes the departure time of the ith packet from the source node,
and R; denotes the arrival time of the ith packet at the destination node, then the
one-way delay of the ith packet D; = R; — S;, and IPDV is

IPDV; = |D; — D; 1] = [(R; — S8;) — (Ri—1 — Si—1)| (D

To fulfill the QoS goal of minimising jitter, online measurement collects the jitter
experienced by each dumb packet. Since in CPN each DP carries the time stamp
of its arrival instant at each node along its path, so when a DP say DP; arrives at
the destination, an ACK is generated with the arrival time-stamp provided by the
DP. As ACK; heads back along the inverse path of the DP, at each node the forward
delay Delay; is estimated from this node to the destination by taking the difference
between the current arrival time of ACK; at the node and the time at which the DP;
reached the same node [20], divided by two. This quantity is deposited in the mailbox
at the node. The instantaneous packet delay variation is computed as the difference
between the value of Delay; and Delay,;_; of the previous packet in the same traffic
flow as defined in (1), and jitter is approximated by the smoothed exponential average
of IPDV with factor a smoothing factor 0.5:
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| S~

T
Ji = IT + (2)
Then, the updated value of jitter is deposited in the node’s mailbox. When a subse-
quent SP for the QoS class of Jitter and the same destination enters the node, it uses
the value from the mailbox to compute the reward Reward; and in turn update the

weights of the corresponding RNN, which is then executed to decide the outgoing
link [20].

Reward; = — 3)
Ji+e¢
where ¢ is used to ensure the denominator is non-zero.

We enable CPN to support multiple QoS classes simultaneously, for multiple
flows that originate at any node and each flow is routed based on its specific QoS
criteria, the following steps are needed: (1) The traffic differentiation is conducted
relying on source MAC (or IP), destination MAC (or IP) and the TCP/UDP port
of the applications. For instance, the VOIP application ‘Linphone’ originates voice
packets with its dedicated SIP port (5060) and audio port (7080) residing in the fields
of the UDP header. (2) The QoS class definition is based on the QoS requirements
of different users or applications, which is configurable and loaded into the memory,
while CPN is being initiated. (3) CPN treats each traffic flow according to its QoS
class using multiple RNNs at each node, where each RNN corresponds to a QoS
class and a source-destination pair.

3 Path Switching, Packet Reordering and Loss

CPN adaptively selects the path that provides best possible QoS requested for traffic
transmission, leading to possible path switches. Traffic may suffer packet desequenc-
ing and loss if paths switch excessively. Accordingly, we are interested in examining
the correlation between undesirable effects such as packet desequencing and end-
to-end loss, and path switching. In the following sections, we described methods to
carry out measurements and statistics for the three metrics.

For a given flow in CPN, the routing information explored by SPs is encapsulated
into the CPN header for each DP as it originates from the source node, whereby the
path used by each DP can be detected. The metric we are interested in is the ‘Path
Switching Ratio’, which is defined as the number of path switches (Qpam) in a given
flow during the time interval being considered being divided by the total number of
packets forwarded (N), as well as the ‘Path Switching Rate’ (Ratep,m) defined as
QOpath being divided by the time interval (7).

Packet reordering is an important metric for voice because packets have to be
played back sequentially at the receiver in the same order that they have been sent.
Thus, packets arriving earlier than their predecessors have to be buffered for reorder-
ing. We measure it according to the recommendation from [24], which is based on



An Implementation of Voice Over IP in the Cognitive Packet Network 37

the monotonic ordering of sequence numbers with a constant increment (denoted
by Seginc). Specifically, in CPN packets are identified successively in the sending
sequence with increment of ‘1°. To detect packet reordering, at the receiver we repro-
duce the sender’s identifier function where the variable Next Exp is used to represent
the Next Expected Identifier, which is incremented by Seginc once the in-order packet
arrives. Given S is the identifier of the current arrival, if S < NextExp, the packet is
reordered, else update NextExp <— S + Seqinc.-

To quantify the degree of desequencing, we also defined the ‘Packet Reordering
Ratio/Rate’ and the ‘Packet Reordering Density’” denoted by Density,, so that we
may differentiate between isolated and bursty packet reordering as well as to measure
the degree of burstiness of packet reordering, which may affect the packet drop rate
of the resequencing buffer at the receiver. Density, is calculated as:

Cout? for bursty packet reordering
Cout, for isolated packet reordering.

Density,+ [ @)

where Cout, is the number of successively reordered packets; it resets to zero when
the in-order packets arrive and is incremented when reordering occurs.

The recommendation in [25] states that packet loss should be reported ‘seperately
on packets lost in a network, and those that have been received but then discarded
by the jitter buffer’ at the receiver for real-time packet delivery, because both have
an equal effect on the quality of voice services, which is also denoted as packet
end-to-end loss.

Packet loss within the network is detected for a packet that is sent out but not
received by its destination node based on the matching of the packet identifier, the
source and destination IP address. The resequencing buffer at the receiver is neces-
sarily of finite length so that packets arriving to a buffer that is full will be discarded,
and packets will have to be forwarded after a given time-out even when their prede-
cessors have not arrived in order to avoid excessive time gaps with their predecessors
that have already been played back. Thus, packets that arrive later than the expected
playback time will also be discarded. As we cannot get directly access to the run-
time version of the VOIP application, we had to simulate the operation of a jitter
buffer, which employs resequecing so as to study packet discards and the buffer
queue length, and their correlation with packet reordering and packet loss. We also
defined the ‘Packet (end-to-end) Loss Ratio/Rate/Density’ consistent with (4).

4 Experimental Results

Our experiments were carried out on a wired test-bed network consisting of eight
nodes with the topology shown in Fig.2, whereby multiple paths are available for
packets delivery between arbitrary source-destination pair. CPN was implemented
as a loadable kernel module [19] running under linux 2.6.32 at each node. Adjacent
nodes are connected with 100 Mbps Ethernet links.
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Fig. 3 The performance for voice traffic under varied background traffic conditions

We installed ‘Linphone’, a VOIP phone, at each node in the network testbed to
generate actual voice traffic, while UDP traffic generation applications are running to
introduce background traffic flows with a range of data rates to vary load conditions.
As human listeners of voice are sensitive to the time-based QoS metrics ‘delay’ and
‘delay variation’, our experiments were conducted with voice traffic and one of the
two QoS requirements, in the simultaneous presence of several background traffic
flows with the same or the other QoS goal for the duration of ten minutes. We repeated
each experiment with datarates of 1M, 2M, 3.2M, 6.4M, 10M, 15M, 20M, 25M, 30M
bps and packet size of 1024 bytes for background traffic. Measurements of the voice
traffic flow were gathered between CPN002 and CPN026 as this source-destination
pair has the most intermediate nodes.

The measurements shown in Fig. 3 indicate that when we use Jitter Minimisation
as the QoS goal both for the voice itself and the background traffic, jitter appears to
be indeed minimised, but also delay and traffic loss are reduced for the voice traffic,
because path switching is also reduced, alleviating route oscillations at heavy traffic
loads. From observations for the voice traffic flow between CPN002 and CPN026
during the test interval considered while increasing the rate of the background traffic
gradually, as shown in Fig. 4 (Left) as the rate of background traffic reached 20 Mbps,
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Fig. 4 The correlation of packet loss and path switching under medium (L) and heavy (R) traffic
condition

it is seen that in the intervals (800-900s, 900-1,000s, 1,300-1,400s), bursty packet
loss occurred when path switching rates were low. This seems to arise from the fact
that when a given path used by voice traffic satisfies the QoS criterion for a long time,
and the path switching rate is close to ‘0’, this path attracts other traffic, becoming
saturated with packet loss ratio reaching ‘1’. Subsequently, the performance degra-
dation is detected by the SPs and they move the traffic to less loaded paths.

As the rate of the background traffic increased to 30 Mbps, We can see from
Fig.4 (Right) that the occurrence of packet desequencing was frequent and varied
proportionally with packet path switching, which demonstrates that packet reordering
is mainly due to path switching in CPN. It is not easy to observe the correlation of
packet path switching and packet loss from the figure. It is possibly because under
heavy traffic conditions, packet loss is not only due to link saturated, route oscillation
induced by heavy traffic loads, but also leads to the occurrence of loss. We can also
find that an adequate path switching rate is beneficial to loss reduction, but if path
switching rate is increased excessively, it is converted to route oscillation, which also
lead to packet loss. To evaluate the packet drops at the receiver, we also used the voice
packets received at CPN026 with the background traffic at rate of 30 Mbps as the input
data to the simulation. It was found that the bursty packet loss and reordering that
can be provoked by path switching within a network, i.e. the successive occurrence
of packet loss and reordering, will induce delays for other packets in the output
resequencing buffers of the VOIP codec, which in turn can provoke buffer overflow
and further losses.
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A Cooperative Emergency Navigation
Framework Using Mobile Cloud Computing

Huibo Bi and Erol Gelenbe

Abstract The use of wireless sensor networks (WSNs) for emergency navigation
systems suffer disadvantages such as limited computing capacity, restricted bat-
tery power and high likelihood of malfunction due to the harsh physical environ-
ment. By making use of the powerful sensing ability of smart phones, this paper
presents a cloud-enabled emergency navigation framework to guide evacuees in a
coordinated manner and improve the reliability and resilience in both communica-
tion and localization. By using social potential fields (SPF), evacuees form clusters
during an evacuation process and are directed to egresses with the aid of a Cognitive
Packet Networks (CPN)-based algorithm. Rather than just rely on the conventional
telecommunications infrastructures, we suggest an Ad hoc Cognitive Packet Network
(AHCPN)-based protocol to prolong the life time of smart phones, that adaptively
searches optimal communication routes between portable devices and the egress
node that provides access to a cloud server with respect to the remaining battery
power of smart phones and the time latency.

Keywords Coordinated emergency navigation * Infrastructure-less + Cloud com-
puting + Ad hoc Cognitive Packet Networks

1 Introduction

With the rapid development of sensor technology, emergency evacuation in built envi-
ronments requires time-critical response with respect to multi-domain sensing, data
interpreting and information transmitting. Wireless sensor network-based emergency
management systems cannot provide optimal solutions due to their limited computing
capability, battery power and storage capacity. Although the evolution from homo-
geneous architecture with functionality-identical sensors to heterogeneous architec-
tures with separated sensing and decision subsystems makes WSNs-based systems
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more energy-efficient and fault-tolerant, most decision supporting subsystems that
consist of lightweight decision nodes still suffer from resource restriction problems.

Owing to the high processing power and low risk level, cloud-computing has
become a dominating technology and tends to revolutionise the emergency manage-
ment landscape. Accompanying this tendency, a new interest has been aroused to
consider smart phones as simple clients for the back-end Cloud due to their sensing
ability and popularity [1]. For example, Ref. [2] presents an emergency navigation
system based on smart phones and active temperature RFID sensor tags to calculate
evacuation routes and intensive computations are offloaded to a cloud server. Due to
the limitation of indoor positioning and unavailability of GPS, in [3] a smart phone
assisted system to locate evacuees with pedometry-based localization and image-
based positioning is suggested. The cloud-based server can obtain the position of
individuals by matching the image snapshots uploaded by evacuees and then provide
uncrowded routes for users. However, current cloud-enabled emergency response
systems with the aid of portable devices do not consider the impact of the significant
energy consumption in the client side during the communication process. On the
other hand, smart phones using the UMTS protocol can easily come under attack [4,
5] including various forms of denial of service attacks [6].

Much research has demonstrated cooperative strategies have a significant positive
influence on multi-agent systems and related studies have emerged for decades as
organizational paradigms in agent-based structures [7] and autonomous search by
large scale robotic systems [8—10]. However, most research on emergency evacuation
focuses on developing different models [11] to simulate the crowd or coordinated
behaviours such as kin behaviour [12]. Although previous work [13] has proposed
a resilient emergency support system (ESS) with the aid of opportunistic commu-
nications [14] to study the impact of “passive” cooperation among evacuees which
exchange emergent messages with other civilians within the communication range,
no active mechanism is used to improve the information dissemination efficiency.

Thus, in this paper we propose a cloud-based emergency navigation system, which
uses a cooperative strategy to egress evacuees in loose clusters, and we also present a
power-aware quality of service (QoS) metric to prolong the life time of smart phones
used in an evacuation to connect to the access point(s) of the cloud system that carries
out intensive computations.

The remainder of the paper is organised as follows: In Sect. 2, we recall the concept
of Cognitive Packet Networks, and then describe related algorithms in Sect.3. The
simulation model and assumptions are introduced in Sect. 4 and results are presented
in Sect. 5. Finally, we draw conclusions in Sect. 6.

2 Cognitive Packet Network

The Cognitive Packet Network (CPN) introduced in [ 15—17] was originally proposed
for large-scale and fast-changing packet networks. By employing cognitive or smart
packets (SPs), CPN can discover optimal routes rapidly and heuristically and realise
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continuous self-improvement. Contrary to conventional routing protocols, in the
CPN, intelligence is realised by using Random Neural Networks [18-23] and is
constructed into smart packets other than protocols. Hence, cognitive packets can
discover optimised routes with their predefined goals and improve QoS by learning
from their own investigations and experience from other packets.

The AHCPN [24] is a variant of the original CPN. It can replace most of broad-
cast transmissions with unicast transmissions and adapt to highly dynamic Ad hoc
network environments rapidly.

3 The Cloud-Enabled Emergency Navigation Framework

The framework contains a user layer which is composed of evacuees with portable
devices and a Cloud layer which performs intensive computations. In the following
subsections, we concentrate on the coordinated emergency navigation algorithm and
the energy efficient protocol due to the space constraints.

3.1 Coordinated Emergency Navigation

Evacuating in a cooperative manner can increase the probability for evacuees to obtain
assistance when at risk and reduce energy utilization of smart phones by relaying
data. In this section, we leverage the SPF to cluster evacuees into groups during an
evacuation. The initial SPF algorithm [25] consists of global control forces and local
control forces. The global control forces coordinate the individuals and determine the
distribution of the individuals while the local control forces dominate the personal
behaviours. In our treatment, we replace the local control forces with the CPN-based
algorithm to control the individual behaviour of evacuees and use the global forces
to regulate intra-group behaviours. Details of the CPN-based emergency evacuation
algorithm can be seen in [26] and [27]. The force between two evacuees can be
calculated from the following equation:

C1 2

fr)= o + o (1)
where c1, ¢p, 01 and o, are constants and r is the distance between two evacuees.
Term _rchl presents the repulsive force while r% depicts the attractive force. We
assume that each civilian can only be affected by other civilians within 20 m. If the
distance between two civilians is smaller than 7 m, a repulsive force will be generated,
otherwise, a attractive force will be produced. To achieve this, we set c; to 20, ¢> to
15, o1 t0 0.9478 and o to 0.8, respectively. This ensures the civilians to evacuate in
loose groups without increasing the level of congestion.
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To combine the SPF and the CPN-based algorithm, we use a simple scheme to
randomly choose either the decision of the SPF or the CPN as the next decision at
a time. When a SPF related decision is chosen, we adopt the associated neighbour
node, which has the most matched direction with the resultant force as the next hop.

3.2 Power-Aware Protocol

As the front-end component of the cloud-enabled framework, the operational time of
smart phones becomes a bottleneck of the system due to the large amount of energy
consumption during information exchanges. Because the remaining battery power of
the portable devices yields normal distribution when an emergency event occurs and
the power consumption of different communication modes varies, it is not a optimal
strategy for each smart phone to exchange information with the Cloud through 3G
directly. To realise energy efficiency and maximise the average battery lifetime of
smart phones, we employ an AHCPN-based algorithm to relay sensory data before
ultimately uploading to the Cloud. The AHCPN-based algorithm is deployed on the
smart phones to search power-saving paths to convey sensory data to the Cloud. The
QoS criterion we used is inspired by the energy aware metric in [24]. Here we also
employ the “path availability” notion and construct the metric as follows.

n—1 n—1
Ged :aHPa(n(i),n(i+l))[ZD(n(l’),n(i—i— 1))] 2)

i=0 i=0

where 7 represents a particular path, n is the number of nodes (smart phones) on
the path 7, and 7 (i) is the ith node on the path 7. Term P, (7w (i), (i + 1)) is the
availability of the edge between 7 (i) and w (i 4+ 1). D (7 (i), 7 (i 4+ 1)) is the delay cost
for a packet to transmit from 77 () to 7 (i + 1). Term « is a constant that coordinates
the relation between the path availability and delay.

Path availability is affected by the remaining battery power of a smart phone and
the estimated power consumption of transmitting a piece of information:

C

Py(m(@),m(i + 1)) = BC _ gU

i i

3)

where Bl.c represents the current remaining battery power of a node (smart phone)
(i) and BiU depicts the power utilisation at node 7 (i) to convey a certain piece of
information. If the potential power utilisation is larger than the remaining battery,
this node will be excluded.
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4 Simulation Model and Assumptions

Since mathematical models [28] cannot handle the full complexity that is encountered
during an emergency, the performance of the proposed algorithms is evaluated in fire-
related scenarios based on the Distributed Building Evacuation Simulator (DBES)
[29, 30]. The building model is a three-storey canary wharf shopping mall as shown
in Fig. 1. Initially, evacuees are randomly scattered in the building and are equipped
with smart phones with random remaining battery power. When the battery power
of a smart phone is depleted, the evacuee will wander or follow other evacuees in the
line of sight to exits.

We assume that no related sensors are pre-installed in the built environment.
Hence, hazard information and location of civilians will be collected by mobile
phones with built-in cameras and analysed in the Cloud. We also hypothesis that in-
door communication infrastructures such as Wi-Fi access points are unavailable but
a few cloud access points can be rapidly deployed between the emergency location
and the Cloud when a hazard occurs. According to literature [31-34], the energy
consumption model of an individual smart phone is given in Table 1.

Fig. 1 Graph representation of the building model: vertices are positions with landmarks that
evacuees can easily identify their locations by uploading snapshots and matching them with pre-
known landmarks which are stored in cloud severs, edges are physical links that evacuees can move
inside the building. The two black stars on the ground floor mark the position of the building’s exits

Table 1 The energy consumption of a smart phone in Joule with regard to the transferred data x
in byte and the related signal rate

Communication model Download Upload Signal rate
3G 0.001224x 0.0003375x 2 Mb/s
Bluetooth 0.0001377x 0.00012012x 1 Mb/s
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5 Results and Discussion

To evaluate the navigation algorithm which combines CPN and SPF (CPN&SPF) as
well as the AHCPN-based energy efficient protocol, we design an experiment which
involves four scenarios with 30, 60, 90, 120 evacuees, respectively. The Dijkstra’s
shortest path algorithm and CPN-based algorithm with time metric (CPNST) [35]
are performed for comparison purpose.

Figure 2 indicates that both CPNST and CPN&SPF achieve more survivors than
Dijkstra’s algorithm due to the congestion-ease mechanisms in both CPNST and SPF.
Compared with CPNST, CPN&SPF performs slightly better in densely-populated
scenarios because CPN&SPF organises evacuees as loose clusters and is easier to
balance the power utilisation among smart phones. As a result, the probability of
being trapped due to the depletion of smart phones is decreased. Furthermore, the
coordinated behaviour increases the probability for an evacuee with depleted smart
phone to follow other evacuees rather than wander in the building.

As can be seen from Fig. 3, Dijkstra’s algorithm achieves least number of drained
smart phones in 3G mode. This is because both the CPNST and CPN&SPF do not
follow the shortest path. Hence, evacuees will traverse more landmarks and upload
more photos to the Cloud. However, by employing the AHCPN protocol, the number
of depleted smart phones decreases significantly for all three algorithms. Moreover,
there is no drained smart phone when combining the CPN&SPF algorithm with the
AHCPN protocol. This confirms that routing evacuees in loose groups can contribute
to the power-balancing of smart phones. The results also indicates that although
AHCPN may consume extra energy because of sending smart packets periodically, it
can effectively reduce the number of drained smart phones by balancing the remaining
battery power of smart handsets.
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Fig. 2 Percentage of survivors for each scenario. The results are the average of five randomised
simulation runs, and error bars shows the min/max result in any of the five simulation runs
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Fig.3 The number of drained smart phones of five iterations. The error bars represent the min/max
values found in the five simulations

6 Conclusions

In this paper, we propose an infrastructure-less indoor emergency response system
to evacuate civilians with the aid of smart handsets and cloud servers. A coordinated
emergency navigation algorithm is proposed to guide evacuees in loose groups. The
experimental results prove that the algorithm can increase the survival rate by reduc-
ing the number of drained smart phones in an evacuation process and raising the
likelihood for an evacuee with a depleted mobile device to encounter other evacuees
in the line of sight and follow them to egresses. Due to the considerable energy con-
sumption between the Cloud and the smart phones during communication processes,
an AHCPN-based energy efficient protocol is also presented to prolong the life time of
smart handsets. Simulations indicate that the protocol can significantly decrease the
number of drained smart phones in an evacuation process and balance the remaining
battery power among portable devices.

References

1. E. Gelenbe, F.J. Wu, Future Internet 5(3), 336 (2013)

2. L. Chu, S.J. Wu, in Nano, Information Technology and Reliability (NASNIT), 2011 15th North-
East Asia Symposium on (IEEE, 2011), pp. 4548

3. J. Ahn, R. Han, in Services Computing Conference (APSCC), 2011 IEEE Asia-Pacific (IEEE,
2011), pp. 70-77

4. E. Gelenbe, G. Gorbil, D. Tzovaras, S. Liebergeld, D. Garcia, M. Baltatu, G.L. Lyberopoulos,
in ISCIS, Lecture Notes in Electrical Engineering, ed. by E. Gelenbe, R. Lent. Lecture Notes
in Electrical Engineering, vol. 264 (Springer, 2013), pp. 369-378

5. E. Gelenbe, G. Gorbil, D. Tzovaras, S. Liebergeld, D. Garcia, M. Baltatu, G. Lyberopoulos, in
Proceedings of the 2013 IEEE Global High Tech Congress on Electronics (GHTCE’13) (2013)



48

(o]

10.
11.
12.
13.
14.
15.

16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.

217.
28.
29.

30.
31

32.
33.

34.

35.

H. Bi and E. Gelenbe

. O.H. Abdelrahman, E. Gelenbe, in Proceedings of IEEE International Conference on Commu-

nications, ICC 2014, Sydney (2014)

. B. Horling, V. Lesser, Knowl. Eng. Rev. 19(4), 281 (2004)
. E. Gelenbe, N. Schmajuk, J. Staddon, J. Reif, Robotics Auton. Syst. 22(1), 23 (1997)
. Y. Cao, E. Gelenbe, in Proceedings SPIE 3079, Detection and Remediation Technologies for

Mines and Minelike Targets 11 (1997), p. 691. doi:10.1117/12.280898

Y. Cao, E. Gelenbe, Eur. J. Oper. Res. 108(2), 319 (1998)

X. Zheng, T. Zhong, M. Liu, Building Environ. 44(3), 437 (2009)

L. Yang, D. Zhao, J. Li, T. Fang, Building Environ. 40(3), 411 (2005)

G. Gorbil, E. Gelenbe, in Computer and Information Sciences III (Springer, 2013), pp. 249-257
L. Pelusi, A. Passarella, M. Conti, Communications magazine. IEEE 44(11), 134 (2006)

E. Gelenbe, R. Lent, Z. Xu, Performance and QoS of Next Generation Networking (Springer,
London, 2001)

. Gelenbe, R. Lent, A. Nunez, Proc. IEEE 92(9), 1478 (2004)

. Gelenbe, Commun. ACM 52(7), 66 (2009)

. Gelenbe, Neural Comput. 1(4), 502 (1989)

. Gelenbe, Neural Comput. 2(2), 239 (1990)

. Gelenbe, Neural Comput. 5(1), 154 (1993)

. Gelenbe, S. Timotheou, Neural Comput. 20(9), 2308 (2008)

. Gelenbe, E. Seref, Z. Xu, Proc. IEEE 89(2), 148 (2001)

. Gelenbe, Comput. J. 55(7), 848 (2012)

. Gelenbe, R. Lent, Ad Hoc Netw. 2(3), 205 (2004)

J.H. Reif, H. Wang, Robotics Auton. Syst. 27(3), 171 (1999)

H.Bi, A. Desmet, E. Gelenbe, in Proceedings of the 28th International Symposium on Computer
and Information Sciences (ISCIS’13) (Springer, London, 2013)

H. Bi, Future Internet 6(2), 203 (2014)

E. Gelenbe, Acta Inf. 12, 285 (1979)

A. Filippoupolitis, E. Gelenbe, in Human System Interactions, 2009. HSI'09. 2nd Conference
on (2009), pp. 323-330

N. Dimakis, A. Filippoupolitis, E. Gelenbe, Comput. J. 53(9), 1384 (2010)

A. Carroll, G. Heiser, in Proceedings of the 2010 USENIX conference on USENIX annual
technical conference (2010), pp. 21-21

C. Haas, J. Wilke, V. Stohr, in Wireless Sensor Networks (Springer, 2012), pp. 82-97

N. Balasubramanian, A. Balasubramanian, A. Venkataramani, in Proceedings of the 9th ACM
SIGCOMM conference on Internet measurement conference (ACM, 2009), pp. 280-293

G. Kalic, I. Bojic, M. Kusek, in MIPRO, 2012 Proceedings of the 35th International Convention
(IEEE, 2012), pp. 754-759

H. Bi, E. Gelenbe, in Proceedings of the 4th International Workshop on Pervasive Networks
for Emergency Management (PerNEM’14) (IEEE, 2014), pp. 1-6

esliesliesliesMiesMesMesleses)


http://dx.doi.org/10.1117/12.280898

Part 11
Data and Image Analytics



Integer Linear Programming Solution
for the Multiple Query Optimization
Problem

Tansel Dokeroglu, Murat Ali Bayir and Ahmet Cosar

Abstract Multiple Query Optimization (MQO) is a technique for processing a batch
of queries in such a way that shared tasks in these queries are executed only once,
resulting in significant savings in the total evaluation. The first phase of MQO requires
producing alternative query execution plans so that the shared tasks between queries
are identified and maximized. The second phase of MQO is an optimization problem
where the goal is selecting exactly one of the alternative plans for each query to
minimize the total execution cost of all queries. A-star, branch-and-bound, dynamic
programming (DP), and genetic algorithm (GA) solutions for MQO have been given
in the literature. However, the performance of optimal algorithms, A-star and DP, is
not sufficient for solving large MQO problems involving large number of queries. In
this study, we propose an Integer Linear Programming (ILP) formulation to solve the
MQO problem exactly for a large number of queries and evaluate its performance.
Our results show that ILP outperforms the existing A-star algorithm.

Keywords Linear programming - Multiple query optimization - A-star

1 Introduction

Multiple Query Optimization (MQO) is a research problem that has been studied
since 1980s [1, 9, 13, 19]. Its goal is to minimize the total execution time of a set of
queries by evaluating the common expressions only once. Query optimizers usually
consider one query at a time and find an optimum solution by considering different
join orders and alternative access paths to the tables. Multiple Query Optimization
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'EXPERII:NC&S

SALARY > 5.000 AGE> 20

E.DNO=D.DNO

Employee @ SALARY>:3.000 EXPERIENCE=S AGE > 20
DNAME =‘Accounting’ DNAME =| ‘Accounting”
Department | Department | l Employee I
Global plan 1 Global plan 2

Fig. 1 Two global plans for processing queries Q1, Q2, and Q3

executes many queries together with a global plan that uses has more common tasks
as possible. Processing queries individually is not an efficient way when there exists
a high number of common expressions that result in multiple redundant evaluations.
Multiple Query Optimization detects common tasks among queries and creates a
global query execution plan in which these tasks are evaluated only once. Consider
the following example:

Q1: Find the names of employees older than 20 and working in the accounting
department.

Q>: Find the names of employees having work experience of 5years or more and
currently working in the accounting department.

Q3: Find the names of employees earning more than 5,000$ and working in the
accounting department.

The ‘Accounting’ department is common to all three queries. Therefore, the selec-
tion operation for DName = “Accounting” can be shared by all of the above queries.
In order to achieve even more sharing the selection operators, Salary > 5,000,
Experience = 5, and Age >20 can be delayed, and it becomes possible to share
the result of DName = ‘Accounting’ selection operation. Two possible alternative
plans for these queries are shown in Fig. 1.

When using single query optimization in relational databases, the query optimizer
always produces plans that perform select operations as early as possible. However,
in MQO it may be more profitable to delay some select operations unlike the con-
ventional single query optimization because the total cost of executing all queries by
using shared tasks only once may be cheaper than executing optimal query evaluation
plans for each query separately.
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A-star and Dynamic Programming (DP) algorithms have been developed for find-
ing optimal solutions to MQO problem instances [20, 22]. However, the amount of
memory required by A-star increases rapidly and large MQO problem instances can-
not be solved using this technique. The DP formulation is very conservative in its
memory usage but its run time performance is almost the same as that of A-star.
Integer Linear Programming (ILP) is a very popular technique that is widely used
for finding optimal solutions of optimization problems and its performance has been
very good for many problem domains. Formulation of MQO using ILP is difficult
because the objective function is based on the set of all tasks in selected plans while
the solution to the MQO is in terms of the selected alternative plans. In this work,
we solve this conflict by defining additional constraints:

e At least one of the alternative plans of each query must be selected,
e All tasks of a selected plan must also be selected (i.e. its corresponding variable
is assigned integer value 1), which guarantee a valid solution.

2 Related Work

MQO is an NP-hard problem [8-10, 17-19]. A detailed theoretical study of MQO
can be found in [7]. The MQO problem consists of mainly two stages. In the first
stage, common tasks of the queries are detected. In [4], detailed information about
the detection techniques is given and a multigraph for representing and facilitating
the processing of multiple queries is proposed. A connection graph which is an
extension of a query graph is used in [21]. Second stage of the MQO problem
schedules the query plans to provide the minimum total execution time for a query
batch. A state space search formulation is defined in [19] with an A-star algorithm
using bounding functions and intelligent state space expansion. Several heuristics
and cost prediction schemes are used to prune states and reduce the memory usage
of A-star algorithm in [5]. It has been shown that A-star and DP can be used for
optimally solving the MQO problem for up to twenty queries in practical times
[3, 16, 18]. In [16], state-of-the-art MQO techniques of using joint expressions are
applied for the execution of multiple related queries and efficient maintenance of
materialized views. An efficient relational database integration system is proposed
to provide a collection of virtual views for integrating data objects from various
distributed, heterogeneous, and autonomous data sources [11].

Our main contribution in this study is to formulate the MQO problem with ILP
and show that it solves MQO problem in much less time than the best available
optimal solution algorithm, A-star (for large MQO problems containing from 20
up to 100 queries). It is also possible to find sub-optimal solutions for such large
MQO problems using Genetic Algorithms (GA) as proposed in [2] and both the
quality of the solutions are good and the runtime of GA is linear in terms of MQO
problem size. However, GAs do not always guarantee the optimal solution for large
problem sizes.
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Fig. 2 Sample MQO problem with 3 queries, 7 plans, and 5 tasks

3 ILP Model for MQO

The MQO problem consists of a set of queries (Q through Q,). Each query Q;
has a number of alternative plans each containing one or more tasks. An answer to a
query is produced by executing all of the tasks in any one of the alternative plans of
that query [19]. Tasks have positive integer cost values and a task may exist in one or
more plans that could belong to any of the queries in the query batch. A solution to
the MQO problem can be obtained by selecting exactly one of the alternative plans
for each query (see Fig.2). There are three queries, Q1, Q2, and Q3. A total of five
distinct tasks exist in all of the alternative plans. The ith task is represented by ¢;
. In our example, the existing tasks are fg, #1, #2, 13, and #4 that have corresponding
costsof tg = 6,1 =2,1p = 2,13 = 6,and t4 = 6. Q1 and Q3 have two alternative
plans each, and Q> has three plans, so there are seven plans in total. Each plan is
represented as p;; which means that it is the jth plan for ith query. The plans for the
first query are p11 = {to, 11, 2} and p1o» = {to, 13}. The plans for the second query
are pr1 = {2, 3}, p2o = {ta}, and p23 = {1y, 11, 13}. The plans for the third query
are p31 = {10, 11} and p3; = {2}

Many real life problems have been solved with ILP models until now [14]. There
are also some studies in the field of database. In [12], the problem of allocating
relational database fragments to a network to minimize the overall communication
cost for processing a given set of transactions is solved with ILP. An efficient index
selection ILP model is proposed in [15]. However, there is no ILP solution model
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proposed for MQO problem such as our technique. The general form of the ILP is
as follows:

Maximize ¢ x (D
Subjectto: Ax <b 2)
xeZ" 3)

Equation 1 is used as a vector of n integer variables (Eqgs.1-3). x is a vector of
(x1,...,xn) T, Ais an m x n matrix of rational data, ¢ is a 1 x n matrix, and b is
an m x 1 matrix. The MQO problem instance in Fig.2 can be modeled with ILP as
follows:

X1 +x=1 “4)

X3+ x4+x5=1 (5)
xe+x7=1 (6)

— 10x1 4 6x8 + 2x9 + 2x190 > 0 7
— 12x2 + 6xg + 6x11 > 0 ()

— 8x3 +2x10+6x11 =0 9
—6x4 +6x12>0 (10)

— 14x5 4 6xg + 2x9 + 6x11 > 0 (11
— 8xg + 6x3 + 2x9 > 0 (12)
—2x7 +2x10 >0 (13)

The goal is to minimize the below objective function:
6xg + 2x9 + 2x10 4+ 6x11 + 6x12 (14)

Plans are represented by variables x| through x7 and have values zero or one showing
whether the corresponding plan is selected for inclusion in the global plan or not.
Q1 has plan variables x| and x3, Q> has plan variables x3, x4, x5, and finally Q3
has plan variables xg and x7. Equations 4—6 represent the constraints that only one
plan can be chosen for each query. Each task is assigned a variable xg through x5
to represent whether that task is included in the global query plan. Equations 7—13
represent the constraints that if a plan is selected for a query, all of the tasks in that
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plan must also be selected. For example, Eq. 7 represents query plan 1 (p11) of Q1,
and tasks of pip are o (cost = 6), #1 (cost = 2), t» (cost = 2) and are coded by
variables xg, x9, and x, respectively. By multiplying each task cost by its variables
we obtain 6xg + 2x9 + 2x1¢ and this sum is subtracted from 10x; (meaning that
p11 is selected) that must be greater than or equal to zero (even though a plan is not
selected, one of its tasks may exist in another selected plan). Thus, for each plan in
the MQO problem instance we produce Eqs. (7-13).

Finally, the objective function (Eq. 14) must be minimized to determine the set of
plans such that the total cost of all of the tasks in these plans is minimized.

4 A-Star Algorithm

There are several variants of A-star algorithm used for solving the MQO problem
[5]. A-star algorithm starts with a null initial state (meaning that no queries have been
assigned a plan yet). At each level of the tree, one of the alternative plans is chosen
and assigned to a query with no assigned plan. Given an admissible cost estimation
heuristic function; A-star algorithm is guaranteed to provide optimal results with a
minimal number of expanded states. The number of expanded states in A-star search
determines the memory usage and greatly affects the efficient and quick solution
of MQO problem instances. The set of selected tasks, #s|, in assigned plans for
queries Q1 to Oy (where the total number of queries is denoted by Q and k < Q)
is represented as: where N 7; is the number of tasks in the assigned plan for Q; and
PT;; is the jth task in the assigned plan. The cost estimation of task #; is defined as
(if t; ¢ tge1, it is zero otherwise):

1Cost(t;
estCost(r;) = CACOSt) (15)

mj

In Eq. 15, m; is the number of queries waiting for a plan to be assigned and has at
least one alternative plan that contains task #;. The estimated cost for plan p;; is:

estCost(pi) = Z repy; €StCOst(t;) (16)

Let P; be the number of alternative plans for ¢;, and a plan has been assigned for
queries Q1,..., Qk then the heuristic function used in our A-star algorithm is:

h(Sp) = z realCost(ry)

Iy €lgel

+ Z min (estCost(p;, 1), ..., estCost(p;,p, ) )
k<i<Q



Integer Linear Programming Solution for the Multiple Query Optimization Problem 57

Six alternative query ordering methods have been defined to minimize the estimation
error in the plan cost estimation function (17) and this query order remains constant
throughout the search. The method of ordering the queries in decreasing average
query cost has been experimentally shown to be the best performing one. This query
ordering is used for the A-star implementation in our study as well.

5 Experimental Setup and Results

Python 2.7 is used to implement the A-star and ILP. The number of plans, tasks,
and the execution time of the tasks used in the problem sets are randomly generated
[2]. A heuristic value, input size, is used to estimate the search space. The input size
is defined by the multiplication of the number of queries g, the average number of
tasks per plan #,,, and the average number of plans per query p,,. We first verified
that both A-star and ILP algorithms produce the same results. Later, we compared
the time spent by ILP and A-star algorithms to find an optimal solution on the same
MQO problem instances. The values used in four different problem sets with varying
number of queries, plans, and tasks are given in Table 1.

For each problem set, one of the parameters is increased gradually. For example,
in the first problem set the number of queries is varied between 5 and 100, each
query has between 10 and 15 plans, and the number of tasks in each plan is randomly
chosen between 9 and 11. The fourth problem set uses a moderate number of plans
and tasks to show the capability of ILP to provide optimal results without having
an exponential execution time while the A-star algorithm shows severe performance
degradation. The results of the problem sets 1, 2, 3, and 4 are shown in Figs. 3, 4,
and 5.

It is clearly seen from the results given in Fig. 3 that ILP outperforms the A-star
algorithm for practical MQO problem sizes. Since the ILP formulates each task as a
variable, the complexity of the ILP formulation increases in parallel with the number
of tasks while this has less impact in the performance of A-star algorithm and both
algorithms exhibit similar performance with A-star performing marginally better (see
Fig.4). A-star cannot solve MQO instances with more than 20 plans when number
of alternative plans is above 10, while ILP performs remarkably well and can solve
MQO instances with 20 or more queries, even when the number of queries becomes

Table 1 Parameters used in the experiments

Set Input size Number of queries Number of plans Number of tasks
1 [625- 12,500] [5,100] [10,15] [9,11]
2 [625, 3,375] 5 [10,70] [9,11]
3 [625, 1,250] 5 [10,15] [9,21]
4 [1,375,5,500] [25,100] [4,7] [9-11]
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as high as 100. Figure 5 gives the results of the problem set 4 where each query has
[4-7] plans and each plan has [9—11] tasks where A-star is able to find the solution but
its execution times increases exponentially while ILP’s running time increases almost
linearly. A-star typically consumes large amounts of memory in these experiments
which is a major disadvantage for using it in a query optimizer. The optimization time
of ILP is much better than A-star algorithm when the number of queries is increased.
By employing intelligent alternative plan generation techniques and keeping the
number of tasks under tight control, it is guaranteed that the performance of ILP will
be much better than A-star and will have almost linear running time in terms of the
number of plans and queries. This makes ILP a very good candidate for inclusion in
a multiple query optimizer.

6 Conclusions and Future Work

Multiple query optimization (MQO) is an NP-hard problem and many algorithms
have been developed to solve this problem optimally. A-star heuristics have been
reported to be one of the best performing algorithms in the literature. However, as
the problem size grows, the difficulty of solving the MQO problem makes A-star algo-
rithm prohibitively expensive. Until now, exact solutions of problem instances with
20 queries have been considered unsolvable. In this study, we propose an Integer Lin-
ear Programming (ILP) formulation for solving very large MQO problem instances
with up to 100 queries, and experimentally show them to be solvable in seconds. To
our knowledge, this is the first time that such large MQO problem instances have
been solved optimally. We believe that further performance improvements can be
achieved by using parallel ILP tools.
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A Graphical Model Approach for Multi-Label
Classification

Meltem Cetiner and Yusuf Sinan Akgul

Abstract Multi-Label (ML) classification problem is the assignment of many labels
to a given sample from a fixed label set. It is considered as the more general version
of the Multi-Class (MC) classification problem and its practical application areas
vary from medical diagnosis to paper keyword selection. The general structure of an
ML classification system involves transforming the problem into simpler MC and
Single-Class (SC) problems. One such method is the Binary Relevance (BR) method
that treats each label assignment as an independent SC problem, which makes BR
systems scalable, but not accurate for some cases. This paper addresses the label
independence problem of BR by assuming the outputs of each SC classifiers as
observation nodes of a graphical model. The final label assignments are obtained by
standard powerful Bayesian inference from the unobservable node. The proposed
system was tested on standard ML classification datasets that produced encouraging
results.

Keywords Multi-label classification - Binary relevance - Graphical model - Label
dependency

1 Introduction

Multi-Label (ML) classification is the process of assignment of zero or more labels to
a given sample (or observation) represented by a vector of features. There are many
practical ML classification examples in the real world. For example, the medical
diagnosis process usually involves assignment of several different illness names to
a patient represented by a features vector that includes the symptoms [9]. Another
example is the assignment of keywords to papers where each paper can have different
number of keywords [10]. Many other examples in the literature [6] can be found
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such as the assignment of emotions to facial expressions, assignment of genre labels
to movies, and assignment of functional categories to yeast genes. ML classification
is usually compared with Multi-Class (MC) classification systems and Single-Class
(SC) classification systems. Different from ML systems, for a given sample, MC
assigns only a single class label among many classes. SC systems, on the other
hand, can assign only a fixed single class label for each sample. The problem of ML
classification is considered as a more general and difficult problem compared to MC
and SC classification [3].

There are many ML systems proposed in the literature such as Nearest Neighbors
(NN) [13], Bayesian Learners (BL) [2], Decision Trees (DT) [12], and Chain Clas-
sifiers (CC) [7]. The common problems that need to be addressed by these systems
are twofold. First, the scalability problems need to be solved because the number of
labels and the number of sample features can get very high for the ML problems.
For example, the BL-based systems have to learn the relationships between the fea-
ture nodes for each label, which makes the overall system very complicated for some
datasets with many features and labels [13]. The second problem of ML classification
is the dependency between the labels, which is the main difference between the ML
and MC systems. An MC classification system assumes that no two class labels can
overlap on a given sample. However, the ML classification systems operate under the
assumption that each sample can have many different labels, which creates the issue
of dependence between the assigned labels for a given sample. For example, for the
movie genre label assignment application, an assigned “Family” label for a movie is
a very good indication for that movie not having a “Horror” label, which shows the
inverse dependency between “Family” and “Horror” labels. The literature defines a
base line ML classification algorithm, named Binary Relevance (BR), which is both
simple and can perform very well for some tasks. BR defines a separate SC classi-
fier for each label that decides if a label is relevant for a given sample. BR makes
a one-versus-all decision for each label for the given sample. In other words, for a
given sample, BR makes as many decisions as the number of labels or classes. This
makes BR very scalable because the number of decision operations grow linearly
with the number of labels. As a result, BR is used for many ML applications and it is
employed as a baseline method for comparison with other new methods. However,
BR makes the basic assumption of complete independency between the assigned
labels, which lowers the performance of the method for some applications.

This paper proposes a new ML classification method that uses BR at the core
for its scalability. Our method defines a graphical-model-based extension to BR to
reintroduce the dependency relationships between the labels lost by the main BR
assumption. Our graphical model (Fig. 1) defines a new node for the output of each
SC (S;) classifier of BR. These nodes are observable binary random variables of
our system because their values can be observed by running the corresponding SC
classifier S;. Our graphical model also includes a node that corresponds to the label
assignment node, LN. Each node in the graphical model is dependent on the other
nodes, which brings the dependency relationships into the ML classification system.
The node LN is not directly observable, but it can be inferred using standard Bayesian
inference rules. Our proposed system has many advantages. First, it can work on top
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Fig. 1 The proposed
graphical model. See text for
details

of any BR system with different SC classifiers such as Support Vector Machine
(SVM), K-Nearest Neighbour (KNN), Decision Tree (DT), etc. Second, we can take
advantage of the standard Bayesian network inference rules that can make decision
even with partial observation data. Our method is scalable because it uses BR at its
core. Finally, the implementation of the proposed system is very simple.

The rest of the paper is organized as follows. Section 1 introduces the background
of ML and especially transform methods used. The Sect.2 describes the proposed
Graphical Model. The Sect. 3 lists the experiments , the datasets used in experiments,
evaluation metrics, and experimental results with tables. The last section discusses
the conclusion and points to future work.

2 Background

The ML classification problem can be defined with the help of the data matrix X of
size |D| x |F|, where | D| is the number of examples of the training set and |F| is
the number of features for each sample. We also define a binary matrix Y of size
|D| x |L|, where |L| is the size of the label set. We use the notation X; and Y; for the
vectors to represent the ith row of the X and Y matrices, respectively. Similarly, we
use the notation X;; for the scalar to represent the jth feature of X; and the notation
(Y;) j for the binary value to present the jth label of Y;. The ML classification problem
can be defined with the function f that produces a binary label vector Y; for a given
features vector X ;.

f:X; =Y. @9)

For a given classification problem, if |L| is 1, then the problem is called a SC
classification problem. If |L| is > 1 and only one element of the vector Y; elements
can be 1, then the problem is called MC classification. There are no restrictions
on |L| or the number of 1s in Y; for the ML classification, which shows that ML
classification can be considered as the generalization of MC and SC.
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In order to find the best function f that produces label values most similar to ¥; for
a given X;, the literature mostly uses transformation methods, which treats the ML
classification as multiple SC and MC problems. The first transformation method,
Pair-Wise (PW) [6, 11] transformation, treats each vector value as new class and
performs MC classification. PW has problems with scalability because it needs to
work with 2!/l new labels, which can grow very fast. In addition, PW has some
overfitting problems. Another transformation is the Label Combination(LC) [6, 11]
transformation. LC takes sub-label vector combinations and assigns new labels for
these combinations. LC shares the same scalability problems with the PW methods.
The final transformation method is BR [1, 5], which defines a new SC classifier
for each element of the vector Y;. So there are |L| SC classifiers. Each classifier is
trained using one-versus-all strategy. In order to produce the final label vector Y;,
each classifier is run on vector X; and the results of these classifications are catenated
into Y;. BR is very scalable because the number of classifiers increase linearly with
the number of labels |L|. As a result, it is widely used. However, BR has made the
assumption of complete label independence, which is not realistic. The next section
introduces our graph-based method to address this problem.

3 The Graphical Model

We define a graph G={V, E } with vertex set V = {S;, LN} and edges between these
vertices E = {E;;, E;}, where i, j = 1---|L| (Fig.1). S; are the SC classifier graph
nodes to represent the binary random variables that correspond to the BR classifier
S for the label i. LN is the label node to represent the binary vector random variable
that corresponds to the label vector Y;. E;; is the edge between the nodes S; and
S;. Similarly, E; is the edge between the nodes S; and LN. Only the S nodes of
graph G are observable. G is a fully connected graph which assumes that each label
observation S; is dependent on the other label observations and the node LN. The
node LN is not directly observable. We use standard Bayesian network inference to
obtain the binary vector LN values using

P(LN, 81,8, ..., 8L)
P(S1, 82, ..., 8L

P(LN|S1, S2,...,8L) = 2)

The estimation of P(LN, S1, S2,...,8)) and P(LN) values are done using
standard Maximum Likelihood Estimation (MLE) on the Full Joint Probability Dis-
tribution Table (FJPDT) formed from the training data set D. This table is formed
by adding rows that include the binary vector Y; for a given sample D; and the the
results of SC; classifications for the same sample. In other words, our table includes
[L| + 1 columns and |D| rows. The value of P(S1, S2, ..., S||)) for a given values
of Sy to Sz is estimated by MLE by
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Count(S1, S2, ..., S|Lp)

P(S1, 82, ..., 8Lp) = ) 3)
which is the normalized count of the Y;’s of the dataset D. Similarly
Count(Y;, S1,...,S8L)
P(LN,Sy,82,....,8L) = , “4)

|D|

which is the count of rows where Y; and the results of SC classifiers occurs together.
Note that our graphical model G potentially introduces 2/“! new labels because the
node LN can take binary vector values from a set of 24! elements. However, the
estimation of Egs. 3 and 4 includes only operations that grow linearly with | D|. As a
result, our proposed method is scalable and it addresses the label dependency problem
by employing FJPDT. Although we used MLE for the estimation of the probability
values, smoothing techniques can be employed to address any issues that involve
count values of zeros. Note also that our method can estimate label information
even with partial SC classification results using the standard Bayesian inference by
enumeration.

4 Experiments

The literature defines standard evaluation metrics for the ML classification problems.
[8] proposes Hamming-Loss metric that measures the normalized number of different
elements between given two binary vectors such as Y; and ground truth. Lower scores
are better. The other metric is the accuracy [4], which measures the ratio of the
intersection and the union between the estimated label set and the ground truth label
set. If both sets are the same, then this value becomes 1, otherwise it gets smaller.
The Exact-Matching [4] is the last metric used. It counts the normalized number of
exact matches between the sets of estimated and the ground truth labels for a given
sample. Exact-Matching can be at most 1 for the best estimation.

We used fivefold cross validation for all of our experiments. We defined an SVM
based SC classifier for each label and used BR to transform each dataset problem
listed in Table 1. Although we used SVM for the SC classification, any other SC

Table 1 Multi-label datasets

Names D| IL| |F| LC LD
Music 593 6 72num 1.87 0.31
Scene 2,407 6 294num 1.07 0.18
Yeast 2,417 14 103num 4.24 0.30
Emotions 593 6 72num 1.869 0.31
Birds 645 12 261num + 2b 1.014 0.053

The number of the samples |D[; the number of the Labels |L|; the number of the features |F|; b is
for binary and num is abb. for numerical features, Label Cardinality (LC) and Label Density (LD)
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Table 2 Hamming loss

M. Cetiner and Y.S. Akgul

Names SVM-BR Our method
performance results -
Music 0.187571 0.182203
Scene 0.119028 0.130556
Yeast 0.69834 0.745643
Emotions 0.471186 0.292655
Birds 0.23 0.13
Table 3 Accuracy performance results
Names SVM-BR Our Method | CC [6] BR [6] SMBR [6] | MBR [6]
Music 0.650+0.02 | 0.687+0.01 | 0.454+0.05 | 0.50+0.01 | 0.52+0.01 | 0.52+0.01
Scene 0.578+0.02 | 0.682+0.01 | 0.67+0.01 | 0.58+0.01 | 0.62+0.01 | 0.610,01
Yeast 0.48+0.01 0.511+0.01 0.50+0.01 | 0.51£0.01 | 0.50+0.01 | -
Emotions | 0.599+0.02 | 0.648+0.03 | - - - -
Birds 0.39+0.04 | 0.50+0.04 - - - -
Table 4 Exact-matching performance results
Names SVM-BR Our method | CC [6] BR [6] SMBR [6] | MBR [6]
Music 0.29+0.02 0.3152+0.02 | 0.26+0.02 | 0.264+0.02 | 0.27+0.02 | 0.274+0.01
Scene 0.4262+0.01 | 0.5766£0.02 | 0.62+0.01 | 0.514+0.01 | 0.57+0.01 | 0.5540.01
Yeast 0.1390+0.01 | 0.1452+0.01 | 0.20+0.02 | 0.15+0.01 | 0.18£0.01 | 0.1540.01
Emotions | 0.03904+0.01 | 0.0746+£0.02 | — - - -
Birds 0.011£0.03 | 0.023+0.03 | - - - -

method can be employed with our method. Then we formed the FIPDT for each
dataset and estimated the labels for the 20 % of the data for each cross validation
step. For all experiments, we compared our performance with the base BR method
that assumes full label independence.

The Hamming-Loss results for our experiments are listed at Table 2. Three of the
five datasets produces better results for system with this metric. The Scene and Yeast
datasets are worse with our method. Table3 lists the accuracy numbers from our
system along with the numbers from base BR method and other ML classification
methods from [6]. As the accuracy numbers indicate, our method performs favorably
for all datasets in terms of accuracy numbers. The final experiments show the exact-
matching results at Table 4. Our system performs very well compared to the base BR
method, and it is comparable with the state-of-the-art method of the [6]. Note that
our proposed method is both simpler and more scalable than the method of [6].
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5 Conclusion and Future Work

We presented a new ML classification method that uses BR for transforming the
original problem into multiple SC classification problems. Our method is scalable like
BR, butitalso considers the label dependencies between the assigned labels. The label
dependency is achieved by considering the SC classifiers as dependent observations
of the samples. These observations are employed as nodes of a graphical model and
the final label assignments are obtained using the standard Bayesian inference from
the graphical model. Our method can be used with any type of SC classification
method under BR such as SVM, KNN, or DT. In addition, our method can still
work with a subset of SC classifier results. The experiments performed on standard
multi-label data showed the effectiveness of the proposed method. For future work,
we plan to extend the current system by using many SC classifiers for the same label
and use similar Bayesian inference for a more robust label assignment.
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Ground Plane Detection Using
an RGB-D Sensor

Dogan Kircali and F. Boray Tek

Abstract Ground plane detection is essential for successful navigation of vision
based mobile robots. We introduce a very simple but robust ground plane detection
method based on depth information obtained using an RGB-Depth sensor. We present
two different variations of the method: the simplest one is robust in setups where the
sensor pitch angle is fixed and has no roll, whereas the second one can handle changes
in pitch and roll angles. Our comparisons show that our approach performs better
than the vertical disparity approach. It produces accurate ground plane-obstacle seg-
mentation for difficult scenes, which include many obstacles, different floor surfaces,
stairs, and narrow corridors.

Keywords Ground plane detection - Kinect + Depth-map + RGB-D - Autonomous
robot navigation * Obstacle detection * V-disparity

1 Introduction

Ground plane detection and obstacle detection are essential tasks to determine pass-
able regions for autonomous navigation. To detect the ground plane in a scene the
most common approach is to utilize depth information (i.e., depth map). Recent intro-
duction of RGB-D sensors (Red-Green-Blue-Depth) allowed affordable and easy
computation of depth maps. Microsoft Kinect— is the pioneer of such sensors—
integrates an infrared (IR) projector, a RGB camera, a monochrome IR camera, a tilt
motor and a microphone array to provide a 640 x 480 pixels depth map and RGB
video stream at a rate of 30 fps.

Kinect uses an IR laser projector to cast a structured light pattern over the
scene. Simultaneously, its monochrome CMOS IR camera acquires an image. The
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disparities between the expected and the observed patterns are used to estimate a
depth value for each pixel. Kinect works well indoor. However, the depth reading is
not reliable for regions that are far more than 4 m; at the boundaries of the objects
because of the shadowing; reflective or IR absorbing surfaces; and at the places that
are illuminated directly by sunlight which causes IR interference. Accuracy under
different conditions was studied in [1-3].

Regardless of the method or the device that is used to obtain the depth map, several
works approach to the ground plane detection problem based on the relationship
between a pixel’s position and it is disparity [4-9].

Li et al. show that the vertical position (y) of a pixel of the ground plane is
linearly related to its disparity D(y) such that one can seek a linear equation D(y) =
K1+ K2xy,where K1 and K2 are constants, which are determined by the sensor’s
intrinsic parameters, height, and tilt angle. However, ground plane can be directly
estimated on the image coordinates using the plane equation based on disparity
D(x,y) = ax + by + ¢ without determining mentioned parameters. A least squares
estimation of the ground plane can be performed offline (i.e., by pre-calibration)
if a ground plane only depth image of the scene is available [5]. Another common
approach is to use RANSAC algorithm which allows fitting of the ground plane even
the image includes other planes [4, 10, 11].

Some other approaches aim to segment the scene into relevant planes [11, 12].
The work of Holz et al. clusters surface normals to segment planes and reported to
be accurate in close ranges [11].

In [7], histograms of the disparity image rows were used to model the ground
plane. In the image formed of the row histograms (named as V-disparity), the ground
plane appears as a diagonal line. This line, which is detected by Hough Transform,
was used as the ground plane model.

In this paper, we present a novel and simple algorithm to detect the ground plane
without the assumption that it is the largest region. Assuming a planar ground plane
model which may probably cause problems if the floor has significant inclination
or declination [6, 7], we use the fact that if a pixel is from the ground plane, its
depth value must be on a rationally increasing curve placed on its vertical position.
Although the degree of this curve is not known, it can be estimated by an exponential
curve fit to use it as the ground plane model. Later, the pixels which are consistent with
the model are detected as ground plane whereas the others are marked as obstacles.
While this is our base model which can be used for a fixed viewing angle scenario,
we provide an extension of it for dynamic environments where sensor viewing angle
changes from frame to frame. Moreover, we note the relation of our approach to
V-disparity approach [7], which rely on the linear increase of disparity and fitting of
a line to model the ground plane, and compare our method by tests on the same data.
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2 Method

2.1 Detection for Fixed Pitch

In a common scenario, the sensor views the ground plane with an angle (i.e., pitch
angle), in which we can assume that the sensor is fixed and its roll angle is zero (Fig.
1b). The sensor’s pitch angle (Fig. 1a) causes allocation of more pixels for the closer
scene than the farther. So that linear distance from the sensor is projected on the
depth map as a rational function. This is demonstrated in (Fig. 1c). Any column of
the depth image shows that the depth value increases not linearly but rationally from
bottom to top (i.e., right to left in Fig. 1d). Furthermore, a “ground plane only” depth
image must have all columns equal to each other, which is estimable by a curve fit
of sum of two exponential functions in the following form:

fx) = ae? + ce®™ (D

where f(x) is the pixel’s depth value and x is the its vertical location (i.e., row index)
in the image. The coefficients (a, b, ¢, d) depend on the intrinsic parameters, pitch
angle, and the height of the sensor.

A least squares fitting estimation of these coefficients make it possible to recon-
struct a curve, which is named as the reference ground plane curve (Cr). In order to
detect ground plane pixels in a new depth frame, its columns(Cy) are compared to
CRr; any value under CR represents an object (or a protrusion), whereas values above
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Fig. 1 a Roll & pitch axis, b sensor view pitch causes linearly spaced points to mapped as an
exponential increasing function. ¢ An example depth map image, d one column (y = 517) of the
depth map and its fitted curve representing the ground plane, e ground plane curves for different
pitch angles, f depth map in three dimensions showing the drop-offs caused by the objects
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the reference curve represent drop-offs, holes (e.g., intrusions, downstairs, edge of
a table). Hence, we compare the absolute difference against a pre-defined threshold
value T'; mark the pixels as ground plane if difference is less than 7'. Here, the depth
values that are equal to zero were ignored as they indicate sensor reading errors. The
related experiments are in Sect. 3.

2.2 Detection for Changing Pitch and Roll

The fixed pitch angle scheme explained above is quite robust. However, it is not
suitable for the scenarios where the pitch and roll angles of the sensor changes. Such
as of the mobile robots that cause movements on the sensors’ platform. These can be
compensated by using an additional gyroscopic stabilization [13]. However, here we
propose a computational solution in which a new reference ground curve is estimated
for each new input frame.

A higher pitch angle (sensor almost parallel to the ground) will increase the slope
of the ground plane curve. Whereas a non-zero roll angle (horizontal angular change)
of the sensor forms different ground plane curves along columns of the depth map
(Fig. 1e). Such that at one end the depth map exhibits curves of higher pitch angles,
while toward the other end, it has curves of lower pitch angles, which complicate the
use of a single reference curve for that frame.

To overcome the roll angle effects our approach aims to rotate the depth map to
make it orthogonal to the ground plane. If the sensor is orthogonal to the ground plane
it is expected to produce equal or very similar depth values along every horizontal
line (i.e., rows), which can be captured by a histogram of the row values such that a
higher histogram peak value indicates more similar values along a row. Let 4, shows
the histogram of the rth row of a depth image (D) of R rows, and let us denote the
rotation of depth image with Dy.

R
argmaxg (Z argmax;(h, (i, Dy)) 2

r=1

Thus for each angle value 6 in a predefined set, the depth map is rotated with an
angle 6 and the histogram /4, is computed for every row r. Then, the angle 6 that
maximizes the sum of the histogram peak values is estimated as the best angle to
rotate the depth map prior to the ground plane curve estimation. This removes the
roll angle effect.

The changes of pitch angle create different projection and different curves along
the image columns (Fig. 1e). However, in a scene that consists of both the ground
plane and objects, the maximum value along a particular row of the depth map must
be due the ground plane, unless an object is covering the whole row (as in Fig. 1f).
This is because the objects are closer to the sensor than the ground plane surface that
they occlude. Therefore, if the maximum value across each row (r) of the depth map
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(D) is taken, which we name as the depth envelope (E), it can be used to estimate
the reference ground plane curve (Cr) for this particular scene and frame.

E(r) = maxi(D(c;,r)) 3)

The estimation is again performed by fitting the aforementioned exponential curve
(1). Prior to the curve fitting we perform median filtering to smooth the depth enve-
lope. Moreover, depth values must increase exponentially from bottom of the scene
to the top. However, when the scene ends with a wall or group of obstacles this is
reflected as a plateau in the depth envelope. Hence, the envelope (E) is scanned from
right to left and the values after the highest peak are excluded from fitting as they
cannot be a part of the ground plane. After the curve is estimated pixels of the frame
are classified, as described in Sect.2.1.

Two conditions affect the ground plane curve fit adversely. First, when one or
more objects cover an entire row, this will produce a plateau in the profile of the
depth map. However, if the rows of the “entire row covering object or group” do not
form the highest plateau in the image, ground plane curve continues afterwards and
the object will not affect the curve estimation. Second, drop-offs of the scene cause
sudden increases (hills) on the depth envelope because they exhibit depth values
higher than the ground plane’s: If a hill is found on the depth envelope, the estimated
curve will be produced by a higher fitting error.

3 Experiments

We tested our algorithm on four different datasets comprised of several 640 x 480
frames. Dataset-1 and dataset-2 were composed of 300 frames captured on a robot
platform which moves on the floor among several obstacles. Dataset-3 was cre-
ated with the same platform; however, the pitch and roll angles change excessively.
Dataset-4 included 12 individual frames acquired from difficult scenes such as nar-
row corridors, wall only scenes etc. Dataset-1 and dataset-2 were manually labeled
to provide the ground truth and were used in plotting ROCs (Receiver Operating
Curve), whereas the other two were visually examined.

We compared three different versions for our approach: fixed pitch (A1), pitch
compensated (A2), pitch and roll compensated (A3). There is only one free parameter
for Al and A2 that is the threshold 7', which is estimated by ROC analysis, whereas
the third roll compensation algorithm requires a pre-defined angle set for the search
for best rotation angle: {—30°, —28°,...,430°}. Least squares fit was performed by
Matlab curve fitting function with default parameters.

Moreover, we compared the results with V-disp method [7], which is originally
developed for stereo depth calculation where the disparity is available before depth.
To implement V-disp method, we calculated disparity from the Kinect depth map
(i.e., 1/ D); calculated the row histograms to form V-disp image; and then run Hough
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Fig.2 a ROC curves comparing V-disp and our fixed and pitch compensated algorithms (A1-A2),
b average accuracy over 300 frames versus thresholds, ¢ accuracy and curve fit error of A2 for
individual frames

transform to estimate the ground plane line. We put a constraint on the Hough line
search in [—-60°, —30°] range.

Since A3 and A2 algorithms are same, except for the roll compensation, we
examine and compare results of A2 to Al and V-disp; however, we compare A3
results only against A2 to show the effect of the roll compensation.

Figure2a, b show ROC curves and overall accuracies plotted for our fixed and
pitch compensated algorithms (A1 and A2) and V-disp method on dataset-2. It can
be seen that our pitch compensated algorithm is superior to V-disp which is better
than our fixed algorithm.

When we select the best accuracy point thresholds and run our algorithms on
dataset-2, we obtained accuracy versus frames (Fig.2c). In addition, we recorded
the curve fitting error for the pitch compensated algorithm (A2). Both methods were
quite stable with the exception of some high curve fitting error frames for A2. Those
frames can be automatically rejected to improve accuracy.

Some example inputs and outputs of our algorithm A2 is shown in Fig.3. The
examples include a cluttered scene (Fig. 3a—c), stairs (Fig. 3d—f), one of the frames
from dataset-3, where the sensor is rolled almost 20° degrees (Fig.3g). Figure 3h, i
shows the respective outputs of A2 and A3. It can be seen that the roll compensation
provides a significant advantage.

Finally, Fig. 3j, k shows output pairs (overlaid on RGB) for A2 and V-disp. Both
methods detect the ground planes in the scenes where ground plane is not the largest
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(@ (b)

Fig.3 Experimental results from different scenes. RGB, depth-map and pitch compensated method
output (white pixels represent objects whereas black pixels represent ground plane): a, b, ¢ lab
environment with many objects and reflections; d, e, f stairs g, h, i respective outputs of pitch
compensated (A-2) and pitch&roll compensated method on an image where sensor was positioned
with a roll angle (A-3). j, k Comparison of pitch compensated (left) and V-disp method (right) in
narrow corridor

nor the dominant plane. Note that A2 is better than V-disp, though the thresholds
used by both methods were determined for the highest respective overall accuracy
for dataset-1, -2.
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If the frames are buffered beforehand, our algorithm A2 processed 83 fps on a
Pentium i5 processor using Matlab 2011a. Datasets and more results can be found
in our web site.

4 Conclusion

We have presented a novel, and robust ground plane detection algorithm which
uses depth information obtained from an RGB-D sensor. Our approach includes
two different methods, where the first one is simple but quite robust for fixed pitch
and no-roll angle scenarios, whereas the second one is more suitable for dynamic
environments. Both algorithms are based on an exponential curve fit to model the
ground plane which exhibits rationally increasing depth values. We compared our
method to the popular V-disp [7] method which is based on detection of a ground
plane model line by Hough transform which relied on linear increasing disparity
values. We have shown that the proposed method is better than V-disp and produces
acceptable and useful ground plane-obstacle segmentation for many difficult scenes,
which included many obstacles, different surfaces, stairs, and narrow corridors.

Our method produce errors especially when the curve fitting is not successful.
Our future work will focus on these situations that are easy to detect by checking the
RMS error of the fit, which has been shown to be highly correlated with the accuracy
of segmentation.
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An Iterated Local Search Platform
for Transportation Logistics

Takwa Tlili and Saoussen Krichen

Abstract Recent technological advances in optimization and transportation have
enabled the development of efficient tools that support the decision-making process of
logistic managers. The aim of this paper is to present a decision support system (DSS)
that integrates an Iterated Local Search (ILS) for solving the Vehicle Routing Problem
(VRP). Its clear design allows an efficient exploration of the solution by the decision-
maker. The computational experiments show that the ILS is very competitive in
comparison to state-of-the-art algorithms.

Keywords Iterated local search - Decision support system * Vehicle routing problem

1 Introduction

The efficient transportation management holds significant value due to its high impact
on customer satisfaction by reducing delivery costs. Bearing in mind that logistic
problems are generally modeled as VRPs, such a formulation contributes directly to
minimize costs of all such processes [2].

Routing problems have drawn the attention of many researchers due to the increas-
ing concerns on economic and environmental problems. The VRP seeks the tours of
minimum cost such that the vehicles start their trips from a central depot and turn
back after serving all vertices in the network.

Numerous variations of the classical VRP have been introduced by modifying or
adding additional attributes on solutions construction. The asymmetric VRP (AVRP)
is concerned with finding a solution in which the distance between each pair of nodes
in the two directions is not the same [3]. The Open VRP (OVRP) is the variant where
the vehicles are not required to come back to the depot after completing their services
[8, 11, 14]. The Multi-Depot VRP (MDVRP) is a generalization of the problem where
more than one depot may be considered [21]. More recently, other VRP variants have
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been evoked such as Split Delivery VRP [4], rollon-rolloff VRP [22] and Multi-Trip
VRP [6].

To cup with the routing variants, a variety of exact approaches have been devoted
but optimal solutions are only limited to small-scaled instances. Given the fact that the
VRP is NP-hard [11], several approximate algorithms have been proposed for find-
ing optimal routes within acceptable computational time. Metaheuristics, including
Simulated Annealing [9], Genetic Algorithm [18, 20], Particle swarm optimization
[1, 15, 17] have shown advantages in handling the VRPs. A recent comprehensive
overview on metaheuristics for solving the VRP can be found in the work of Szeto
etal. [19].

Nowadays, many industrial firms emphasize the need to use a decision support
tool for solving VRPs. For illustration, E-Mendoza et al. [16] proposed a DSS that
integrates SAP/R3 and ArcGIS to handle the distance-constrained VRP. Manzini
[13] developed a DSS based on the top-down and multistep approach to handle the
management of logistic networks. The dynamic VRP variant has been solved by
Dahl and Derigs [7] using a web-based DSS that integrates decentralized databases
and an online heuristic.

The main contributions of this paper are (i) to solve the VRP using a modified
ILS metaheuristic evaluated on several VRP benchmarks. (ii) to design a DSS that
computationally outperforms other state-of-the-art approaches. The remaining of the
paper is organized as follows: Sect. 2 presents a detailed explanation of the proposed
ILS algorithm. In Sect. 3 a description of the DSS architecture is provided. In Sect.4
computational experiments highlight the effectiveness of the approach.

2 Architecture of the Decision Support System

Decision Support Systems are computer-based information systems that aid differ-
ent business or organizational processes involving decision-making. The conceptual
design of the proposed DSS for integrated optimization routines is shown in Fig. 1,
that encompasses four main steps: orders data extraction, geographical data extrac-
tion, optimization analysis and display geographical output.

@ Orders Data

The DSS starts by the extraction of orders data for each customer to serve. The
weights of cargos to deliver is known in order to fulfill vehicles capacity constraints.

@ Routing Data

The DSS extracts the routing data from the geographical database to construct the
adjacency matrix. The geographical data and transport information are the inputs for
the resolution step.

The two steps, Orders Data and Routing Data are achieved through the interface
presented in Fig. 2 that allows the users to manager all inputs.

@ Resolution process

Once all required information are sent to the optimization engine, the resolution
process is initiated. The screenshot reported in Fig. 3 shows that the decision maker
can select the solution approach that can be either CPLEX or ILS metaheuristic.
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Fig. 1 Decision support system design

@ Display geographical output
The solution obtained from the optimization engine is transformed to a geograph-
ical solution presented as routes on maps as shown in Fig. 4.

3 Iterated Local Search Approach

Iterated local search (ILS) approach, introduced by Lourenco et al. [12], is applied
to numerous combinatorial optimization problems successfully. Its performance is
very competitive compared to other state-of-the art metaheuristics, such as particle
swarm optimization, simulated annealing, and genetic algorithm.

The ILS is about combining phases of local search around the current solution and
perturbations to diversify the search and avoid—Ilocal optima. The algorithm starts
its search from an initial solution Sy computed by a greedy heuristic. This solution
is then improved to obtain a first local optimum § using the local search procedure.
Iteratively, a perturbation is applied to the current solution with the hope to escape
from its attraction basin. The execution of the algorithm is stopped when a maximum
number of iterations is reached.
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The pseudocode of the ILS algorithm [10] that we implemented is sketched in

Algorithm 1.
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Fig. 4 Geographical solution mapped

Algorithm 1 ILS pseudocode

1: Sy <« Initial_solution();
2: § < Local_search(Sp);
3: repeat

4: S <« Perturbation (S);

5: 8" < Local_search(S’);

6: if £(8”) < f(S) then

7: S < 5"

8: endif

9: until termination condition met
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Table 1 Computational results on benchmark problems

Instance | Best | Travel cost CPU time (s) | Instance | Best | Travel cost CPU time (s)

GA | ILS | GA | ILS GA | ILS | GA | ILS
A-n32-K5 | 784 | 957 | 1138 | 226 7 A-n45-k6 | 944 | 1452 | 1277 | 326 5.59
A-n33-kS5 | 661 781 | 816|233 |124.48 | A-nd45-K7 | 1146 | 1397 | 1573 | 333 | 22.2
A-n33-k6 | 742 | 798 | 877|266 | 9298 | B-n31-kS | 672 | 736| 699 | 241 | 37.28
A-n34-k5 | 778 | 923 | 925|264 3.0 | B-n34-k5| 788 | 865| 879|264 | 81.65
A-n36-k5 | 799 | 1019 | 989 | 275 | 17.09 | B-n35-k5 | 955 | 1263 | 1066 | 274 317
A-n37-k5 | 669 | 959 | 934|287 | 39.57 | B-n38-k6 | 805 | 925| 920|284 | 40.98
A-n37-k6 | 949 | 1115 | 1280 | 287 | 12.6 | B-n39-k5 | 549 | 744 | 769 | 296 | 137.16
A-n38-k5 | 730 | 974 | 972|280 | 130.52 | B-n41-k6 | 829 | 1105 | 892 | 311 5.11
A-n39-k5 | 822 | 1095 | 1090 | 286 | 253.11 | B-n43-k6 | 742 | 1047 | 885|315 4.38
A-n39-k6 | 831 | 1257 | 1128 | 302 | 97.36 | B-n44-k7 | 909 | 1126 | 1210 | 332 4.64

Fig. 5 CPU time of GA and 350 1
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4 Simulation

We analyze in what follows the results obtained on a set of experiments conducted
to evaluate the performance of the developed algorithm. The ILS is coded in the
Java programming language and experimentally evaluated on a laptop equipped
with Core i5 processor and 2.5 GHz and 8 GB of RAM. The ILS is applied to some
benchmark problems available in http://www.branchandcut.org/ VRP/data. We select
20 problems from [5] benchmark, in which the number of customers is between 31
and 45.

Table 1 shows the experimental results on the instances and compares the perfor-
mances of the ILS with the Genetic algorithm (GA) of Tsan and Gen [20]. In Table 1,
we report the travel costs as well as the CPUs of ILS and GA. It can be seen that the
ILS algorithm, in half of the instances outperformed the GA for both travel cost and
CPU time. In terms of runtime, our method is quite faster than the GA for the whole
set of problems as shown in Fig. 5.
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5 Conclusion

In this paper, a prototype routing decision support system has been proposed in
order to provide assistance to operating managers in transportation logistics. The
architecture of the DSS consists of two key components: the geographical system
and the optimization engine that applies a specifically designed ILS for solving the
VRP. Comprehensive computational experiments and comparisons to an existing
genetic algorithm showed that the ILS algorithm performs impressively, in terms of
both solution quality and computational efficiency.

References

1. T.J. Ai, V. Kachitvichyanukul, Particle swarm optimization and two solution representations
for solving the capacitated vehicle routing problem. Comput. Ind. Eng. 56, 380-387 (2009)

2. C. Alabas-Uslu, B. Dengiz, A self-adaptive local search algorithm for the classical vehicle
routing problem. Expert Syst. Appl. 38, 8990-8998 (2011)

3. S. Almoustafa, S. Hanafi, N. Mladenovic, New exact method for large asymmetric distance-
constrained vehicle routing problem. Eur. J. Oper. Res. 226, 386-394 (2013)

4. C. Archetti, N. Bianchessi, M.G. Speranza, Branch-and-cut algorithms for the split delivery
vehicle routing problem. Eur. J. Oper. Res. 238, 685-698 (2014)

5. P. Augerat, Approche Polyhédrale du Probleme de Tournées de Véhicules Ph.D. Dissertation,
Institut Polytechnique de Grenoble (1995)

6. D. Cattaruzza, N. Absi, D. Feillet, T. Vidal, A memetic algorithm for the multi trip vehicle
routing problem. Eur. J. Oper. Res. 236, 833-848 (2014)

7. S.Dahl, U. Derigs, Cooperative planning in express carrier networks? an empirical study on the
effectiveness of a real-time decision support system. Decis. Support Syst. 51, 620-626 (2011)

8. C.Erbao, L. Mingyong, Y. Hongming, Open vehicle routing problem with demand uncertainty
and its robust strategies. Expert Syst. Appl. 41, 3569-3575 (2014)

9. N. Ghaffari-Nasab, S.G. Ahari, M. Ghazanfari, A hybrid simulated annealing based heuristic
for solving the location-routing problem with fuzzy demands. Sci. Iranica 20, 919-930 (2013)

10. A. Grosso, A. Jamali, M. Locatelli, Finding maximin latin hypercube designs by iterated local
search heuristics. Eur. J. Oper. Res. 197, 541-547 (2009)

11. J. Lenstra, A. Kan, Complexity of vehicle routing and scheduling problems. Networks 11,
221-227 (1981)

12. H. Lourengo, O. Martin, T. Stutzle, Iterated local search, Handbook of Metaheuristics of Inter-
national Series in Operations Research & Management Science (Kluwer Academic, Dordrecht,
2003), pp. 321-353

13. R.Manzini, A top-down approach and a decision support system for the design and management
of logistic networks. Transp. Res. Part E 48, 1185-1204 (2012)

14. Y. Marinakis, M. Marinaki, A bumble bees mating optimization algorithm for the open vehicle
routing problem. Swarm Evol. Comput. 15, 80-94 (2014)

15. Y. Marinakis, M. Marinaki, G. Dounias, A hybrid particle swarm optimization algorithm for
the vehicle routing problem. Eng. Appl. Artif. Intell. 23, 463—472 (2010)

16. J.E. Mendoza, A.L. Medaglia, N. Velasco, An evolutionary-based decision support system for
vehicle routing: the case of a public utility. Decis. Support Syst. 46, 730-742 (2009)

17. S. MirHassani, N. Abolghasemi, A particle swarm optimization algorithm for open vehicle
routing problem. Expert Syst. Appl. 38, 11547-11551 (2011)

18. P.C.Pop, O. Matei, C.P. Sitar, An improved hybrid algorithm for solving the generalized vehicle
routing problem. Neurocomputing 109, 76-83 (2013)



86

19.

20.

21.

22.

T. Tlili and S. Krichen

W. Szeto, Y. Wu, S.C. Ho, An artificial bee colony algorithm for the capacitated vehicle routing
problem. Eur. J. Oper. Res. 215, 126-135 (2011)

A.S. Tasan, M. Gen, A genetic algorithm based approach to vehicle routing problem with
simultaneous pick-up and deliveries. Comput. Ind. Eng. 62, 755-761 (2012)

W. Tu, Z. Fang, Q. Li, S.-L. Shaw, B. Chen, A bi-level voronoi diagram-based metaheuristic
for a large-scale multi-depot vehicle routing problem. Transp. Res. Part E 61, 84-97 (2014)
J. Wy, B.-I. Kim, A hybrid metaheuristic approach for the rollon-rolloff vehicle routing problem.
Comput. Oper. Res. 40, 1947-1952 (2013)



On Fuzzy Extensions to Energy Ontologies
for Text Processing Applications

Dilek Kiiciik, Dogan Kiiciik and Adnan Yazici

Abstract Ubiquitous application areas of domain ontologies include text processing
applications like categorizing related documents of the domain, extraction of infor-
mation from these documents, and semantic search. In this paper, we focus on the
utilization of two energy ontologies, one for electrical power quality and the sec-
ond for wind energy, within such applications. For this purpose, we present fuzzy
extensions to these domain ontologies as fuzziness is an essential feature of the ulti-
mate forms of the ontologies to enhance such text analysis applications in the energy
domain. A text categorization system for scholarly articles based on the extended
power quality ontology is also presented for illustrative purposes together with its
performance evaluation results.

1 Introduction

A domain ontology is defined as the set of concepts with their properties, their
interrelationships, and constraints on these concepts that represent the semantics
of the domain under consideration [1]. Such ontologies have been proposed for
various domains including bioinformatics, chemical process engineering, electrical
power quality, and wind energy, as reported in [2-5], respectively. These domain
ontologies have significant application areas including those related to Semantic Web
as surveyed in [6] and other text analysis applications. There are also fuzzy ontology
proposals as described in [7] used for medical information retrieval, in [8] for news
summarization, and in [9] for acquiring and sharing scientific information on the Web.
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The need for the representation of semantic information in energy-related domains
has considerably increased particularly due to (i) the recent emergence and wide-
spread implementation of smart grid applications' and (ii) the realization of the
advantages of the renewable energy plants (like wind power and solar plants) over
conventional fossil-fueled plants and hence the accelerating increase of the share of
the renewable energy sources in energy generation all over the world.

In this study, we present fuzzy extensions to two ontologies from the energy
domain: the first one is the ontology for electrical power quality [4] and the second
one is the ontology for wind energy [5]. We describe our procedure to create fuzzy
versions of these domain ontologies in order to make better use of them within text
processing applications. The final forms of the extended ontologies are made publicly
available for research purposes.

The rest of the paper is organized as follows: In Sect. 2, after brief descriptions of
these energy-related ontologies, the main motivation behind the fuzzy extensions to
these ontologies is presented. Section 3 describes the actual extension procedure on
the ontologies making use of Wikipedia disambiguation pages. A text categorization
application which illustrates the employment of the extended power quality ontology
is described in Sect.4 with its performance evaluation results and finally Sect.5
concludes the paper.

2 Motivation

The domain ontology for electrical power quality (PQONT), as presented in [4],
covers the concepts regarding mainly the power quality parameters like frequency,
flicker, voltage/current harmonics, and events. PQONT is manually engineered with
the experts of the domain. The taxonomy of the concepts within PQONT correspond-
ing to these parameters is presented in Fig. 1, as excerpted from [4].

Each of these classes in PQONT has a label and a synonymSet attribute in which
the natural language expression (in English) for the class and the synonyms of the
expression are modeled, respectively. These two attributes are employed in a natural
language interface for querying power quality data from a database where the queries
are spelled in natural language. The aforementioned attributes of the PQONT con-
cepts are used to determine the queried power quality parameter(s) within the query
expression posed through the interface.

In order to extend PQONT to languages other than English, similar two attributes
for these new languages can be added to PQONT. For instance, to hold the val-
ues for these two attributes in Turkish, the attributes of translationInTurkish and
synonymSetInTurkish are included in the PQONT ontology [4].

Wind energy ontology (WONT) is created though a semi-automated procedure:
first, related Wikipedia articles are automatically analyzed to determine the most

! Smart grid is usually defined as an enhanced electricity grid in which the components involved
like the substations, centers, and the communication framework are more automated, reliable, and
efficient since information and communication technology is employed [10, 11].
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frequent n-grams used within the articles, then these n-grams are reviewed and the
ultimate ontology is built by using the relevant n-grams and other semantic infor-
mation sources [5]. The taxonomy of the concepts of the ontology, together with
their interrelationships, is given in Fig.2. Similar to PQONT, WONT also has the

— > isa Wind Power Plant
—— > has (Wind Farm) T ZTh
— - —» generates

---==-» causes
o utilizes

I
----+ measures | _
I S -
1 I
I
| =
|
! ! [ Wind Turbine
_ _ [ Meteorological | " g Tt
g ___
o e - Generator)

Control DAQ | [Analysis
| [system] [System| | system
| i

| |
Monitoring and | — — — | | |Forecast | _ | Physical | _|
Control System |- — — — — — — — I | system Model
[ Statistical
=™ Model [*T T
Forecast
Power

1

| -

1

1_,| Turbine | |Measured
Status Power

Wind Power

(Wind Energy)

Wind
Profiler

Wind
Vane

Propeller
Anemometer

Temperature

Solar
Radiation
Sensor

Wind
Speed r
Wind o _
--------- Direction

Horizontal Wind
Component

Fig. 2 The taxonomy of the concepts within WONT



90 D. Kiiciik et al.

label and synonymSet attributes to facilitate the utilization of the ontology within
text analysis applications.

Both PQONT and WONT are significant semantic information sources for the
related energy domains and such sources are quite rare within the energy domain. As
pointed out in Sect. 1, they can be utilized in Semantic Web applications, knowledge-
based systems, and text analysis applications.

In this paper, we consider the possible contribution of ontologies to diverse text
analysis applications® through the related attributes of label and synonymSet. These
attributes within PQONT have been seamlessly used in a natural language interface
for a power quality database [4]. This interface is a domain-specific application where
the possible homonymy of the words/phrases with other common names do not lead
to problems. Yet, in several open-domain applications like text categorization or
information extraction systems this homonymy may cause problems on diverse text
types, as outlined below:

e The Power concept of PQONT has power as the value of its label attribute. It is
defined as “the amount of work done by an electric current per unit time or the
rate at which electrical energy is transferred”. But the word (power) has other
uses (i.e., is homonymous to other common names) corresponding to “physical
force or strength” or “political influence”. Hence, the appearance “power” in a
document in itself cannot be considered as a sign of the document’s belonging to
the topic of electrical power quality with 100 % confidence, yet the document can
be considered relevant with a confidence less than 100 %.

e The Pressure concept of WONT has the label value of “pressure” which has other
meanings like “distress” or “urgency”. Accordingly, it can only be considered a
relevant keyword for the wind energy domain with a confidence less than 100 %
instead of a confidence of strict 100 %.

e The above observations are also applicable to the values in the list-valued syn-
onymSet attributes of the concepts within the two ontologies in addition to the
values of their label attributes.

Hence, to make use of these two energy-related ontologies in open-domain text
processing applications, we have extended the ontologies by adding as new attributes
the membership values corresponding to the label and synonymSet attributes of the
concepts. The details of this extension procedure are presented in the following
section.

3 Fuzzy Extensions to the Power Quality and Wind Energy
Ontologies

In order to extend the PQONT and WONT ontologies, we have added two new
attributes to the concepts of these ontologies. The first new attribute, membership
ValueLabel, is a numerical attribute of floating point type which can take a value from

2 Depending on the interpretation, text analysis applications can well be considered as part of
Semantic Web applications or knowledge-based systems.
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the interval [0—1] and holds the relevance of the value of the label attribute of the
concept to the domain of the ontology under consideration. The second one, called
membershipValuesSynonymSet, is a list-valued attribute where each of the elements
in the list has a floating point value within [0—1] holding the relevance of the corre-
sponding synonym in the value of the synonymsSet list, to the domain of the ontology.

We have used the Wikipedia disambiguation pages corresponding to applicable
concepts to calculate the values for the newly added membershipValueLabel and
membershipValuesSynonymSet attributes. We have used the reciprocal rank (or, first
answer reciprocal rank) commonly employed for the evaluation of question answer-
ing systems [12, 13] as the values of these attributes. If the system’s response is at
rank; in the ranked list of answers, then its reciprocal rank is calculated as 1/rank;.

The formal definitions of these newly added fuzzy attributes of PQONT and
WONT are provided below:

Definition 1 The fuzzy ontology attribute membershipValueLabel corresponding
to the label (1) attribute of a concept in an ontology is a membership function (/)
defined as follows, where wikiy(I) denotes the Wikipedia disambiguation page for
I and wiki, (I) denotes the Wikipedia article page for / exactly describing the onto-
logical sense of /:

1.0 if neither wiki (1) nor wiki,(l) exists, or only wiki, (I) exists

1/n  if the use matching the ontological sense of / is ranked nth
inwikig(l)

0.0 otherwise

u(l) =

Definition 2 The list-valued fuzzy ontology attribute membership ValuesSynonymsSet
corresponding to the list-valued synonymSet (ss(l) = {s1, 52, ..., s,}) attribute of
a concept in an ontology is a membership function w(ss), which returns the list of
u(s;i) (defined above) values for each synonym s; of the concept:

w(ss) = {u(s1), n(s2), .., pu(sn)}

To illustrate the employment of the reciprocal rank within our settings, we can
consider the Power concept of PQONT. As the label value of the Power concept of
PQONT is power, we first check the corresponding Wikipedia disambiguation page
athttp://en.wikipedia.org/wiki/Power_(disambiguation). Among the uses of the term
power within this page, the one corresponding to its definition within the power qual-
ity domain is the fourth one, so its reciprocal rank is 1/4 = 0.25 which in turn is
used as the value of the membershipValueLabel of the Power concept. Following this
procedure, the reciprocal ranks for the synonyms of the ontology concepts are calcu-
lated and used to form the lists of values to fill in the membershipValuesSynonymSet
attributes. For those labels or synonyms for which no disambiguation page exists or
just a single Wikipedia article corresponding exactly to the label or synonym or no
separate Wikipedia article exists, the corresponding fuzzy attributes take the value
of 1.0. If the considered Wikipedia disambiguation page does not include any use
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that can be associated with the label or the synonym of an ontology concept, then
0.0 is set as the value of the membershipValueLabel attribute or as the value of the
corresponding element of the membership ValuesSynonymSet attribute of the concept
under consideration.

The final forms of PQONT and WONT which have been extended as described
above to facilitate text processing applications are made publicly available for
research purposes at http://www.ceng.metu.edu.tr/~e120329/FPQONT.owl and
http://www.ceng.metu.edu.tr/~e120329/FWONT.owl, respectively.

Prospective text analysis applications of these extended ontologies include the
following:

e Text categorization systems which can classify documents as related to the energy
domain, or more specifically, as related to power quality or wind energy domains.

e Search and analysis of social media texts such as tweets to determine those ones
related to the domains of the ultimate ontologies.

e Searching the Web (such as news sources) for texts regarding the domains of the
ontologies in order to build semantic portals for these domains.

In all of the above applications, the new membership holding attributes of the
ontology concepts can be used together with a convenient threshold value in such a
way that if the sum of the memberships of the appearing related phrases in adocument
(i.e., a Web page, a news article, a tweet, etc.) exceeds the threshold, that document
is considered as relevant to the domain of the ontology under consideration.

In order to illustrate the utilization of the ontologies when processing news texts or
social media texts, we consider using the news video transcription datasets employed
in [14] comprising 522 distinct news stories and a tweet dataset of about 200 K tweets
randomly sampled through 28 consecutive days. Yet, although there are very few
energy-related individual items (less than 1 %) in both datasets, there are no items
particularly regarding the power quality or wind energy domains, due to the fact that
FPQONT and FWONT are ontologies proposed for very specific energy domains
and far larger datasets are required to illustrate their employment in these settings.
Hence, instead of the second and third items above, we target at developing a text
categorization system for scholarly articles by employing FPQONT and we describe
this system with its evaluation results in the following section.

4 Categorizing Scholarly Articles Using the Extended Power
Quality Ontology

Automatic text categorization (or, classification) systems are important tools due to
the abundance of available textual resources. By means of these systems, people are
able to retrieve the documents of their interests instead of being exposed to large sets
of documents on a wide range of different topics.

We have built a simplistic text categorizer, based on the extended power quality
ontology (FPQONT), which classifies scholarly articles as relevant to the domain or
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not. It performs this classification by using the values of the label and synonymSet
attributes of the ontology concepts as domain terms and the corresponding values of
the fuzzy attributes of membershipValueLabel and membershipValuesSynonymSet
as weights, so that a relevance score is calculated for each article, using the for-
mula below.

c §8i
relevance score = Z freq(l;) = u(l;) + Z freq(si ;) * u(si ;)
i=0 j=0

Within the formula, ¢ is the total number of concepts, /; denotes the label value
of ith concept, (l;) is the value of the membershipValueLabel of the th concept,
ss; is the number of synonyms for the ith concept (e.g., the size of the value of its
synonymsSet attribute), s; ; is the jth element within the value of synonymSet of the ith
concept, (4(s;, j) is the jth element within the value of membershipValuesSynonymSet
of theith concept (e.g., the membership value of the jth synonym to the corresponding
concept), and finally the function freq(x) denotes the frequency of the phrase (a
label or synonym value), x, within the article under consideration.

After the calculation of the relevance score for an input article, if it is above
a threshold, then the FPQONT-based categorizer classifies the article as relevant,
otherwise the article is classified as not-relevant. Within the course of this preliminary
text categorization application, we take the threshold as 1.0 and finding an optimal
value for this threshold is left as future work.

As our target domain is that of electrical power quality, we have created a pro-
prietary dataset of 10 relevant and 100 not-relevant journal articles, which are pub-
lished in IEEE Xplore Digital Library site (http://ieeexplore.ieee.org/Xplore/home.
jsp). This dataset comprises only the publicly-available titles and the abstract sections
of these 110 articles and has about 17,700 words. Below, we outline our procedure
to compile this dataset:

e We have compiled the titles and abstracts of 10 relevant articles which are highly
cited papers published in the following journals, where the number of papers
included from each journal is given in parentheses: IEEE Trans. Ind. Appl. (1),
IEEE Trans. Instrum. Meas. (1), IEEE Trans. Power Del. (5), and IEEE Trans.
Power Electron. (3).

e For the 100 not-relevant articles, we have compiled sets of 10 articles each
from 10 research domains distinct from the domain of electrical power qual-
ity. We have determined these research domains loosely based on the popular
categories of the WikiCFP site for call for papers (http://www.wikicfp.com/cfp/
allcat). Hence, we have compiled 10 mostly-cited journal papers from the following
research domains, where the names of the source journals are given in parentheses:
biomedical engineering (IEEE Trans. Biomed. Eng.), data and knowledge engi-
neering (IEEE Trans. Knowl. Data Eng.), education (IEEE Trans. Educ.), fuzzy

3 The journal names are given as denoted in the Reference Abbreviation column of the related IEEE
document available at http://www.ieee.org/documents/tjmnames.pdf.
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Table 1 Performance evaluation results of the baseline and FPQONT-based text categorizers

True positives| False negatives | True negatives | False positives | Accuracy
Baseline catego-| 10 0 86 14 87.27
rizer
FPQONT-based | 10 0 99 1 99.09
categorizer

systems (/IEEE Trans. Fuzzy Syst.), multimedia (IEEE Trans. Multimedia), nan-
otechnology (IEEE Trans. Nanotechnol.), networking (IEEE/ACM Trans. Netw.),
robotics (IEEE Trans. Robot.), software engineering (IEEE Trans. Softw. Eng.),
and speech/language processing (IEEE Audio, Speech, Language Process.).

In addition to the implementation of this FPQONT-based text categorizer, we
have implemented a baseline categorizer which instead takes all membership values
(both for labels and synonyms) as 1.0 during the calculation of the aforementioned
relevance score, for comparative purposes. Like the FPQONT-based categorizer, the
baseline categorizer also takes the threshold value as 1.0. The performance evaluation
results of these ultimate categorizers are provided in Table 1, with breakdowns of their
outputs (in columns 2-5) and their overall accuracies (in the last column).

The evaluation results demonstrate that both the baseline and FPQONT-based cat-
egorizers perform good at classifying truly relevant articles as relevant, as they both
correctly categorize all 10 articles on electrical power quality as relevant. For these
articles, the baseline categorizer calculates far higher relevance score values (ranging
between 7.0 and 17.0) compared to those calculated by the FPQONT-based catego-
rizer (ranging between 1.5 and 8.084), as expected. Considering the 100 not-relevant
articles in our dataset, the baseline system incorrectly classifies 14 of them as rele-
vant while the FPQONT-based recognizer only misclassifies one of them. Though
our dataset of scholarly articles is limited in size, the FPQONT-based categorizer
achieves an improvement of about 13.5 % over the baseline categorizer. Thereby, the
proposed categorizer stands as a significant application example demonstrating the
contribution of the proposed fuzzy extensions to the energy ontologies. Future work
includes testing the proposed categorizer on larger datasets with different thresh-
old values and relevance score formulae, and implementing other text processing
applications which can benefit from the proposed ontologies.

5 Conclusion

In this paper, we first present our motivation for fuzzy extensions to two energy-
related domain ontologies, namely, one for electrical power quality and one for wind
energy, particularly to facilitate their employment in text analysis applications. Then,
we describe our fuzzy extension procedure which is mainly based on the Wikipedia
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disambiguation pages corresponding to the ontology concept labels and their syn-
onyms. The ultimate power quality and wind energy ontologies are made publicly
available for research purposes. Plausible text processing applications for which these
extended ontologies can be more beneficial compared to their original crisp versions
include text categorization systems, social media analysis applications, and semantic
portals. A text categorization system for scholarly articles in the domain of electri-
cal power quality is implemented as an application example and its performance is
evaluated on a dataset of articles.
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Evaluating Quality of Dispersion Based
Fixation Detection Algorithm

Katarzyna Harezlak and Pawel Kasprowski

Abstract Information hidden in the eye movement signal can be a valuable source
of knowledge about a human mind. This information is commonly used in multiple
fields of interests like psychology, medicine, business, advertising, or even software
developing. The proper analysis of the eye movement signal requires its elements
to be extracted. The most important ones are fixations—moments when eyes are
almost stable and the brain is acquiring information about the scene. There were
several algorithms, aiming at detecting fixations, developed. The studies presented
in this paper focused one of the most common dispersion-based algorithms—I-DT
one. The various ways of evaluating its results were analyzed and compared. Some
extensions in this algorithm were made as well.

1 Introduction

Human eyes play important role in the interpersonal communication and gather-
ing knowledge regarding surrounding world. The desire to understand this learning
process leads to asking many questions: What is a subject looking at? What does
one see looking at a given point? Did one find searched information? What kind of
information was gained when looking at a particular area? Is one looking at expected
point of regard? Finding answers to those and other questions is an important task
in many fields of interests like psychology, medicine, business, advertising, or soft-
ware developing. This need is reflected in current research areas, among which the
cognizance of an eye movement signal has a significant place, because information
hidden in this signal can be a valuable source of knowledge.

Studies conducted in this field resulted in distinguishing few components of the
signal. Its fundamental unit is a fixation when point of gaze remains within a small
area for a given time. Fixations are interlaced with saccades—quick movements
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made to reach another point of regard [2, 6, 7, 11, 16]. The example interpretations
of fixations and saccades features, in terms of their usability in a cognitive process of
human behaviors, were presented in the [10]. These guidelines show how important
is a precise separation of these parts from an eye movement signal.

However, deeper analysis of a fixation reveals, within it, another types of move-
ment: tremors, microsaccades, and drifts [7]. A quality of measurements is also an
important issue. For this reason, the fixation cannot be thought as one point and some
additional measures have to be involved like, e.g., a size of spatial dispersion between
points in the fixation. Additionally, an eye movement signal differs in a character-
istic for a particular subject and task, which makes the identification of fixations a
complex task, still being solved by researches.

There are several algorithms developed for identifying fixations and saccades.
Among them Dispersion-Based and Velocity-Based algorithms are the most popular
ones [12, 13]. The first group of methods identifies fixations analyzing distances
of the consecutive points. Group of points satisfying the condition defined by a
given dispersion threshold is treated as a fixation. This threshold can refer to various
measures—a distance between any two points, the largest distance between points in
a fixation, or the largest distance from the center of a fixation to one of constituting
its points [12, 13]. The most often analyzed algorithms in this group are I-DT (Dis-
persion Threshold Identification) and MST (Minimum Spanning Tree Identification)
[5, 8, 12, 13].

The studies of points velocity entitled development of algorithms separating fix-
ations and saccades points, taking their point-to-point velocities into account. Well-
known representatives of these methods are (I-VT) Velocity Threshold Identification
and (HHM) Hidden Markov Model Identification methods [5, 8, 12, 13].

The common goal of these algorithms is to extract sets of fixations and saccades
facilitating the interpretation of eye movement signals. Fixations are usually con-
sidered to have a duration of at least 150ms. [6, 12, 13], nevertheless discussions
concerning a fixation duration in terms of performed tasks can be found [11, 15].
However, there are other factors influencing the analyzed measure. The outcome
depends on input parameters, which are different kinds of thresholds. Various range
of these parameters’ values can lead to diversity of results, i.e., a number and dura-
tion of fixations and saccades. For this reason, several experiments were conducted
to check these parameters’ impact on the obtained results [1, 2, 5, 12].

Although the aforementioned studies let for drawing interesting conclusions, they
did not exhaust the topic. The aim of the research is to continue the analysis of the
[-DT dispersion-based algorithm, which is claimed to be robust one [2, 12] taking
fixation identification into account.

2 Algorithm Description
The presented studies involved, as a basis, classic I-DT algorithm [12], converting

eye movements signal into list of fixations in two steps. In the first step, each gaze
pointis classified as a fixation (F) or a saccade (S). The point is considered to be a part
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of a fixation when some amount of previous points (called window) are closer than
a predefined threshold. There are different possibilities how to measure the distance
[1, 12, 13] but the most common is the maximal distance between any two points in
the window.

The second step is a consolidation of F-points, laying one by one, into fixations.
Fixations with length lower than another predefined threshold (called later min-
Length) are removed. The output of the algorithm is a set of fixations. Every fixation
has four parameters: start, length, and position with two values: x, y. Parameters x
and y are typically calculated as mean of all points in a fixation although there are
other possibilities (like, e.g., median).

The algorithm used in this research extended a classic I-DT algorithm by intro-
ducing an additional step that makes it more flexible for low quality data (similar to
[5]). The classic I-DT algorithm builds fixations list in step 2 based on minLength
threshold—that is, forms fixations from fixation points courses that are longer than
that threshold. In our modified algorithm every course of F points is used to build
a fixation. In additional step 3, we calculate spatial and temporal distances between
every two neighboring fixations. If both distances are below the threshold, the two
fixations are merged into one. Only after this step minLength threshold is applied to
every fixation.

Dispersion threshold algorithm
Input: list of (x,y) points
Step 1
Classify each point as a fixation (F) or a saccade (S) based on history:
Point is a fixation when max distance among window previous points is less than threshold
Step 2
Build fixations from groups of neighboring F points:
For every course of at least two subsequent F points
build fixation(start,length,x,y) where x and y are average values of x and y
among all points in a fixation.
Step 3
Merge neighboring fixations:
For every two subsequent fixations:
if temporal gap (saccade length) between them is less than tgapThres
and spatial gap (Euclidean distance between them) is less than sgapThres
then merge these two fixations into one.
Step 4
Remove too short fixations:
For every fixation:
if a fixation length is less than minLength remove the fixation.

Output/result: list of fixations

The additional fixations merging step should make the algorithm more robust to
artifacts—sudden and unexpected changes of measured eye position due to imper-
fection of eye tracker algorithms and noise. Artifacts removal in an eye movement
signal is not simple, especially when one does not want to affect parts of a correct sig-
nal. Similar setup, but for I-VT algorithm and restricted only for ‘trackloss’ situation
(when there is no data available) was presented in [8].
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3 Quality Evaluation

The main problem for every fixation detection algorithm is how to check whether it
works correctly. The ground truth is in most cases not possible to determine as we
don’t know the correct positions of fixations and saccades in an eye movement signal.
There are multiple ways to solve the problem. References [8] and [14] compared fix-
ations detected by their algorithm to fixations detected by manual inspection made
by experienced users. Reference [1] used somewhat arguable similar criterion: if
different algorithms give similar data the data is considered to be reliable. The other
possible criterion proposed in [3] is the calculation of so-called nearest neighbor
index (NNI) for every fixation.

In this study we used a specially designed stimulus with a point jumping over
a screen. The task of a person being tested was to follow, with eyes, the point,
which was changing its location in specific moments of time. The fact that fixation
placements were known, gave us opportunity to create an estimated correct sequence
of fixations (later called template sequence) and compare the results of the algorithm
to this sequence.
Experiment. There were altogether 24 participants taking part in the experiments, for
which 40 recordings were registered using the stimulus described earlier. To obtain
meaningful results there were only samples with accuracy error, estimated during
calibration step, lower than 1.5deg. chosen. Every stimulus presentation consisted
of 21 points evenly distributed over the whole screen. The point was displayed in
every location for about 3 s. Eye movements were recorded with the eye tracker using
single web camera with USB 2.0 interface, the sampling frequency was 20Hz.
Methodology. The algorithm presented in Sect.2 was used to produce sequences
of fixations for every sample. The algorithm was started with different values of
threshold, spatial gap (sgapThres) and temporal gap (tgapThres). Parameters window
and minLength were set to 5 as it seems to be a reasonable choice according to
the literature. Assessment of the obtained results—sequences of fixations generated
by the algorithm with various values of three parameters—threshold, sgapThres
and rgapThres—was done using several metrics described in Table 1 To provide
the correctness of the algorithm, metrics described in Table 1, were calculated for
every set of parameters and compared to metrics calculated for template fixation
sequence. For that sequence the values were: AFN =21, AFD =71.29, ASN =20, and
ASA =19.2.

Additionally, there were several metrics calculated—presented in Table 2—that
directly measured difference between a given sequence and the template sequence.
More information about metrics used may be found in [4] and [5].

4 Results

At the beginning of the studies an influence of one parameter—threshold—on the
results provided by the algorithm was checked. Its value initially set to 0.5 degree,
was incremented by 0.05 up to the value of 10degrees. The sgapThres and tgapThres
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Table 1 Metrics used to describe sequence of fixations

AFN—Average fixation number Amount of fixations divided by a number of elements in an
analyzed set of values

AFD—Average fixation duration | A value of summarized fixations length, measured in
milliseconds, divided by a number of elements in an
analyzed set of values

ASN—Average saccades number | Amount of saccades divided by a number of elements in an
analyzed set of values

ASA—Average saccades amplitude | Sum of distances between every two fixations divided by a
number of elements in an analyzed set of values.

Table 2 Metrics used to calculate the similarity to the template

FQnS—TFixation quantitative score| Percentage of points included into a fixation, for which
distance from a stimulus position is less than third part of a
last saccade amplitude.

FQIS—Fixation qualitative score | A value of summarized distances between calculated
fixations and stimuli positions divided by a number of
stimuli positions presented.

SQnS—saccade quantitative score | A value of summarized saccades amplitudes divided by
summarized distances between stimuli positions presented

LevDist—levenstein distance A Levenshtein distance between a calculated sequence of
fixations and the template sequence

were constant with value 0. As a main metrics, assessing a quality of the result, Leven-
stein distance (LevDist) was chosen. The analysis of its values revealed that there are
two threshold ranges having meaningful influence on them. Low thresholds values
caused splitting a fixation, when an amplitude of eyes trembling during a fixation was
higher than a given threshold. For the described studies, it was a case when threshold
was lower than 2.5 deg., which can be observed in the Fig. 1 (left side). Above this
value the stabilization of LevDist was noticed as far as the threshold reached the
second range, values higher than 8degrees. Defining this parameter on such high
level resulted in merging fixation and points of neighboring saccades, which entitled
increasing of LevDist values.

To check the correctness of these findings they were compared to values obtained
for FOnS metrics, which are presented in the Fig. 1 (right side). The symmetric shape
of charts suggested the strong correlation between elements of both sets. This cor-
relation turned to be full one with the coefficient equal —0.967. Similar relationship
was found between LevDist and ANF metrics. In this case the correlation coefficient
was —0.981

The analysis of the obtained results regarded a duration of a fixation as well. As it
was mentioned earlier, the template of a fixation length was defined as time period,
when a stimulus was displayed in one position (3,565 ms). It is a well-known problem
that this value cannot be reached because of the fact that, when a point on the screen
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Fig. 2 Chart presenting the average values of AFD metric for various thresholds

changes its position, it takes some time for the human brain to react and to initiate an
eye movement. For this reason duration of a measured fixation will never be ideal.

In Fig.2 it can be noticed that in case of low threshold values, fixations found
by the algorithm, feature by a short duration. It is another confirmation, that setting
threshold in this scope can result in splitting one fixation into few small ones. It
can also be observed that extending threshold to 10degrees makes the values of
AFD metrics to be closer to the ideal value. However, it cannot be assumed that for
high threshold better results are obtained. As it was discussed above, this occurrence
is the effect of attaching to fixation points, which in fact do not belong to it. This
proves that the correctness of the found fixations should be ensured by more than one
metrics. Last metrics taken during the studies into account were ASA and SOnS ones.
Comparing these two sets of values, it turned out that their correlation is significant
(with coefficient equal = —0.542) but not in such high level like in earlier described
cases. Both of the metrics involve an amplitude of saccades but using it in slightly
different way. First of them is strongly dependent on the number of fixations defined
by the algorithm, which determines the number of saccades (ASN). The second
metric is the ratio being the sum of found fixations amplitudes divided by the sum
of saccades amplitudes existing in the template.

These various approaches entitle the differences in the results. In case of small
threshold values a signal is divided into small fixations, between which saccades with
amplitudes smaller than expected are defined. The sum of these amplitudes divided
by the number of saccades provides low ASA value [Fig.3 (left side)]. In case of
the second metric (SQnS), the sum of such determined amplitudes can be in fact
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Fig. 3 Charts presenting the average values of ASA (left side) and SQnS (right side) metrics for
various thresholds

almost equal to the sum of bigger amplitudes of the smaller set of saccades. This is
why the SOnS value are almost stable, up to the threshold value of 8 degree, when
the problem of merging a fixation with some points of neighboring saccades occurs
[Fig.3 (right side)].

5 Conclusion

The main goal of the research presented in the paper was to check how various para-
meters of well-known I-DT algorithm, used for extracting the set of fixations from the
eye movement signal can influence the obtained results. The experiments are based on
the specially designed stimulus with a point jumping over a screen. The known posi-
tions of the point were used as the reference template. Owing to that it was possible to
determine, which ranges of parameters values provide reliable outcomes. It especially
was visible for a main threshold parameter. The assessment was supported by the
usage of various metric. Convergent results of independently calculated metrics val-
ues confirmed correctness of the algorithm. The results for the other parameters were
not so unambiguous and need further studies. The average best LevDist for I-DT algo-
rithm without additional merging step (i.e., rgapThres and sgapThres equal to 0) was
3.175. The average LevDist for the algorithm with the additional step was 2.85. Merg-
ing algorithm improved results in 28 % of cases. However, these results were achieved
for different values of sgapThres and tgapThres optimized separately for every file.
It was impossible to find one universal set of sgapThres and sgapThres values that
on average for every file gave results better than without merging step (sgapThres=0,
tgapThres=0). Nevertheless, it was observed that for the given threshold parameter
value higher tgapThres thresholds improved the LevDist decreasing its value.
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An Evaluation of Iris Detection Methods
for Real-Time Video Processing
with Low-Cost Equipment

Andrey Kuehlkamp, Cristiano Roberto Franco and Eros Comunello

Abstract The purpose of this work is to accomplish a study aiming the construction
of an eye tracking and iris detection system, based on images obtained from a low-
cost webcam. The main objective of the paper is to conduct a comparison between
three computer vision approaches for iris detection, trying to identify the more suit-
able method for application in the aforementioned low-cost eye tracking system.
The methods which have achieved the best detection rates were the Projection and
Thresholding, however, all of them offer possibilities for application in real-time
processing and improvement.

1 Introduction

Eye gaze tracking, or EGT, consists in a number of techniques which aim to determine
the direction of a person gaze [1]. These techniques are widely used in most areas,
especially in studies in the areas of interface usability, psychology, and the creation
of accessibility technologies for disabled people [2].

In order to achieve such purpose, many strategies have been proposed in the last
years, and many of them even became commercial products. These products are
in general precise and efficient, but the devices have an elevated cost, which can,
sometimes, reach tens of thousands of dollars [3]. As a main drawback, many of
these solutions make use of intrusive equipment, such as head-mounted cameras or
even special contact lenses.

Nonintrusive techniques for EGT are generally based on the detections of the eyes
position from video images, and are called Remote Eye Gaze Tracking (REGT) [1].
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The process usually starts with the capture of the subject image through video
cameras. A sequence of processes is applied to locate the subject face and eyes.
Eye features are extracted so that the position of the iris or of the pupil can be esti-
mated. Finally, the position of the identified points in the eyes is used to correlate
with the gaze direction [2].

For the intents of this study, it is considered that a REGT system must be capable
of estimating the subject eye gaze as from the eyes movement, that is, in real time.
The definition of real time may vary according to the context where it is applied, but
Kehtarnavaz and Gamadia [4] propose that “real time in the perception sense” is the
concept used mainly to describe the interaction between a human and a computer.
In that interaction, an approximately instantaneous response is generated from the
device, for each input given by the human user. Under this perspective, the limit in
which a system can be considered as “real time” is up to 100 ms, because this is fast
enough to be imperceptible to a human user.

In this paper, implementations for three known methods are described. The
OpenCV (Open Source Computer Vision) library was used for the construction of
the software. The objective of this study is to support the construction of a REGT
system that is able to work using low-resolution images, obtained from a low-cost,
laptop embedded webcam. More specifically, the purpose of this work is to conduct
a comparison between three simple computer vision techniques for iris detection.

2 Related Works

Even though only the REGT techniques are considered, a variety of options can be
employed to achieve the desired objective. The methods focused in this work can be
categorized into three main types: (a) the application of a circular Hough Transform
(HT) [6]; (b) Light Intensity Projection [7]; and (c) Light Intensity Thresholding [8].

Eye Tracking Types—Among all the proposed technologies for eye tracking, this
work focuses on the solutions that are based on images. According to some authors
[9—11], these solutions can be divided into Infrared-Based and Vision-Based.

Vision-based eye tracking techniques use visible light spectrum images obtained
by digital cameras, and therefore, need no ad-hoc hardware. However, a bigger com-
putational effort could be necessary for the face and eyes detection. Such effort is
justified by the fact that no need for special IR lighting, what prevents the glint to be
used to ease the location of the eyes. This way, the task of locating the eyes must be
based on other visual features of the eyes, which can have more subtle characteristics.

In [12], an approach employs several techniques to deal with problems such as
head movement, lighting and the low-cost devices limitations. Their system uses
a modified HT in order to find circles which represent the iris in the image. The
eye corners are detected to obtain reference points to estimate the gaze direction. A
similar system was proposed in [13], in which a technique called Circle Frequency
Filter (CFF), is used to locate each iris.
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Iris Locating Using the HT—The Hough Transform is a well-known method in
computer vision, used to determine parameters for simple geometrical forms, like
lines and circles in images. A more complete description of the HT can be found in
[14]. A number of works have already used some version of the HT to detect human
irises in images, such as [2, 6, 10, 15].

Intensity Projection—The projection technique consists in creating a graphical
representation based on the sum of the intensity of the pixels in the rows or columns of
animage. Frequently, itis used to rapidly analyze the structure of an image and isolate
its components. Projections of an image are one-dimensional representations of the
image contents, usually computed alongside to the axis of the coordinates [16]. The
horizontal and vertical projections of animage I (u, v) withO <u < M,0 <v < N,
where M and N are, respectively, the number of rows and columns in an image, can
be defined as:

M—1

Phor(v0) = D I(u,v9) for 0 <wy <N (1)
u=0

N-1

Puer(ug) = Z I(ug,v) for 0 <wuy<M )
v=0

It is possible to find different approaches that apply the projection technique, in
several works, such as [7, 17, 18].

Light Intensity Thresholding—Light intensity thresholding is another well-known
technique for object segmentation in computer vision. This method is a kind of
quantization, in which the pixel values are separated into two classes, based on a
threshold value [16]. Several references to the application of this method can be
found, like in [19], as well as some applications more specific to the iris detection in
images, such as [1, 8, 15].

3 Development

Using the OpenCV, a program was created in order to capture webcam images and
process them in real time, according to the aforementioned definition. The processing
must produce as result the contour of each eye region, as well as the contour of the
iris estimated position, overlapping the original image. Figure 1 shows the desired
result of the process: in (a), the original image is presented; in (b), the extraction of
the eyes region; and in (c), identification of each eye region and the iris.

Eye Region Extraction—After obtaining the initial image, the first task is to iden-
tify the eyes region. This was achieved by means of the Haar Classifier embedded in
the OpenCV library. The Haar Classifier is an algorithm that was initially designed
for face detection; however it can be easily adapted for the detection of any rigid
object [5].
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Fig. 2 Eye tracking process flowchart

The Haar Classifier may be used to locate faces or other objects in an image.
It is based on the machine learning algorithm AdaBoost, and the OpenCV library
provides several pretrained data sets for common objects detection. More details of
this implementation may be found in [5]. An undesired result of the use of the Haar
Classifier is that its performance may not be suited for real-time video processing.
This way, it is employed only in order to obtain the eye templates, so that, with these,
the eye tracking can be performed by another technique, the template matching.
Figure 2 exhibits a flow diagram of this process.

The template matching consists in ‘sliding’ the template across the original image,
and according to some comparison criterion, finding regions that are similar to the
template [5]. After obtaining a region of the image which contains the eyes, the next
step is to segment this region, so that each eye position is known. This was accom-
plished through the proportional division of the rectangular area which contains
both eyes.

With the individual image of each eye as a template, it is no longer necessary to
use the Haar Classifier. Once the eye region was delimited by the Haar Classifier,
it is possible to narrow the template matching search, saving time and processing
for the next video frames. From this point on, the initial processing of the original
image was already done, so these processes will only be applied to the region where
each eye was previously detected. Three methods were used to perform iris position
detection in the image.

Hough Transform—The first iris detection method presented was based on Dobes
et al. [6] and Torricelli et al. [2], who employed a modified version of the HT to
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detect circles in images. The OpenCYV library provides a version of the HT for circle
detection, which was the version used in this work.

Intensity Projection—In the second method, the main idea was used by Fernandes
Junior and Marengoni [7] and by Peng et al. [17], and it consists in the creation of
a projection of the image, thus determining the highest intensity point in each axis.
Normally, the iris region has a different level of intensity from the average of the
image, so this method can be used to estimate its position.

Intensity Thresholding—The third method consists in using a global thresholding
procedure, based on the work of Dong et al. [8], which tries to adjust the binarization
threshold according to the average of the intensity in that region of the image.

The use of a static threshold in the binarization operation makes the procedure
highly dependent on the illumination conditions and contents of the image. On the
other hand, adaptive thresholding allows the discretization of details that are impor-
tant to characterize the image, although local details are not so relevant for the
purposes of this work. Hence, the chosen solution was the use of a global threshold,
calculated over the average intensity of the image.

This method extracts the average intensity for this image, and based on this aver-
age, applies a binary thresholding. Erosion and opening morphological operations
are applied to reduce undesirable noise. From the resulting binary image, the centroid
of the binary object is calculated, which should correspond to the center of the iris.
Based on a bounding box of the binary object, the radius of the iris circle is then
estimated.

4 Experimental Environment

A comparison between these three methods was conducted, trying to identify the
more suitable method for the construction of a low-cost eye tracking system. The
criteria were defined as rates of: (a) iris detection hits; (b) wrong detections (false-
positives); and (c) nondetection (misses). The evaluation was made individually to
the left and right eyes, and later the average of these rates was calculated.

A number of image and video databases were considered, primarily the most used
in facial computer vision research, such as UBIRIS.v2 [20], The University of Oulu
Face Video Database [21], ZJU Eyeblink Database [22], The Yale Face Database B
[12], Head Pose and Eye Gaze dataset [9].

In order to adequately evaluate the results of this work, as well as the future goals
of this research, the following requirements should be fulfilled by data sets: (i) Data
must be recorded in videos or image sequences (equal or higher to 15fps); (ii) The
data sets must provide ground truth information of the eye location in the images,in a
manner that it is possible to compare the results obtained and measure their accuracys;
(ii1) The capture environment must be the closest possible to real scenarios, avoiding
too much control in the environment (e.g., luminosity, background homogeneity).
Among these databases, none of them achieved full compliance with the presented
requirements, fact that motivated the creation of a specific data set.
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Five video sequences were captured with a laptop’s integrated 1.3 MP webcam.
The laptop was equipped with an Intel Core 2 Duo 2.2 GHz and 8§ GB RAM. As one
of the goals is the application in low-cost equipment, the resolution used in the videos
was 800 x 600 pixels, at a 30fps rate. Three people were recorded, using different
places and illuminations. No special illumination was used. Precautions were taken
to keep the average processing time of the frames under 100 ms, so as to keep the
performance within the range considered by the authors as real time.

The detection program was executed on each video, and the output was stored
in a numbered sequence of image files, so that these could be later classified. A
semiautomated method was used, where human evaluators could answer if the auto-
mated detection was performed correctly (the correct iris location was pointed—hit),
mistakenly (false-positive, that is, a location that does not correspond to the iris was
pointed), or there was no detection at all (miss). This way, the evaluators answer to
the question for each image, and for each eye, using the following standard notation:
Y—detection performed precisely; N—no detection; and F—mistaken detection.

5 Experimental Results

In each experiment performed, one video was recorded. Next, the program processed
all the videos, generating a sequence of images with markers, for later classification.
Table 1 shows the results obtained in the processing of all the video sequences, with
all three detection algorithms.

In the first video, the best results were achieved with the HT and Thresholding
algorithms. In this test a high rate of false-positives was generated by the Projection
algorithm. This fact can be explained by the working principle of the algorithm. As it
simply identifies a point in the image where the highest intensities occur, not taking
into account other factors, it is possible that this point is identified in other region, not
corresponding to the iris. In video sequences 2 and 4, the best results were obtained
by the Projection algorithm, while the results of the HT and Thresholding algorithms
were similar, both with high nondetection rates.

In the data collected from Video 3, some disparity in detection occurs through
Projection method when each eye is considered separately. The same effect was
observed in the fifth video sequence, with the HT algorithm. The same does not

Table 1 Iris detection results

Iris location

Hough Projection Thresholding
Video # 1 21 3| 4| 5 1 21 3| 4| 5 1 21 3| 4| 5
Hits 267 | 22| 35|220|190| 149|394 | 237|353 | 378|373 | 131 | 387 1354
Misses 88|352|347| 142130 0| 2| 0| O 1| 17]265| 4|395| 28
False-positive, 41| 22| 14| 34| 76247 0|159| 43| 17| 6| 0| 5| 0| 14
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Table 2 Overall performance of the iris detection methods

Iris location

Hough (%) Projection (%) Thresholding (%)
Hits 37.1 76.3 62.9
Misses 53.5 0.2 35.8
False-positive 9.4 235 1.3

occur with the Projection and Thresholding algorithms. Such variance may suggest
a higher susceptibility of the algorithms to lighting variations between one side of
the face and the other.

Data Evaluation—In a general average between the processed videos, the best
detection rates were accomplished by the Projection technique (76.3 %), followed
by Thresholding (62.9 %) and HT (37.1 %). On the other hand, the algorithm also
presents the higher false-positive rate, with 23.5 % against 9.4 % for the HT and 1.3 %
for the Thresholding. The highest nondetection rate was presented by the HT, with
53.5 %, against 35.8% for Thresholding and 0.2 % for Projection. Table 2 presents
the overall result of this evaluation of the three implementations, applied to a total
of 990 frames.

Among the presented results, the performances of the Projection and Thresholding
are particularly evident, with hit rates above 60 %, or yet the low nondetection rate
of the Projection (below 1 %).

6 Conclusion and Discussions

In spite the discrepancies in the iris detection rates, all three experimented techniques
presented promising results, in specific situations. However, some considerations
should be taken into account:

(1) Result differences between right and left eyes, indicates low tolerance to light-
ing variations; (ii) The detection techniques are conceptually different, and that
explains the fact that the Projection technique presented such a low nondetection
rate. This technique only points a place in the image where the intensity is distinct,
and this place will occur in an image regardless if it contains an iris or not; (iii) The
high nondetection rate of the HT and the Thresholding (between 35 and 55 %) is not
uniform when the videos are individually analyzed. Historically, the Hough trans-
form can generate high false-positive or nondetection rates under nonideal lighting
conditions [10]. This may be interpreted as deficiencies in these algorithms to deal
with some specific lighting conditions. (iv) Given the intention to evaluate methods
for use in real time, only relatively simple techniques were employed. This way, all
three methods had frame processing times under 30 ms, which enables their use in
real time with up to 30fps videos.

The Intensity Projection and Thresholding had the best detection rates. The fea-
tures to be improved are directly connected with the susceptibility to environment
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lighting factors, which were mainly responsible for the discrepancies between right
and left eyes. Improvements in the detection program that is based on the HT must be
made. Some studies obtained more successful outcomes using modified versions of
the HT, such as [6] and [2], although under the additional cost of creating an ad-hoc
implementation of this function. Several nondetection cases were caused by failure
in the approximate eye region location, by the Haar Classifier. In these cases, the
Haar classifier located regions that did not contain an iris to be detected.

An additional factor seems to have exerted some influence in the process are
particular characteristics in the faces of the individuals, such as skin color, face
format, and eye format and positioning. It is important to stress the need to create an
adequate video database containing ground truth data to identify interest points in
the faces. Such database will allow a better evaluation and comparation with similar
works.

The main contribution of this work was to evaluate the proposed algorithms, in the
sense of confirming their feasibility in the development of a real-time eye tracking
technology based on regular computing devices. The study was also successful in
pointing some deficiencies of each technique, which will be of great value to their
future improvement, thus indicating the directions in the continuity of the research.
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Principles of Pervasive Cloud Monitoring

Gokce Gorbil, David Garcia Perez and Eduardo Huedo Cuesta

Abstract Accurate and fine-grained monitoring of dynamic and heterogeneous
cloud resources is essential to the overall operation of the cloud. In this paper, we
review the principles of pervasive cloud monitoring, and discuss the requirements of
a pervasive monitoring solution needed to support proactive and autonomous man-
agement of cloud resources. This paper reviews existing monitoring solutions used
by the industry and assesses their suitability to support pervasive monitoring. We find
that the collectd daemon is a good candidate to form the basis of a lightweight mon-
itoring agent that supports high resolution probing, but it needs to be supplemented
by high-level interaction capabilities for pervasive monitoring.

Keywords Cloud monitoring - Pervasive monitoring * Cloud monitoring tools

1 Introduction

Cloud providers need to manage increasingly large and complex cloud infrastruc-
tures and assure the availability, reliability, elasticity, and performance of offered
cloud services [1]. As the scale and complexity of cloud facilities increase, providers
need to adopt an autonomous and proactive management approach in order to meet
quality-of-service (QoS) guarantees at competitive prices [2]. While monitoring is
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essential to many activities in the cloud [3], it is especially crucial for resource
and performance management to enable autonomous control, which requires accu-
rate and fine-grained monitoring of virtual [4] and physical computing and storage
resources [5, 6], applications [7], and the network [8]. In this paper, we review the
principles and requirements of pervasive cloud monitoring, and present how concepts
from self-aware networks [9] can be leveraged to design a pervasive monitoring solu-
tion. We also provide a short review of existing cloud monitoring tools, and discuss
integration possibilities with the OpenNebula cloud management platform.

2 Requirements of Pervasive Cloud Monitoring

Cloud monitoring needs to be elastic to accommodate for the dynamism of the
cloud environment due to consumer churn and virtualization, and it needs to support
runtime configuration changes. For autonomous and proactive cloud management,
monitoring data is required to provide an accurate representation of the cloud state
and needs to be delivered in a timely fashion in order to enable quick decisions in the
face of changes. A pervasive monitoring solution needs to accommodate for volatility
in virtual resources [4] and for the migration of virtual machines (VMs) [10]. The
locations of the probes of the monitoring system that collect measurements from
cloud resources are specified by the cloud layers given below [5], as the layer at
which a probe is located limits the types of events and resources that the probe can
observe and monitor [11, 12]. In this paper, we consider all layers except the facility
layer as relevant to the monitoring solution.

e Facility layer: Consists of the physical infrastructure of the data center(s) where the
cloud is hosted. Monitoring at this layer considers data center operations, energy
consumption, environmental impact, and physical security, such as surveillance
and architectural resilience [11].

e Network layer: Consists of the communication links and paths within a cloud,
between clouds, and between the cloud and the user.

e Hardware layer: Consists of the physical components of the computing, storage
and networking equipment.

e Operating system (OS) layer: Consists of the host and guest operating systems,
and the hypervisors, i.e. the virtual machine (VM) managers.

e Middleware layer: Normally only present in the platform-as-a-service (PaaS) and
software-as-a-service (SaaS) models, it consists of the software layer between the
user application and the OS.

e Application layer: Consists of the user applications running in the cloud.

e User layer: Consists of the end users of the cloud applications and the applications
running outside the cloud, e.g. a web browser of the end user.

Due to the complexity of cloud platforms and the heterogeneity of supported appli-
cations, there are many metrics of interest that need to be monitored concurrently
[3]. In addition to actual measurements, all metrics can be evaluated in terms of
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statistical indicators and temporal characteristics, which need to be supported by the
monitoring solution in order to reduce the volume of monitoring traffic. Large-scale
clouds present challenges in terms of the scalability of the monitoring solution due to
the high number and types of resources that need to be monitored. Scalability is also
important considering that the monitoring solution needs to be able to handle many
metrics concurrently, perhaps as many as a hundred. The pervasive monitoring solu-
tion therefore needs to efficiently collect, transfer and analyze data from many probes
without impairing the normal operations of the cloud. The scalability issue has been
mainly addressed by aggregation and filtering of the monitoring data [6, 10, 13—-16].
Other approaches to improve scalability include autonomous monitoring solutions
that self-configure, for example by changing the monitoring intervals and parame-
ters [2, 17]. In the next section, we discuss how concepts from self-aware networks
can be adopted to perform goal-oriented monitoring, which addresses, among other
things, the scalability issue.

3 Agent-Based Adaptive Pervasive Monitoring

One of the concerns in cloud monitoring is congestion and failures in the commu-
nication networks since any network disruptions affect not only the hosted cloud
services but also the services used by the cloud provider for the monitoring and
management of the cloud. Self-aware adaptive overlay networks [9, 18] provide an
attractive solution to address these issues. We propose that an inter-cloud overlay net-
work is constructed in order to monitor inter-cloud communications and to provide
resilient and adaptive communications. In this section, we first present the Cognitive
Packet Network (CPN) [19, 20], which is a self-aware packet routing protocol that
implements many of the principles of pervasive monitoring in a network context in
order to measure its performance and the conditions of the network in a distributed
manner [21]. As the CPN self-monitors and self-manages the communication paths,
it can autonomously adapt to changing conditions in the network. Its self-* proper-
ties make the CPN a good solution for the monitoring of intra-cloud and inter-cloud
communications, and for autonomous adaptation of inter-cloud overlay paths. In
addition to monitoring the network links and routers, CPN can also be used as the
basis of a pervasive monitoring solution employed to collect measurements from
cloud resources. We will present an overview of an adaptive agent-based pervasive
monitoring solution based on the CPN later in this section.

Based on measurements it collects from the network nodes and links, CPN adap-
tively finds the best routes according to QoS criteria, such as low packet delay,
specified by the users of the network. CPN employs adaptive learning techniques
with random neural networks (RNNs) [22-24] and reinforcement learning [25] in
order to make routing decisions at each network node. It uses smart packets (SPs) for
exploring the network, dumb packets (DPs), which are source-routed, to carry the
payload, and acknowledgments (ACKs) to collect measurements performed by the
SPs and DPs and to train the neural networks. SPs are generated by the source node
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on demand, i.e. when the user requests a new path with a given QoS goal or when it
wants to discover parts of the network state. At each hop, SPs are routed based on the
experiences of previous packets, employing a learning algorithm, mainly reinforce-
ment learning on RNNs. The RNN is a neural network model inspired by biology,
and it is characterized by positive (excitatory) and negative (inhibitory) signals in
the form of spikes of unit amplitude which are exchanged between neurons and alter
the potential of the neurons. A neuron is connected to one or more neurons, forming
a neural network; each neural link has a weight, which can be positive or negative.

In the RNN, the state g; of the ith neuron represents the probability that it is
excited, and satisfies the following system of nonlinear equations:

N O
=+ 0

where

W) =D qjwh + A AT =D w4 AL, r() =D w4 wy;
j j j

w;rl. is the rate at which neuron j sends excitation spikes to neuron i when j is excited,
w;i is the rate at which neuron j sends inhibition spikes to neuron i when j is excited,

and r(7) is the total firing rate of neuron i. Al* and A; are the constant rates of the
external positive and negative signal arrivals at neuron i, respectively. These external
signal arrivals follow stationary Poisson distributions. For an N neuron RNN, the
parameters are the N x N weight matrices W+ and W~ which need to be learned
from the inputs.

Each node in the CPN stores an RNN for each QoS goal and source-destination
pair. Each RNN has a neuron for each communication link at the node. The RNN
is used to make adaptive decisions regarding the routing of SPs by routing the SPs
probabilistically according to the weights of the neurons, which are updated using
reinforcement learning. The QoS goal of the RNN is expressed as a function to be
minimized, and the reward used in the reinforcement learning algorithm is simply
the inverse of this function. Each received ACK triggers an update of the RNN based
on the performance metrics observed by the SP or DP that resulted in the ACK.

We adopt the CPN in order to monitor cloud communications. In addition, we
adopt concepts from the CPN to design an agent-based adaptive monitoring solu-
tion that performs goal-based monitoring, where metrics relevant to performance
management are measured locally at each resource by monitoring agents, and col-
lected on demand by monitoring managers to enable intelligent resource allocation
decisions.

The use of configurable software agents has been proposed in the literature in
order to construct a flexible monitoring architecture [26]. In agent-based monitor-
ing solutions, agents located at the physical and virtual resources implement one or
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more probes that collect measurements of metrics from the resource either on demand
or periodically. Agent-based solutions are attractive for pervasive cloud monitoring
since they provide elasticity, as the monitoring agents can be designed so that they
start-up and shut-down with the resource they are attached to, e.g. VMs, and migrate
with them, enabling easy monitoring of VMs even under migration. Furthermore,
agents can be contacted at run-time in order to enable and disable monitoring activ-
ities on a resource-by-resource basis, providing a highly configurable and adaptive
solution.

Monitoring agents store their measurements in local repositories. Smart packets
are sent by the monitoring managers in order to collect measurements from these
repositories, similar to the way that SPs are used in standard CPN by the source
nodes. The monitoring managers make the collected measurements available to the
resource management system to enable QoS-based decisions, and they may also
configure monitoring activities of the agents depending on their QoS goals. It is
expected that multiple monitoring managers will exist for fault tolerance and load
balancing purposes.

4 A Review of Cloud Monitoring Tools

We provide a review of some of the popular cloud monitoring tools in Table 1; a more
comprehensive review can be found in [27]. Out of the reviewed monitoring tools,
Zabbix, Ganglia and Nagios are the most capable and flexible. They offer a single
tool for the monitoring of different system and application metrics, enable the user
to set-up and receive alerts and notifications, provide aggregation mechanisms for
the monitored metrics, and keep a historical record of the monitoring data. All three
projects are widely used and have strong community support.

Despite the capabilities of Zabbix, Ganglia and Nagios, we believe that collectd
is the best candidate to form the basis of a lightweight monitoring agent as part of the
pervasive monitoring solution outlined in the previous section, since it supports a wide
variety of metrics and high resolution probing for many concurrent probes. collectd
can also probe at different layers, e.g. at the application, middleware and OS layers,
and thus can support both high-level and low-level monitoring. Itis also customizable
via plug-ins, allowing the addition of more application-specific probes. In order to
add further capabilities to the pervasive monitoring solution, such as visualization
and analysis, the system needs to be interfaced with high-level monitoring tools.
Nagios appears to be the best choice for this purpose due to its extensibility and
flexibility. Measurements from the collectd-based monitoring agents can be provided
to Nagios via the collectd-nagios plug-in, and alerts for the user can be configured
and transmitted by Nagios. Nagios would also present a front-end to the human user
for visualization of metrics and configuration of the monitoring agents, which is
possible by extending Nagios.
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Table 1 Cloud monitoring tools

Tool Description

Collectl | A lightweight monitoring tool that collects system-level information. Provides basic
monitoring only, and limited to Linux systems

SAR Offers basic system-level monitoring. Graphs supported via SAG

SIGAR | A portable API for system-level monitoring, providing bindings for Java, Python,
Ruby, C#, etc. Not currently developed

Monit A utility for monitoring and managing processes, programs, files, directories, and
devices on Unix and Linux systems. Designed to conduct automatic maintenance
and repairs

SFlow Network traffic monitor. Widely supported by networking equipment, such as routers

Munin Client-server based monitoring tool, designed for easy visualization of monitoring
data. Mainly for Linux systems, but Windows systems are supported via third party
plug-ins. Can be extended to perform actions based on the gathered data

Ganglia | A scalable distributed monitoring system developed for computing clusters and
grids. Uses a multicast-based publish-subscribe protocol to decouple communication
endpoints. Employs popular and proven technologies to represent (XML), transfer
(XDR) and store monitoring data (RRDtool). Provides a graphical interface for
visualization of monitoring data, in addition to an alert system. Extensible via
custom clients

Nagios | A full monitoring solution designed to monitor applications, services, operating
systems, network protocols and system metrics with a single tool. Supports
configuration of actions to take when certain conditions are satisfied. Provides
visualization and alerts

Zabbix | Monitoring solution mainly designed to monitor networks and network services.
Uses SQL databases to store monitoring data, and provides a web front-end and an
API to access it. System-level metrics on the hosts can be monitored via the provided
agent

collectd | A lightweight daemon for periodically collecting system metrics, supporting a wide
variety of metrics at different layers, e.g. application, OS, networking. Supports high
resolution probing. Extensible via plug-ins. Provides several mechanisms to store the
monitoring data, e.g. via RRDtool

5 Monitoring with OpenNebula

The autonomous cloud management system employs a cloud management toolkit
that provides a “dumb” interface in order to actuate its decisions. The cloud commu-
nity currently favors two open-source industry standard cloud management toolKkits:
OpenStack and OpenNebula. Both projects provide tools and services to set-up, con-
figure and manage a cloud platform. At present, OpenNebula provides a more mature
software stack, and easier installation and configuration.

OpenNebula relies on monitoring the cloud infrastructure in order to assess the
state of the resources. OpenNebula’s monitoring subsystem gathers information from
the physical hosts and the VMs by executing a set of static probes in the monitored
resources, the output of which are sent to the cloud manager using either push or
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pull mode. When using the pull mode, the manager periodically and actively queries
each host. This mode is limited by the number of active connections that can be made
concurrently since hosts are queried sequentially. As such it is only appropriate for
small-scale clouds, consisting of 50 hosts or less, and when low update frequencies
are acceptable (e.g. for 50 hosts, the monitoring period would typically be around
Smin). In the UDP-based push mode, each host periodically sends monitoring data
to the manager. This is more scalable than the pull mode and therefore better suited
for larger infrastructures and high update frequencies.

OpenNebula allows simple customization of the monitoring drivers and the cre-
ation of new drivers which exclusively use the pull model to report the data. Open-
Nebula also provides the OneGate module to enable VMs to push application-related
monitoring information to the manager. However, OneGate is designed for only
small-scale application-layer monitoring. The pervasive monitoring solution and
OpenNebula can be integrated by either implementing a new OpenNebula moni-
toring driver in order to interface the monitoring agents directly with OpenNebula,
or by integrating OpenNebula with a third-party tool such as Nagios or Ganglia that
acts as an intermediary between the monitoring agents and OpenNebula.

6 Future Work

We provided an overview of an agent-based design for a pervasive monitoring solu-
tion based on concepts from self-aware networks, and reviewed some of the popular
cloud monitoring tools. Among the tools reviewed, collectd is the best candidate to
form the basis of a lightweight monitoring agent. In future work, we will extend
our initial monitoring design, and evaluate the performance of resource allocation
decisions based on goal-oriented monitoring.

Acknowledgments The work presented in this paper was partially supported by the EU FP7
research project PANACEA (Proactive Autonomous Management of Cloud Resources) under grant
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Source Model of TCP Traffic in LTE Networks

Pawel Foremski, Michal Gorawski and Krzysztof Grochla

Abstract We propose a generator that represents traffic transmitted in mobile
wireless networks. It is based on measurements of IP flows in a real, large-scale
LTE network. The proposed tool generates TCP flow sizes and durations. We verify
the generator by comparison with the traces available in the literature, and we propose
application in discrete event simulators.

1 Introduction

The performance evaluation of wireless networks requires a proper representation
of the traffic transmitted within the network. The realistic assessment of evaluated
network architecture or networking mechanisms must be done under conditions rep-
resentative for the analyzed scenario. In particular, the traffic transmitted through
the network must have similar statistical properties as the traffic imposed in future
working conditions. Therefore, a good modeling of traffic source is crucial for the
performance evaluation of any network protocol.

The network traffic modeling problem has been analyzed for many years. The large
number of models representing popular protocols and applications were proposed,
like HTTP [2], video streaming [ 14], or online gaming [1]. As most of the traffic in the
Internet is transmitted via HTTP, the novel models better representing this protocol
are still being developed—see, e.g., [19]. The first traffic models were based on
Poisson distribution, but the authors of [ 18] shown that it does not represent correctly
the traffic characteristics. The Internet traffic has self-similar characteristics, thus a
large number of more sophisticated methods were used to correctly represent the
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observed statistical properties: on/off processes, Hidden Markov Models (HMM),
ARIMA processes, Wavelets, diffusion approximation and multifractals [3, 6, 10].

The wireless network traffic is currently rapidly growing: according to Cisco
Visual Networking Index, the volume of data transmitted by mobile devices increased
by more than 80 % in 2013 [17]. Mobile users use different applications and browse
the web slightly differently than the users of regular PCs: according to [16], the
largest fraction of traffic to mobile devices is multimedia, and the HTTP objects
transmitted to mobile devices are on average larger than transmitted to other devices.
A considerable part of the traffic on mobile devices is generated by the synchroniza-
tion of mobile applications with the servers, such as, e.g., social networks, mail, or
calendar applications. This type of traffic is not present on stationary computers, thus
dedicated models representing the properties of mobile device traffic are needed for
proper performance evaluation of wireless networking protocols and algorithms.

There are a few traffic source models dedicated for wireless networks evaluation.
LiTGen [20] allows to reproduce accurately the traffic burstiness and internal prop-
erties over a wide range of timescales, but is limited to mail and P2P applications.
Authors of [15] use Hidden Markov Models to represent different QoS classes of the
network traffic, but the model is based on a small traffic trace gathered in laboratory
from a WiFi network, thus is not representative per large-scale mobile network traf-
fic. In [4], the authors propose a theoretical model of eNodeB traffic that considers
6 different parameters—for example number of subscribers, data and voice activity
during the busy hour, and the bandwidth required for bearer sessions—but the model
provides only rough estimates on the aggregated traffic volume of a typical eNodeB.
To the best of our knowledge, we were not able to find a traffic source model based
on large-scale measurements in the 4th generation wireless network, i.e., Long-Term
Evolution (LTE) networks.

2 Proposed Model

In this work, we propose a traffic generator representative for modern mobile devices
traffic in LTE networks. It is based on measurements of traffic in a large-scale wireless
network. The proposed tool generates TCP flow sizes and durations. We implement
our model in the OMNeT++ environment and verify it by comparison to traces
available in the literature. The model is based on a real-world research data [12], and
thus generates traffic that is similar to transmissions in real mobile devices.

2.1 Network Traffic Data

Traffic traces are the key requirement for modeling network traffic. For example, pop-
ular methods apply HMM to model the interpacket time gaps and the packet lengths
basing on observations of real traffic [6]. However, obtaining adequate samples of
real-world LTE traffic is practically hard, so in our work we build on the data presented
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Table 1 Characteristics of the real-world LTE dataset [12]

Capture start Duration | Client | Server | Packets | Bytes | eNB count | Utilization | Flows
1Ps 1Ps (/5 min.)
October 12,2012 | 240 h 379K | 719K |3.8G |29T |22 29.5 Mbps | 16.4 K

The column “Utilization” shows the average bandwidth used by all eNBs, while the “Flows” column
shows the average number of traffic flows in 5-min time windows

in the recent paper by J. Huang et al., which gives an in-depth study of LTE perfor-
mance [12]. We consider this work as representative and authoritative, as it presents
the first study of a large real-world LTE packet trace. The traffic was collected from
22 eNBs in 2012 at a large metropolitan area in the U.S., and contains 2.9 TB of LTE
traffic from over 300,000 users. The details on the dataset are presented in Table 1.
For other papers that analyze wireless network traffic, see, e.g., [7, 8, 11, 13, 21]

The paper by Huang et al. characterizes several aspects related to the performance
of LTE networks, but in our work we use the most fundamental data: the statistical
characteristics of TCP session size and TCP session duration, given in Sect.4.1
of [12]. As the authors point out, the TCP protocol dominates in LTE networks—
carrying over 97 % of bytes and 95 % of flows—so we believe it is enough to model
just the TCP protocol for a good approximation of the whole mixture of LTE traffic.
Interestingly, for TCP, the pair of HTTP/HTTPS protocols is responsible for over
92 % of traffic flows.

In order to obtain the data required for our model, we digitized Figs. 2 and 3 from
[12] and statistically processed the obtained data, as explained herein. After digitizing
the Cumulative Distribution Functions (CDFs) of TCP session sizes and durations, we
used the finite difference method to obtain their histograms and Probability Density
Functions (PDFs), displayed in Figs. 1, 2, 3, and 4. Due to the range of the underlying
data, density functions had to be presented in the logarithmic scale. This makes their
interpretation harder, because integral of a PDF over its entire range must equal 1,
but the corresponding histograms allow us to easily draw conclusions. The fit of the
log-normal distribution is presented in Figs.3 and 4 to roughly compare the data
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with a simple model. As visible in Fig.4, the empirical distribution of flow duration
cannot be explained using such a data model.

We chose to generate traffic flow data using inverse transform sampling on the dig-
itized CDF plots. Each flow F is fully characterized with a tuple of F = (S, Sq4, D),
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where S, and S; describe the TCP payload size in the uplink and downlink direction
(respectively), and D is the flow duration (i.e., the time from the first packet to the
last packet). In order to linearly correlate log(S;) and log(D) we used two correlated
random variables X and Y for sampling the CDFs of S; and D:
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where ¢ € [0, 1]. The correlation of 0.196 reported in [12] was obtained for ¢ = 0.16.
See Figs.5 and 6 for comparison between uncorrelated and correlated log(S,) and
log(D), for a sample of 2,500 pairs. For the uplink direction, we consider log(S,,) and
log(D) as uncorrelated. Please refer to Chap. 7 and Example 2.1 in [5] for background
on generating correlated random variates. We leave the task of describing F' with a
more sophisticated model for future work.

2.2 Network Traffic Model

To model the traffic from mobile devices, we used the OMNeT++/INET discrete event
simulator, basing on the model of TCP connection described in [9]. To simulate uplink
and downlink flows, we implemented two modules: a client (representing a mobile
device) and a server (representing the Internet). Both modules were implemented as
TCP applications (TCPApps) in the INET StandardHost module (Fig.7). The
StandardHost module enables simulating data flows in a TCP environment, along
with a representation of all network layers. We assume no concurrent sessions, hence
the communication is realized using a single pair of sockets. The sockets are closed
after the session ends, and reopened for the next session: server socket is set to the
ListenOnce state and binds to the client socket on connection request. Flow data
is generated on the client side, where the correlated values described in Sect. 2.1 are

TCP_gen.source

notificationBoard tep
routerld: 10.0.0.1
3+0 routes

routingTable
2 interfaces

interfaceTable

lo0

Fig. 7 The OMNeT++ implementation
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drawn randomly. The packet transmission interval is set to 100 ms, and the packet size
is constant for the whole session, so the total flow size matches the generated data.

The transmission is realized as follows. First, an uplink packet (named “Precast”)
is sent. It includes the information about expected response size and session duration.
When the server receives the first packet it starts its own independent transmission
with an adequate packet size. Transmission ends when both sides finish their transfers,
and the session is immediately closed. In case of no uplink data, the client sends a
single Precast packet and waits for the server to finish. For session times below
100 ms, the transmission is resolved by TCP modules; for session times between
100 and 200 ms, transmission is trimmed down to 100ms. The interval between
consecutive sessions is set by default to 1s, but it can be adjusted to any value
or distribution, as needed. Note that this interval regulates the aggregated client
bandwidth. Current implementation does not support simultaneous transmissions,
which was left for future versions of our traffic generator.

3 Experimental Results

For experimental evaluation, we run our model implemented in OMNeT++ and
collected statistics of 100,000 TCP sessions.

In Fig.8, we compare the flow durations obtained from simulation with the
expected flow data values, using a Quantile-Quantile plot (QQ-plot) of 1,000 sam-
ples. As visible, the distributions generally match each other, with an exception for
the data in the range of 100-200 ms (on the OX-axis). This is expected, because our
model presented in Sect. 2.2 divides data into 100 ms transfer windows, which limits
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Fig. 8 QQ-plot of flow durations



132 P. Foremski et al.

Simulated values (kbps)

1 2

107 10 10
Network data (kbps)
Fig. 9 Uplink flow rates (500 samples)
10° F it
e e
7 >

7 10} P
o)
X
w 10°F
()
=
S 10t}
el
()
©
S 10%F
£
[¥2]

10"

10-2 . L

107 10*

Network data (kbps)

Fig. 10 Downlink flow rates (500 samples)

the granularity of flow durations observed in simulation. For larger flow durations
this effect is negligible, hence not visible on the plot.

In Figs. 9, 10, 11, and 12 we compare the TCP flow rates obtained in OMNeT++
with the measured flow data shown in [12]. For both directions we see that the
distributions are similar, with only minor deviations. Generally, slow flows (less
than a few kilobits per second) and fast flows (more than a few megabits per second)
tend to be transmitted with lower bit rates in the simulation environment. On the



Source Model of TCP Traffic in LTE Networks 133

1.0

0.8F

0.6

CDF

L — Network data
. -~ Simulated values
0.0 = : ! ; ! ! ‘
10° 10

TCP rate (kilobits per second)

4

Fig. 11 CDF comparison of uplink flow rates

1.0
0.8
0.6 b ] A EENR SO S
[V
[a)]
O
0.4
02 ]
: — Netwbrk data ]
- - - Simulated values
OO - 1 1 1 1 1 1
102 10" 10° 10! 10° 10° 10*

TCP rate (kilobits per second)

Fig. 12 CDF comparison of downlink flow rates

other hand, some flows in the middle are transmitted faster: for uplink the flows in
the range of 5-100kbps and for downlink the flows in the range of 50-1,000 kbps.
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4 Conclusions

In this paper we proposed a model of TCP traffic that represents statistical properties
of traffic in large-scale LTE networks, using the OMNeT++ discrete event simulation
environment. The model is based on measurements of flow sizes and durations in
a real network. The evaluation of the model confirms that it well matches with the
traffic observed in the literature, providing similar distributions of transmission rates,
for downlink and uplink directions.

The presented model can be used in various simulations as a source of TCP traffic
generated by a mobile device working in an LTE network. We acknowledge that the
model is based on the data collected in the U.S., whereas the behavior of the network
users in other parts of the world may vary. However, as of this writing, there is no
credible network data available, e.g., for European users, which may be an interesting
avenue for future research.

The model can be downloaded at https://projekty.iitis.pl/rezultaty-badan-2-en.
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A Few Investigations of Long-Range
Dependence in Network Traffic

Joanna Domanska, Adam Domanska and Tadeusz Czachdérski

Abstract The paper presents measurements and analysis of a LAN long-range
dependence traffic collected in IITiS PAN (The Institute of Theoretical and Applied
Informatics of the Polish Academy of Sciences). Several methods of Hurst parameter
estimation were used, the results obtained by the methods differ substantially. The
analysis was made for the whole traffic and traffics generated by particular types of
protocols. We seek for a dependence of Hurst parameter on a protocol type. Then, a
MMPP (Markov-Modulated Poisson Process) model was applied to mimic the traces.
It allows us to consider Markovian queueing models with long-range dependent and
self-similar traffic, an important factor as we dispose an efficient software tool to
solve numerically very large continuous-time Markov chains.

1 Introduction

During the last two decades, self-similarity and long-range dependence (LRD)
became an important research domain [1-3]. Extensive measurements demonstrated
the self-similarity and LRD of network traffic on several levels of communication
protocols. Various studies made also evident that ignoring these phenomena in the
analysis of computer networks leads to an underestimation of important performance
measures as queue lengths at buffers and packet loss probability [4, 5]. Therefore, it
is necessary to take into account this features in realistic models of traffic [6].
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Section2 contains a brief introduction to self-similarity and long-range depen-
dance. Section3 presents few methods of Hurst parameter estimation. Section4
presents the Internet data collected in IITiS PAN and the analysis of LRD in these
traces. Section 5 briefly explains how to fit two-state MMPP traffic model to second-
order self-similar properties of observed data traces. Section 6 concludes this article
and discusses future works.

2 Self-Similarity and Long-Range Dependence

Self-similarity is an often-observed natural phenomenon. The term was introduced by
Mandelbrot [7] for explaining water level pattern of river Nile observed by Hurst. Let
X (1) be a stochastic process representing increment process (e.g., in bytes/second).
In this case, X takes a form of a discrete time series {X;}, wheret = 0,1,..., N.
The sequence X ™ (k) is obtained by averaging X (1) over nonoverlapping blocks of
length m:

1 m
m) () — A _ : _
X (k) = i§=l X(k—Dm+i), k=12,.... (1)

Let Y (¢) be a continuous-time process representing the traffic volume, i.e., X () =
Y(t)—Y(r—1).Y(¢)is exactly self-similar when it is equivalent, in the sense of finite
dimensional distributions, to a7 Y (at), where t > 0,a > 0,and 0 < H < 1 is the
Hurst parameter. The process Y () may be nonstationary [8]. The Hurst parameter
H expresses the degree of the self-similarity [3].

Long-range dependence of data refers to temporal similarity present in the data.
LRD is associated with stationary processes [8]. If a process X (k) is second-order
stationary with variance o> and autocorrelation function r(k), then it has LRD only
if its autocorrelation function is nonsummable, Zn r(n) = oo. That means that the
process exhibits similar fluctuations over a wide range of timescales.

3 Hurst Parameter Estimators

Not all LRD processes mandatorily have a definable Hurst parameter, but the value
of H between 0.5 and 1 is usually considered the standard measure of LRD [9].
The parameter can be estimated in a number of ways. The R/S statistic, aggregated
variance and periodogram are well-known methods with a significant history of use,
the local Whittle’s estimator and wavelet-based methods are newer techniques and
they perform relatively well.
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The aggregate variance method [1, 10, 11] uses the plot of log[Var(X m)] as
defined in Eq. (1) versus log m. The estimated value of Hurst parameter is obtained
by fitting a simple least squares line through the resulting points in the plane. The
asymptotic slope B between —1 and 0 suggests LRD and estimated Hurst parameter
isgivenby H =1 — g

Another time-domain based technique of Hurst parameter estimation is called
R-S Plot [7, 11]. The R-S method, one of the oldest techniques, is based on Central
Limit Theorem. Let R (n) be the range of the data aggregated over blocks of length n
and S (n) be the sample variance of data aggregated at the same scale. The rescaled
range of X over a time interval n is defined as the ratio R/S:

5(71) =S5"'m) [max (X(t) —tX(n)) — min (X(@) — tY(n))] )
S 0<t<n 0<t<n

where X (n) is the sample mean over the time interval n and S (n) is standard deviation.
For LRD processes, the ratio has the following characteristic for large n:

s~)" ®

A log-log plot of %(n) versus n should have a constant slope H as n becomes large.
The method using Periodogram in log-log scale [11, 12] is frequency domain
method, the periodogram is defined by:

2
1 " .
Ix(w) = 7 ZXje”‘” 4)
Jj=1
A log-log plot I'x(wp k) versus w, x = 27}:—]‘ should have a slope of 1-2H around

w=0.

Whittle’s estimator is a semiparametric maxminimum likelihood estimator, which
assumes a functional form to estimate the spectral density at frequencies near zero,
[1, 13, 14]. To estimate Hurst parameter, one should minimize the function:

Q(H) =" |:10g fi(w)) + (5)

10g Ix(a)j):|
J

fi(wj)
where I'x (w) is the periodogram and f(w) = cof—1,

The wavelet-based Hurst parameter estimators [1, 15] are based on the shape of
the power spectral density function of the LRD process. Wavelets can be thought of
as akin to Fourier series but using waveforms other than sine waves [11]. Wavelet
analysis has been applied in Hurst parameter estimation due to its powerful properties.
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4 Empirical Traffic Data Trace Analysis

Traffic measurements can be performed at various levels: byte, packet, flow, or session
level. Source traffic at packet level has the following benefits as compared to the other
level methods [16]:

e most of the network problems (loss, delay, jitter, etc.) occur at the packet level;

e packet-level approach is independent of protocols being used;

o traffic at the packet level remains observable even after encryption made by dif-
ferent protocols.

We used a trace of real Internet traffic collected from the network of II'TiS institute
serving < 50 academic users. This data set has been collected during the whole May
2012 on the Internet gateway [17]. The traffic approximately stands for a few dozen
office users (researchers), mainly working Monday-Friday 8AM—4PM. 1P packets
were limited to 64 bytes—in most cases, they contain all headers plus a few bytes
of the transport protocol payload. The local DNS traffic is not visible because of a
specific setup of the network.

Captured packets are: packets leaving the local network and packets coming from
the Internet that were not blocked by firewall. The collected informations were saved
in tcpdump like format. The method of data collection allowed us the traffic classifi-
cation and detection of the services which generated the most of traffic. The datasets
contain different subsets of network protocols. The table shows the services and traf-
fic generated by these services. The most of the traffic is associated with the TCP
protocol, and normal HTTP generated over 17 % of traffic.

The estimators mentioned in Sect. 3 were used to evaluate the long-range depen-
dence of the collected traces. Table 1 shows the results for one day traces (10/05—37
050 495 samples, 12/05—6 002 874 samples, 25/05—13 874 610 samples, 27/05—
18 138 320, 31/05—36 135 490) obtained with the use of five estimators (250252
samples).

Table 2 presents the degree of LRD as a function of a type of protocol. This table
gives the results for the dominant types of traffic for the most representative days. As
can be seen, the security traffic is characterized by a smaller LRD. This observation

Table 1 Hurst parameter estimates for IITiS data traces

31.05 27.05 25.05 12.05 10.05
Estimator Hurst parameter
R/S Method 0.721 0.74 0.655 0.498 0.763
Aggregate variance | 0.892 0912 0.817 0.685 0.933
method
Periodogram method | 0.678 0.781 0.715 0.613 0.84
Whittle method 0.683 0.714 0.599 0.473 0.761
Wavelet-based 0.6754+0.14 | 0.681£0.013 | 0.61£0.027 | 0/5314+0.009 | 0.71£0.017
method
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Table 2 Hurst parameter estimates for IITiS data traces

31.05 27.05 25.05 12.05 10.05
Protocol Hurst parameter—aggregate variance method
HTTP 0.846 0.852 0.838 0.756 0.8
PPP 0.786 0.952 0.855 0.858 -
SSH 0.948 0.633 0.589 - -
SSHv2 0.945 0.735 0.791 - -
TCP 0.871 0.868 0.777 0.583 0.943
TLSv1 0.749 0.927 0.735 0.771 0.749

applies only to the selected type traffic analysis. The analysis of compound traffic
(see Table 1) did not confirm the reletionship between the degree of LRD and the
number of transmitted packets of a given type.

5 MMPP Model of LRD Traffic

Several models have been introduced to model self-similar and LRD processes in
network traffic. The majority of them is based on non-Markovian approach. They
use chaotic maps [18], a-stable distribution [19], fractional Autoregressive Integrated
Moving Average (FARIMA) [20] and fractional Levy Motion [21] for modeling a
network traffic. The advantage of these models is that they give a good description
of the traffic with the use of few parameters. Their drawbacks consist in the fact
that they do not allow the use of traditional and well-known queueing models and
modeling techniques for computer networks performance analysis.

There are also Markov based models to generate a LRD traffic over a finite number
of timescales [6, 9, 22-25]. This approach makes possible the adaptation of tradi-
tional Markovian queueing models to evaluate network performance. This section
briefly describes the fitting of a superposition of two-state Markov-Modulated Pois-
son Process (MMPP) proposed in [26] to IITiS traffic data.

Two-state MMPP is also known as the Switched Poisson Process (SPP). The
superposition of MMPP’s is also an MMPP which is a special case of Markovian
Arrival Process (MAP). A MAP is defined by two square matrices Do and D; such
that Q = Dg + Dj is an irreducible infinitesimal generator for the continuous-time
Markov chain (CTMC) underlying the process, and Dy (i, j) (respectively D1 (i, j))
is the rate of hidden (respectively observable) transitions from state i to state j [27].

Following the model proposed in [26], a LRD process (used in our study) can be
modeled as the superposition of d two-state MMPPs. The ith MMPP (1 <i < d)
can be parameterized by two square matrices:

i | —(cti + A1) cli
Dy = [ C2i —(c2i + X2i) ©
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i A O
=] o

The element cy; is the transition rate from state 1 to 2 of the ith MMPP and cy; is the
rate out of state 2— 1. Aq; and Ay; are the traffic rate when the ith MMPP is in state 1
and 2 respectively. The sum of Do’ and Dy’ is an irreducible infinitesimal generator
Q' with the stationary probability vector:

&) Cli
wi= ( — ) ®)
c1i + ¢ c1i +coi

The superposition of these two-state MMPPs is a new MMPP with 2¢ states and
its parameter matrices Do and Dy can be computed using the Kronecker sum of these
d two-state MMPPs [28]:

(Do, D) = (@D’ &, Dy’ ©)

There are two approaches for fitting the family of MAP to observed data: moment-
based approach and likelihood-based approach [29]. The article [26] proposed a
fitting method for a superposition of two-state MAPs based on Hurst parameter as
well as the moments. All steps of this fitting procedure are precisely described in
[30]. The fitting procedure requires the following input parameters:

A*—mean rate of the process to be modeled,
n—number of timescales,

d*—number of active MMPP’s,

H =1 — f/2—the Hurst parameter,

p—Ilag 1 correlation.

Three of them: A*, p, and H should be estimated from the real data traces. Table 3
gives the parameters defining the model fitted using the set of descriptors obtained
from IITiS trace. The superposition of four MMPP’s is sufficient to model asymptotic
second-order self-similarity of the counting process over five timescales.

Table 3 Obtained ALPP . .

i li C2i
parameters of source fitted to — —
the correlation structure of IPPy 1.124 4x10 4x10
IITiS data (input parameters: IPP; 0.4717 1.85x1072 1.85x1072
d=4,n=>51"=985, IPP; 0.176 8.617x10~4 8.617x10~4
H =071 and p = 0.021) 1P, 0.096 41073 41073

Poisson Ap = 8.91551
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6 Conclusions

Hurst parameter plays the key role in description of traffic LRD, which in turn influ-
ences the performances of a network. Its traditional estimators can be biased [15, 31].
Our study makes it evident that the values of H given by various approaches differ
substantially. Our search for the dependence of H on the type of protocol does not
give unambiguous results. Only Hurst parameter estimator based on wavelets can be
treated as unbiased, efficent and robust [31]. Therefore, we used this method while
fitting the parameters od MMPP models. Our future work will focus on the fitting
to additional real traffic descriptors beyond second-order properties of the counting
process.
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European Union from the European Social Fund (grant agreement number: UDA-POKL.04.01.01-
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Open Architecture for Quality of Service
Monitoring at a National Research
and Education Network

Alexandre Santos, M. Joao Nicolau, Bruno Dias and Pedro Queiros

Abstract The Portuguese National Research and Education Network (NREN) has a
set of proprietary appliances for Quality of Service (QoS) monitoring probes within
its backbone, very much dependant both on hardware and software details. Nowa-
days, several open source QoS monitoring systems and some Network Performance
Measurement and Monitoring tools, developed both by GEANT and Internet2 mem-
ber institutions, are available. This work presents an open software architecture for
generic hardware probes, based upon perfSONAR framework, for QoS monitoring
and an associated management solution for software configuration and automatized
distribution. This new architecture has been tested and deployed in a NREN back-
bone and QoS data has been gathered and integrated into the NREN’s database.
This paper discusses this open source solution for NREN QoS monitoring, the clock
synchronisation issues and, finally, discusses the results obtained in a real testbed
deployment in the Portuguese NREN backbone.

Keywords Network monitoring - Qos probes * Clock synchronisation

1 Introduction

The continuous increase in offered bandwidth enabled the emergence of new Inter-
net based services, such as video-on-demand, and the new always-online approach,
where best-effort Internet model is no longer appropriate and near real time and
granted delivery is expected. So, generic Internet Service Providers (ISPs) and
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National Research and Education Networks (NRENs) show strong concern with
monitoring their networks in order to early detect problems but also, and most spe-
cially, in order to monitor the service level of their network infrastructures. Apart
from characteristics such as connectivity, available bandwith, packet loss, reordering
or duplication and load balancing, very important timing parameters, such as delay
and jitter, must be monitored.

This paper describes and justifies an open software architecture for generic hard-
ware probes, based on the Multi-domain Network Performance Measurement and
Monitoring, perfSONAR-PS [1], framework. This open architecture and its clock
synchronisation issues are then analysed; the solution, its characteristics and results,
are compared with those obtained with proprietary hardware appliances within the
Portuguese NREN infrastructure, named RCTS. Section2 presents related work
on network monitoring and clock synchronisation, Sect.3 presents open solutions
for network probes and network probe management, Sect.4 discusses the solution
deployment in RCTS and analyses its operational results and, finally, Sect.5 con-
cludes.

2 Related Work

In general, monitoring may be accomplished by active or passive techniques. Active
measurement implies the introduction of probing network traffic, thus enabling com-
puting parameters such as end-to-end delay, delay variation between packets (jitter),
packet loss or available bandwidth. Passive measurements, in turn, do not interfere
with the network traffic: traffic is just (fully or partially) captured in specific net-
work locations in order to be further processed (locally, or not) in order to extract
monitoring data and statistics from it.

For a long time now, IETF has established the IPPM (IP Performance Met-
rics) Working Group that released documents specifying metrics and procedures
to determine, among others, values for one-way delay or one-way loss mentioned in
OWAMP [2]. Three OWAMP (One-Way Active Measurement Protocol) tools have
been analysed: owamp, developed by Internet2, QoSMet [3] and J-OWAMP [4].
In [5] authors present a hardware solution that generates extremely precise clock
synchronisation for OWAMP test packages. To compute metrics such as bandwidth,
delay and packet loss, plenty of other tools exist, such as iperf , nuttcp and
thrulay and the Internet2 tool bwct 1 can control all of these.

As for passive monitoring techniques, the most mentioned tools in the litera-
ture to make the capture and analysis of the traffic are t cpdump, tcptrace and
wireshark but, in general, using generic hardware these are not able to cope with
current real time line-speed analysis beyond 10 Gbps.

Several international projects have been carried out in order to study and develop
QoS monitoring frameworks and tools. With larger scope, perf SONAR [1] was
developed through an international collaboration between Internet2, ESnet (Energy
Sciences Network), GEANT (pan-European Research and Education Network)
and RNP (Rede Nacional de Ensino e Pesquisa). per £SONAR is a service oriented
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architecture that allows performance monitoring of networks, facilitating problem
solving in end-to-end connections that traverse multiple networks. perf SONAR
specifies a set of services and defines a protocol for communication between them;
perfSONAR can be viewed as middleware allowing multiple implementations of
different services to communicate with each other, thus widening the range of mea-
surements that can be made, even between multi-domain users. Another project that
should be mentioned is Archipelago [6] (or Ark), an infrastructure of active
measurements led by CAIDA (Cooperative Association for Internet Data Analy-
sis) which aims to reduce the effort required to develop and implement large-scale
measurements, currently promoting the usage of inexpensive network measurement
nodes, based on Raspberry Pi! devices.

Normally, one gets better accuracy when hardware timestamping methodologies
are used. Nevertheless, methods based on software allow capturing traffic charac-
teristics without additional costs, but errors may arise due to delays introduced by
the Operating System (packets processing, buffers and interrupt management, for
example) and different timestamping methods at OS kernel level, also influence its
precision. Several studies on clock synchronisation have been performed, specially
analysing synchronisation methods for packet switching networks. In this research
area, three protocols are dominant: ntp, ptp and RADclock.

In the survey of network metrology platforms presented in [7], the authors analyse
different existing methods to assess the Network Quality of Service. Designing an
infrastructure to enable quality of service measurement in a network that is accurate,
cheap and easier to implement remains a challenge.

3 Open Architecture for Network Monitoring

This section presents the proposed architecture for network monitoring in RCTS,
discussing and justifying the main choices made. A set of laboratory tests conducted
to determine the viability of using an Open Source solution and the results obtained
are also presented and discussed.

A generic architecture is proposed, which can utilise both old appliances and
generic hardware, integrating Open Source tools, namely perfSONAR, to establish
a Probe-based QoS monitoring system.

The perSONAR framework consists of various tools (software implementations
of various services), developed by various partners, and a protocol that assumes
different types of services and defines a standard format and semantics whereby they
communicate allowing different service implementations. This protocol is based
on SOAP XML messages and was developed by the Open Grid Forum Network
Measurement Working Group (OGF NM-WG). PerfSONAR services can run on

! Raspberry Pi, http://www.raspberrypi.org/, is a credit card sized ARM Linux computer that
plugs into a TV and a keyboard.
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multiple domains, using SOAP messages (carried in HTTP) to describe measurement
data and to exchange information between services.

There are currently two major implementations of perSONAR: perfSONAR-
MDM [8], developed by GEANT and perfSONAR-PS [1], developed by Inter-
net2 and ESnet. Both use the open protocol, sharing the same purposes: flexibility,
scalability, openness and decentralisation. These two implementations differ in the
development process, the life cycle of products, the interaction with users and the
implementation model and distribution. perfSONAR-MDM has been developed as a
multi-domain monitoring system, intended to provide a federated service, centrally
monitored and coordinated, with full support from GEANT. For perfSONAR-PS [1]
transfer rate measurement is carried using bwct 1 and delay measurements are based
on owamp [9]. The perfSONAR-PS has been selected on account of its good techni-
cal characteristics, good distributed support model that enables the proliferation of
the number of nodes and also on account of its, ever increasing, large community of
users.

The Network Time Protocol, NTP [10], was chosen as the time synchronisation
protocol between probes due to its wide deployment and operating systems support,
implementation flexibility and economic efficiency. Although an NTP distributed
system implemented on top of a packet switch network will always yield out of synch
probes in a non-determinist pattern, an adequately configured and maintained NTP
system can ensure, at the present, a synchronisation methodology with a sufficient
precision in regards to the scale of the precision of the expected probed values used
for the computation of the referred QoS metrics in the context of the RCTS. OWAMP
authors recommend that, at least, four ntp reference time servers should be used,
although others [11] suggest that to maintain stability only one server, close to the
probes and of low stratum, should be used. This one and only ntp server solution
may result in smaller variations on probe time differences but it would also be a
single point of failure of the synchronisation system. As such, it was decided that,
from the four RCTS stratum I ntp servers, two were to be used (one in Lisboa and
the other in Porto) on the synchronisation system for the two probes, one probe in
Lisboa and the other in Braga.

An open source solution derived from Red Hat Network (RHN) Satellite manage-
ment for Linux systems, spacewalk [12], has been analysed and then selected in
order to manage the whole set of perfSONAR probes, in a totally controlled and inde-
pendent way. Spacewalk support for Linux OS derivative distributions like CentOS
(apart from RHEL, Fedora, Scientific Linux) was also an important selective factor.
This management component has been selected because it implements an open solu-
tion able to keep systems’ inventory (both at hardware and software levels), manage
software installation, maintenance and upgrade, enabling the establishment of cus-
tom software packages into manageable groups and to automate remote probe/system
installation. Apart from these, spacewalk tool also allows the management of the
individual configuration files for probes, the status analysis of each probe and even
to control remote executions within any (even virtual) machine. This open solution
includes a web UlI, also allowing for command line and XML-RPC clients; at the
data level, spacewalk is backed by either an Oracle or PostgreSQL database.
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Fig. 1 Distribution of RCTS probes for QoS monitoring

4 Deployment and Results

Since 2006, RCTS has a set of probes, proprietary appliances that are no longer
supported, which allows the measurement and control of the quality of service offered
to RCTS users, including Universities, Research Laboratories and Polytechnics. The
total number of probes comprises a grand total of 24 probes (see Fig. 1), having two
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main probes, located in the central nodes of Lisboa and Porto, and several smaller
probes localised at the interconnection points with academic institutions.

The Science, Technology and Society Network (RCTS) provides Portuguese
researchers, professors, students and university staff with an advanced communica-
tion platform whose main backbone nodes and optical links are depicted in Fig. 2. For
the deployment and for the real backbone test purposes here presented, it is important
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Fig. 3 NTP kernel PLL estimated error (temperature drop from 55 to 50 °C at CPU level)

to notice the three notorious testbed locations—Braga, Porto and Lisboa?—are inter-
connected by (at least) one lambda optical fibre link. Testbed deployment of perf-
SONAR based probes has been established via (level 2) connections directly into
nodes in Braga and Lisboa, although the very first tests have been accomplished via
a level 3 connection from Guimaraes UM Data Center to the RCTS node at Braga.

In order to evaluate our open source solution a very time sensitive parameter
has been used, the measurement of one-way delay using the owamp component of
perSONAR-PS v3.2.2. Indeed, owamp measurements rely on precise time synchro-
nisation. For time synchronisation, ntp has been configured to use stratum 1 ntp
servers (those ntp servers are directly connected (via optical fibre) to the RCTS
NREN backbone nodes at Porto, Lisboa, Aveiro and Coimbra) bringing controlled
topology [13] characteristics into the solution. By default, OWD measurements were
taken from sending 10 twenty-byte long packets each (pseudo)session, each second
interval. All performed tests showed up values for OWD between Guimaraes and
Lisboa, both minimum and maximum values in each interval, extremely close to
those obtained with the hardware appliance. Nevertheless, one could notice a few
notorious results, namely some delay fluctuations and several delay spikes. A deeper
analysis shows that there is a direct correlation between those fluctuations and the
ntp kernel estimated error, as one can notice in Fig. 3 that those errors were directly
connected with temperature fluctuations at the Guimaraes Data Center, due to the
Data Center air conditioning daily cycles.

The probe has then been relocated to Braga, essentially to put it in a level 2 direct
connection to the RCTS backbone but also to have a stable temperature of the probe
at the Data Center, as Fig. 4 really shows (estimation error drops to a few s).

2 Geographic distances (aprox.): 50 Km for link Braga-Porto, 300 Km for link Porto-Lisboa.
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The ntp itself estimates the OWD to the server as one half of the Round-Trip
Time (RTT) and thus may introduce errors if the route is asymmetric, but it is not
the case due to the characteristics of the NREN topology to those stratum 1 servers.

Also, one-way delay tests have now been configured to send a packet of 1,500
bytes every second, in order to match the requirements of the RCTS Service-Level
Agreement (SLA). Figure5 presents OWD measurements between RCTS nodes in
Braga and Lisboa in this new setup. Results obtained with this new architecture are
very similar to those in production (taken from the network of hardware appliances

in RCTS).
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The tests were performed both in IPv4 and native IPv6, as the NREN backbone
is IPv6 capable and all the probes also have an IPv6 address. The results obtained
for OWD measurements for [Pv4 and native IPv6 are very analogous, although IPv6
delay values are, at the same time instant, generally almost 0.05 milliseconds higher
than IPv4 delays, probably due to extra packet processing at kernel level.

Nevertheless, on account of large packet size and of delays in packet stack process-
ing at kernel level, sporadic spikes appear in max OWDs, but those may be treated
as outliers (still visible in Fig. 5) and may safely be statistically filtered out by using
percentile 95 (in fact those spikes represent single occurrences in one minute mea-
surements). This open software architecture has been validated against the production
network, being that all the QoS parameters obtained with this final configuration have
proved to be statistically equivalent to those that exist, at the same time, in the NREN
production database.

Furthermore, as the QoS data extracted from each single probe had to be exported,
consolidated and integrated into the production database of RCTS, a php script
has been developed and installed at each perfSONAR probe, enabling the probe to
export, every five minutes, the data collected into the NREN database repository.
The data collected, taken from perfSONAR tables NODES, DAT A and DELAY,
is thus processed every five minutes to compute: owd (max, min and average) and
its percentile 95, jitter, % of lost packets, # sent packets and # of
duplicates, ntp estimated error and then sent to the DB repository.

Having all the open software solution implemented, tested and validated, one had
to establish a central management scheme so that the NREN could be able to manage
the whole set of perfSONAR probes, in a totally controlled and independent way.
This management component has been implemented by means of spacewalk, an
open source (GPLv2) Linux systems management solution. spacewalk is used in
order to: keep systems’ inventory (both at hardware and software levels); software
installation, management and upgrade; manage groups of software packages; trigger
and automate remote probe/system installation; manage probes’ configuration files;
control remote executions and manage virtual machines. Every probe system has to
be registered into the spacewalk system (that collects its hardware characteris-
tics) and, after a successful registration, the probe gets its registration key
inheriting the associated channel properties. Every change made to a probe may
be monitored and anytime reverted by means of the snapshot and rollback
mechanisms. We have also used kickstart [14], a method for automatic remote
installation of an operating system and all additional packages, through a file that
contains the installation configuration (partitioning, packages to install, repositories
to use, scripts to execute, etc.), thus freeing the administrator intervention during the
installation process.

The framework we have established in order to measure and collect QoS para-
meters from the probes is easily extensible to other types of operational parameters
and is also easily mapped into the backbone of any other organisations. Additionally,
the centralised management framework we have established, using the spacewalk
tool, proved to be suited for the task and easy to implement. Using spacewalk
to create and manage local repositories of all packages needed by perfSONAR-PS
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probes, also managing their specific configuration settings, is an important asset.
This framework facilitates the deployment of this open source solution into different
networks, managed by different NRENs.

5 Conclusions and Future Work

We have presented, tested and validated an architecture for the implementation of an
Open Source solution, also using generic hardware and avoiding additional (inter-
nal or external) devices, to implement a network of QoS probes in RCTS NREN
backbone. The whole open architecture, and its associated managing and reporting
services, have been established in the RCTS backbone infrastructure. All the moni-
toring data sets obtained with this new open architecture have been validated against
proprietary appliance data, with very satisfactory results.

The perfSONAR-PS has shown to be a good option for the collection of one-way
delay (OWD) metrics through owamp tool, with the support of the ntp synchronisa-
tion protocol. No doubt that nt p may introduce some time measurement errors, being
not the ideal clock synchronisation method for the whole network of QoS probes;
indeed, it would be better to have all probes synchronised via an external (not net-
work dependent, for instance via GPS or GSM synchronisation) source. The main
problem with external clock synchronisation is neither a technological nor economic
problem, it is rather a logistics problem on how to connect synchronisation anten-
nas with the network equipment, normally in very different locations (e.g. antennas
in the roof). Nevertheless, with a specific tunning of the ntp configurations and
adequate topological locations of the stratum 1 ntp servers, and assuring that one
can assure temperature stability, ntp has proved to be a valuable and standard tool
for tenths of s precisions (ntp should not be used if one aims to get precision at
s level).

The ability to access the database where the owamp tool stores the data computed
from measurements allows an easy integration with other tools (e.g. the integration
with the authoring tool for RCTS report generation was performed). However, as
data goes to the database after being summarised, leads to accuracy loss and thereof
to an inability to extract directly more useful information, such as delay variation.
The existing dependence of owamp on ntp also influences the precision of measure-
ments, it is desirable to drive owamp to support other time synchronisation methods.

As a centralised management tool, spacewalk proved to be a very suitable
solution, not only for the support offered by the community but also for its (indi-
rect) link to the CentOS operating system, used to support perfSONAR-PS probes.
Nevertheless, the new open source solution that Red Hat’s bringing for centralised
management systems, project Katello [15], based on the concept of cloud, presents
itself as the next logical evolution to analyse.

The open source architecture presented, whose full backbone operational deploy-
ment has been established (as time of writing), enables RCTS to perform the measure-
ment of QoS parameters for SLA conformance. Furthermore, it offers the possibility
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to extend the scope and range of current measurements, allowing a richer and more
detailed analysis of the RCTS backbone, also fostering new interactions with other
NREN implementations that are currently using perfSONAR.
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Part IV
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Mitigating for Signalling Attacks in UMTS
Networks

Mihajlo Pavloski and Erol Gelenbe

Abstract The setup of connections in mobile UMTS network will trigger signalling
messages between the mobile and the core network. Malicious mobile phone or defec-
tive applications can therefore trigger Signalling Attacks which result in excessive
wireless bandwidth utilisation and workload for the control plane and core network.
We overview the cause of these attacks and identify the parameters which play a role.

Keywords Signalling attacks - Mobile networks - UMTS

1 Introduction

Smartphone and tablet allow users to access the Internet at any time and place [1],
and this would function well if mobile phones had PC-like Internet connectivity.
However, in the Universal Mobile Telecommunications System (UMTS) connec-
tions are dynamically created and teared-down for bandwidth allocation, generating
traffic and signalling in the control plane of the network. Poorly designed or mali-
cious applications can exploit this behaviour to create Signalling Attacks that can
lead to documented network failures [2], by congesting the wireless bandwidth and
signalling servers in the backbone, draining the user’s battery and cause undesirable
billing. We examine how network parameters can be set in order to lower the impact
of signalling attacks, and investigate whether the network can maintain its stability
under an attack by changing some specific state transition time constants, such as it’s
inactivity timers, or by adding delay in responding to bandwidth request messages.

We first review the related work in the field, then Sect.2 briefly overviews the
Radio Resource Control (RRC) mechanism in UMTS. In Sect.3 we describe our
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model and its parameters, and in Sect.4 we present and discuss the results obtained,
and give directions for future work.

Security in general [3] has come to the forefront of much of the research in infor-
mation technology in recent years, and cybersecurity in particular [4] is viewed as an
integral part of security in general. Indeed it is impossible today to address physical
security [5, 6] without including the impact of cybersecurity. In particular UMTS-
based mobile network infrastructures which are universally available constitute an
essential component of today’s secure infrastructures.

The security of wireless networks has been of great interest in recent years [7],
leading to many research projects in Europe and elsewhere [8]. In particular, sig-
nalling DoS attacks and their mitigation [9] has been a popular research topic in
wireless and mobile communications. Publications in the field range from analyti-
cal algorithms, simulations using real-world data to complex systems for inspecting
attacks on mobile networks, and the authors in [10] present an extensive survey of
possible attacks in mobile networks.

A large Markov chain model is used in [11] for mathematical evaluation of sig-
nalling attacks’ parameters, with the objective of identifying the system parameters
which should be avoided, namely those that, from an attacker’s perspective, produce
the largest amount of damage through load in the network. The work in [12] regards
the detection of traditional flooding-based DoS attacks as a change-point problem and
applies the non-parametric CUSUM test for detection. Similarly, in [13] a CUSUM
test in the early detection algorithm of low-rate, low-volume signaling attacks is
suggested and simulations driven by real traces are used to demonstrate the impact
of a signalling attack.

The work in [14] proposes a randomisation of the Radio Resource Management
(RRM) and Mobility Management (MM) procedures to hide the parameters which are
important to attackers. The analysis of signalling traffic in real-world UMTS network
is presented in [15]. The paper shows a comparison of signalling traffic by different
type of mobile applications and its influence on the RRC part of the network. It also
explores some application and network layer solutions for controlling application
signalling traffic. The authors in [16] inspect the influence of high signalling volumes
in LTE networks on the energy consumption in mobile phones. Other modelling
approaches of DoS attacks in 3G cellular networks are reviewed in [17].

2 UMTS Radio Resource Control

The management of communication resources in UMTS is regulated by the RRC
mechanism. In general, there are two RRC connectivity modes: Idle and Connected.
In Idle mode there aren’t any radio resources used between the User Equipment (UE)
and the Radio Network Controller (RNC). The few tasks a UE performs are related
to neighbour cell monitoring, cell re-selection, paging and broadcast data reception.
In this state, the UE consumes the least amount of energy. RRC’s Connected mode
is further divided in four states:
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e CELL_DCH—a state where a dedicated connection exists in UL and DL direction.
Radio resources are dedicated exclusively to the UE allowing it to send and receive
data at higher speeds;

e CELL_FACH—there aren’t any dedicated connections but data can be transferred
via common channels. This state is suitable for transfer of small amount or bursty
data. This state preserves the use of radio resources in the cell;

e CELL_PCH-—similarly to Idle state the UE monitors only the paging and broadcast
channels. The difference is that the logical RRC connection still exists;

e URA_PCH—a state similar to CELL_PCH where every cell change does not
trigger a cell update procedure in order to decrease the signalling activity.

In UMTS the concept of connection is separated from the concept of Radio Bearer
(RB). When an idle UE wants to make a data call it needs to establish a connection
and obtain communication resources. The UE first initiates establishment of a RRC
connection and then the network creates one or more RBs depending on the requested
and available resources. The RB defines the properties of the connection depending
on the requested QoS parameters. For instance, to transfer low-volume data the UE
will obtain acommon physical channel (CELL_FACH state) and a dedicated physical
channel (CELL_DCH state) for a higher volume, delay-restricted data. The network
then revokes allocated resources after an inactivity timeout 71, in CELL_FACH state
or ty in CELL_DCH state [18, 19].

The RRC mechanism, as described, is vulnerable to attacks triggering an excessive
number of transitions between states. A single user request for connection/resources
triggers multiple signalling messages that are transferred in the access and core part of
the network. If requests are repeated regularly by many malicious UEs, the network
will overload.

In particular, we can distinguish between two different types of signalling attacks:

e FACH attacks. A FACH attack occurs when the attacker makes a low-bandwidth
request in repetitive intervals. This attack triggers signalling messages by tran-
sitioning between CELL_PCH and CELL_FACH states or between Idle and
CELL_FACH states.

e DCH attacks. The attacker performs a DCH attack with repetitive high-bandwidth
requests. This type of attack generates signalling traffic by alternating between
CELL_DCH and CELL_FACH, CELL_PCH or Idle states.

The most common signalling attacks are CELL_PCH state triggered FACH attacks
and CELL_FACH state triggered DCH attacks. Excessive signalling has negative
influence also on the UEs because of high-power consumption.

3 System Model

The model used in this research is based on conventional stochastic modelling tech-
niques [20] and focusses on a single user’s RRC part of the UMTS system. It is
described by the state diagram on Fig. 1. The figure depicts a model derived from
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Fig. 1 RRC model of UMTS under signalling attack

the conventional UMTS model with added ‘attack’ states in the system. The idle
state is represented by D—Dormant. CELL_PCH and URA_PCH are represented
by a single P state. L (the low state) represents CELL_FACH and H (the high state)
represents the CELL_DCH state. The corresponding states when attacks occur, or
the attack states, are denoted with subscripts La and Hp for allocated FACH and
DCH channels because of an attack.

Rates of promoting transitions are denoted with A; for normal and «; for attacking
bandwidth requests for state i. State demotion rates depend on the timeout intervals
set at corresponding states and are given with &p, 81, 0y, dpa and dya. Transitions
denoted by 8F, 8v, a and dya represent the fast dormancy mechanisms which were
introduced in later versions of UMTS standards. Two specific cases are included when
low-bandwidth (FACH) requests are served in dedicated channel states, represented
by the transitions from H to Hp and vice-versa.

4 Results and Discussion

First, we investigate the influence of the inactivity timers in FACH and DCH states,
denoted with 71, and 1 respectively, on the security of the system. Three scenarios are
inspected for both FACH and DCH types of attacks: 71, and i1 are changed together;
the timer in DCH is fixed to 6 s and we change the timer in FACH; the timer in FACH
is fixed to 4 s and we change the timer in DCH only. Then we denote with #,1, and t,4
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Fig. 2 The cost function C as a function of the inactivity timeout period

the inserted delay in transitions to corresponding states and examine three similar
scenarios: inserting delay in both FACH and DCH requests; inserting delay only in
FACH requests; and inserting delay only in DCH requests. In order to minimise the
time spent in attack states and maximise the time spent in normal states, we define
a cost function C as:

PLa + Pua

C= .
Pp+ Pp+ PL+ Pu

(D

We only present analytical results for FACH attacks to prevent repetition of similar
results.

Figure 2 shows results from the three scenarios with regard to the inactivity timers
in a system under FACH attack. For fixed #1, = 4s the cost function decreases with
the increase of 7y meaning that the longer the system stays in H state the lower the
probability of FACH attack. For fixed gy =65 the cost function increases with the
increase of f1, meaning that the quicker the system returns to normal state, the lower
probability of attack. The cost function for changing both 71, and ry together rises
to a certain point after which it starts to decline. Of course, the cost function has a
minimum at 71, = fg = 0 but selecting low values for the timeout periods would
mean larger number of transitions (attacks) although the time spent in attacking states
is minimised. Therefore, a better choice is selecting higher values for the two timers.
In case of DCH attacks, changing the inactivity timeout in FACH state #, does not
influence the security of the system. Changing DCH, or FACH and DCH timers is
similar to changing #;. and #y timers together under FACH attack.

Figure 3 shows the influence of inserting delay in state promotion transitions in
system under FACH attack. Setting 7,;y = 0 and increasing 7,1, is a good choice for
lowering the attack. Contrary to that, increasing the delay of DCH requests while an
attack is ongoing on FACH state sharply increases the probability of attack states.
Increasing the delay in both FACH and DCH requests at the same time improves the
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performance although not as much as increasing only 7,1 . Results for DCH attacks

are

analogous to the case of FACH attacks.

Future work may include analysis in a simulation environment as well as obtaining
new mechanisms for mitigation of attacks. It would also be of interest to evaluate
how such signalling attacks affect a realistic security setting when spectators at a
sports or cultural venue are evacuated rapidly with the help of instructions given

via

smartphones [21-23] and a signalling attack launched by malicious individuals

disrupt the evacuation.
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Cryptanalysis of a Cryptographic Algorithm
that Utilizes Chaotic Neural Networks

Ke Qin and B.J. Oommen

Abstract This paper deals with the security and efficiency issues of a cryptographic
algorithm which utilizes the principles of Chaotic Neural Network (CNN). The algo-
rithm that we consider is the Delayed CNN-Based Encryption (DCBE), which is an
encryption algorithm based on the Delayed CNN. Although the cryptographic algo-
rithm has its own salient characteristics, our analysis show that, unfortunately, the
DCBE is not secure since it is not capable of resisting known-plaintext, chosen-
plaintext, and chosen-ciphertext attacks. Furthermore, unfortunately, the scheme is
not efficient either, because of the large number of iteration steps involved in its
implementation.

Keywords Chaos + Cryptograph + Chaotic neural network

1 Introduction

Over the last few decades, the phenomenon of chaos has been widely investi-
gated and applied in a variety of domains including social networks, control sys-
tems, and prediction, etc. A chaotic system is characterized by salient phenomena

The work of this paper was supported by the National Natural Science Foundation of China
(Grant No. 61300093) and Fundamental Research Funds for the Central Universities in China
(Grant No. ZYGX2013J071).

B.J. Oommen is a Chancellor’s Professor at Carleton University and a Fellow of the IEEE and
a Fellow of the IAPR. He is also an Adjunct Professor with the University of Agder in Grimstad,
Norway.

K. Qin

School of Computer Science and Engineering, University of Electronic
Science and Technology of China, Chengdu 611731, China

e-mail: qinke @uestc.edu.cn

B.J. Oommen (X))

School of Computer Science, Carleton University,
1125 Colonel By Dr., Ottawa, ON K1S 5B6, Canada
e-mail: oommen@scs.carleton.ca

© Springer International Publishing Switzerland 2014 167
T. Czachérski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_18



168 K. Qin and B.J. Oommen

such as its sensitivity to initial values, its pseudo-randomness and ergodicity,
rendering it to be quite similar to a cryptographic system. The characteristics that
render chaotic systems to be parallel or comparative to cryptographic algorithms are:
Chaotic maps versus Encryption/Decryption algorithms, Iterations versus Rounds,
Controlling parameters versus Keys, Sensitive to initial values versus Diffusion and
Confusion, Pseudo-random, and ergodic.

As a result of the above observations, chaos has also been widely applied in the
field of information security since Matthews proposed the first chaotic encryption
algorithm [14] in 1984. Later, Baptista and Alvarez reported two cryptographic algo-
rithms based on the phenomenon of chaotic searching in [1-3], respectively. While
Erdmann et al. described a stream cipher based on the so-called Henon maps [4],
Kanso and his coauthors illustrated a novel hash function [6] and showed how one
could achieve digital image encryption based on chaotic maps [5]. Kocarev and his
coauthors presented a public-key encryption [9] and random number generators [16]
based on chaotic maps. A detailed list of articles that advocate the use of chaotic
principles in cryptographic systems can also be found in [15, 19], and systematic
reviews about chaos-based ciphers are found in [8, 10].

Now that chaotic maps have been proven to be useful in encryption, researchers
have attempted to use Chaotic Neural Networks (CNNs), which are characterized by
much more complicated dynamics than chaotic maps, to develop cryptosystems. The
authors of [11, 12, 17] proposed different one-way hash functions based on different
CNNs. Similarly, Yu and Cao proposed an encryption algorithm based on delayed
CNNs [18]. Our present paper concerns some of these results.

Although the above-mentioned latter authors have affirmed that their schemes
are secure and efficient, in this paper, we shall demonstrate that the security lev-
els guaranteed by them are weak, and that they are inefficient. For example, most
chaos-based ciphers require an excessive number of iterations, without which the
ciphertexts are not sensitive to plaintexts. As opposed to these, traditional ciphers,
e.g., the AES, only requires a 10-round calculation if one utilizes a key of 128-bits.
Further, since chaotic equations are typically specified on the set of real numbers,
the associated accuracy of implementing these schemes using digital computations
is also problematic. Indeed, when we implement the associated computations numer-
ically, we observe that some of the significant digits will be automatically truncated,
and the consequence of this is that the original system which was chaotic within the
domain of “real” numbers, is no longer chaotic [10]! Also, the improvement brought
about by increasing the accuracy using higher-precision software entails a larger
computational cost.

In this paper, we analyze an encryption method based on the so-called Delay
Chaotic Neural Network (DCNN). However, we believe that our analysis is also
valid for other CNN-based schemes.
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2 The Delayed CNN-Based Cryptography

2.1 The Description the Delayed CNN-Based Cryptography

Delayed CNNs have been widely investigated in the past decades. The authors of [18]
proposed a cryptographic system based on a special type of the delayed CNN. The
model used in [18] is also a Hopfield-like NN which exhibits chaotic phenomenon
and which obeys:

dx; (1)
dt

= —cixi(t) + D ai f(j () + D bij fxj(t — 7 () + L (1), (1)

j=1 j=1

where n denotes the number of units in the CNN, x(¢) = {x1(¢),...,x,(1)} € R,
is the state vector associated with the neurons, I = {I{, I, ..., I,} € R, is the
external input vector, f(x(t)) = {f1(x1(?)), fa(x2(t)), ..., fu(xx(t))} € R, corre-
sponds to the activation functions of the neurons, 7(¢) = 7; ()i, j = 1,2,...,n)
are the time delays. C = diag(cy, ¢z, ..., ¢;) is a diagonal matrix, A = (a;j)nxn
and B = (b;j)nxn are the connection weight matrix and the delayed connection
weight matrix, respectively. The dynamics of Eq. (1) have been well studied and it
is reported that it can exhibit rich chaotic phenomena [13, 20]. As demonstrated in
[18, 20], if the parameters are:

20 0.1 ~15-0.1 10
A= (—5.0 3.0 ) b= (—0.5 —2.5)’ €= (o 1)

and if f;(x;(¢)) = tanh(x;(¢)), and 7(¢r) = 1 + 0.1sin(¢), I = 0, the trajectories of
Eq. (1) are shown in Fig. 1.

The encryption and decryption schemes based on the above Eq. (1) proposed in
[18] can be summarized as following:

1. Obtain the starting point xo from the last Ny transient time iterations as xg =
x1(Noh) where h is the discretized time step.

2. Divide the plaintext m into subsequences m; of length [ bytes, e.g., [ = 4. That
is, any message m can be digitized as:

m = po, Pls---s Pl—1 Pls Pl+1s -+ P2I—1 -

mo mi

where p; is an 8-bit binary string.
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Fig.1 The trajectories of Eq. (1). In this figure, the values of x (¢) and y(¢) are calculated by means
of the fourth-order Runge-Kutta method. The time span is from 0 to 200 with a total of 30,000 steps

3.

Combine four p; to form a 32-bit binary block, implying that

Pj=pj, Pj+1, Pj+2, Pj+3-

Iterate the initial value x; for 38 times and to yield xx1, Xk42, - . . , Xk+38. Extract
one bit from the 38 numbers and to obtain a 38-bit random binary sequence,
B; = BFY'BFT2 .. BFTS \where BY = b;(xt), is computed as per:

201
bi(x) = D (=1 Oy pa (0, )

r=1
and where e and d are the upper and lower bounds of x; respectively.

Othreshold (Xx) = [(1) f; ; :ﬁi::ﬁgij 3
Denote Aj = B! B ... B>, A} = BPB}*... B}7, A3 = B{®. Let D; denote
the decimal value of AL.

Permute the message block P; with a left cyclic shift D; bits and the message
block A; with right cyclic shift D; bits, to obtain PJ’." and A;‘..

If A2 = 0, the x(7) is used for the successive block iteration illustrated in Step 4.
Otherwise, y(t) is used as the initial value of the next iteration.

. Encrypt the message block P; by XOR operations to yield:

CjZP;EBA;f. 4
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where @ is an XOR operation.
8. Reset the initial value by x(0) = x(38+D;) (or x(0) = y(38+ D), this depends
on the value of A?) and repeat the above steps till all blocks are encrypted.

As for the decryption, the steps are very similar to the encryption process except
in the case of Step 7 where:

P} =C;® A’ 5)

The plaintext P; can be recovered by performing inverse permutations with right
cyclic shifts of D; bits.

2.2 The Analysis of the Delayed CNN-Based Cryptography

We now proceed to analyze the security and performance of the delayed CNN-based
cryptography. We point out that this cryptography has several weaknesses:

1. Non-randomness:
x and y are not uniformly distributed, which causes the “random” bits generated
in Step 4 to be non-random. To illustrate this, we present the frequency statistics
of the value of x(#) and y(¢). The parameters used here are exactly the same as
those used in Fig. 1. We categorize the combination of x(¢) and y(¢) into four
classes:

(a) x >0AND y > 0: 1,801
(b) x >0AND y < 0: 15,618
(c) x <OAND y > 0: 10,781
(d) x <0AND y < 0: 1,800

We can clearly see from the statistics that more than a half (52.06 %) of the
x(t) and y(¢) gather in the first quadrant, while only 48.94 % distribute in the
other three quadrants. This phenomenon is confirmed from Fig. 1. Furthermore,
as demonstrated in Step 4, we can normalize x(¢) and y(¢) into [0, 1] by:

x—d
g(x) = P 0.61(x)b2(x)...bi(x)...by(x) (6)
where e and d are the upper and lower bounds of x respectively. We can thus
generate the “random” binary bits according to g(x). Indeed, the new counts are:

(a) b(x) = 0 AND b(y) = 0: 2,769
(b) b(x) = 0 AND b(y) = 1: 11,573
(c) b(x) = 1 AND b(y) = 0: 14,379
(d) b(x) = 1 AND b(y) = 1: 1,279

Clearly, the bits generated by Eq. (3) are not “random”.
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Fig. 2 The controlled trajectories of Eq.(1). For a better view, we have used a larger step 0.05
yielding a lesser number of points. Those points in rectangle 1 and 3, 2 and 4 are symmetric pairs
along the axis given by the line y = x

2. Trajectory behavior:
The authors of [18] did not use the trajectories as shown in Fig. 1 directly. Instead,
the random bits were generated according to the 38 successively iterations, as
demonstrated in Step 4. We should thus carefully check the randomness of the
corresponding sequences. According to Step 6in Sect. 2.1, if A2 = 0, x(¢) is used
for the successive iteration, otherwise, it is y(¢). In this case, we swap the value
of x () and y(t) every 38 iterations. As shown in Fig.2 we can see that the value
of x(¢) and y(¢) are very close during the 38 iterations, which means the random
bits Bl.1 Bl.2 e Bl.38 are probably the same. In spite of the above, the authors of [18]
attempt to use this sequence to achieve the goals of “diffusion” and “confusion”.
Itis well known that a sequence possessing poor randomness properties cannot be
used in any cryptographic algorithm, because it would otherwise lead to a more
predictable ciphertext. Consequently, we argue that this algorithm is not secure.

3. Resistance to attacks:
This cryptographic system cannot resist known-plaintext attack, chosen-plaintext
attack, and chosen-ciphertext attack. To demonstrate this, assume that an attacker
has some plaintext-ciphertext pairs (M1, C1), (M2, C2), and (M3, C3), where
{M;} are the first 4 bytes of different plaintexts. If they are all encrypted by the
same key, according to the algorithm, then A;, D; and some other intermediate
iteration results should be the same. Thus:

Ci =M < Dj)® A}
Cy = (M, < Dj) ® A7

where < denotes the cyclic left shift operation. Thus,
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Ci®Cr=(M K< Dj)® (M < Dj)
= (M2 ® M) K Dj.

Since (M1, C1) and (M>, C3) are known, it is quite easy to find the value of D;.
After that, we can solve the equation C; & C3 = (M @ M3) < D; and thereafter
determine M3 successfully. Observe that during the whole process, we did not
need any knowledge about the delayed CNN. The reason why we are able to
proceed with such attacks is that the authors did not introduce the concept of the
Initial Vector to the scheme.

4. Efficiency:

Although the authors of [18] claimed that the algorithm is efficient, this is not
really the case. Actually, this conclusion is also true for many other cryptosystems
such as those algorithms presented in [5, 7], which involve time delays in their
equations. It is well known that the Runge-Kutta method is one of the best ways
to solve differential equations where the initial values are provided. However, this
method is still far too expensive when compared to traditional block ciphers such
the DES or AES. Indeed, the computation of these traditional ciphers involves
a finite field and only makes use of simple operations such as permutation. As
opposed to this, solving differential equations involves the set of real numbers. For
example, to encrypt a plaintext with size 1 M bytes, we have to divide the message
into 1,024 x 1,024 /4=262,144 blocks, where each block is of length 4 bytes.
According to Steps (1) and (4), at least No + 38 iterations are involved to encrypt
a single block. We have to thus do approximately 262,144 x 100 =26,214,400
(here we assume that Ny = 62) iterations to encrypt the whole file, which is,
really, prohibitively large.

3 Conclusion

Chaotic Neural Networks have been widely used in various fields such as pattern
recognition, dynamic associate memory, and optimization. Recently, cryptography
based on chaos or CNNs has drawn great attention among researchers with chaos
and cryptography interdisciplinary background. In this paper, we present a detailed
analysis of a Delayed CNN-Based Encryption (DCBE). It analogous to common
cryptographic algorithms, encrypts plaintext so that an eavesdropper will not be able
to decrypt the message without the key. Although the authors have affirmed that this
scheme is secure and efficient, our investigation proves that their claim is not valid.
‘We have proven that the DCBE has been shown to not be secure since an attacker can
partially recover the plaintext by using a known-plaintext attack, a chosen-plaintext
attack, or chosen-ciphertext attack. We have also concluded that the scheme is not
computationally efficient.
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DroidCollector: A Honeyclient for Collecting
and Classifying Android Applications

Laurent Delosiéres and Antonio Sanchez

Abstract With the tremendous increase of Android malware, we need an automatic
way of collecting Android applications and identifying the malware before they get
installed on the end-user devices. In this paper, we propose a honeyclient for Android
applications that will collect and classify Android applications. We first present an
overview of the honeyclient. Then, we survey the different ways of infecting Android
mobile devices which will shed the light on the honeyclient’s design. Finally, we
describe every component of the honeyclient, namely a crawler to build a list of sus-
picious URLSs, a client to visit the suspicious URLSs, extract Android applications and
analyze them, and a malware detector to classify the collected Android applications.
We use a light version of the Android browser to visit the suspicious URLs enabling
us to scale the visits up and an Android emulator to analyze the Android applications.
As for the malware detector, we use a combination of misuse and anomaly detector
allowing us to detect already known malware and new variants.

Keywords Honeyclient - Android - Application - Collector

1 Introduction

With the tremendous increase of Android malware those last years [1], we need a way
of collecting world widespread Android applications and identifying the malware
before they get installed on the end-user devices.

Numerous Android-related papers have been published for the detection of
Android malware such as[2, 3]. Some honeypots for Android have been proposed
such as HoneypotLabSac [4] and honeyM [5] for passively collecting Android appli-
cations. To the best of our knowledge, we are the first to make the design of a
honeyclient public for collecting Android applications by browsing the web.
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This paper is proposing a honeyclient for collecting Android applications. As
opposed to honeypots, honeyclients are actively searching for applications by visiting
suspicious websites. We will first overview the honeyclient and its components. Then,
we will survey the different ways of infecting a mobile device that will shed the
light on the honeyclient’s design. Finally, we will describe each of the honeyclient’s
components.

The contribution of this paper is the presentation of a honeyclient for collecting
Android applications, i.e., (1) a crawler for crawling the web, (2) a client for visiting
the web pages, collecting and analyzing Android applications, and (3) a malware
detector for classifying the collected Android applications.

The paper is structured as follows: Sect2 introduces the terms for understanding
the article. Section 3 proposes an overview of the honeyclient. Section4 surveys the
different ways of infecting an Android mobile device that will shed the light on the
honeyclient’s design. Finally, Sects. 5, 6, and 7 will respectively describe a component
of the honeyclient.

2 Background

GooglePlay [6], formerly called Android Market, is the official Android application
store. It is accessible via the browser or via the Android application ‘“Play Store”.
Alternative stores for Android applications or fake GooglePlays exist such as Amazon
Appstore [7], GetJar [8], etc. For the rest of the article, we will interchange the terms
Android application package file (APK) and Android applications.

We define a Points of Interest (Pol) as a resource that is commonly shared by a
lot of people. A Point of Interest might be an online newspaper such as bbc.com.uk
for instance. Since it is shared by a lot of people, it makes it ideal for an attacker to
inject some malicious code and thus infect a lot of users.

A good malware detector presents a high detection rate and a very low false
positive rate. It is worth mentioning that false positive rate refers to the rate of
goodware that have been misclassified and treated as malware while detection rate
corresponds to the rate of malware that have been correctly classified.

A C&C is a Command and Control server which is used by an attacker to control
a malware installed on a remote device. It is used for sending commands to update
a malware, steal information, etc.

VirusTotal is a free service for analyzing samples by 45 different antivirus engines.
The service issues a report containing the malware name if so, the hash ID of the
sample (MD5, SHA1, and SHA-256), the initial filename, the type of file (e.g., an
image), etc. For some samples, the sample behavior is also inserted in the report. By
behavior, we intend the actions of the malware on the system, such as the files that
are read, written, the communications that are established, etc.

WebKit[9] is a framework to render HTML, CSS, and JavaScript. It provides
an API that allows to interact with it for visiting webpages, rendering webpages,
and downloading webpages and files. The WebKit core is composed of three main
components: an HTML syntactic analyzer, a rendering engine, and a JavaScript
interpreter.
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Fig.1 Honeyclient

3 Honeyclient’s Overview

The honeyclient is consisted of three main components, namely a crawler, a client,
and a detector. In this section, we will show the place of every component in the
honeyclient, and describe succinctly their role before describing them deeper in the
next sections.

The whole honeyclient is depicted in Fig. 1. It first (1) receives a list of Pols
containing the list of web pages where it is very likely to be infected. This list is
parsed by the crawler, described in Sect. 5, which crawls every Pol and their children,
i.e., all the sublinks. All the extracted links compose the set URLSs (2) which is sent
to the client described in Sect. 6. The client is consisted of two modules, namely a
WebKit that will visit every URL and an Android emulator. The former one will
extract APKSs (3), and send them to the Android emulator while the latter one will
analyze the extracted APKs and will generate logs (4) out of the analyzes. Those
logs will be sent to the malware detector described in Sect.7 to classify the APKs
as malware or goodware (5) from the logs.

4 Attack Vectors

In this section, we will enumerate the known attack vectors that will shed the light
on the client’s design.

In Android, as in other systems, there exists vulnerabilities. The most critical
ones allow an attacker to take control over a system, extract sensitive information,
or make a denial of service. In this study, we are only interested in the former one
which allows an attacker to take the control over the device and install malicious
software without the user’s permission.

We have considered the vulnerabilities affecting the Android platform without
the third-party software such as Adobe Reader, Java, etc. since they are not installed
by default in most cases. In the future version of our honeyclient, we will also take
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the third-party software into account. At the time of surveying the vulnerabilities
(January 2013), there have been 29 exploits reported for the Android platform [10]
whose critical vulnerabilities. However, the affected Android versions represent a
minority of Google devices: only 1 % of the devices connected to any Google services.
On the contrary, the versions between 2.3 and 4.1 represent an overwhelming majority
of users with 89 % of the market. It is worth noting that we will take into account the
future critical vulnerabilities in the next version of our honeyclient.

Since, the most used Android version, at the time of surveying the vulnerabilities,
does not present any critical vulnerabilities publicly reported, we have been looking
at other ways to infect mobiles. According to R.Unuchek [11] from Kaspersky Lab,
there exits three main ways to distribute malware other than exploiting vulnerabilities:

e Send bulk SMSs (spam campaigns) that contain a malicious link. Upon clicking
on the link, the user is asked to install a malicious application.

e Fake Google Play. Attackers create a page that looks like Google Play and dis-
tribute the fake Google Play’s URL through internet. On the fake Google Play,
e.g., blackmart, we only find free applications that are usually paying. Usually,
those applications have been repackaged to integrate a malicious code.

e Infect servers. An attacker uses a persistent cross-scripting (XSS) vulnerability
in a web page to inject a malicious JavaScript code. An example is provided in
Listing 19.1. Upon loading a web page, the javascript code embedded on the web
page is interpreted by the Android browser. It checks the browser’s user agent
and redirects the browser to a malicious application if the request comes from an
Android browser, i.e., if the user agent contains the string “android”.

window.onload = function () {
if (navigation.userAgent.match ("/android/") {
window. location = "http ://domain.com/fraudulent .apk’
}
}

Listing 19.1 Javascript redirection

From the aforementioned information and the definition of the honeyclient, the
fake Google Plays and the compromised servers turn out to be the best infection
sources to collect Android malware. However, we will only take into account fake
Google Plays that do not require any special Application Programming Interface
(API) to collect Android applications, unlike Blackmart. Indeed, we want our crawler
to mimic the users’ behavior browsing the web.
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5 Crawler

The crawler is responsible for crawling the web pages. We shall first see how we
build the list of Pols before showing the crawler’s algorithm.

According to Symantec [12], there are Pols’ categories that are drawing the atten-
tion of attackers to infect devices and thus are very likely to contain malicious code.
For instance, blogs turned out to be the first source of possible infection for Personal
Computers (PCs). This is due to the easiness of compromising a blog and inject-
ing some malicious code. Furthermore, blogs are very often visited and constitute
a very attractive infection source for attackers. Blogs using frameworks, such as
Joomla[13], WordPress [14], etc. are very commonly exploited because of the added
plugins to the frameworks that present vulnerabilities.

Based on the Symantec’s ranking, we have built a list of websites matching the
most targeted sources which constitutes our list of Pol. We use the Algorithm 1 to
browse each.... Pol, extract links, and send the extracted URLs to the Client.

The Crawler algorithm shown in Algorithm 1 takes as arguments a URL to visit
and the depth of the visit. First, the URL is sent to the client via the function SendURL-
ToClient that will visit it and extract eventual APKs. If the depth is different from 0,
the links are extracted from the URL’s web page which constitute the children. Each
child is itself visited by calling the recurrent function VISIT. The algorithm ends up
when all the children have been visited and their URL has been sent to the client,
i.e., when the depth is equal to 0.

Algorithm 1 Crawler algorithm
procedure VISIT(U RL, depth)

SendURLToClient (URL)
if depth == 0 then

return
else

extractedU RLs = ExtractURLs(U RL)
for each extractedURL in extractedU RLs do
VISIT(extractedURL, depth — 1)
end for
end if
end procedure

6 Client

The client consists of an Android emulator for running the Android applications, and
making a dynamic and static analysis. For spaces reason, we invite the user to see our
publication [15] describing the client for analyzing Android applications. However,
for visiting the suspicious URLs, the client will use the browser WebKit enabling to
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interpret Javascript code and download Android applications. As seen in Sect. 4, the
attacker is very unlikely to use Android platform’s vulnerabilities to infect mobile
devices. As a matter of fact, we will use a light Android browser WebKit which
allows us to visit URLS faster, making it more scalable, since we do not need to start
and stop the Android emulators.

The information flow for WebKit is as follows: (1) it receives URLs from the
Crawler, (2) visits the URLs and waits for about 10s, the time to render the web-
pages and get redirected to possible other webpages, (3) iterates over all downloaded
resources, and (4) sends any downloaded APK files to the Android emulator for its
analysis. The rendering time was obtained through tests with fraudulent and legiti-
mate URLSs, and is the time required to obtain all resources of a web page taking into
account possible webpage redirections.

In order to simulate a mobile device’s browser, we have changed the user-agent of
the WebKit by the Samsung Galaxy S2’s one. The user-agent is sent in each HTTP
request enabling a server to identify the client’s browser. According to the user-
agent, the server can propose different webpages. As seen in the Sect. 4, attackers
use the user-agent to distinguish between mobile devices ‘browsers and computers’
browsers. When a mobile device’s browser is detected, a malicious Android APK is
proposed instead of a webpage.

7 Malware Detector

The malware detector is consisted of an anomaly detector to detect new malware
families and a misuse detector to detect already known malware. It will classify an
Android application as malware if any of the detectors consider the application as
malware and as goodware otherwise. We will see the dataset that will be used to train
and test the malware detector before describing the anomaly and misuse detector.

7.1 Dataset

For training and testing the malware detector, we have used a dataset of 3,000 applica-
tions (about 1,500 malware and 1,500 goodware). All the samples have been collected
from VirusTotal and third parties. We hypothesize that since those malware are one-
year old, the signatures must have already been created. A sample was considered as
malware if it was detected by at least 20 antivirus engines of VirusTotal and good-
ware if it was not detected by any of them. All the samples have been executed by
the client which issued logs resulting from the static and dynamic analysis. Each log
was transformed into a set of features.



DroidCollector: A Honeyclient for Collecting and Classifying Android Applications 181

7.2 Anomaly Detector

Before training and testing the anomaly detector, we have selected the most rele-
vant features by using a feature selection algorithm. Selecting most relevant fea-
tures enables to better model the goodware and malware and therefore get a higher
detection rate and lower false positive rate. We have applied the feature selection
algorithm proposed by Chein et al.[16]. It consists in building up feature vectors
of different size. Each feature vector contains the most relevant features which are
ranked by means of the F-Score metric. To evaluate the most relevant feature vector,
the algorithm uses a Support Vector Machine (SVM) [17] with a gaussian radial basis
function. After applying the algorithm on our dataset, the following features group
has been selected and compose the feature vector:

e SMS_functions: 1 if the Android application contains functions to send SMS and
0 otherwise.

e average_length_class_names: the average length of class names.

e average_entropy_class_names: the average Shannon entropy of class names.

e IMSI_functions: 1 if the Android application contains functions to get the Inter-
national mobile Subscriber Identity (IMSI) and O otherwise.

The feature SMS_functions characterizes Android malware that use premium
SMS which represent an overwhelming majority of Android malware. The fea-
tures average_length_class_names and average_entropy_class_names character-
ize Android malware that use obfuscation. Obfuscation is a technical employed for
hardening reverse engineering and might be achieved by shortening class names and
using a low Shannon entropy of class names. As for the last feature, it enables to get
the phone ID.

We can notice that all the selected feature result from the static analysis. We were
expecting it since the dormant code in Android malware is not as easy to execute
even tough every Android application was instrumented by the client. Moreover,
we suppose that during the analysis, the C&C were down preventing the malware to
reveal its complete malicious behavior because the samples were one-year old.

We kept the same machine learning as Chein et al.[16] for our anomaly detec-
tor, that is a SVM with a gaussian radial basis function. The parameters of the
SVM and the kernel function have been tuned according to the algorithm by Chein
et al. [16]. For spaces reasons, we invite the reader to refer to their paper. The train-
ing set was composed of 300 malware and 300 goodware and the rest of the two
sets was composing the testing set, i.e., over 80 % of the two sets (about 1,200
goodware and 1,200 malware). In order to know the unbiased performances of the
anomaly detector, we have tested it on the same set randomized 200 times. On aver-
age, we get a detection rate of 90.5 % and false positive rate of 7.4 %. In the worst
case, we get a detection rate of 86.2 % and a false positive rate of 10.1 %. In the best
case, we get a detection rate of 93.6 % and a false positive rate of 5.2 %. It is worth
noting that those performances do not represent the malware detector performances
since we have omitted the misuse detector. With the misuse detector, we expect to
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get a higher detection rate since it could detect the known malware that have not
been classified as such by the anomaly detector.

7.3 Misuse Detector

Since, VirusTotal encompasses 45 different misuse detectors engines which com-
bined together offer the best misuse detector of the world, we have elected it as our
misuse detector.

In order to quantify the number of antiviruses that can potentially detect Android
malware, we have empirically assessed it by taking randomly 1,000 Android malware
from the malware dataset. Out of 1,000 Android malware taken from the dataset, only
five antivirus engines were not able to detect any of the Android samples, namely
nProtect[18], ByteHero [19], Malwarebytes [20], TheHacker [21], and SUPERAn-
tiSpyware [22]. In other words, only 41 antiviruses were able to detect Android
malware.

Like anomaly detectors, antiviruses suffer from false positive rate. In order to
reduce the false positive rate, we consider an Android application as a malware if it
has been detected by at least half of the antiviruses that were able to detect Android
malware, i.e., 20 antiviruses.

8 Conclusion

This paper introduces a honeyclient for collecting and classifying Android applica-
tions as malware or goodware. We have first overviewed the components composing
the honeyclient, namely a crawler which is responsible for crawling the web and
getting suspicious URLs, a client that will visit the suspicious URLs, download
potential Android applications and analyze Android applications, and a malware
detector which will classify the collected Android applications as malware or good-
ware. We have designed the crawler to crawl Points-of-Interests that are resources
shared by many people and where it is very likely to be infected such as Fake Google
Plays. As for the client, it is based on a light version of the Android browser enabling
us to have a scalable client for visiting suspicious URLs and on an Android emulator
to run the collected Android applications. Finally, the malware detector is composed
of both a misuse detector and an anomaly detector. The misuse detector is used for
detecting known malware, based on the 45 antivirus engines of VirusTotal while the
anomaly detector enables to detect new malware families based on a SVM machine
learning. As future works, we will update the honeyclient by taking into account
other threats, e.g., third-party software’ vulnerabilities, etc.
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Real Time Wireless Packet Monitoring
with Raspberry Pi Sniffer

Yusuf Turk, Onur Demir and Sezer Goren

Abstract This paper proposes a real time wireless packet monitoring system using
a Raspberry Pi. The system is a low cost alternative to commercial packet capture
devices and analysis software. In our solution, captured packets from sniffer are
sent to main server to gather statistics. Packets are analyzed and only the relevant
data are stored in database. A notification server developed in Node.js provides
communication between database and user interface developed with Django web
framework. The performance of the proposed solution is successfully evaluated in
an environment with multiple wireless networks. Results are presented.

1 Introduction

While the usage of Wireless Local Area Networks (WLAN) has been tremendously
increasing, the cost of wireless networking devices has decreased. This enables to
extend network in a more easier way. With the upcoming 802.1 1ac protocol support-
ing speeds competing with Gigabit Ethernet and increased usage of mobile devices
have boosted the demand of WLANSs. Access points are replacing the wired networks
in homes and offices.

Considering the improvements in the networking technology, more and more
devices are expected to have wireless networking capabilities. During the develop-
ment of upcoming networked devices their networking capabilities and performance
must be tested in an effective manner. Companies developing products with WLAN
capabilities are in need of stable testing environments. The test environment may
contain one or more sniffers to ensure the quality of transmission of 802.11 pack-
ets. Packet sniffers are used for comparing the expected network traffic with the
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captured traffic or analyzing the real time traffic. Because of the physical magni-
tude of WLANSs, multiple packet capturing devices are distributed over the coverage
area. Besides testing purposes, sniffers can also be used for security applications to
detect intrusions by analyzing the traffic. Aside from that, both wired and wireless
network monitoring, bandwidth utilization, and statistics gathering can be done with
sniffers. Sniffers are useful because they allow several mechanisms to analyze the
traffic thoroughly.

A study by Anh and Shorey [1] reviewed the current network sniffing tools that
are used to obtain data by using the network interface card (NIC) of a PC. According
to this study, not all the network sniffing tools support monitoring wireless traffic.
Jipping and Holland [2] demonstrated that a network sniffer and packet classifier
can be developed in a high level language. Another study done by Shum et al. [3]
showed that the location of the source can be estimated if the physical location
of the access point is known. In this work, a custom software on a router is used to
gather network traffic. Location estimation is done by calculating the signal strength.
Following study [4] showed that Received Signal Strength Indicator (RSSI) can be
given as an input to estimate the location. Shum and Ng [5] showed that there is
a correlation between RSSI and inter-device distance. Henderson et al. [6] logged
terabytes of data with an access point sniffer. Then the collected data are used to
gather statistics about the network usage in a campus. Although this study provides
information about network usage patterns, security related problems are not covered.
Boughaci et al. [7] used a sniffer module to detect intrusions. But using many agents
in the system will slow down the system and timing is very important for intrusion
detection. The attacks can also be from an internal source according to Henders
et al. [8]. Data are read by a software tool running on NIC and written to a MySQL
database.

There are numerous open-source or commercial capture software alternatives in
the market. Tcpdump [9] and Wireshark [10] are the most popular open-source tools.
Both of them offer detailed filtering options, but lack the visual analysis support. An
expensive commercial alternative, OmniPeek [11], offer detailed visual analysis.
Packet capture also done using OpenWRT firmware running on the supported hard-
ware [12]. But many access points have lower CPU power and RAM size compared
to Raspberry Pi. Access points with similar CPU values are more expensive than
the Raspberry Pi. In a study by Polli et al. [13], Raspberry Pi with a USB wireless
adapter is used to capture wireless packets. Although it is not used as a monitor mode
sniffer, the study showed that the device is capable of capturing packets in a WLAN.

In this paper, we propose a low cost wireless packet sniffer using Raspberry Pi.
Our solution is easily customizable and uses inexpensive off the shelf components. In
addition, the monitoring software provides real time statistics of the current wireless
network traffic and offers simpler user interface for analysis using a lightweight
packet database. It also offers traffic frequency information about nearby access
points.

The outline of the paper is as follows: Section?2 presents the components of the
proposed system, Sect. 3 gives the performance results, and finally Sect. 4 concludes
the paper including the future work.



Real Time Wireless Packet Monitoring with Raspberry Pi Sniffer 187

2 Proposed Solution

The proposed solution consists of three functions: capturing, parsing, and monitor-
ing. Figure 1 shows the components of the system. Capture operation is handled by
a Raspberry Pi [14] with one USB Wireless NIC (WNIC) running a libpcap (packet
capture library) [15] application. The output of this application is sent to the main
server periodically. In this main server, a parser application extracts statistics and
information from the packets. Parser application stores the summary of the pack-
ets in a database. For the monitoring part of the solution, a notification server is
implemented to support communication between the database and the user interface.

The general overview and the details of the solution will be explained in the
following subsections. First, packet capturing and wireless networking modes will
be discussed. In Sect.2.1, the details of Raspberry Pi is given and how the sniffing
packets is achieved is explained. Real time parsing of the capture file .pcap using a
Python program is described in Sect. 2.2. The section also covers retrieval and storage
of the packet information in a database. Section2.3 covers information about how
real time monitoring interface is designed and implemented.

2.1 Sniffing on Raspberry Pi

Packet capturing is the process of grabbing a copy of a packet off the wired or wireless
network before it is processed by the operating system. If the packet capture interface
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is connected to a network, all frames are unencrypted and can be seen in the packet
analyzing software. Otherwise, if the packets are captured in promiscuous or monitor
mode, packets are still captured, but they are encrypted.

There are six operating modes of a 802.11 WNIC. These are master, managed, ad-
hoc, mesh, repeater, and monitor modes [ 16]. Monitor mode is similar to promiscuous
mode, but it is only applicable for wireless networks. Unlike promiscuous mode,
devices do not have to be in a network. Monitor mode allows capturing of all the
packets that can be seen by the WNIC. Monitor mode is dependent on the wireless
adapter driver, firmware, and the chip-set features. Considering the limitations, not
all the adapters support monitor mode. Sniffing of 802.11 packets can be done using
a USB WNIC connected to a PC or using an access point. We have demonstrated the
usage of both methods in our earlier work [17].

Raspberry Pi (RPi) is a low cost, small sized computer that can run many Linux
distributions such as Debian, Fedora, and Arch Linux. With its Broadcom BCM2835
SoC including 700 MHz ARM processor and 512 MB RAM, RPi is more powerful
and cheaper than most of the low cost off-the-shelf access points. The device does
not have wireless interface onboard, but a USB WNIC can be easily attached to
capture 802.11b\g\n packets. The mode of the WNIC is set to the monitor mode.
A libpcap application in C is developed to capture packets. By adding the startup
scripts, mode of the interface is set to monitor mode and the device starts to capture
packets immediately. This makes the RPi a wireless packet sniffer. The channel that
the device is listening on can be specified in the startup script or a random channel
can be selected. RPi also supports multiple USB inputs, and a powered USB hub
can be connected to the device. Multiple USB WNICs can be connected to this USB
hub and each card may listen to another channel. The proposed work uses one USB
WNIC connected to a RPi. Captured packets are forwarded to the specified Ethernet
port of the device. Main server also listens to the same port and stores the raw data
as soon as they are received. Port listening is done by using the netcat utility. Netcat
is used to establish TCP and UDP connections and listen to a specified port.

2.2 Parsing Pcap Output

Packets received by the main server are appended to a file with .pcap extension. Pcap
parser is developed in Python to parse the file in real time. Python is chosen because
it is faster in reading files and easier to develop a parser with its standard library
functions such as dictionaries. Main objective of the pcap parser program is to detect
headers of each packet. Since all packets have the radiotap header by default, header
detection is sufficient to identify the packets. Each time a header is detected in parser
program, the subtype finding state starts and followed by parsing the access point
information.

In the initialization state of the program log files, database tables, and variables
are initialized. Since the objective is getting the real time monitoring, previous log
files are truncated. MySQL database connection and a cursor is created at this state.
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Capture file with the .pcap extension is read one byte at a time in the reading state.
Each header block is sent to the header detection function and if a header is detected,
state of the parser changes to header detected state. Detection of a header needs to
be completed by finding the subtype of the frame. Subtype finding state can lead to
SSID finding state if the frame is beacon, probe request, probe response, association,
or reassociation frame. In SSID finding state, MAC addresses are retrieved. Subtype,
SSID, and other information are logged in the logging state. Logging state is followed
by the reading state. Program stays in the reading state until a header is detected.

Pcap parser writes statistical information directly to the database and information
regarding the SSID and MAC addresses to a text file. This text file is simultaneously
read by the MySQL daemon Python program. This is done to increase the parsing
speed and avoid the large MySQL database queries in the main thread. It is intended
to run MySQL queries at the background. MySQL queries can take long time when
the data are significantly large. Therefore, only the data such as SSID and MAC
address information of the frame are inserted into the database.

2.3 Real Time Monitoring

Node.js is a platform built on Google Chrome’s Javascript runtime for building fast
network applications [18]. Node.js is an appropriate solution for real-time applica-
tions. Since non-blocking models are used, thread does not have to wait for I/O.
Although the platform can function as a web server, it can also be used as a server-
side application. In this work, a Node.js application is developed to implement long
polling functionality from Django web framework templates to MySQL database
tables. Long polling is checking a data source for new data and instead of sending
an immediate response, server waits until new data are available and then send the
response. Long polling is an emulated version of push technology [19].

Node.js server and Django web framework do not have a default communication
system. When new data pulled from the database server, it must be sent to the web
application immediately to have real time monitoring. Socket.IO is used to provide
communication between the two servers. Socket.IO is a Websocket framework that
enables communication between WebSockets and real time monitoring. Websocket is
a full duplex communication on TCP connection. Socket.IO can be used with Node.js,
HTML, JQuery. The Node.js application creates a socket.IO interface on a specific
port. Django application also listens from the same port. Node.js applications are
event-driven. All listeners start at the same time and poll from the database tables at
every given interval time. Server responds only when a new information is available.
Socket.IO allows sending notification messages to one server to another.

Django is a Python web framework uses MVC (model—view—controller) pattern
to create database powered web applications. Database tables are defined as models
and implemented as Python classes. Web pages such as files with .html extension
are called templates. Templates are redirected from the index page by using URL
configuration file with regular expression support.
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Monitoring of the captured data is supported with a user interface. First compo-
nent displays the packet counters and current state of the parser. Second component
displays the information regarding management frames such as SSID, dBm signal
rate, data rate, and MAC addresses. Third component displays the averaged dBm
signal of each SSID.

3 Performance and Results

Several test platforms are prepared for testing the system. First, a network with an
access point with two Linux based computers run the iperf application to transfer UDP
packets. While running the iperf client and server commands, Raspberry Pi sniffer
captured the transferred packets without connecting to the network. An another access
point, a computer and a mobile phone are also connected to a different network in
the same test environment. In the second network, a video stream setup is prepared
to provide constant streaming of videos from computer to mobile phone. Sniffer
captured packets without connecting to any network. Figure 2 shows the initial test
setup.

Main objective of the parser application is to generate statistics from the captured
packets. Packets are appended to a file and it is read by the parser simultaneously.
Program waits until new packets are available and runs in an infinite loop until an
interrupt occurs. In this test case, a previously captured file with .pcap extension will
be parsed by the program in order to document the speed of reading and parsing. Test
system is running Ubuntu 12.04, has two CPU cores at 1.7 GHz, and the memory is
1 GB. Input .pcap file contains more than two million packets captured over several
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Fig. 2 Test setup with two independent networks
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hours. The intention of this test is to see whether the parser is fast enough to handle
the high traffic loads or not. Memory consumption is one of the concerns of real
time data monitoring. Applications running constantly have to optimize the memory
usage. The final version of the pcap parser consumes low memory and does not store
data on the memory. By doing so, memory usage is always stable and memory usage
for the system only running the parser rarely passed the thirty percent. According to
the log, 500,000 packets are parsed in execution time of 1481.1 s that is approximately
24.7min. This means that parser application can provide real time output for the traffic
load of one million packets per hour without any delay. While analyzing the capture
files, we have observed that among the 22 million packets, 80 % of the packets had
size varied between 20 and 320 bytes.

4 Conclusion and Future Work

Our solution offers a low cost, off the shelf, and customizable alternative to both com-
mercial and open source packet capture systems. User interface provides statistics
such as percentages of frame types and subtypes, and the number of frames transmit-
ted by each access point. Since we do not store entire packet contents, our database
only contains the practical information about the frames. Our work is expected to be
beneficial for academic projects and startups.

For future work, sniffer packet sending performance can be improved. Also, com-
ponents such as pcap parser and Node.js server can be modified to run on RPi. Another
future work plan is to trim the packets in RPi and send the relevant information to
the main server. By doing so, number of packets that can be monitored in real time
will significantly increase.
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Visual Analytics for Enhancing Supervised
Attack Attribution in Mobile Networks

Stavros Papadopoulos, Vasilios Mavroudis, Anastasios Drosou
and Dimitrios Tzovaras

Abstract Researchers have recently uncovered numerous anomalies that affect
3G/4G networks, caused either by hardware failures, or by Denial of Service (DoS)
attacks against core network components. Detection and attribution of these anom-
alies are of major importance for the mobile operators. In this respect, this paper
presents a lightweight application, which aims at analyzing signaling activity in
the mobile network. The proposed approach combines the advantages of anomaly
detection and visualization, in order to efficiently enable the analyst to detect and
to attribute anomalies. Specifically, an outlier-based anomaly detection technique is
applied onto hourly statistics of multiple traffic variables, collected from one Home
Location Register (HLR). The calculated anomaly scores are afterward visualized
utilizing stacked graphs, in order to allow the analyst to have an overview of the
signaling activity and detect time windows of significant change in their behavior.
Afterward, the analyst can perform root cause analysis of suspicious time periods,
utilizing graph representations, which illustrate the high-level topology of the mobile
network and the cumulative signaling activity of each network component. Experi-
mental demonstration on synthetically generated anomalies illustrates the efficiency
of the proposed approach.
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1 Introduction

Mobile networks and devices are becoming the targets of cyber criminals aiming
to exploit the infrastructure and the provided services for their purposes. As a
countermeasure, mobile network operators employ authentication-based techniques
to prevent illegitimate users from attaching to the network. Malicious individuals,
however, can still infiltrate the network by utilizing compromised mobile devices
of legitimate subscribers, and launching attacks against the infrastructure or the
subscribers. The main focus of this paper is the detection and attribution of signaling-
oriented Denial of Service (SDoS) attacks [1, 2], which target mobile network
components in the core network. The effect of a SDoS attack can be amplified
when a botnet (i.e., network of compromised devices) is utilized to launch attacks
from multiple nodes, which target to overload a specific component of the net-
work.

1.1 Related Work

Anomaly detection techniques for the detection of signaling attacks in 3G/4G net-
works have been proposed in the literature. Specifically, Lee et al. [2, 3] proposed a
cumulative sum (CUSUM)-based method for the detection of signaling attacks that
the traditional detection systems cannot detect. The authors designed their method so
that is it hard for the attackers to evade detection. They also evaluated their approach
against a novel SDoS attack that affects the RNC and the Node-B in 3G and poten-
tially WiMax networks. Alconzo et al. [4] propose statistical techniques applied on
time series of unidirectional feature distributions. Coluccia et al. [S] present two
distribution-based anomaly detection methods and propose enhancements on the
method introduced in [4].

Apart from the analytical methods for anomaly detection, visualization-based
methods have also been proposed [6]. For instance, visualizations based on graph
representations of the network topology, have been successfully used in network
security. Lad et al. [7] proposes a graph representation of the Border Gateway Pro-
tocol (BGP) network topology, which illustrates the routing behavior over a specific
time period. The volume of the BGP routing changes computed on the graph has
been proposed as a descriptive feature that allows for the detection of anomalous
time periods. Shi et al. [8] proposed the “SAVE” system, which utilizes graph rep-
resentations to illustrate the packet delivery paths in sensor networks, based on the
so-called GrowthRingMaps [9].

Last but not least, anomaly detection and visualization have been also combined
recently, implementing anomaly quantification, such as the power consumption-
based anomaly detection in buildings [10] from time series.
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1.2 Motivation

To the best of the authors’ knowledge, no previous work has addressed security
threads in the control plane of mobile networks by combining both information
visualization and anomaly detection techniques. Thus, the main motivation of the
proposed system is to bridge this gap and provide a system for the visual analysis
and detection of signaling-related anomalies.

This paper proposes a novel system for providing an overview of the mobile
network signaling activity in suspicious time instances, and for preforming root cause
analysis. The main advantage of the proposed system is that it is very lightweight
in computational resources. The reason for this is that it operates directly on the
statistical data collected from the network with out the need for feature extraction and
preprocessing. Additionally, the graph layout is static since it represents the mobile
network topology, a fact which eliminates the need for heavy layout computations
in the case of structural changes.

The rest of the paper is organized as follows: Section 2 presents the details of the
proposed anomaly detection approach. The evaluation takes place at Sect. 3, while
the paper concludes at Sect. 4.

2 System Overview

This section presents an overview of the proposed system. It is comprised of two
parts, the anomaly detection module and the visualization module. Initially, signaling
traffic statistics are collected from the monitoring points in the control plane of the
3G/4G mobile network (Sect.3.1). Afterward, these signaling data are fed into the
anomaly detection module, which utilizes an outlier-based detection method in order
to compute anomaly scores for each time period under investigation. The scores are
computed by calculating the distance between the examined network traffic instance
and the normal traffic instances observed in the past. Thereafter, the visualization
module utilizes the anomaly scores, so as to enable the analyst to have an overview of
the signaling activity over time, and detect anomalous time periods. Additionally, a
graph-based representation of the mobile network, facilitates the task of visualizing
the actual signaling behavior of each network component for the selected time period,
thus enabling the root cause analysis of the anomalies under investigation.

2.1 Anomaly Detection Module: Identification
of Outliers in the Control Plane

2.1.1 Problem Definition

Anomaly detection refers to the identification of network traffic instances that do
not conform with normal network behavior [11]. For the definition of the anomaly
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detection problem, two matrices are used. The first matrix is matrix D, which serves
as ground truth and contains only normal traffic instances and the second matrix
is E, which is the input for the anomaly detection method: D = {d; ;| where i €
[1,K],jell,Y]},and E = {eg ;| where k € [1,K],[ € [1,Z]}. K is the number of
traffic variables and Y is the number of observations of normal network traffic and Z is
the number of observations that need to be evaluated with regards to their normality.
Furthermore, each element of the matrix D is denoted as d;;, the observation sequence
of a traffic variable as Dyow (i) = {d;j, Vj € [1, Y]}, where i € [1, K] and a traffic
instance as D¢ol(j) = {djj, Vi € [1,...,K]}, where j € [1, Y]. In both matrices D
and E, each row corresponds to a traffic variable and each column to an observed
traffic instance. Based on these definitions, the anomaly detection problems refers to
the detection of the traffic instance E.(j), which deviate from the normal behavior.
It should be underlined that the time intervals between consecutive instances remain
the same.

2.1.2 Local Outlier Factor Method

Based on the traffic model outlined in the previous section, each traffic instance is
modeled as a point in the K-dimensional space. Subsequently, the local outlier factor
(LOF) [12] method is applied, so as to detect any anomalous traffic instances found
in E. LOF operates by comparing the spatial density around a given point with the
density around its k nearest points and then provide a score which indicates if the
examined point resides in a low-density area or not. More formally, Ve, € E,
the outlier score is computed using equation (1), as defined in [12]. The Ird(eco1(n))
function defines the local reachability density of eco (1) [12].

> Ird(deo1(m)) /Ird (eco1(n))
deot(M)ER e ) (m))
LOF (eco1(n)) = | R(eco1(n)) | M

where R, (n)) contains the k-nearest neighbors of ¢(; ,) from D. More details on
the LOF method can be found in [12]. In cases of normal traffic instances, the LOF
score is ~1, whereas abnormal instances would exhibit significant deviations from
this base [12].

It should be noted that the part of the algorithm which detects the k nearest
neighbors is the most computationally demanding. More specifically, for a dataset
with stable dimensionality this part has complexity of O(N?). Hence, in our case the
runtime of the LOF algorithm was found to be sufficiently fast for computing outliers
in real-time with computation time <5 s on each iteration (i.e., for each hour). This
can be attributed to the fact that the size and the dimensionality of the ground-truth
dataset D do not change.
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2.2 Visualization Module: Root Cause Analysis
of Signaling Anomalies

2.2.1 An Efficient Approach for Multiple Visualizations Over Extended
Periods of Time

In order to draw the attention of the analyst in interesting parts of the data, tempo-
ral visualizations of anomaly scores are utilized. This way, the analyst can has an
overview of the signaling activity over time, and can detect anomalous time periods
and perform a more detailed analysis. The proposed temporal visualizations provide
an information rich overview of the data and enable the efficient understanding and
exploration of the datasets, following the information seeking mantra suggested by
Shneiderman: “Analyze first, show the important, zoom, filter and analyze further,
details on demand” [13].

The temporal visualization utilized by the proposed approach are depicted in
Fig. 1a, b. The first overview is provided by the stacked graph representation. This
representation provides an overview of the anomaly scores for one network compo-
nent, computed for each time period, while it also provides information regarding
the normalized volume of each traffic variable for the same period, utilizing the
z-score normalization. Each traffic variable is represented using a different color.
The glyph representation also provides an overview of the anomaly scores of each
time period, for one network component. Color is utilized to represent the actual
value of the score at each time period, while the circular layout of the scores repre-
sents the time parameter, resembling a clock metaphor. Both these methods are used
in combination, in order to provide an information rich visualizations and allow the
analyst detect anomalous time periods to focus on, and perform root cause analysis
utilizing the Mobile Network Graph presented in the next section.

2.2.2 Visualization of the Network Topology and Signaling Activity

The section presents the Mobile Network Graph visualization approach that is utilized
for root cause analysis. The proposed approach utilizes a graph representations, to
illustrate the actual topology of the mobile network. Each node represents a network

Anomaly in the LU_T message LOF{e.(1
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Fig. 1 a Stacked graphs visualization of the anomaly scores and signaling volume. b Glyph repre-
sentation of the anomaly scores for one network component. ¢ A scheme of the proposed layered
layout of the Mobile Network Graph
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component, while edges illustrate connections between them. The positioning of
the nodes of the graph is calculated in consecutive layers. This layout enables the
easier perception of the topology of anomalous events, since one additional visual
element, i.e., the position, is utilized to encode additional topological information.
Specifically, four layers, comprised of multiple network components are defined, as
shown in Fig. lc:

1. UE (User Equipment): Contains actual mobile devices.

2. NodeB: Contains NodeBs, which are the network component that provides the
mobile devices with wireless connectivity. Each NodeB serves multiple mobile
devices, i.e., all the devices in range.

3. RNC: Contains RNCs (Radio Network Controller)which are responsible for con-
trolling the NodeBs that are connected to them.

4. Core Network: Core network is the central part of a telecommunication network
that is responsible for providing all the network services to the customers, e.g.,
SMS/Call routing. This layer is comprised of all the nodes that belong to the Core
Network, e.g., the most important are SGSN (Serving GPRS Support Node),
GGSN (Gateway GPRS Support Node), HLR (Home Location Register), MSC
(Mobile Switching Center), and VLR (Visitor Location Register).

It should be noted that the proposed layered graph layout is computed only once,
and is thereafter static. The main computational bottleneck of the proposed system
is the anomaly detection through the LOF calculation (O(N?)). But as mentioned in
Sect.2.1.2, the LOF implementation is very fast, capable of operatizing in real-time.
These facts render the system very lightweight in computational recourses and enable
the real-time analysis of signaling anomalies. Screenshots of the developed system
are shown in Figs.2 and 3.

Fig.2 The network visualization during two abnormal network events, a DDos attack b an authen-
tication attack
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Fig.3 The network visualization during two abnormal network events, a an RNC restart b an SMS
spam campaign

3 Demonstration on Suspicious Incidents

3.1 Datasets

In order to demonstrate the effectiveness of the proposed system four synthetic
datasets were generated using two raw datasets containing traces collected from
the 3G/4G mobile networks of two major European telecommunications providers.
These raw datasets contain statistical data collected from one HLR of the network.
Additionally, they reportedly include no abnormal network incidents, so it is assumed
that all the traffic instances included in each dataset exhibit normal network activity.
The first raw dataset contains data for 10 signaling messages (e.g., location update
etc.) with granularity of one hour. The second raw dataset contains data for three types
of signaling requests. However, none of these datasets provide information about the
activity of individual subscribers and their position in the network topology (e.g.,
NodeB that the subscriber is attached to) and thus do not provide enough informa-
tion for performing root cause analysis of any detected anomalies. To address this, a
data generator was designed and implemented. The generation process is defined as
follows: (1) Initially the raw data containing the HLR signaling traffic statistics are
fed into the generator, (2) the raw data are analyzed and the corresponding Gaussian
distribution for each time of the day is computed, (3) then based on the overall
traffic for the HLR the traffic distribution for a normal user is computed (Normal
User traffic profile), and (4) using the aforementioned profiles a synthetic dataset
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which contains statistical data for the HLR and for each subscriber is generated. As a
final step, abnormal instances were manually inserted based on the related literature
[14-18].

3.2 Demonstration Scenarios

Based on network incidents that have been studied in the literature [14—18], different
scenarios were designed and implemented so as to evaluate the proposed approach.
These scenarios cover incidents that vary from network component malfunction-
ing (i.e., Sect.3.2.3) to malicious attacks (i.e., Sect.3.2.2). The performance of the
proposed approach is demonstrated in the sections that follow.

3.2.1 Call Forwarding DDoS

This scenario simulates a DDoS attack that has been proposed by Traynor et al. in
[15] and can effectively overload the HLR/HSS component, so as to degrade the QoS
for the network subscribers. More specifically, a large number of mobile devices are
compromised by malware and launch a DDoS attack by exploiting call forwarding
signaling requests. Although, these requests on a per packet basis are legitimate,
such a coordinated attack can significantly increase the load in the HLR/HSS and
render it unresponsive. In this scenario, the attack has a high growth rate and reaches
its peak (i.e., maximum throughput from infected devices) very fast. As seen in
Fig.2a, our proposed approach is able to detect and highlight the incident from an
early stage and visually inform the human operator before the network stability is
affected. As shown in the stacked graph representations, at the time of the anomaly,
the CFU (Call Forwarding Unconditional) signaling message has increased volume.
Upon the detection, the operator is able to clearly identify the distributed nature of
the attack, since the excessive signaling does not originates from a specific region
of the network, but instead it is uniformly distributed. The operator also is able
to identify the exploited signaling messages and the misbehaving subscribers, and
design countermeasures (e.g., rejection rules for the control plane firewall).

3.2.2 Authentication Attack

In this scenario, an authentication attack which uses sim-less devices, as described
in [14], is implemented. As in Sect.3.2.1, the attacker aims to affect the network
stability and degrade the performance of the network. However, in this case the
attacker is regionally constrained and thus he launches the attack from a limited
number of NodeBs which all belong in the same geographical area. During the
attack, the proposed approach initially detects an abnormal increase in the incoming
authentication attempts and displays a high anomaly score. The human operator,
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then uses the stacked graph to compare the volume of authentication attempts with
the volume of successful authentication transactions and verifies that the observed
behavior is potentially malicious, since the success/attempts ratio is very low. Then
he/she utilizes the network graph to identify the root cause of the incident. As seen
in Fig.2b, RNC1 exhibits increased traffic load, due to the high volume of signaling
messages received from specific NodeBs (i.e., NodeB1, NodeB10, NodeB11). This
analysis enables the operator, which know is aware of the nature of the attack, to
design effective mitigation countermeasures. For instance, one mitigation approach
would be to lower the processing priority of authentication requests originating from
the affected NodeBs in order to avoid congestion in the HLR/HSS.

3.2.3 RNC Restart

In this scenario, the proposed approach is evaluated during the restart of a mal-
functioning RNC [18]. According to [18] the network becomes unstable due to the
flood of location update requests toward the HLR/HSS, as the mobile devices switch
from 2G to 3G or 4G, when the malfunctioning component becomes available again.
More specifically, as seen in Fig.3a, the RNC7 has been restarted and this results
in a flood of signaling requests from all subscribers which reside in the NodeBs it
controls. Our proposed approach displays an increased anomaly score and informs
the human operator of that the volume of location update requests from home sub-
scribers (i.e., LU_T) is higher than normal. Additionally, the network graph provides
enough information for the operator to pin point the root cause of the incident, i.e.,
RNC7.

3.2.4 Spam SMS Campaign

This scenario was designed based on the findings of [16, 17, 19] regarding the
modus operandi of the spammers and the impact of their activities on the network.
In particular, a spam outburst was implemented as an increase in the number of
mobile terminated SMS messages toward the users of the monitored HLR/HSS was
inserted in the dataset. In this scenario, the unsolicited spam messages affect 1% of
the subscribers [16]. This abnormal increase in the number of incoming messages, is
detectable from the HLR/HSS component, as it controls all the communications of the
subscribers it serves. The proposed approach, depicted in Fig. 3b, initially detects the
anomalous incident by examining the incoming traffic of the HLR/HSS and displays
a small increase in the anomaly score and the volume of the signaling message that
relates with mobile terminated SMS messages (i.e., Send Routing Information T21).
In the specific scenario, the spam messages originate from an attacker that resides
outside of the MNOs network and thus the network graph does not indicate any
significant increase in the network volume of the NodeB, RNC, and MSC/SGSN
components.
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4 Conclusions

A complete system for anomaly detection and root cause analysis in the mobile net-
work has been presented. The proposed system enables supervised attack attribution
and root cause analysis of anomalous phenomena in the mobile network. To achieve
this efficiently, it combines methods from the fields of anomaly detection and infor-
mation visualization, in order to enhance the analytical potential and allow the user to
understand and explore the data. The efficiency of the proposed approach in detecting
and attributing unknown anomalies has been demonstrated based on four network
incident scenarios that affect the currently deployed mobile networks and have been
analyzed in depth in the literature. The current implementation of the system enables
the human operator to analyze anomalies in the control plane of the mobile network.
Future work includes the enhancement of the current system in order to visualize
both the user plane and the control plane, and further improve the root cause analysis
of events, such as signaling storms. User studies will also be performed in order to
evaluate the proposed approach on real users, including mobile network analysts.
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Quantum Queuing Networks Throughput
Optimisation

Dariusz Kurzyk and Piotr Gawron

Abstract We study models of quantum queues based on discrete time quantum
walks with barriers. Our considerations refer to multi-servers queuing models. Input
and output of jobs in the queue are realised by systems consisting of quantum coins
and walkers. We show that presented models behave differently from the classical
ones. We also present numerical methods for optimisation of jobs processed by the
system. We simultaneously maximise jobs throughput in the system and minimise
the number of jobs lost.

1 Introduction

Queuing models are often modelled using Markov processes. When numerical meth-
ods are considered for analysis of queuing systems, the state space of the modelled
system is discrete and transitions are given by stochastic matrices [1]. Thus, these
kinds of models can be understood as random walks over a graph having complicated
structure.

Discrete time Markov chains (DTMC) and random walks can be generalised by
discrete time quantum Markov chains (DTQMC) and quantum walks. It means that
DTQMC are reducible to DTMC and quantum queuing model are more general than
the classical models. In quantum information and computation theory, there exists a
notion of quantum walk. Usually by quantum walk one understands a pair consisting
of an unitary operator and initial quantum state. Time evolution of such system is
given by sequential application of unitary operator on the quantum state [4]. Quantum
walks have found many applications as quantum algorithms or models of physical
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quantum systems. In this work, we consider quantum walks with absorbing barriers
[2] that mimic behaviour of a simple queuing model.

In a recent work [3], quantum queues were modelled using quantum channels and
mixed states. In this work, we consider unitary evolution interweaved with quantum
measurement with post-selection.

2 Mathematical Preliminaries

Throughout this paper, we use complex Euclidean space. According to Dirac notation,
symbol |1/) called as ket, denotes a complex column vector. The conjugate transpose
of a ket is denotes by bra (|, thus |)" = (y|. In n-dimensional complex Euclidean
space C", the standard orthogonal basis is expressed by the vectors:

—_—

0
0= [ = fln==].]. (1)

Every vector |¢) € C" can be expressed as the linear combination
n—1
W) =D aili), ©)
i=0

where o; are complex number, which satisfy Z:':]l loi |2 = 1.

Consider two vectors |/) = z;’z_ol a;li)and|¢p) = Zl’:ol Bili). The inner product
(scalar product) between |Y),|¢) is denoted by

n—1
(Vi) =D B 3)
i=0

The outer product between |y),|¢) is expressed as

n—1n—1

W)l =D D il )

i=0 j=0
The tensor product between |v/),|¢) is defined as the n> dimensional vector

n—1n—1

W) ® 1) =D D" iili) ® i) ©)

i=0 j=0
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3 Discrete Time Quantum walks

Consider complex Euclidean space C¢ ® CP, where |¢p) € C€ is a state of coin
and |) € CP describe the position of the walker. Thus C¢, C? are coin space
and position space, respectively. Each step of the walk is performed by the unitary
operation U = (C ®1I) - S, where C is unitary operator and

c—1 p—1
S=> (e D (D, 6)
i=0 =0

where n; (-) are permutation functions. After ¢ steps, the state of the walk is |y;) =
U'|vo), where |v/g) is an initial state.

4 Quantum Measurement-Driven Evolution

Consider following set of operators A = {A1, A>}, where

n—k—1
A= D li+k)(il. Ay=T1,—AfA, (7)
i=0

where I, is n-dimensional identity matrix. The constant k fulfils 1 < k < n — 1.
Products ofA-IAl and A;Az can be expressed as AI'Al = z?;é‘_l |i)(i| and A;Az =
Z:’;}_k |i)(i|, respectively. Thus, it is easy to check that

Ala +AJa, =1, (8)
Thus, A satisfies completeness relation and it forms a quantum measurement. Let

o = |Y¥)(¥| be an initial state, then measurement performed on the initial state
transforms p into p; and gives ith outcome with probability p; [5] according to

AipA] .
p—=>pi=———" with p; = tr(A;pA;). 9)
tr(A; pA;)
If we consider p = |j)(j|, where |j) € C" is a state from standard basis and

Jj < n — k, then selective measurement performed by A; transforms p into
p1 = |j + k){j + k|. Hence proposed measurement causes incrementation of state
p without overflow. Similarly, we can perform the measurement based on operators
B = {Bj, B}, where

n—1
Bi =Y li—k)il. By=1,— B]Bi. (10)
=k
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The set B satisfies completeness relation and selective measurement By performed
onthe p = |j)(j| where k < j < n transforms p to p; = |j — k)(j — k|. Thus,
the measurement with respect to operator B causes decrementation of p without
underflow.

Next, we construct controlled selective measurement in following way. Let p be
a state given by p = V) (V| ® |¢)(p|, where |1/), |¢) are n1 and ny dimensional,
respectively. If [{) (| = |c){(c|, then we assume that measurement is performed on
second register of p. Controlled measurement operators are expressed as:

AS = o) el ® A+ (I, — lo) () ® Ty, A§ =Ly, — (A TAS. (1T)
In the case of controlled selective measurement Bp on first register of p with the
condition that |¢)(¢| = |c){c|, there is obtained following operators

B{ = B ®|c){c| + Iy, ® (L, — le){cl),  BS = TLyn, — (BY) BY. (12)

In the next following sections, presented measurements will be used to construct
models of quantum queues and will be denoted by M and M _, where

Asp(A9)T
(A p(AD))

B p(BY)

Mi(p) = and M_(p) = W

13)

5 Quantum Queue

Quantum queuing models, presented in the following section, are based on the con-
cept of discrete time quantum walks (DTQW). Models of DTQW are usually realised
by quantum coin and walker represented by two coupled quantum systems. The evo-
Iution of one step of DTQW is performed by two operations. First operation is realised
by application of a unitary operation on coin subsystems. Next, conditional selective
measurement on second subsystem related with walker is performed. Our models
of quantum queues are based on the idea, that quantum coins represent the flow of
jobs into and out of the queuing system, similarly the walker’s position represents
the queue occupancy. We assume that considered queuing systems are finite, thus the
models are realised by DTQW with barriers. This kind of DTQW is possible to imple-
ment using measurements with post-selection. The lower barrier and upper barrier are
interpreted as sinks for jobs lost due to overflow and that jobs processed, respectively.
The typical quantum coins, considered in the literature are

DFT = — | . . S (14)

| wn.fl wl(;}l) w(nfl.)(nfl)
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and
abb...b
bab...b
ga,b: bba...b , (15)
bbb...a

where a and b are real, 1 — % <lal<land b ==£(1 —a).

Consider quantum system consisting of tree subsystems 1, ¢, V2, where |/1), |$)
and |¢;) are 2, 64 and 2 dimensional, respectively. First and third registers are coin
subsystems related with increasing and decreasing selective measurements, respec-
tively. Second register is associated with walker dependent on two coins. The state of
the queue p; can be expressed as p; = M_(CM4(Cp;—1)), which can be presented
by schematic representation shown in Fig. 1.

|11)

|#)

|1)2)

Fig. 1 Schematic representation of DTQW dependent on two coins

Probability distribution

. 0.0 0.0
0 6 121824 30 36 4248 54 60 0 6 121824 30 36 4248 54 60 0 6 121824 30 36 4248 54 60
#£jobs #jobs #jobs

Fig. 2 Probability of the queue occupancy
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Example 1 As an example, we can take coins given by DFT and initial state pg =

V1) (1] ® |#) (@] ® [¥2)(Y2| = [0)(0] ® [32)(32] ® |0)(0]. Figure2 shows the
probability distributions of the queue occupancy after 500 steps.

6 Quantum Queuing Networks

We consider a simple network consisting of several interconnected workers preceded

by associated queues. The workers are connected in sequence. In this network, con-

trolled selective measurements cause incrementation and decrementation of states of

subsystems associated with workers that control the flow of the jobs in the system.
Hence, the queues are connected by measurement {CY, Cg}, where

Ci=B1®lc)c] ® A1 + 1y, ® (In, — [c){c]) @Iy,

C5 = Lymns—1 — (CH'CY. (16)
c o\t
Proposed measurement will be denoted by M4.(p) = % The state of the
network consisting of two queues can be expressed as Y
pr = M_(C3M(Co M (Cipr-1))). (17)

which can be present in a schematic representation shown in Fig. 3.

Example 2 As an example, we consider that C are DFT coins. The initial state of
queuing networks are set in following way. Coin subsystems are in the initial state
|0) (0] and worker subsystems are initially set to |n/2)(n /2|, where n is the dimension
of subsystems denoting the queues.

Figure 4 represents the probability distribution of queues occupancies in the case
of two queues.

1) —c} [%1)
1) My M- |¢1)
|1b2) “ |1ba)
|¢2) — M M|+ 62)
13) C ——|43)

Fig. 3 Schematic representation of quantum queuing network dependent on three coins
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Fig.4 Probability distribution of the queues occupancies. Panel a first queue, panel b second queue

7 Throughput Optimisation

The results presented in previous sections show that the usage of DFT as coins causes
that the intensities of flow of jobs into and out of the system are similar. Hence, both
the probabilities of losing a job and processing of a job are relatively low. We consider
models of quantum queuing networks based on DTQW, where in order to maximise
the throughput and minimise the losses, the relevant probabilities are optimised. For
this purpose, we assume that the coin is realised by SU (2) operation parametrised
by three real numbers in the following way:
e 1 +9/2 cos 9 —e 1V =0/2 cos
Rys6 = |: V=92 cos0 el tD/2cos0 ] ’ (18)
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where y,§ € [0,2r7], 0 € [—m, ]. The goal is to find the parameters y, § and
6, where probabilities of jobs being processed are maximised and probabilities of
losing jobs are minimised.

Next, we adopt a definition of concurrent hitting time [6].

Definition 1 Quantum walk has (7', p) concurrent (pp, py) hitting time if the walk
with initial state pp and absorbing boundary at position p, has probability >p of
stopping at time r < T, thatis >, <1 Pt = p, where p; is a probability that the state

is absorbed at time ¢.

In the case of queuing network consisting of two queues, we determine following

values
/
Pt = (OIMZ(C3M L (CoM 4 (Crpe—1)))10) (19)
(a) Probability distribution (b) Probability distribution
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Fig. 5 Probability distributions of queues occupancies for coins with parameters

(71, 61,61, 2. 62, 62) = (4.2147,5.2101, 0.0, 2.4042, 5.2027, —1.1052)
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and
pr = (n1 = UMM (C3M+(Cap;_))Iny — 1), (20)

where p;_; = M4 (C1p;—1) and M”_, M/, are measurements with respect to oper-
ators I ® Bj, A5 ® I, respectively. Values of p, are probabilities that jobs are
processed and p; are probabilities of losing jobs (it means that jobs are moved from
first queue to second queue). Thus, the probability of stopping of the walk at required
state is expressed as:

E pr + Dr. 2n
t<T
(a) Probability distribution (b) Probability distribution
step 3 step 3
0.4 7 T T T 0.5 7 T T
sEL
0.35 |- E
04 E
03| B :
025 | g B 031 R
o 02} E Lo a
0.15 |- g B 02} g
1k i -
0 . 0.1} B
0.05 |- B -
0.0 L I I I . 0.0 L I A = | I
0 3 6 9 12 15 11— 0 3 6 9 12 15
step 15 ml: step 15
0.3 T T N 0.25 T T
025 - : i 02} ;
02} R N
i 0.15 |- b
= % | H
cl 0.15 | 1 = i
3 ¥ | . 01} 7
0.1} E |
| TTTTTTTT SR ” 7
oo lis 111N = ol .
B 0 3 6 9 12 15 Lo 0 3 6 9 12 15
- step 140 o step 140
e 0.16 1 T T O © 0.35 7 T T
0.14 |- 1 0.3 | i
B 012 ] 0.25 - E
3 01} E
3 B 021 b
3 B 0.08 |- N e
L C 0.15 |- E
3 N 0.06 |- B '
140 e -te o o 0.04 | R 140 B -1 A 0.1 B
- 0.02 | I II E N 0.05 |- B
i 1 1 OAOLl I ! I 1 1 0.0 e Il- FER N
04 81216 0 3 6 9 12 15 04 81216 0 3 6 9 12 15
#£jobs #£jobs

Fig. 6 Probability distributions of queues occupancies for coins C; = DF T, Ca = G0.1021,0.8979,
and C3 = R4.2147,5.2101,0.0
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We fix a value of T and we maximise (21). The global optimisation method we use
is simulated annealing.

Example 3 Consider a queuing network consisting of two n; = 16,ny = 16
dimensional queues as in Fig.3. We assume that subsystem related with coins are
2-dimensional. We set initial state as:

po = HI0)(01H" @ [8)(8] ® H|0)(OIH' @ [8)(8] ® HI0)(OIH',  (22)

where H is Hadamard transform. We also assume that C; is DFT coin and C;, C3
are SU(2) operations dependent on yq, &1, 81 and y», 82, 0>. After each step, we
determine values p;, p; and next we maximise value of sum expressed in (21) for
T = 150. As a result of optimisation, we have obtained the following parameters
(v1, 81,01, v2, 82, 02) = (4.2147,5.2101, 0.0, 2.4042, 5.2027, —1.1052), what has
been presented in Fig. 5.

Example 4 Next, we set coins C1 = DF7T, Ca = Gu.p, C3 = R42147,5.2101,0.0 and
we try find the optimal parameters a, b. As a result of optimisation we get parameters
a =0.1021, b = 0.8979 (Fig.6).

8 Results Discussion

We have introduced models for quantum queueing networks modelled as controlled
quantum walks with barriers. We have shown that models of quantum queues behave
in adifferent way from their classical counterparts. We have also shown that simulated
annealing can be used to maximise the throughput of quantum queues and minimise
the jobs loses.
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A Queueing System with Probabilistic
Inhomogeneous Vacations for Modeling
Power-Saving in Wireless Systems

with Retransmissions

Toannis Dimitriou

Abstract In this paper, we investigate the power management of mobile devices
using a variant of an M/G/1 queue with probabilistic inhomogeneous multiple vaca-
tions and generalized service process. Under the vacation scheme, at the end of a
vacation the server goes on another vacation, with a different probability distribution,
if during the previous vacation there have been no arrivals. The modified vacation
policy depends on the initial vacation interval and the server selects randomly over M
such vacation policies. The theoretical system can be applied for modeling the power
saving mode of mobile devices in modern wireless systems. Moreover, the form of
the service process properly describes the incremental redundancy retransmission
scheme that provides different types of retransmissions in such systems. Steady state
analysis is investigated, energy and performance metrics are obtained and used to
provide numerical results that are also validated against simulations.

1 Introduction

Power save/sleep mode operation is the key point for the energy efficient usage of
battery operated mobile stations (MS). A MS operating in power save mode not only
saves the battery energy and enhances lifetime but also introduces unwanted delay in
serving data packets arriving during the sleep period. Though energy is a major aspect
for handheld devices, delays may also be crucial for time sensitive applications.
Queueing models with vacations [8] have been proved to be useful for the perfor-
mance analysis of the sleep mode operation in wireless networks. Such models were
used ([4-7, 13], not exhausted list) in the analysis of power save methods in modern
wireless standards such as 3GPP LTE and IEEE 802.16¢. In this work, we consider
a general queueing model that properly describes various sleep policies such as the
DRX in LTE [1], and the power save classes (PSC) as defined in IEEE 802.16¢ [2].
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We assume that the device chooses with a certain probability among a number of
available power save policies, and thus, several mixed policies can be applied by
varying the model’s parameters that may result in better power improvements. In
this work, a sleep mode selection policy is employed in selecting among a prularity
of sleep schemes. The problem of optimal selection of a sleep policy in IEEE 802.16e
among a set of available policies has been addressed using Markov decision process
framework in [10].

Clearly, wireless communication is fragile and retransmission schemes are used
to cope with this problem. These schemes employ forward error coding (FEC),
which is a technique used for controlling errors in data transmission. The joint use of
Automatic Repeat reQuest (ARQ), and the FEC algorithm at the transmitter and/or
receiver is also employed. Several ways of combining retransmission and channel
error coding exist. The incremental redundancy scheme, which is employed in this
work, encodes the first transmission with a high rate (and thus low overhead but
low protection) while the following transmissions consist of additional redundancy
in order to decrease the code rate seen by the receiver. If a maximum number of
different retransmissions is reached, Hybrid ARQ (HARQ) declares a failure, and
leaves it up to ARQ running in radio link control (RLC) to try again.

The paper is organized as follows. In Sect.2, we describe the proposed model in
detail while in Sect. 3 we provide some useful for the analysis results. The embedded
Markov chain analysis is presented in Sect.4. Using the regenerative approach we
obtain interesting performance and energy measures in Sect. 5 that are used to provide
numerical results in Sect. 6 that are also valideted against simulations. Moreover, a
trade-off between our mixed sleep policy model and other related models which
employ standard sleep policies (e.g., DRX in LTE) is investigated.

2 The Model

Packets arrive at the infinite capacity buffer of the base station (BS) according to
a Poisson process with rate A. Then, the BS forwards the packets to the MS. The
service process (i.e., the delivery of a packet from the BS towards the MS) consists
of at most two cycles. The first service cycle describes the incremental redundancy
HARQ scheme that take place in the MAC layer, and the second service cycle the
ARQ scheme in the RLC layer. The ARQ scheme is requested when a maximum
number of retransmissions is reached in the HARQ process.

Assume that the maximum number of retransmissions in the HARQ process is N.
The “service operation” is as follows: upon the completion of the i th (re)transmission
which needs a time period B;,i = 1,..., N — 1 and is arbitrarily distributed with
cumulative distribution function (cdf) B; (x), probability density function (pdf) b; (x),
Laplace-Stieltjes Transform (LST) B (s) and finite moments bi, 5;2), the MS suc-
cesfully receives the packet with probability g; whereas with probability g; = 1 —g;
declares an additional retransmission B;y| (see Fig.1). If N consecutive service
times are not satisfactory, the server switches to the second service cycle.
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Receiver 3 3 3 > time
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Packet1 : Packeti " % Ppacketl
:/ > time

Transmitter
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Retransmit packet 1 with
additional information.

Fig.1 Timing diagram of the HARQ process (First service cycle)

Packet total service time =
Generalized service time A

Receive the
correct packet 1
with probability qx

In the second service cycle the time to transmit the packet to the MS is By,
(Bo(x), bo(x), Bi(5). bo. By). At the end of By, with probability go the service is
satisfactory, while with g, an additional service time By is requested. The reception
of the packet by the MS is completed when a positive response is received by the

BS.

When the buffer empties, the MS enables an inactivity timer, say I, which is

arbitrarily distributed (7 (x), i(x), i*(s), i, ;(2)) and remains idle. If a packet arrives
during /7, the timer stops and the BS transmits the packet (see Fig. 2).

__ Busy
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y
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Fig. 2 Timing diagram I
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If the inactivity timer expires, the MS switches to the sleep mode by selecting
the initial vacation period which is arbitrarily distributed. The initial vacation period
is chosen from the following set { V11, V12, ..., Viy}, and with probability p;, i =
1,..., M, the MS selects the initial vacation period Vj;, where Zf‘il pi = 1. The
selection of the initial vacation period affects the vacation policy. Thus, inactivity
timer termination instants, are instants of actions that are taken from the MS to which
sleep policy will be assigned. The probabilities p;, i = 1, ..., M, can interpreted
as the expected proportion of times the sleep policy i is selected (see also [10]). If
Viisk =1 (Vii(x), vii (x), v}ﬁi (), Vii, V,(j)), expires without packet arrivals, then the
MS enters next vacation period, whose length depends on the number of preceding
vacation periods (Fig.3). If the number of consecutive vacation periods reaches up
to a maximum value K;, then the vacation period is fixed to Vg,;, that is Vj; ~

Vk,i.» k > K;, i = 1,..., M. Each vacation period, consists of a sleep period,
during which it powers down its physical components to save power, and a listening
period of fixed length 7;, i = 1, ..., M, during which it wakes up to check whether

there are pending packets. These subperiods alternate until the MS is notified for
buffered packets during the listening period.

In such a case, upon the termination of the listening period (see Fig.3) the MS
enables a start-up S (in order to powered on its components), which is arbitrarily dis-
tributed (S(x),s(x),s* (s),E,E(Z)). Upon expiration of S, the BS transmits the buffered
packets to the MS.

Before proceeding with the analysis, we have to note that in case we neglect the
principle of start-up periods, assume that Vj; «~ V (that is, the vacation intervals
are independent and identically distributed random variables) and that the inactivity
period cannot be preempted by packet arrivals, our model becomes a special case of
a queueing model with a server of walking type, introduced in [9].
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3 General Results

We now focus on the derivation of some crucial preliminary results that are essen-
tial for the following analysis. Define the generalized service time, say A, as the
time elapsed from the epoch the BS starts the transmission of a packet until the
epoch the MS successfully receives it. Denote also by M (A) the number of pack-
ets that arrive during A, and aj(t)ydt = Pt < A < t+dt, M(A) ),

a*(z.8) = 272 [5 e aj(Z/di If ej (1) = e *M“) , then

aj(0) =¢;Ob1Oq + D) em BT, * €, Ob20)02 +

-2
llml

emy_; ()

)]

3 e @b O D" e b0 xS

_ J _
X DN (DT n-1 % € g1, ObN OGN + D em (Db1(1)T
Jj—mi b (17 J=20 mi b (D)7 )
£ em Wby ok D0 T e (Db (T iy, (),
where “*” means convolution and ¢k (¢) is the pdf of the number of customers that

arrive during the second service cycle. Writing an expression similar to (1) we can
obtain,
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= W@+A—Mmfﬂz%ﬁﬁ+k—u)

+ @ [, @G +1 o),

c*(z, ) :ijo/e_‘ Cj(l)ZJdtz — qoBy(s + 4 —Az)
0

(1 —qo)Bg(s+1—2az)°

Define also p = Y| pig;_; + POH?’:lﬁj, pi = Abi,i=1,....,N, py =
Abo/qo. The next theorem investigates the number of zeros of the equation z —
a*(z,s) = 0. Its proof is a simple generalization of Takacs theorem [12].

Theorem 1 For (i) Re(s) > 0, or (ii) Re(s) > 0, and p > 1 the equation 7 —
a*(z,s) = 0, has one and only one root, say z = x(s), inside the region |z| < 1.
Specifically for s = 0, x(0) is its smallest positive real root with x(0) < 1 if p > 1
and x(0) =1 for p < 1. O

Define by V; the time elapsed from the epoch the MS enters the first vacation
period Vy;,i =1, ..., M until the epoch it is ready to receive the first packet. Note
that V; = ©; 4+ S, where ©; is the so called effective vacation period. Moreover,
in order for the effective vacation period to be terminated, at least one packet must
arrive during ®;. Denote also by N (V ) the number of packets that arrive during Vl If
P dt= P <V <t +dt, N(V) = j)and 9z, 5) = X532, [0 e ()2
dt then writing a similar expression as in (1) (see also [6]) we can finally obtain

vK”.(s +A—Az) — v}‘(ii(s + 1)
1- v”;{ii(s + 1)

"Tj‘(z,s) =s"(s+1—A2) |:HK 1 ,m(S +2)

K; k—1
D T v D06+ = h2) — v (s + A))]

=s5"(s + A — 2D (s, 2),

where a)l* (s,2),i =1,..., M (the termin brackets) is the LST of the probability gen-
erating function (pgf) of the number of packets that arrive during the effective vacation
period of type i. Define by H") the duration of the busy period, initiated by i packets.
The busy period is the time elapsed from the epoch a service is initiated until the epoch
the MS enables the inactivity period. If g (1)dt = P(t < H? < t + dt), following
the lines in Takacs [12] (pp. 60—63) we obtain g (s) = foo st (n)dt = x(s),

EMHD) = p/A(1 — p), where x(s) is defined in Theorem 1.

Define by V; the time elapsed from the epoch the MS enters the first vacation
Vii, until the epoch the MS enables the inactivity period, and v;(#)dt = P(t <
\7, < t + dt). By writing down a similar expression as in (1), we conclude that

VEGS) = [y e Vi(ndt =V (x(s),5), i =1,..., M

Define now the regeneration cycle, say W, as the time elapsed from the epoch the

server enables the inactivity timer until the epoch the next inactivity timer is about
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to begin. The concept of regeneration cycle is necessary in order to obtain in the
sequel the probabilities of server’s state (MS’s receiver state). Let w(¢)dt = P(t <
W <r+dt), w*(s) = fooo e S"w(t)dt. Then, by writing an expression similar to (1)

we can finally obtain, w*(s) = Ax (s)lfi;(T)‘S“) +i*(s+2) Zlﬁil pivi(x(s), s). The

expected duration of the above quantities are given fori =1, ..., M,
- 1| Ki—1_ m-1 VK;i Ki—1
EV)=7—, [S +2, szl Vi () + T}‘ﬁ(k)nm:l Vi ()|
2
A =ir)) M ~
EW) = =0 +iT(A) Zi:l piE(V)).

4 The Embedded Markov Chain

Let 7}, be the epoch at which the nth packet is successfully delivered to the MS and
let also X, be the queue length just after 7;,. Then,

X, — 14 Ay, if X, >0
Xnt+1 = 1 Anyr, ifX,=0,0,>0
Opi + Spy1 + Apy1 — 1, if X, =0, 0, =0, withprob.p;,i =1,..., M,

where A, Sy, ©,i, O, are the number of packets that arrive during the nth general-
ized service time, the start-up period for the transmission of the nth packet, the effec-
tive vacation period of type i, and the inactivity period following the nth packet depar-
ture instant. Definitely {X,, n =0, 1, ...} constitutes a Markov chain, and define
also the limiting probabilities 7y = P(X = k), qx = P(Q = k), ax = P(A = k),
s = P(S =k),k=0,1,..., wixy = P(®; = k), k = 1,2,... and their cor-
responding pgfs for [z] < 1, [1(z) = > 02, ek, A(R) = > o axz*, Q) =
S ok, S(2) = D02 skzk.

Writing down the balance equations and employing the generating function analy-
sis we conclude in

M
(z = A@)T(z) = moA(2)[z(1 — q0) + g0 anl P& (2)S(2) — 11, (3)

where A(z) = a*(z,0), Sz) = s*(A — Az), Q,(z) = wi(z,0), Q&) =
Zﬁil Pn2,:(z) and gy = fooo e Mi(t)dt = i*(1). Note that using Theorem 1, for
p < 1, equation z — A(z) = 0 never vanishes inside the unit disk and thus we can
devide and obtain IT(z). Note also that 2 (z) is the pgf of the number of packets that
arrive during the overall mixed vacation scheme. Since I1(1) = 1 we obtain 7y =

- M Ko—1 = rpi-1
rreEm @ Te=T Where E(N(Q) = A 3,2y pal 22 Vin [1520 vy, () +
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vKn” HKn —1
——1I;
1—v Kon .()\.) .
overall mixed vacation scheme.

v (M)], is the mean number of packets that arrive during the

5 Performance Measures

In the following we derive useful performance and energy measures. The mean
number of packets in the system in steady state is given by

2) 2<(2) (1 _ % + sk o -
E(X) = p+ P n A7s )+ 2Xs(1 _l ()u))-i-l (A)(Q+2AsE(N(SZ)))’
2(1 — p) 20 + A5 +i*(V)(E(N(R2)) — 1)) @
o)

n—1-=2 _ Vknn n—1
where @ = 22300 pu [0 VD T, vi ), 00 + 52 L [Ty vi, @,
and

2

@ _;2 Z?’_lgl@) Hi'__l 7, + )Lzbo H] 1
+2Z plzm almHm l61,+2pol_[ q,(qopo+z

Furthermore, using the Little’s law we can easily calculate the mean waiting time
E(D) = E(X)/X. Clearly, the design and the development of energy-aware wire-
less systems require not only such average performance measures but also higher
moments of packet queue length and transmission delay (or their coefficient of varia-
tion), which can be computed by appropriate differentiation of the generating function
(3) and can provide useful information about their distribution. For reasons of space
economy we omit them. Note also that these average measures can also be computed
by the mean value analysis [3].

The MS’s receiver activities are characterized by the regenerative process [11],
which consists of the inactivity period, the start-up period, the modified vacation
period and the busy period. In order to obtain the probabilities of MS’s receiver state
we have to evaluate the mean residence times of the receiver at these time periods
during the regenerative cycle. Let T be the time spent by the MS in the inactivity
period. If i (r)dt = P(r < T <t+db),theni(t) = e—“z(t)+,\e—“(1 —1(t)). Thus,
its LST is given by z*(s) = A% +i*(s + A) and E(I) 1= ’AO‘). Let S the
residence time of the MS’s receiver in start-up during a regenerative cycle. Provided
that the inactivity period has expired, E (§) =i*(A)s.

The time period spent by the MS in the effective vacation period of type n
during a cycle equals ®, and its LST is w)(s) = (s, 1). The mean resi-
dence time in the effective vacatlon period of type n during a cycle is given

by E(Q) = i*WIX ¥ [T Vil ) + = VK""(MH Kl yx (3], where
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[T/L, it = 1 for m < n. Therefore the mean residence time in the mixed vacation
scheme during a cycle is E(2) = ZQ/IZI pnE(2,). Clearly each V;, consists of a
sleep and a listening period, which is fixed and equals 7,,. In order to obtain the mean
residence time the MS stays in this state during a regeneration cycle, say E({) we
have to calculate the mean number of vacations of type n during a cycle, say E ().
Then, E(¢) = ZS/I:I PnE(Z,) T, where

¢, = |1 =1+ K, with probability (1 - v, O T2 0%, 0,
"7 |i = Ka+ 1, with probability (1 —vj (), W) 1=K T8, 0%, ().

Ky—1

n— i—1 1
EG =0 T v ® + = T, vl
- - ~ VKun =

Clearly, if a packet arrives during the inactivity period (with probability 1 —i* (1)),
the timer stops and a busy period is initiated. Then, the mean duration of the residence
time in a busy period during acycle equals E (B7) = (1—i*(A)) E(HY) = %
Assume now that the inactivity period has expired, and the MS enters the sleep mode
(with probability i*(1)). In such a case, the MS will remain in a busy state for a
time period that is the sum of generalized service times of the number of packets
that arrive during the mixed vacation period and the start-up time that is necessary
for the first service. Using Wald’s theorem, E(By) = i*(A) (A5 + E(N(Q2)) E(HD).
Therefore, the total residence time the MS stays in a busy state during a cycle is
E(B) = E(Bp) + E(By) = pE(W).

Clearly, the MSs receiver can be in the following states: in the inactive state (IN),
in the start-up state (ST), in the sleep state of type n,n = 1, ..., M (SL,), in the
listening state of type n (L,) and in the busy state (B). Following Ross [11] the
probabilities of MS’s state are given by

Pu(E(S2,) — E(5n)Th)

P(B)=p, P(SL,) = 5O ,n=1,...,M,
_E(D _ PEGT RN
P(IN) = —E(W)’ P(L,) = —E(W) ,n=1,....M, P(ST) = EW)’ 5

The Power Saving Factor PSF = % gives the percentage of time during
which the MS is turned off and as a consequence does not consume power. Denote
alsoby Cp, Csz,,, Cr,,n=1,..., M, Cin, Cst the power consumption of the MS
receiver in the busy state, in the sleep state of type r, in the listening state of type n,
in the inactive, and in the start-up state respectively. Therefore, the average power
consumption (APC) of the MS is obtained by

M
APC = pCp+ PUNYCiy + D P(L)Cy, + P(ST)Cst

M
+>. _ POSL)Cst,. (6)
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Let us discuss a way about how we can use this model in real devices. When
inactivity period is terminated, the following optimization problem takes place: Given
the mean packet arrival rate, the mean duration of transmission times and an available
set of sleep policies, find optimal values of p;s,i = 1,..., M, zlﬂil pi=1,pi >0
that minimize APC, asking E(D) < §, where § is the maximum delay constraint
(see also [10]). These values provide an optimal sleep mode selection policy.

Denote by U, = /%Efpc, U, = %ﬁ)(l)*), the gain in energy and the
increase in delay due to the employment of our mixed sleep-mode mechanism com-
pared with other sleep-mode mechanisms and ¢, = U, — pUy, where APC*, E(D%),
are the average power consumption and the mean waiting time for other sleep-mode
mechanisms, that we compare with the proposed one. ¢, [7] is a metric to be used for
comparing delay and energy consumption between our mixed vacation policy and
an arbitrary other vacation policy. p is a delay penalty, which reflects the increase in
delay because of the implementation of our mixed vacation policy, and must be set
relatively high for delay sensitive applications and low when the primary focus is to
extend the battery lifetime. Clearly, our policy is efficient to be used when ¢, > 0.

6 Numerical Results

Assume now that all probability distributions are exponential and give the following
default values: N = 2, K| =3, K» =4, K3 = 3, by = 0.33, by = 0.2, by = 25,
g1 = 03,9, = 0.1, gy = 0.05,5 = 0.2, C, = 300 mW, C; = 150 mW,
C, = 90mW, C;, = 100 mW, C;; = 80 mW, C; = 130 mW, 11 = 0.03s,
7o = 0.05s, 73 = 0.025s. The MS chooses among M = 3 sleep policies and with
probability p; = 0.5 adopts the PSC I in IEEE 802.16e such that Vi ~ 25~1vyy,
k =2,3and Vi1 ~ 2371y for k > 3 with ;1 = 0.25. With probability p, = 0.3
adopts the DRX in LTE saving mode such that Viy ~ Vp, k = 1,2, 3 and Vi ~ V7,
k > 4 withvy = 0.2, vy = 0.25, and with probability p3 = 0.2 adopts the PSC II of
IEEE 802.16¢e such that Vi3 ~ V3, k > 1, with v3 = 0.33.

Figure4 provides information about the Energy gain, the PSF, and the APC for
increasing values of A. In Figures “Energy gain vs. A (a,b)”, we provide a comparison
on energy gain between our mixed policy with (p1, p2, p3) = (0.5, 0.3, 0.2) and the
DRX in LTE save mode ((p1, p2, p3) = (0, 1, 0)) for increasing values of A. In the
left-hand figure, we can observe tha our mixed policy is always better than the DRX
mode. In the right-hand figure, when v; (the mean duration of a long DRX cycle)
is large enough, it is better to adopt the DRX in LTE as A takes small values. On
the other hand when v becomes small, our mixed sleep policy can guarantee better
power improvements. As expected in Fig.4 “APC versus A" (“PSF vs. A”), the more
we increase A, the more the APC increases (PSF decreases). The increase in APC
(decrease in PSF) becomes more apparent when i increases.

Moreover, the analytical results has been validated against simulations (see [13]
for more details). We focus on PSF = T,/ Tp, where T is the total observation period
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Table 1 Comparison of the analytical and simulation results

A 0.1 0.15 0.2 0.25 0.3 0.35
PSF (Analytical) | 0.793 0.788 0.784 0.775 0.7438 0.7315
PSF (Simulation) | 0.787 0.7822 0.7814 0.7711 0.7399 0.7253
Error 0.076% |0.0741% |0.03327% |0.051% |0.0527% |0.0855%

in the simulation run, and 7 is the total sleep period within 7p. Table | indicates a
very good match between the analytical and simulation results.

7 Conclusion

We mathematically investigated the power saving in modern wireless systems using
a general queueing model with a probabilistic inhomogeneous vacation scheme, and
amodified service time. The vacation scheme is general enough to describe the sleep
policies that are applied in modern wireless standards, and is able to adopt a mixed
sleep policy that may result in substantial improvements in power usage. Moreover,
the service process properly describes the operation of the incremental redundancy
retransmission scheme used in modern wireless systems.
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Stability Criterion of a General Multiserver
Multiclass Queueing System

Evsey Morozov

Abstract We consider a FCFS multiclass, multiserver queueing system with class-
dependent and server-dependent service times. We find stability criterion of such
a system using the regenerative approach. The key idea is to consider the basic
queue-size process in the saturated system. Then we use renewal theory and a char-
acterization of the limiting remaining regeneration time to establish that the basic
regenerative process is positive recurrent. First we prove a sufficient condition, and
then show that the system is unstable when this condition is violated. Some general-
izations of this system are discussed as well.

Keywords Multiclass multiserver system + Class-dependent and server-dependent
service times - Stability criterion *+ Regenerative method

1 Introduction

Stability of queueing models is one of the most intensively studied topics closely
connected with the rapidly increasing development of communication and computer
systems. Stability analysis of new complicatedly configured computer networks is a
hard and timely problem requiring a refined and laborious mathematical technique,
especially for non-Markovian models. Stability analysis establishes the region of the
predefined parameters where the stationary regime of the basic queueing processes
exists. The literature devoted to stability analysis of queueing systems is vast, and
instead of giving a survey, we mention a few papers describing the state-of-the-art in
the area and covering fluid analysis [7], the method of Lyapunov functions [12], and
the regenerative method [15]. Much less attention has been paid to the models with
nonidentical servers (heterogeneous systems), including partially accessible systems
(see, for instance, [3, 8, 9], where various aspects of the analysis and further refer-
ences can be found). We remark that such systems are not monotone since the service
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times depend on the assigned servers (in contrast to systems with identical servers).
Stability analysis plays a secondary role in the mentioned works. For instance, an
instability condition of a multiserver heterogeneous single-class system is obtained
in the paper [8] as a byproduct of heavy-traffic analysis. The papers directly devoted
to stability analysis are [4, 6, 11], which are closely related to our research. The
analysis in [6] covers two-server system with class-dependent and server-dependent
service times, while for a larger number of servers it is assumed that only one type
of dependence is allowed. The paper [4] extends results of [6] to some networks
with feedback, while [11] analyses the stability of controlled queues with Poisson
inputs. We will show that (under slightly different assumptions) the system we con-
sider can be investigated by the fluid method developed in [6]. Unlike the mentioned
works based on the fluid stability analysis, we apply the probabilistic regenerative
approach to prove stability of a general multiclass, multiserver system with class-
dependent and server-dependent service times. A key element in the approach used is
a characterization of the limit behavior of the remaining renewal time in the process
generated by regenerations. (For more detail see [15].) It is worth mentioning that,
unlike fluid analysis, this approach covers the boundary case when the input rate
equals the maximal capacity of the system. As a result, we find stability criterion for
this system expressed in the terms of given parameters. Stability analysis of queueing
systems has been an intriguing area of research in the past 20 years. We stress the
importance of stability analysis in a practical context because an explicit form of
stability criterion allows to chose minimal capacity of the system to guarantee, in
particular, predefined quality of service requirement.

In summary, the main contribution of this work is a novel probabilistic proof of
the stability criterion for a multiserver, multiclass system with class-dependent and
server-dependent service times. This proof, unlike fluid analysis, covers the boundary
case and allows some useful generalizations.

The paper is organized as follows. In Sect. 2 we describe the basic model. Section 3
contains the formulation and the proof of the main stability result. Section 4 is devoted
to instability analysis, showing that the established condition is indeed a stability
criterion. Finally, in Sect. 5, connections of the basic model with the known models
and some generalizations are discussed.

2 Description of the Model

We consider an M-server multiclass queueing systems with renewal input with the
(i.i.d.) interarrival times {t,, n > 1} with the rate > := 1/Et € (0, 0o) and with K
classes of users. (Throughout the paper we omit the corresponding index to denote a
generic element of an i.i.d sequence.) It is assumed that each new user belongs to class
k with the probability pi, and the input rate of class-k users is then Ay 1= Apy, k =
1, ..., K.ByFCFS service discipline, py is also the probability that an arbitrary user
entering any server is class-k user as well. We introduce the independent sequences
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of the i.i.d. service times {Si("), n > 1} of class-k users at server i with (generic)
service time S;; with rate u;x = 1/ESix € (0, 00), i = 1,..., M. Assume that
Il.(,:' ) = 1, if the nth user entering server i is class-k one, and Il.(,:’) = 0, otherwise
(index n counts users intended for server i only), n > 1. It then follows that

K
Si(n) = > 1S (1)

k=1

is the service time of the nth user at server i. Since, for each k, the i.i.d. sequences
{Ii(,?), n > 1} are stochastically equivalent for all i, then in particular, El;; = pi
for all k. Note that, for each i, the variables {S;(n), n > 1} are i.i.d. with a generic
element S; and the expectation

K
ES;i=> % i=1,..., M. 2)

We assume that each free server can be selected for new service with a probability,
which is lower bounded by a constant d > 0. Let v; () be the number of the users
(in the system) at instant f which are intended for server i, and let v(¢) = Zlﬁil v; ().
Also denote by {f,, n > 1} the arrival instants. Then regeneration epochs {7,,} of
the processes {v(#)} (and other processes describing the system) occur when a user
meets an empty system, and are defined recursively by the following standard way

T+ = ir]:f(tk >Ty:v(t,)=0), n=>0(Tp:=0,inf ¥ := c0). 3)

Remark that at each such an instant the new regeneration cycle is initiated by a class-k
user with the probability py. Let T be a generic regeneration period under zero initial
state, that is, 7 = inf(#x > 0 : vy = 0]v; = 0) provided #; = 0. The process {v(¢)}
is called positive recurrent if [13]

ET < 0o and T; < oo with probability 1 (w.p.1). 4)
If moreover T is nonlattice (for instance, if the input is Poisson), then the stationary

distribution of v(¢) (and other related processes) exists as t — oo [1]. (We call it
Stationary regime.)

3 Stability Analysis

In this section, we formulate and prove the following main stability result. Denote
i =1/ES;, =M w, see(2).
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Theorem 1 Assume that

A< &)
and

[I_IEII{X P(t > Six) > 0. (6)

Then the regenerative queue-size process {v(t), t > 0} is positive recurrent under
arbitrary fixed initial state v(0).

Proof Denote by Ax(t) the number of class-k users arrived in the time interval
(0, t], and let A(r) := D", Ax(t), k =1,..., K. Also denote by D;(¢) the number
of departures from server i in (0, #], i = 1, ..., M. Finally, denote by Dj (1) the
number of departures from server i in (O t] 1f 1t is busy all time [0, ¢], and assume
thatD (0) = 1. Thus, the family of the (zero-delayed) renewal processes { D 1), i =
1, ..., M} corresponds to the saturated regime of the system. It immediately follows
from the renewal theory [1, 16] that both the convergence w.p.1

M K

N .1 ~ .1

Jim 7D =i, lim = 21 Di(1) = u, tgngo;kzlAk(t) =A, (7
1= =

and the convergence in average
1 e I <
Jim SEDi() = i lim o> EDi(0) =y, lim kz EAL) =4 (8)
1= =

hold. Now, for each server i, we use the same service times in the process ﬁi (t) and
in the real departure process D; (t), implying D;(t) < ﬁi () w.p.1 for all z. (Indeed
we use a coupling, and w.p.1 inequality holds actually for stochastically equivalent
processes [1].) Denote

D(t) = ZD (1), A(t) = ZAk(t) D) = ZD ).

i=1

Because A(t) > D(t), it then follows from (5), (7) that

litrll)ioréf%(ﬁ(t) — D) >pu—Ar:=8>0. 9)
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Let

t

1) = /I(v(u) < M)du (10)

0

be the total time in [0, 7] when at least one server is free. (I(A) denotes the indicator
of the event A.) Also denote

t

Ii(t)=/l(vi(u)=0)du, i=1,...,M, (11)
0
and remark that /;(r) < I(t), i =1,..., M; t > 0. Now, for each ¢ and any server

i, we “couple together” the actual service times (in the original departure process
D; (t)) which start in the interval [0, ¢], then shift the obtained renewal sequence to
the origin, and finally invoke the independence between I;(¢) and the service times
that start in interval (t — I; (¢), t]. Then the following upper bound holds:

Ai(1) 1 = Di(t) — Di(1) < Di(t) — Di(t — L:(1)) + 1
<s

s DiLi(0) +1 < DI (1) + 1, (12)

where <;; means stochastic inequality. As a result, the difference A(¢) between ﬁ(t)
and the number of actual service completions D(t) is upper bounded as:

M
A1) =D Ai(t) = D(6) = D(t) < DU 1) + M. (13)
i=1
Thus, by (9),
SN RN N
largégf ;D(I(t)) > lltrgg.}f ;A(t) > 4. (14)

Since f)(t) < oo w.p.1 for each ¢, then it follows from (14) that
I(t) > oo, t — oo w.p.l. (15)

Moreover, by Fatou’s lemma,
AR A
liminf —ED(I (1)) > 8. (16)
t—o0

By (8), for any ¢ > 0 there exists #y such that Eb(t) < (u + &)t fort > tg. Thus,
we have for t > fg:
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t

ED(I(1)) < ED(t) + / EDu)P(I(r) € du) < ED(10) 4 (1 4 €)EI (¢). (17)
0]

Now we obtain from (16), (17) that

t
1 1 8
liminf —EI(t) = - liminf/ Pv(u) < M)du > , (18)
t—>00 t t t—oo n+e
0
implying
limsupP(v(t) < M) > 0. (19)
t—0o0

In other words, there exist §op > 0 and a deterministic sequence z,, — oo such that

iry}f Pw(z,) < M) > &. (20)

Since, for each i, the sequence of the remaining service times {S;(z,), n > 1} is
tight [15], then the remaining workload sequence {W (z,) := Zi Si(zn), n > 1} 1is
tight as well. In other words, there exists a constant C < oo such that

inf P(v(zy) < M, W(z,) <C) > %0. 21

By Et < oo and condition (6), there exist server ig, class kp and constants g9 >
0, € > 0, Cy < oo such that

P(Co >t > Sipk, + €0) = € > 0. (22)

Assume that 7 (ko) = 1 if an arriving user is class-kq, and I (ko) = 0, otherwise.
Now fix some z,, satisfying (20) and, on the event{v(z,) < M, W(z,) < C}, realize
G := [C/gp] independent events

E:={I(ko) =1} N{Co =T > Sipr, + €0}

related to the users arriving since the instant z,,. As a result, we obtain that in the
interval [z,, z, + CoG] a class-kq user arrives which meets at least server iy empty,
and this happens with a probability which is lower bounded by ( pkoe)G > 0. Since
this instant we will realize the events £ and in addition route each new (class-kq)
user to an empty server ig. (The latter is possible with a probability > d.) Thus,
during each interarrival time (which is < Cy, see (22)) the workload being in each
server will decrease not less than by g9. Continuing in a similar way, we see that in a
finite interval [z,, z,+ D] aclass-kq user arrives which meets the system completely
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empty, and it happens with a positive probability y. Moreover, both the length D
of the interval and the probability y are independent of n and the instant z,,. (This
procedure is described in more detail in [13].) It then follows that the remaining
regeneration time at instant z,,

R(zy) :=min(T; — z, : Tj — 24, > 0) & 00, n — oo (in probability).
j

Since the sequence {z,} is deterministic, then R(¢) 75 oo as t — oo, and it follows
that ET < oo [5]. If, in addition, period T is nonlattice and the first regeneration
period 77 < oo w.p.1, then the stationary regime, that is the weak limit v(¢) = v,
exists [1, 16]. (It holds for other queueing processes as well.)

To prove that 71 < oo w.p.1, we note that, by (15), the total time the process
{v(¢)} spends in the compact set M := [0, M] is infinite w.p.1. On the other hand,
we can show as in [15] that the total time the process spends in the set M during
a regeneration period is finite w.p.1. It implies that 77 < oo w.p.1, and thus the
statement of Theorem 1 holds for an arbitrary fixed initial state v(0). The proof is
completed.

4 Instability

In this section, we study the behavior of the queue-size process {v(¢)} when stability
condition (5) is violated. As we will show, in this case no stationary regime exists. We
call system strongly unstable if v(t) — oo w.p.1, and weakly unstable, if v(t) = oo
as t — oo. The following instability result holds for the considered model.

Theorem 2 Assume that condition
A= (23)

holds. Then

(i) if A > W, then v(t) — oo w.p.1 for an arbitrary fixed initial state v(0),

(ii) if » = u, v(0) = 0, and condition (6) holds, then v(t) = oo;

(iii) if .. = p and (6) holds, then no stationary distribution of v(t) exists ast — 00
for any v(0).

Proof To prove (i), we use a coupling to obtain inequality
v(t) = A@) +v(0) = D(1) = A@®) +v(0) — D(0),
implying

()
liminf — > A — u > 0. 24)
t—00 t
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To prove (ii), we remark that v(0) = 0 means that the first regeneration period 7}
has the same distribution as typical period 7. We will use the proof by contradiction,
and assume that ET' < oo, implying 77 < oo w.p.1. Then all processes describing
the system are positive recurrent. Moreover, denote by /o (#) the total time, in interval
[0, 7], when the system is fully empty, and denote by Iy an empty period following
a busy period B during one regeneration cycle. (Within a busy period B at least
one server is occupied.) In other words, the following stochastic equality holds,
T = B + Ip. By condition (22), a regeneration period may contain only class-k
user served by server ig and the following empty period is not less than . This
happens with a probability > py,de. As a result, we obtain that

Elp > pr,dee > 0. (25)

By (25) and positive recurrence, Ip(t) — oo w.p.1 as t — oo. Since v(0) = 0 then
A(r) = D(t) + v(1). Moreover itA is easy to check that, for each i, Io(r) < I;(t) (see
(11)) and that D;(t) — D;(t) > D;(I;(t)) — 1. Then we obtain that

D(t) — A(t) = D(t) — D(t) — v(t) =5 D(Io(1)) — M —v(t), 1 = 0. (26)

By positive recurrence, v(t) = o(t), t — oo. Then, dividing both sides of (26) by ¢
and taking + — oo, we obtain from the regeneration theory [16] and from (25), (26)
that

w—n> tim 2000 bO _ Eb @7
t—o0  [o(t) t ET
This contradicts the assumption A = p implying ET = oco. Now we assume that
v(t) % oo. Then, applying the proof of Theorem 1 after formula (20), we obtain
that ET < oo. This contradiction shows that indeed v(r) = o0, and (ii) is proved.
It remains to consider (iii), in which case 77 #g; T in general. If P(T] < o0) = 1
then we have previous case. Otherwise, if P(7T7 = co) > 0, then (because condi-
tion (6) holds) it is possible to show [15] that v() = oo on the event {T] = oo}.
Hence, there is no stationary distribution of v(¢) as t — 00, and the proof of (iii) is
completed.

5 Concluding Remarks

Consider original M-server model in which service time S;; of class-k user at server
i depends on i only (class-independent service times). Thus, server i rate becomes

1
Mi k=1,...,K,

T ESy’
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and the system is heterogeneous single-class. Because >’; p; = 1, then it follows
that condition (5) remains formally the same:

K M
)LEZ)\.I' <Z,LL[.

i=1 i=1

Assume now that the service rate depends on class number only (server-independent
service times), that is for each class-k user

1
®.— _—  i=1,...,M.
M ESlk7 b 9

Then we obtain a multiclass homogeneous system. Denote p; = At /u®, then con-
dition (5) becomes (after some algebra)zlf=1 Pk < M, which is well-known for a
single-server multiclass system.

Now we show how our basic model relates to the general model considered in [6],
where only a two-server system is considered provided service time is server- and
class-dependent. Moreover, it is shown in [6] and [4] that for more than two servers
stability may depend on whole service time distributions, and not only on the first
moments. First we note that our FCES system is join-shortest-workload. Then, since
each user entering each server i has (generic) service time S; (see (1)), it follows
that the system can be reduced to a single-class system with stability condition (5),
see Theorem 2.5 in [6] (with assumption (6) replaced by the unboundedness of the
interarrival times).

Now we mention some important generalizations of the model, which preserve
regeneration property and can be analyzed by our approach.

Consider a discrete time system with K independent renewal processes. In this
case, it is possible to construct regeneration instants of the merged flow with the rate
A := lim A(#)/t, see [14]. Then one can show that, under appropriately modified
condition (6), stability condition (5) remains the same, provided that the probabilities
pr are defined as lim;_, oo Ak (2)/t = pk.

Another generalization is obtained if the system is originally fed by a regenerative
input, in which case some mild conditions on the structure of the input are required,
see [13].

Finally we mention a modification of the basic model in which changes of posi-
tions of some awaiting users are allowed, but the limits Ax(¢)/t — pj remain
unchanged for all k. In this case stability (5) holds true as well. The latter model
relates to the so-called discriminatory service discipline keeping a trade-off between
queues of different classes (for K = 2 classes, see [10]). Such a model is also closely
related with the system with relative priority (see [2] and references therein). Another
application of this model is the system with multiple reservation [17].
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Performance Analysis of Cluster-Based Web
System Using the QPN Models

Tomasz Rak

Abstract The paper presents the cluster-based web system for that the time rate of
changing a system offer is compared to the users’ interaction time with a system.
Systems with rapidly changing offer are used in different domains including the
electronic trading to build scalable distributed systems. In the paper, such systems
are modeled by queueing Petri nets. The aim of this work was to develop simula-
tion models of Internet system by queueing Petri net modeling environment tool to
performance analysis. Developed models allow to evaluate their performance (e.g.,
response time). In our experimental analysis, we use clustered web environment
with Apache DayTrader benchmark as an e-trading system. It helped to determine
the parameters for the simulation models and then to verify the simulation results.
The paper includes the selected results of models simulation. Our approach predicts
the performance of the given application deploy on a selected platform.

1 Introduction

Modeling and design of Internet systems (ISs) develop in two ways. On the one hand,
formal models which can be used to analyze performance parameters are proposed:
queueing nets (QNs) or colored Petri nets (CPNs) [1-3]. Sometimes elements of
the control theory are used to manage the movement of packages in systems [4, 5].
Experiments are the second way [6]. Application of simulations and experiments
greatly influences validity of the systems being developed. The convergence of sim-
ulation results with the real system results (experiments) confirms the correctness of
the formal modeling methods.
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First, we joined two formalisms. Our earlier works [2, 3, 7] are based on QN
and timed colored Petri nets (TCPN). A distributed IS model, initially described in
compliance with QN rules, is mapped onto TCPN structure by means of queueing
system templates. We have used two types of formal models that have been exploited
in the industry.

In this paper, we consider cluster-based web system (CWS). The CWS is interest-
ing from the practical point of view. We created system models using queueing Petri
nets (QPNs), which allow the performance engineering (PE) analysis. Then, we ver-
ified the constructed models with the real experimental environment as a benchmark.
We considered cases in which the number of requests per second (RPS) is hundreds
or thousands. Such situation may cause a rejection or time increase for a large number
of requests, due to timeliness loss. Waiting requests increase the response time for all
requests. We assume that a large part of requests may concern the system offer, that
could be used by previous requests. Realization of transactions that are related to the
system offer must take into account the results of previous transactions associated
with this system offer [7]. A stock exchange system, where transactions are carried
out online, could be their representative.

Energy consumption in information and communications technology is growing.
Power consumption depends on the load and on the number of running nodes in
CWS. It is therefore important to study ways to reduce energy consumption [8].

The remaining work is organized as follows. Section2 presents CWS architec-
ture. In Sect. 3, we shortly present used formal methods of ISs modeling. In Sect. 4,
we introduce DayTrader benchmark and real CWS (hardware and software). This
section presents experimental environment for formal models verification. Section 5
focuses on the results of queueing Petri net modeling environment (QPME) models
simulation. The final section contains concluding remarks.

2 CWS Architecture

In the case of CWS performance modeling, an IS architecture must be specified. A
typical IS architecture is made up of several layers containing: presentation server,
application server (AS), database server (DBS), and data storage system.

The presented architecture in our approach and earlier [2] has been simplified to
two layers: presentation and application of front-end layer (FE) and back-end layer
(BE) which keeps the system data. Adaptation to the real experimental environment
was the main reason for this simplification. Architecture composed of these layers
is used for e-business systems [1]. The presented double-layer system architecture
realizes the same CWS functions. Functionalities are merged in this architecture,
as opposed to one previous solution [7]. Clustering mechanism is used in FE layer
and allows to process the requests simultaneously. Similar solutions were used in
[1] but with many simplifications and without exact IS parameters. The benchmark
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used in this work has got realistic workload. The approach proposed in this paper
may be treated as continuation and extension of previous solutions [2, 3, 7] with
QPN formalism. The presented architecture components should be considered during
solutions analysis.

3 Queueing Petri Nets

In our solution, we propose QPN formalism [9]. There is a very popular formal
method in functional and performance modeling (performance analysis). These nets
provide sufficient power of expression for modeling and analyzing complex online
systems. The choice of QPN was caused by a possibility of obtaining information of
different characters. The main idea of QPN is to add queueing and timing aspects to
the net places.

Queuing nets (QNs)—quantitative analysis—have a queue and scheduling disci-
pline and are suitable for modeling competition for equipment. Petri nets (PNs)—
qualitative analysis—have tokens representing the tasks and are suitable for modeling
software. QPN have the advantages of QNs (e.g., evaluation of the performance of
the system, the efficiency of the network) and PNs (e.g., logical assessment of the
correctness of the system).

QPN consists of queueing places (resource or state) which consist of two com-
ponents: the queue and depository for tokens which completed their service at the
queue. Tokens, when fired into a queueing place by input transitions, are inserted into
the queue according to the queue’s scheduling strategy. After service, tokens are not
available for output transactions. Tokens are immediately moved to the depository,
where they become available for output transitions [1].

The response time was chosen to analyze from many PE parameters:

i=1

R=>"R. (1)

where n—number of queues, R; = Q; + D;—residence time, Q; = Z;Zl qi—

queue time, D; = fol d;—service demand. Total response time (Eq. 1) is a sum of
all queues and depositories response times in simulation model without client queue
response time (client think time).

4 Real System Environment

Here, we present the results of our experimental analysis. The first goal is to check
the service demand parameters for FE and BE nodes. The second goal is to check
the simulation results.
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Deployment details are as follows: network segment (1 Gb/s) and 6 nodes (HP
ProLiant DL180 G6). Software environment consists of 64-bit Linux operating sys-
tems, Clients Load Generator (CLG), Apache Tomcat Connector (load balancer),
GlassFish 3.1 (as AS—first is Domain Administration Server), and Oracle 11g (as
DBS). All important configuration parameters were described in tables before each
test.

By client business transactions, we mean the operations: Login/Logout, Get
Home, Get Portfolio, Show Quote, Buy Quote, Sell Quote, Show Account, and
Update Profile. Each business transaction emulates a specific type of client session.
The CLG is implemented using multi-threaded Java application connected to Day-
Trader benchmark.

4.1 DayTrader Benchmark

Modern CWS is usually built on middleware platforms such as J2EE. In this section,
we describe used DayTrader performance benchmark, which is available as an open
source application. Real CWS helps to identify configuration parameters. DayTrader
is a suite of workloads that allows performance analysis of J2EE AS. It drives a trade
scenario that allows to monitor their stock portfolio, inquire about stock quotes, buy
or sell stock shares.

Tests have shown that the mean number of RPS for FE layer, on proposed hardware
(one node in FE and one node in BE layer) and software (DayTrader) configuration,
is about 1,400. Respectively, the mean measured number of RPS for BE layer CPU
is about 4,000 RPS and for BE layer I/O about 7,500 RPS.

We can also see (Table 1) that the delay in the requests processing is mainly caused
by the waiting time for service in the BE node in all cases (example for 30 clients),
but the main problem is the performance of the system response time (System—one
node in FE layer and one node in BE layer).

Table 1 Mean response time for: 20 RPS, 120 AS threads and 120 DBS connections

Buy Quote?| Sell Quote| Update Show Quotes| Get Home| Get Portfolio| Show
Profile Profile

30 clients
System (ms)| 13.120 14.058 6.940 5.903 6.115 12.090 5.680
FE+BE (ms)| 10.685 11.713 4.509 3.465 3.713 9.634 3.205
BE (ms) 10.202 11.224 4.229 3.083 3.056 8.733 2.959

2 Buy Quote is only a few percent of all requests (Login/Logout — 4 %, Get Home — 20 %, Get
Portfolio — 12 %, Show Quote — 40 %, Buy Quote — 5 %, Sell Quote — 5 %, Show Account —
10 %, Update Profile — 4 %)[1]
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4.2 Cluster Experiments

Multiple FE servers (1, 2, and 3 nodes) and one BE node are the main configuration
scenario. The structure—cluster environment—configuration is presented in table
(Table?2). One of the most important requests (Buy Quote)! is used in tests 1, 2,
and 3. All requests (All Quotes)—business transactions—shown in Sect. 4 are used
in tests 4, 5, and 6.

Performance is measured in terms of the mean response time of business transac-
tions. As we can see, corresponding tests have similar performance characteristics,
but the mean response time for all requests—business transactions—(tests 4, 5, and
6) is less compared with Buy Quote requests—business transactions—(tests 1, 2,
and 3).

Figure 1 shows the mean response time for more test cases (various number of
clients’ pools) also in multi-node environments with still increasing workload from
30 to 300 clients in 10 equal groups every 30s. In the cases (with various number of
clients’ pools), we can observe that:

e a system consisting of one FE node (1 Node) in the tests (30-90 clients) has a
response time similar to the system with two and three FE nodes (2 Nodes and 3
Nodes),

e a system consisting of three-node (3 Nodes) in the tests (120-180 clients) has a
response time similar to the two-node system (2 Nodes),

e the difference between two-node and three-node systems—2 and 3 Nodes in the
test over 270 clients is far smaller then in the tests for 210-270 clients.

The results of the experiment on a three-node FE cluster show a smaller percentage
increase in the overall system performance. Performance increased by 38 % with a
second node added. By adding a next node, the system will be able to process only
13 % more requests.

Table 2 Input parameters of cluster experiments

Server/parameters Test 1 (Buy Quote), Test 2 (Buy Quote), Test 3 (Buy Quote),
Test 4 (All Quotes) Test 5 (All Quotes) Test 6 (All Quotes)

Client 10.10.10.1 10.10.10.1 10.10.10.1

GlassFish AS nodes 10.10.10.3 10.10.10.4-5 10.10.10.4-6

Oracle DBS node 10.10.10.2 10.10.10.2 10.10.10.2

AS threads pool 30 2x30 3x30

DBS connections pool 40 2 x40 3 x40

Number of RPS 15 15 15

Number of clients? 30, 120, 210, 300 30, 120, 210, 300 30, 120, 210, 300

Experiment time (s) 300 300 300

4 Four subsets in all cases

I Requests class, which has the bigger impact on the behavior of the system (Table 1).
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Cluster Simulation Response Time (One Class of Requests)
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Fig. 1 Mean response time with different number of clients in clustered environments—still
increasing workload

5 QPME Performance Analysis

The QPN model (Fig.?2) is used to predict the system performance. We use the QPME
tool. Computational complexity was described in greater detail in [1].

Servers of the FE layer are modeled using the Processor Sharing (PS) queuing
systems (FE_CPU places). The BE server is modeled by the following queues: PS
modeling a processing unit (BE_CPU place) and First In First Out (FIFO) model-
ing a storage data (BE_I/O place) [2, 3]. FE and BE represent the places used to
stop incoming requests when they await AS threads and DBS connections respec-
tively. Clients are modeled by infinite server (IS) scheduling strategy (Clients place).

ConnecionsPool

o FECPU3 1 “ BE_CPU t6 BE_I/O

Fig. 2 System with FE cluster model
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AS threads and DBS connections are modeled respectively by ThreadsPool and
ConnectionsPool places (Fig.2).

Software and client workload parameters are the same as in the experiment envi-
ronment. Service demands (d) in layers based on experimental results in Sect.4.2:
dFE_CPU = 0.7141118, dBE_CPU = 0.25ms and dBE_I/O = 0.133ms. Service in all
queueing places is modeled by exponential distribution. Initial marking for places
corresponds to the input parameters of cluster experiments (Table2): Number of
clients (number of tokens in Clients place), AS threads pool (number of tokens in
ThreadsPool place), DBS connections pool (number of tokens in ConnectionsPool
place). In these models, we have three types> of tokens: requests, AS threads, and
connections to the DBS. The process of requests arrival to the CWS is modeled
by exponential distribution with the A parameter (client think time equal 66.67 ms)
corresponding to the number of RPS (Table 2).

5.1 Cluster Simulation Results

The model developed in this section is validated by comparing its predictions against
measurements in the real system. The results obtained in simulation modeling using
QPME were compared with experiments based on DayTrader benchmark. Three
application server nodes are available for the validation experiments. As expected
(Fig. 3), overall response time decreases, while the number of nodes increases. How-
ever, in these simulations, response time (for various number of clients) differences
between two-node and three-node systems are lower than between one-node system

Real Cluster Response Time (Buy Quote)
250

200

150
10
5 I
. |
60 90 120 150 180 210 240 270 300

0
30
¥ 1 Node 0 20,47 32,312 100,73 /120,40 140,70/161,89 181,43/203,10 224,75
2 Nodes|11,516/12,598/15,556 18,956/23,271/32,198/85,406 100,73 110,37 122,22
3 Nodes|12,097/11,828/12,898/13,899/17,506/19,177| 23,633 24,093 32,047 68,02

o

Mean Response Time [ms]
o

Number of Clients

Fig. 3 System with FE cluster simulation results

2 A color specifying the types of tokens that can be reside in the place.
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Table 3 Input parameters of simulations (one class of requests)

T. Rak

Model/parameters Simulation 1 Simulation 2 Simulation 3
Load balancer No Yes Yes

FE queues FE_CPU1 FE_CPU1-2 FE_CPU1-3

BE queues BE_CPU, BE_IO BE_CPU, BE_I/O BE_CPU, BE_I/O
ThreadPool place 30 60 90
ConnectionsPool place 40 80 120

A 0.015 0.015 0.015

Number of clients

30; 1205 210; 300

30; 1205 210; 300

30; 1205 210; 300

Simulation time (s)

300

300

300

Table 4 Confidence interval for scenario with three-node in FE layer

Node 30 clients 120 clients 210 clients 300 clients
FE_CPU1 0.792 1.199 242 4.184
FE_CPU2 0.799 1.215 2.459 4.265
FE_CPU3 0.796 1.199 2.348 4.185
BE_CPU 0.278 0.437 0.963 4.118
BE_1/0 0.141 0.174 0.219 0.272

and two-node or three-node systems in the same way as in experiments. Some dif-
ferences between the experiment and simulation results are due to the assumptions
and the use of only one class of requests (Buy Quote) (Table 3).

The convergence of simulation results with the real systems results confirms the
correctness of the modeling methods. The validation results show that the model is
able to predict the performance for different number of nodes in the front-end layer.
The modeling error does not exceed 20 %. A number of different models of realistic
size and complexity were considered. The benchmark was run for 300s per test,
and each test was repeated 10 times to improve the reliability of results. The QPN
model was simulated using the method of non-overlapping batch means method to
estimate steady state mean token residence times. The average predicted response
times are within the 95 % confidence interval of the measured average response times
(Table4). For all the simulations, the confidence intervals were sufficiently small for
the results to be reliable. Our analysis showed that data reported by SimQPN is very
stable.

6 Conclusions

We analyze (PE) the expected performance characteristics (response time) of a given
system as a benchmark. We develop a PE framework for CWS that helps to identify
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performance requirements. This class of systems does not allow simple parallelized
processing, thus a solution to increase the systems efficiency is sought. The study
demonstrates the modeling power and shows how the discussed models can be used
to represent the system behavior.

In most cases, the results of real system tests are the same as those from perfor-
mance simulation models. Despite the simplifications made, and on the assumptions
given, it is possible to conduct an analysis corresponding with the modeled reality.
The results demonstrate the effectiveness of the proposed modeling.

Future research will focus on verifying the system behavior and also the approxi-
mation of PE simulation and experiment results in case of a higher number of request
classes used in simulations. The preliminary results show that adequate modifica-
tions can produce more acceptable level of compatibility between models and real
systems. We also shall study the compromise between perceived average response
time and energy consumption.
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Traffic Engineering: Erlang and Engset Models
Revisited with Diffusion Approximation

Tadeusz Czachérski, Tomasz Nycz, Monika Nycz and Ferhan Pekergin

Abstract Classical Erlang and Engset formulae determining the availability of
channels, loss probability, and characteristics of overflow traffic are still used in
telecommunications. Moreover, they are also interesting for traffic management in
mobile networks and in Internet. They are based on the assumption of Poisson flows
and exponentially distributed time of connections. By means of diffusion approxi-
mation queuing models, we extend these results to the case of general distributions
and transient state analysis.

1 Introduction

Queueing theory was started a hundred years ago by works of Agnar Krarup Erlang,
an employee of Copenhagen Telephone Company, and by Tore Olaus Engset, traffic
analyst and then director of Norvegian Televerket (now Telenor Group). Both of
them were studying—in these days of human operators and cord boards to switch
telephone calls by means of jack plugs—how many circuits were needed to provide an
acceptable telephone service or how many telephone operators were needed to handle
a given volume of calls. Their analysis [1-3] was based on Markov models, they

T. Czachorski ()

Institute of Theoretical and Applied Informatics, Polish Academy of Sciences,
Baltycka 5, 44-100 Gliwice, Poland

e-mail: tadek @iitis.pl

T. Nycz - M. Nycz

Institute of Informatics, Silesian University of Technology, ul. Akademicka 16,

44-100 Gliwice, Poland
e-mail: tomasz.nycz @polsl.pl

M. Nycz
e-mail: monika.nycz@polsl.pl

F. Pekergin
LIPN, Université Paris-Nord, 93 430 Villetaneuse, France
e-mail: pekergin @lipn.univ-paris13.fr

© Springer International Publishing Switzerland 2014 249
T. Czachérski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_26



250 T. Czachorski et al.

assumed that the new connection demands made Poisson process and the duration
of connections was given by a negative exponential distribution.

Erlang results were based on models that are called now, following Kendal’s
notation, queueing M /M /c/c and M /M /c models, see e.g. [4], where starting a
connection is equivalent to an arrival of a customer and connection duration is cus-
tomer’s service time. The first model delivers an expression called Erlang B formula
for blocking probability, i.e. probability p(c) that all ¢ parallel channels are occupied
and the new calls are rejected. If the intensity of incoming Poisson stream is A and the
service intensity at each od the service channels is w, then probability of n occupied
channels is p(n) = p(0)(1/n)(A/w)", n = 0,1, ..., c, probability p(0) is given
by normalisation, >, —o p(n) = 1, and

1/eHhr/w)*

P = o= )

(D

Erlang C formula gives probability that calls are queued, if their queueing is
possible, i.e. Pygir = P(n > ¢) ina M /M /c system having c parallel channels and
no limitations on the number of calls inside. In this system

. 0)(1)”1 for n <
P g(i—i—l)u_p( w) n! orn=c

pn) = 2)
M1
rO)|—) = for n>c,
w)] clct—¢
p(0) is given by normalisation of probabilities, and
o0 c
A 1
Poair = Y_ p(n) = (—) —. 3)
P w) el =2

This solution is valid if C’\—L < 1, i.e. if the steady-state od this system exists.

Engset formula is equivalent to Erlang B formula in case where the population of
potential connections is finite and limited to H connections: it is probability p(c) at
aM/M/c/c/H system. Denote by v the intensity of a single of call. If n calls are
active, the total intensity of the remaining calls is (H — n)v. In this case, blocking
probability p(c) is

ple) = [(’Z )(v/mf} / {go ('Z )(u/m"] 4

and the loss probability defined as the ratio of the lost calls stream to the offered calls
stream
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H
(H — oyp(o) (C)(V/M)C(H—c)v
no(H —nyvp(n) B =6 (" w/wr(H —nyv

Ploss = (5)

If all servers are occupied, the overflow traffic to be redirected to alternative paths
is evaluated with the use of the distribution of customers outsizing ¢ ina M /M /c
model. In particular, the mean and variance of this distribution is computed with the
use of Riordan formulas [5]. There are also other approaches, see e.g. [6].

The significance of the above approach is not only historical, the cited formu-
lae are currently in use in teletraffic engineering, also in mobile networks [7] and
they are propositions to adapt them to modern Internet [8—10]. They result in more
complex Markov models and application of numerical algorithms, e.g. Kaufman—
Roberts recursion [11, 12] and convolution algorithms [13]. Therefore, to make
the model more general, we present below the equivalent results obtained with the
use of diffusion approximation. It allows us to consider non-Poisson input stream
and non-exponential distributions of connections duration by applying G/G/c/c,
G/G/c/c/H models. Diffusion approximation allows us also to study transient
states in case of time-dependent flows to see how the blocking probabilities vary
with time and what is dynamics of the overflow traffic.

2 Diffusion Approximation Approach

The essence of diffusion approximation is the replacement of a stochastic process
N (t)—the number of customers in a queueing system by a diffusion process X (7).
The diffusion equation (6) with appropriate parameters and boundary conditions
determines the probability density function f (x, ¢; xo) of the process and this func-
tion is an approximation of the distribution of the number of customers in the service
system.

f (x, 13 x0) & 8% f(x, 13 xp) p2f Gt x0)
dt 2 dx2 ax ’

(6)

We apply here the approach proposed by Erol Gelenbe in case of G/G/1 and
G/G/1/N stations [14] adapting it to multiple channel and finite population models
where required diffusion parameters are state-dependent.

Let A(x), B(x) denote the interarrival and service time distributions. The distribu-
tions are general but not specified, the method requires only their two first moments:
means E[A] = 1/A, E[B] = 1/ and variances Var[A] = ai, Var[B] = al%. Denote
also squared coefficients of variation Ci = ai)\z, C é = aéuz.

Ina G/G/1/N system, the choice of diffusion parameters is [14]: = X — pu,
o= crf‘)n3 + Oé,u3 = Cik + Clzg,u. The processes N (¢) and X (¢) have then normally
distributed changes with mean and variance increasing in the same way with the
observation time.
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Incase of G/G/1/N queue, the diffusion process should be limited to the interval
[0, N] corresponding to possible number of customers inside the system. To ensure it,
two barriers are placed at x = 0 and x = N. In Gelenbe’s model, when the diffusion
process comes to x = 0, it remains there for a time exponentially distributed with
parameter A and then jumps instantaneously to x = 1. When the diffusion process
comes to the barrier at x = N, it stays there for a time exponentially distributed with
the pa