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Preface

The 29th Annual Symposium on Computer and Information Sciences, held in
Krakow under the auspices of the Institute of Theoretical and Applied Informatics
of the Polish Academy of Sciences, pursues the tradition of a broad-based sym-
posium presenting recent advances in scientific and technical aspects of Information
Technology.

Notable in this year’s event are the presence of new areas such as Quantum
Computing, and the greater emphasis on Network Security via a session (as last
year) that presents some of the results from the EU FP7 Project NEMESYS.

All papers included in the proceedings have undergone an evaluation by at least
two referees, and most of the papers have been examined by at least three referees.
Published by Springer, in the past 3 years each of these proceedings has had some
10,000 full paper downloads, which is equivalent to, on average, over 200 down-
loads per paper.

We therefore hope that this year’s ISCIS 2014 proceedings, the 29th Symposium
in a long series that started in Ankara, Turkey, in 1986, will continue to be useful to
the international scientific and technical community in Computer Science and
Engineering.

London, July 2014 Tadeusz Czachórski
Erol Gelenbe
Ricardo Lent
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New Channel Access Approach for the IEEE
802.15.4 Devices in 2.4 GHz ISM Band

Tolga Coplu and Sema F. Oktug

Abstract The number of indoor wireless communication devices and technologies
employing the ISM band is increasing day by day. As a consequence, co-existence is a
big challenge for tiny, IEEE 802.15.4-based and resource-constrained devices. In this
paper, 2.4 GHz ISM band aggregated traffic is analyzed and a novel channel access
approach is proposed based on the cognitive radio concepts in order to increase free
channel access performance. The performance is evaluated by using the real-world
RF signal strength measurements of an indoor IEEE 802.15.4 node with the presence
of many IEEE 802.11 interferers. The performance evaluation gives promising results
considering free channel access performance.

Keywords Co-existence ·Cognitive radio · IEEE 802.15.4 · IEEE 802.11 ·Channel
access

1 Introduction

We are facing a limited bandwidth when communicating indoor wirelessly. In the
2.4 GHz Industrial, Scientific and Medical (ISM) band, the variety and the number
of devices have a huge impact on the efficient use of the available bandwidth. As a
result, co-existence raises a big challenge especially for the low power devices.

There are very valuable studies on the 2.4 GHz ISM band co-existence to mitigate
the interference [1–5]. These studies especially focus on the co-existence of IEEE
802.11 and IEEE 802.15.4 technologies, because of their asymmetric interference

T. Coplu (B) · S.F. Oktug
Department of Computer Engineering, Istanbul Technical University,
Istanbul, Turkey
e-mail: coplu@itu.edu.tr
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4 T. Coplu and S.F. Oktug

patterns, as stated in [5, 6]. In all these techniques, the main principle is to decrease
the conflicting resources. Since 2.4 GHz ISM band communication technologies are
generally channel based, channel is one of the most important resources. Thus, many
of the schemes in the literature propose dynamic or adaptive channel selection for
better co-existence performance. Second, time is also a very valuable resource. In
wireless media, there is no effective and fully utilized communication under co-
existence. Therefore, determining free time slots has a key role for inner channel
interference avoidance. Finally, space is another resource. Unfortunately, it cannot
be effectively used since communicating devices do not have controlled mobility.
However, there are important transmit power control schemes in the literature for
interference mitigation.

In this work, we focus on boosting 2.4 GHz ISM band inner channel co-existence
performance by using the cognitive radio concepts. The authors consider the IEEE
802.15.4 devices as the secondary users in the cognitive radio networks and the IEEE
802.11 devices as the primary users and introduce a new scheme for the channel
access to be used by the IEEE 802.15.4 devices. The performance of the introduced
scheme is studied under various real-life IEEE 802.11 traffic traces and promising
results are obtained.

This paper is organized as follows: The analogy between ISM band co-existence
and the cognitive radio concepts is given in Sect. 2. Section 3 presents the impacts of
aggregated IEEE 802.11 traffic on the channel access performance of IEEE 802.15.4
devices. In Sect. 4, a new channel access scheme is explained in detail. Section 5
gives the performance evaluation of the proposed scheme using a testbed. Finally,
Sect. 6 concludes the paper by giving future directions.

2 Motivation

In cognitive radio, the users are classified as primary and secondary users [7, 8].
Primary users have higher priority over secondary users in terms of communication
due to a license mechanism. Unlike in the cognitive radio communications, there is
no defined priority access mechanism in license-free ISM bands but a spontaneously
occurring privileged access due to different output power of devices. For example, an
IEEE 802.11 device interferes with a nearby IEEE 802.15.4 device communication
and prevents its channel access or successful transmission whereas the IEEE 802.15.4
device has no such effect on the IEEE 802.11 communication [6].

At this point, it is practical to make an analogy with cognitive radio and adapt its
priority-based user differentiation concept in the ISM band co-existence problem.
Within the scope of this paper, the nodes suppressing the communication of the
neighboring nodes are going to be called as ISM Primary Users (ISM-PU) and
the aggregated heterogeneous traffic generated by these ISM-PUs is going to be
called as Aggregated ISM-PU Traffic. On the other hand, the nodes affected by the
aggregated ISM-PU traffic are going to be called as ISM Secondary Users (ISM-
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SU). However, there are some domain specific differences between these two cases.
Unlike in cognitive radio:

• The number of ISM-PUs is not restricted to one,
• ISM-PUs are not static. They may lose their ISM-PU characteristics in time

because of mobility or change in Radio Frequency (RF) output power (vice versa),
• Devices using the same or different kinds of communication protocols can be the

ISM-PU of the device that is of interest. For example, either an IEEE 802.11 or an
IEEE 802.15.4 device can be the ISM-PU of an IEEE 802.15.4 device interested,

• Primary and secondary terms are not global. A node may not be the ISM-PU of
all its neighbors.

Evaluating all the items above, it is hard to fully adapt cognitive radio concepts to
the ISM band. However, primary and secondary user concepts have been motivating
and also convenient for the proposed scheme in this paper.

3 The Analysis of Aggregated ISM-PU Traffic

In this work, a testbed is designed to analyze the interaction between ISM-PU
and ISM-SU nodes. It is well known that the IEEE 802.11 devices are the major
interferers in the 2.4 GHz ISM band [9–11]. Therefore, as ISM-PUs, we use IEEE
802.11g wireless access points and laptops connected to these access points. As ISM-
SUs, the 2.4 GHz IEEE 802.15.4-compliant hardware is used. Then, the RF Signal
Strength (RFSS) measurements of the communication channel, which is the main
factor for both Clear Channel Assessment (CCA) and Received Signal Strength Indi-
cator (RSSI) values, were recorded by using the 2.4 GHz IEEE 802.15.4-compliant
products in different RF channels.

In our test scenario, two IEEE 802.15.4-compliant products, one of which config-
ured as a transmitter node and the other as a receiver node, communicate periodically
at an interval of 10 ms. In this setup, the transmitter node measures two consecutive
CCA values, and then transmits these measurements to the receiver node with a
unique packet ID. The transmitter node logs the same packet on a computer via
serial wired communication. If the packet is received seamlessly, the receiver node
inserts calculated RSSI value to the packet and sends the packet to a computer via
serial wired communication. Note that, packet loss rate can be obtained by compar-
ing the packet ID logs of the transmitter and the receiver nodes. The measurements
were done for two different scenarios: with an ISM-PU idle (no IEEE 802.11 inter-
ference) communication channel and with an ISM-PU busy communication channel,
respectively. A schematic representation of the testbed is shown in Fig. 1.

The logged CCA and RSSI measurements are presented in Fig. 2. The results show
that when the channel is ISM-PU idle, the mean of CCA measurements is −85 dBm
and the variance is 5 dBm. Since the RSSI measurements are about −55 dBm, the
calculated SIR value is approximately 30 dBm. For such SIR values, packet loss is
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Fig. 1 A schematic representation of the testbed

Fig. 2 500-sample snapshot of CCA and RSSI measurements for the ISM-PU idle scenario

not anticipated except for some particular environments. As expected, no packet loss
is observed in the first scenario.

In the second scenario, called the ISM-PU busy scenario, the same testbed is
used as in the first scenario. However, at this time, the ISM-PU devices around the
laboratory are enabled. In this environment, neither the number of ISM-PUs nor the
traffic pattern generated by them was manipulated. The traffic of the ISM-PU devices
was a result of daily user activities in the offices around. Here, our goal is to examine
the impact of real-world aggregated background IEEE 802.11 traffic on the IEEE
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Fig. 3 500-sample snapshot of CCA and RSSI measurements for the ISM-PU busy scenario

802.15.4-compliant nodes. The CCA and RSSI measurements of the ISM-SU nodes
are shown in Fig. 3. In these tests, the following points are observed:

• The CCA measurements, in the ISM-PU busy scenario, have high variance as seen
in Fig. 3, which is due to the presence of ISM-PU traffic,

• Variations in the CCA values for different samples observed in the measurements
is reasonable, since there are multiple ISM-PUs,

• A detailed analysis of the CCA and RSSI measurements reveal that only in 7.20 %
of the observation period, there is ISM-PU traffic which forces SIR values to be
below 10 dB and this causes a packet loss value of 6.94 %. Note that 10 dB threshold
is selected because in the literature it is shown that 10 dB is a critical value for the
IEEE 802.15.4 standard to have a successful communication [12].

Considering the fact that the communication channel is already ISM-PU idle for
92.8 % of the time, the high packet loss rate of 6.94 % indicates that the periodic
channel access used in the testbed is not efficient enough.

4 Using High Autocorrelation Lag Values for Predicting
the Aggregated ISM-PU Traffic Signals

In the previous chapter, the impact of co-existing Aggregated ISM-PU Traffic on
ISM-SU is investigated using real-world RFSS traces. The testbed results showed
that, in the environment, the ISM-SU packet loss ratio is close to the busy channel
to free channel ratio. The main cause of such a result is that the channel access
scheme cannot detect the co-existing interference literally. With this motivation, the
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Fig. 4 Autocorrelation coefficients calculated for various lag values for ISM-PU busy scenario

CCA measurements gathered from the testbed are studied and then, a heuristic-based
channel access scheme is proposed.

The periodic patterns of the co-existing traffic will be investigated in order to locate
free channel access instants. In this approach, first, autocorrelation coefficients for
varying lag values are calculated from CCA traces to detect the repeated patterns of
the ISM-PU communication. The autocorrelation coefficients for the ISM-PU busy
scenario are depicted in Fig. 4. This figure shows that the autocorrelation coefficients
of some lag values are rather higher than the others. This is the cyclostationary feature
effect of the ISM-PU communication. The proposed scheme assumes that for these
high autocorrelation lag values, it is highly probable that there is co-existing ISM-PU
traffic in the environment. At these instants, channel access of the ISM-SU should
not be allowed.

It should be noted that there is more tha one ISM-PU in the environment. Thus,
clustering these ISM-PUs according to the lag values would be beneficial for ISM-
SUs to utilize the free bandwidth. However, as explained in the previous section, the
ISM-SUs cannot measure the signal strength values of the ISM-PU communication
properly which makes such a clustering impossible. Therefore, we propose to design
a filter by using weighted autocorrelation lag values. This filter is going to be used
by ISM-SU in order to predict the future ISM-PU interference.

In the proposed scheme the autocorrelation values, ck , for different lags, k, are
calculated as given in (1) whereas the maximum and the minimum signal strength
values of the whole trace are given in (2) and (3), respectively.

Ck =
∑N−k

t=1 (qt − q)(qt+k − q)
∑N

t=1(qt − q)(qt − q)
K = 1, . . . , K (1)

CMAX = |max(ck)| K = 1, . . . , N (2)

CMIN = |min(ck)| K = 1, . . . , N (3)
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where qt is the measured CCA value at index t, N is the total number of CCA
samples and K representing the maximum lag value used in the algorithm. In order
to determine the channel access instant for an ISM-SU, a simple filter, fi , is designed
as given in (4).

fi = ci − cMIN

ciMAX − cMIN
i = 1, . . . , K (4)

This filter value is applied to (5). For those values exceeding the control parameter
TTHR, there is a probable ISM-PU traffic in the channel. At these instants where (5)
returns busy channel, ISM-SU access to the channel should be prevented.

ChannelAcess(n + (i × f −1
s )) =

{
free, fi ≤ TTHR

busy, fi > TTHR
, i = 1, . . . , N (5)

where n indicates the current instant, fs is the sampling frequency of the CCA mea-
surements and TTHR is the decision threshold of the proposed scheme. For those
values exceeding the control parameter TTHR, there is probable ISM_PU communi-
cation in the channel. Consequently, TTHR has a direct impact on the aggressiveness
of the predictions made.

5 Performance Evaluation of the Scheme Proposed

The performance of the proposed scheme is compared with two other channel access
schemes and results are given in Table. 1. In Scheme 1, every 10th sample on the
test trace is selected. If the CCA value of this sample is below −75 dBm, this is
recognized as a free channel access. Scheme 2 differs from Scheme 1 in terms of
sample selection where the sample is selected according to uniform distribution
within every 10-sample interval. Finally, in the proposed scheme, the channel access
is scheduled to the instant with the lowest weight value.

It is obvious that the proposed scheme is highly capable of detecting ISM-PU
traffic in the environment. However, we should keep in mind that there are instants
where we predict ISM-PU traffic although the channel is free. This is the False
Positive (FP) situation for our scheme. On the other hand, False Negative (FN) occurs

Table 1 Comparative free channel access performance of the proposed scheme

Scheme 1 Scheme 2 Proposed scheme

# of free channel access 1851 1846 1979

# of busy channel access 149 154 21

% of free channel access 92.55 % 92.3 % 98.95 %

% of busy channel access 7.45 % 7.7 % 1.05 %
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Fig. 5 The percentage of FNs and FPs for varying TTHR values

at the instants when the channel access is allowed although the channel is busy. In
Fig. 5, the performance of the proposed scheme is evaluated based on the FN and FP
rates of the channel access predictions for varying TTHR values where N = 5000,
K = 120 and the ISM-PU traffic in the environment is occupying approximately
0.074 erlang (E). Figure 5 proves that free channel access prediction probability is
inversely proportional to TTHR.

6 Conclusions

In this paper, 2.4 GHz ISM band aggregated traffic is analyzed, by using the adapted
cognitive radio concepts. Then, a novel channel access scheme for the IEEE 802.15.4
devices is proposed. The performance of the introduced scheme is studied under
various real-life IEEE 802.11 traffic logs. It is observed that the technique introduced
gives promising results under the real world test traces, which motivates us to decrease
the complexity of the scheme proposed and embed it to the IEEE 802.25.4 nodes as
a future work.
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A Parametric Study of CPN’s Convergence
Process

Antoine Desmet and Erol Gelenbe

1 Introduction

The Cognitive Packet network [1–4] is a QOS-oriented packet routing protocol,
which is decentralised, distributed and adaptive. The CPN concept emerged in 1999,
and has been applied to several network types: energy-constrained sensor networks
[5], integration with IP networks [6], building graphs [7], etc., and to solve different
problems access control [8], attack defensemechanisms [9], congestionmanagement
[10], emergencymanagement [11] andmore. A comprehensive overview of the work
on CPN can be found in [12].

CPN has the particularity of being based on search techniques [13, 14] using
dedicated exploratory packets, the “Smart Packets” (SPs), which explore various
paths and let CPN maintain a current knowledge of the network. SPs can be issued
by any node, and their next direction is chosen independently by each node they visit.
A variety of algorithms exist to guide incoming SPs, and of particular interest for
this paper, Random Neural Networks (RNNs) [15, 16]. RNNs “learn” which areas
of the network are most worth exploring and direct SPs there. RNNs are hosted on
each node and learn through reinforcement learning, with feedback provided by SPs
which backtrack once they have identified a valid path.

This constant network exploration allows CPN to respond to changes in network
conditions with low latency, yet without conducting extensive or systematic network
searches, thanks to the intelligence provided by the RNNs. The performance and
overhead-efficiency of CPN with RNNs is subject to several parameters. Of interest
in this paper, is the influence of the “drift parameter”, which controls the ratio of SPs
forwarded according to the RNN, as opposed to randomly. To the best of our knowl-
edge, all of the literature on CPN reports on trials of CPN for particular applications,
but provide little to no information on how parameters are set [17, 18]. Our paper
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aims at addressing the gaps in the literature regarding the role played by each CPN
parameter on the algorithm’s performance.

In the following section, we present the CPN algorithm and RNNs in further
detail. These concepts have been extensively covered in the literature, therefore we
limit this introduction to the parts which are strictly relevant to our experiments. The
third section analyses the effect of the drift parameter on CPN’s performance during
the initial knowledge buildup phase (convergence), using a bench-test setup. Finally,
we draw conclusions on the overall influence of each metric and propose directions
for future work.

2 CPN and RNN Operation

CPN relies on a small but constant flow of “Smart Packets” (SP) dedicated to network
condition monitoring and new route discovery. SPs are routed on a hop-by-hop basis,
where each node visited independently decides of their next direction.While a variety
of algorithms canbe used to guideSPs, the aim is to focus the streamofSPs in themost
worthwhile areas of the network, while limiting random or complete graph searches.
To prevent “lost” SPs from wasting resources, they are also given an upper limit on
the number of nodes they can visit. Once a SP reaches its intended destination, it
backtracks along its original path (with loops removed) and shares the information
gathered along the way with every node. By gathering information from returning
SPs, every node is able to build a “source-routing” route table, which is used to guide
regular payload-carrying packets.

2.1 SP Routing

Smart Packets are routed on a hop-by-hop basis independently by each node. A va-
riety of algorithms exist to determine the SP’s next hop: they can be forwarded in
randomly-chosen directions, and will perform a random walk of the network. The
“Bang-Bang” [19] algorithm assumes an a priori knowledge of the network, which
allows nodes to determine an “acceptable” range of route performance. If the known
route falls within the “acceptable” range, SPs follow the best-known route; other-
wise, the node promotes exploration by forwarding SPs at random. This approach
is limited as it relies on a priori knowledge of the graph. Another approach is the
Sensible routing policy [20] which forwards SPs probabilistically, based on the last
path performance returned by each neighbouring node. The main challenge with
this approach is to determine a mapping between path quality and corresponding SP
forwarding probabilities. Approaches based on Genetic Algorithms have also been
presented in the literature [21]. Another approach consists of running a Random
Neural Network (RNN) [15, 16] in each node, and let it “learn” the areas most worth
exploring and directs SPs there.
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2.2 RNNs

Random Neural Networks [15, 16] are a form of neural networks inspired from bio-
physical neural networks, where, instead of having neuron activity defined as binary
or continuous variable, it is defined as a potential, and nodes send “spikes” at random
intervals to one another. RNNs have been applied to various problems, including task
assignment [22], video and image compressing [23], and more. Each CPN node on
the network runs an RNN, and a neuron is associated to each outgoing link. The
node forwards incoming SPs to the node associated with the neuron with the highest
level of excitation. Therefore, the global aim is to “train” the RNN so that the most
excited neurons correspond to the neighbour nodes, which are most worth visiting.
Training is done through reinforcement learning, using the information provided by
successful SPs backtracking along their original path. An in-depth presentation of
the RNN model and training process can be found in [15, 16]. CPN nodes occasion-
ally disregard the RNN’s advice and forward incoming SPs in a random direction to
promote network exploration. This occurs when the RNN is in its initial state, before
any feedback is provided by successful SPs. Past this initial phase, the CPN nodes
also probabilistically forward SPs at random to prevent the RNNs from becoming
overtrained (by sending the SPs on the same paths over and over). Forwarding a SP at
random is referred as “drifting”, and we define the drift parameter as the probability
that an incoming SP will be forwarded according to the RNN’s advice.

3 Experiments

In this section, we present a bench-test of the CPN algorithm, with an aim to reveal
how the drift parameter influences CPN’s performance. Our bench-test focusses on
CPN’s initial knowledge gathering phase: the “convergence” process. This experi-
ment was conducted as part of a project where CPN was used as a routing algorithm
for emergency building evacuations. The graph we use in this bench-test represents
a three-storey building and consists of 240 nodes and 400 edges. Thus, CPN’s aim is
to identify a path from each node towards the nearest “sink”: one of two exits located
on the first floor. Our experimental protocol consists of letting all node send one SP
(we refer this as a “batch” of SPs), and after each batch, we consult the routing table
of each node: a score of Q P = 0 is assigned if the node has not resolved a path yet.
Otherwise, the score correspond to the ratio (expressed as percentage) of the shortest
path’s length (found using Dijkstra’s algorithm) over the length of the path identified
by CPN—so that the score is 100% if CPN identifies the shortest path.



16 A. Desmet and E. Gelenbe

4 Results

Let us consider two trivial case-studies using the extreme values of the drift parameter
to explore its expected influence on CPN’s performance:

DriftParameter = 0. In this configuration, the nodes systematically disregard
the RNN’s advice and forward SPs at random. SPs effectively perform a random
walk of the network, and thus any finite path has a non-zero probability of being
visited through random walk. However, a path involving more nodes, or nodes with
a higher degree is less likely to be visited.

DriftParameter = 1. Let us recall that a newly-initialised RNN which has not
received any feedback has all its neurons in a “tie”. This tie is broken by choosing
one direction at random, thus SPs explore the network at random while searching
for a valid path. As soon as a SP discovers a valid path, all neurons along that path
receive positive reinforcement and become the most excited neurons. Because of
the drift parameter setting, subsequent SPs will not drift and will follow the path of
the most excited neurons (which corresponds to the path of the first successful SP),
and further reinforce them indefinitely. This means CPN will only resolve one single
path per departure node, and there are no guarantees on its optimality, since it was
discovered through a random walk and is never further optimised through random
exploration.

From these two case studies, we can infer that a low drift parameter guarantees
that, given time, the optimal path will eventually be found, however the process
might be extremely slow since the knowledge gathered by the RNN is disregarded.
On the other hand, higher drift parameter values ensure a solution will be reached
rapidly as information gathered by previous SPs is systematically re-used to guide
the subsequent ones. However, this initial solution may be sub-optimal, and further
improvement may be slow or limited because of an over-training phenomenon: the
same sub-optimal path is reinforced over and over.

4.1 Overall Route Quality

Figure1 illustrates the path resolution process for three representative values of drift
parameter. The top graph illustrates the “slow-but-steady” learning process asso-
ciated with low drift parameter values (i.e. mostly random SP movement): over a
quarter of the departure nodes have no valid path by the second SP batch. At the end
of the experiment, some nodes still have no path resolved, yet it is clear that CPN
continues making small but continuous improvements at each step, as the box-plot
gradually shrinks towards 100%. On the other hand, the bottom graph associated to
a high use of the RNNs exhibits the quickest initial path resolution process: CPN
has resolved a path for most departure nodes after sending only one batch of SP.
However, compared with the middle graph (drift parameter= 0.5), the median takes
longer to reach 100% in the long-term, and the box plots remain wider at the end
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Fig. 1 Box-Plot showing the evolution in route quality based on the number of SPs sent. One
sample for each 240 departure node. The top graph shows the “slow but steady” learning associated
to low drift parameters, while the bottom one shows the “quick but approximate” discovery with
high drift parameter

of the experiment. Past a fast learning phase, high drift parameter values lead to
stagnation with sub-optimal values. Finally, the graph in the middle of Fig. 1 shows
a “middle ground” where some of the initial resolution speed is “traded off” for a
sustained higher improvement rate: while it takes five batches of SP for every node
to acquire a path, the quality of the routes by the eighth SP batch is highest across
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all experiments presented. This indicates that CPN’s behaviour can be modulated
through the drift parameter, to meet the needs of applications which place a higher
emphasis on either convergence speed, or solution quality.

4.2 Spatial Convergence

Having considered the overall convergence process of CPN, we now focus on its
spatial features, to see if the convergence rate depends on the node’s location. The
figures arranged in Table1 read as follows: vertically, each graph represents the
path quality at three different stages of the convergence process: after {1, 5, 10}
SP batches. Horizontally, we display the graphs for three drift parameters values:
{0.1, 0.5, 0.9}. Each cell contains a “flattened” view of the building graph, with the
ground floor at the bottom. The graph is colorised in shades of grey where black
corresponds to Q P = 0% (no path) and white to Q P = 100% (optimal path).
Beyond corroborating our previous findings, this graph shows that CPN node in the
following areas converge at a faster rate:

Around the sinks The likelihood of identifying an path during a random search
is increased for shorter paths, and therefore, SPs starting near the sinks are at an
advantage. This explains why route quality globally resembles a gradient function,
where the quality decreases with distance from the sinks.

Main routes We recall that the information gathered by a SP is not only available
to the node which issued it, but is also shared with every node visited along the way.
Therefore, while leaf nodes can only rely on “their own” SPs to gather information
on the network, nodes located near the graph’s backbone will harvest information
from the many SPs transiting through them. This abundance of information helps
them identifying the best path faster. The main corridors (horizontal edges across of
the two upper floors) have a lighter shade than some other areas of the graph, which
may be closer to the exits.

This experiment shows CPN rapidly establishes a “backbone” of high-quality
paths, and then proceeds to explore more intricate areas. This ensures that packets
will not have to travel too far before finding a node with a high-quality path to
the sink. Our measurements show that CPN can be “tuned” to meet the needs of
applications which can compromise on either solution quality, convergence speed or
overhead. The analysis presented in this paper is still insufficient tomake an informed
decision on the optimal values of CPN’s parameters. An extension to this research
would consist of running dynamic bench-tests, where we would modify some edge’s
metric and measure the time taken by CPN to respond. We suspect that the drift
parameter is likely to influence CPN’s dynamic latency, as CPN will have to conduct
a wider search of the graph to detect changes in metrics and identify alternative
paths: this will be largely controlled by the drift parameter. Finally, there are some
parameters which we have not considered, such as the hop count limit or the damping
coefficient, further experimentation should be conducted to determine their effect on
CPN’s performance.
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Table 1 Initial path resolution process across the three floors of the building
Drift = 0.1 Drift = 0.5 Drift = 0.9

1
ba
tc
h
SP

se
nt

5
ba
tc
h
SP

se
nt

10
ba
tc
h
SP

se
nt

The lighter the colour the better the path found by CPN. The figure shows CPN starts by resolving a
“backbone” of high-quality paths (main egress routes), and gradually progresses towards leaf nodes
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Multi-cell Resource Block Allocation
Framework

Fan Huang, Véronique Veque and Joanna Tomasik

Abstract We propose to combine the beamforming technique with Resource Block
(RB) allocation algorithms to improve the performance in OFDMA networks. With
MIMO antennas, the beamforming technique improves the received signal power
which increases the RB’s capacity and reduces the neighbouring cell users’ interfer-
ence. When the inter-cell interference channels are known, the beamforming parame-
ters could be applied to the iterative scheduling methods to enhance the performance
of the beamforming technique, hence increasing the total system throughput.

1 Introduction

In an LTE communication system, the Resource Block (RB) is the radio resource
unit used by User Equipment (UE) to communicate with the Base Station, which is
called evolved Node B (e-NodeB). Numerous RB allocation algorithms have been
proposed to satisfy a specific parameter like the delay [1] or the throughput [3] while
considering the single cell point of view. In these algorithms, the allocation decision
is taken on the state of packets waiting in the UEs’ buffers, the priority of a UE
service and each UE channel capacity. In contrast to the first two parameters which
are UE properties, the channel capacity depends mainly on the UE communication
channels (received power) and inter-cell channels (inter-cell interference). In the
Multiple Input Multiple Output (MIMO) system, the beamforming technique can
be used to increase the received signal power and to decrease interference [6]. This
technique varies the phase of the signals emitted by different antennas to enhance
the performance of MIMO channels.
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Interference control is a key challenge faced by designers of mobile communica-
tion systems. In traditional algorithms, the beamforming technique and other inter-
ference management techniques such as pre-coding, are not considered during the
process of RB allocation, so the inter-cell interference does not change. This means
that Signal to Interference and Noise Ratio (SINR) of each UE is not influenced by
the RB allocation in its neighbouring cells [6].

In opposition to the traditional approach, the beamforming technique requires the
introduction of interference management into RB allocation models. A beamforming
parameter, called a beamformer, is applied to a frequency at the RB attributed to a
UE. This parameter is responsible not only for the UE received power but also for
interference in cells which are neighbours of the cell of the given UE [2]. This means
that the SINR, which may be seen as equivalent to the capacity of the RB, changes
on this frequency in the neighbouring cells, which consequently influences the RB
allocation of these neighbouring cells. In this way, the RB allocation in all the cells
interacts with the beamforming-OFDMA system.

In traditional methods, the RB allocation and the beamforming procedure are
performed separately in different entities:

1. RBs are allocated to UEs.
2. When UEs get an RB, the system executes a beamforming procedure to increase

the RB capacity.

We consider that these two steps are dependent: the RB allocation is determined
by the UE’s capacity, but the capacities are also influenced by the beamforming
technique. The decision of RB allocation and beamforming should be determined
jointly to improve the performance of multi-cell networks.

We propose an iterative method to allocate an RB and to find the best beamforming
parameter at the same time.1

The rest of this paper is organized as follows. Section 2 introduces the single
cell version RB allocation algorithm and the beamforming techniques, defines the
multi-cell network model with the beamforming technique. Section 3 deals with the
problem of the multi-cell RB allocation, using concepts such as an iterative method
and two-level optimization. Section 4 presents the simulation results. Section 5 pro-
vides conclusions and ideas for further research in this area.

2 Work Related to the System Model

The main RB allocation algorithms [1–4] consider the single cell point of view and
aim at optimizing a specific parameter like delay or throughput depending on channel
capacity. The channel quality is highly time-varying and is given by the channel state

1 SYSTEMATIC PARIS-REGION and the SOAPS.2 project are supported by the French Ministry
of Industry, the Île-de-France Regional Council, the department of Essonne, and the department of
Yvelines.
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information (CSI) in an LTE system [5]. The Maximum Throughput (MT) [1] is the
basic algorithm. It computes the UE capacity on each RB and allocates the RB, whose
capacity is maximal, to the UE. We use this algorithm as an example to present our
framework, and start by describing the classical approach to interference control with
the use of beamforming.

The operator allocates the RBs in a multi-cell network made up of a central cell
and J − 1 neighbouring cells with the same assigned frequency. There are I UEs
in each cell. Let j denote any of these J cells, and i j denote a UE in the j th cell.
The working frequency contains M RBs. As all the sub-carriers are orthogonal, the
inner-cell interference is supposed to be equal to zero. SINR is influenced by the
attribution of RBs on the same frequency in the network and their corresponding
beamforming vectors.

To change the directionality of the array when transmitting, a beamformer controls
the phase and the relative amplitude of the signal at each transmitter. Assuming the
phase and the amplitude of the first antenna have the standard value, and the phase
from the other antennas has [−π, π ] difference with the first antenna, the amplitude is
(0,

√
N − 1) times that of the first antenna, where N is the number of antennas. The

phase and the amplitude of signals from multi-antennas could be presented by beam-
forming vectors: 1√

N
[|r1|eiφ1 , ..., |rn |eiφn , ...], where |rn| represents the amplitude

of the signal from the nth antenna and φn stands for the phase difference.
Our improvement of the RB allocation algorithm is based upon the cooperation

with the beamforming. In the traditional multi-cell network, the choice of beamform-
ing vectors is based on two factors: the received power and the neighbouring cells’
interference. Some beamforming schemes are introduced [7–10] to find a trade-off
between increasing the received signal power and reducing interference.

The eNode-B in each cell is located at the centre and contains NT transmitting
antennas. It is assumed that each UE has NR receiving antennas. During the reception
of a signal from the e-NodeB, a UE suffers from inter-cell interference from its
neighbouring cells on the same frequency. The SINR combining at the UE i j in the
j th cell is expressed as in [10]:

SINRm
i j

= P||Hj,i j ω
m
j ||2

∑
k∈Φ( j) |ωm∗

j H∗
j,i j

Hk,i j ω
m
k | + σ0

, (1)

where Hk,i j ∈ C
NR×NT denotes the communication channel matrix between the

e-NodeB in the kth cell and the UE i j , ωm
j ∈ C

NT denotes a transmit beamforming
vector of the e-NodeB in the j th cell on the frequency of RB m, Φ( j) indicates a
group of neighbouring cells around the j th cell, and σi j represents a white Gaussian
noise vector at UE i j with the power of each entry σ0. The average signal power is
noted as P . We assume that each UE perfectly knows the CSI value of its communi-
cation channel Hj,i j and interference channel Hk,i j , k ∈ Φ( j) based on the feedback
channel. Each e-NodeB selects its transmit beamforming vector ωm

j according to the
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same codebook F which is defined in [10]. Hence, SINR at the UE side in the j th
cell on the frequency of RB m depends on the transmit beamforming vectors in each
cell.

The modifications which we propose to introduce into this model are explained
in detail in the next section.

3 Proposed Multi-cell RB Allocation with Beamforming

In the conventional RB allocation methods, the beamforming vectors are chosen after
the RB allocation. In our optimization problem, the RB choice is also a function
of beamforming vectors i j (ω

m
1 , ..., ωm

J )∗. When beamforming vectors change the
allocation is different because the UE’s capacity varies as a result of SINR, according
to Eq. (1).

On the other hand, the beamforming vectors are also determined by the UEs’
channel quality, because the vectors {ω∗

1, ω2
∗, ..., ω∗

J }(i1, ..., i J ) are also a function
of UE’s channel matrix H .

The classical solution based on the greedy approach is to allocate the RB having
the highest capacity to a UE [1]. Put differently, we find the UE with the highest SINR
in each cell, and we make an allocation decision for them on RB m: Pm

0 = (i1, ..., i J )

a group of UEs which gets this RB in each cell. After the RB allocation, we apply the
beamforming to the antennas to increase the channel capacity for each chosen UE.
Denoting the set of beamforming vectors asWm

0 , which contains (ωm
1 (0), ..., ωm

J (0)).
With the allocation decision and beamforming vectors, we can estimate the total
system throughput Rm

0 on RB m.
Because the scheduler in each cell will influence the neighbouring cell interfer-

ence, the sum of each cell’s maximum throughput is not necessarily equivalent to
the maximum of the total network throughput.

We should enumerate over all combinations of the UE channels and beamforming
vectors to find the expected maximum total network throughput. The computation
complexity is thus exponential, O(IF), where ||F|| is the number of elements in the
beamforming codebook F. For this reason, the exact allocation solution cannot be
obtained in a reasonable time.

We propose a heuristic method of complexity in O(I × ||F||). The orders of the
iterative schemes which we propose to compute interference are depicted in Fig. 1.
These two schemes will be applied to the next two algorithms, and the difference
between them is analyzed and compared in Sect. 4.

We define two loops in our modified algorithm. In the internal loop, we allocate the
RBs in J cells, starting from cell 1 until J ; in the external loop, we repeat the internal
loop to improve the allocation. Our improvement of the RB allocation algorithms is
based upon the cooperation of the beamforming technique.
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Scheme 1 Scheme 2

Fig. 1 Multi cell enumeration schemes

Fig. 2 Traditional process
diagram RB Allocation RB Capacity

Beamforming
Vectors

Interference
in Cell j

Interference
Channel

Beamforming
Vectors

SINR in
Cell Φ( j)

RB Allocation
in Cell Φ ( j)

Cell j

Cell Φ( j)

Cell Φ( j)

Cell j

3.1 Internal Loop

The allocation of RBs is made sequentially cell after cell. In the first cell, our only
objective is to maximize the SINR on RB m:
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Fig. 3 Modified algorithm
diagram Internal Loop RB Capacity

Cell 1 to J

Throughput
Increment

Interference
Channels

Allocation
Stop

yes

no

max
i j ,ω

m
j

P||Hj,i j ω
m
j ||2

Ii j (W
m
j−1(l)) + σ0

, (2)

where

I(i j )(W j−1(l)) = P

||Hj,i j ω
m
j (l)||

∑

ωm
k (l)∈W j−1(l)

|ωm∗
j (l)H∗

j,i j
Hk,i j ω

m
k (l)|, (3)

UE i∗1 which has the highest SINR gets the RB. The corresponding beamform-
ing vector is ωm∗

1 (l). We denote the new allocation decision on RB m as P
m
1 (l) =

(i∗1 , i2, ..., i J ) and beamforming set as Wm
1 (l) = (ωm∗

1 (l), ωm
2 (l −1), ..., ωm

J (l −1)),
where l is the number of the external loop executions as described in Sect. 3.2. At the
lth loop, we estimate the total system throughput Rm

1 (l), compare it with traditional
system throughput Rm

0 . If step Rm
1 (l) ≥ Rm

0 , we apply the new allocation policy and
beamforming vectors in the 1st cell. If Rm

1 (l) < Rm
0 , we keep the traditional solution

(as shown in Fig.. 2): Pm
1 (l) = P

m
0 and W

m
1 (l) = W

m
0 .

For the j th cell ( j = 2, 3, ..., J ), we consider the beamforming vectors of the
former j − 1 cells. Thanks to Eq. (2) we can obtain the allocation policy P

m
j (l) and
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beamforming set Wm
j (l). As before, we compare the estimated data rate Rm

j (l) and
Rm

j−1(l), if Rm
j (l) ≥ Rm

j−1(l), the final allocation policy is Pm
j (l) and beamforming

set is Wm
j (l). Otherwise we continue to use the former allocation policy P

m
j−1(l) and

beamforming vector Wm
j−1(l). An internal loop run will thus produce an allocation

at least as good as a classical one. The numerical complexity of this algorithm is
O(I × ||F||).

3.2 External Loop

When the internal loop terminates at cell J, we get a new RB allocation policy Pm
J and

beamforming vectorWm
J . Based on the new beamforming vectors in the neighbouring

cells, we may allocate this RB to another UE and the corresponding beamforming
vector to increase the system throughput. So we repeat the internal loop (as shown
in the Fig 3):

Modified Multi-Cell Maximum Throughput Algorithm
Initialize l ← 1, set Pm

0 = P
m
J (l), Wm

0 = W
m
J (l)

repeat
l ← l + 1
Repeat the internal loop from cell 1 to J
Estimate system throughput Rm

J (l) on RB m
Update the new P

m
0 and W

m
0

until Rm
J (l) ≤ Rm

J (l − 1)

After the external loop, we get the final allocation policy P
m
J (l) and beamforming

vector Wm
J (l). Here we give a proof for the convergence of our algorithm.

Proof From the definition of the algorithm, we can conclude that the system through-
put is not decreasing in each loop:

Rm
j (l) ≥ Rm

j−1(l), Rm
j (l) ≥ Rm

j (l − 1), (4)

The RB capacity function R(SINR) is a step function [2] so the system throughput
function Rm

j (l) is also a step function. The property of the step function is: if Rm
j (l) >

Rm
j (l − 1), Rm

j (l) − Rm
j (l − 1) > Δ, where Δ is the minimum difference between

two neighbouring steps of R(SINR).
Because the white noise is always presented, we can estimate an upper bound

Rm
upper for the system throughput on this frequency by ignoring the interference:

Rm
upper = max

P,W

J∑

j=1

P||Hj,i j ω
m
j ( j)||2

σ0
. (5)
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The number of loops L satisfies that:

L <
Rm

upper − Rm
0

Δ
(6)

From Eqs. (4) and (6), we can conclude that our multi-cell maximum throughput
algorithm is convergent.

Because the convergence of the algorithm, the algorithm stops after several times
of internal loop, the complexity remains at the level of O(I × ||F||).

4 Numerical Results

In this section, we compare the performance of our modified multi-cell RB allocation
algorithm with its single cell version. Our performance evaluation is made using LTE-
Sim [11], a simulation package which provides a library of all LTE functions and
architecture. We modified the source code of this simulator and added the MIMO
channel model to complete our simulation.

In our simulation setup, the bandwidth of the LTE network is 5 MHz and 25 RBs
are available at the same time [5]. The radius of the cell is 1 km and the number of
UEs per cell increases gradually from 20 to 60. The UEs are uniformly distributed
in the cell by the distribution function of LTE-Sim [11]. They are divided into two
groups, the centre group includes 50 % of the UEs who are nearest to the e-NodeB,
the edge group is the rest of the UEs. The Transmission Time Interval (TTI) is fixed
to 1 ms, and an individual simulation time run lasts 100 s. We perform a series of
simulation runs in order to obtain results on a confidence level α = 95 %. We repeat
simulations 100 times, which is sufficient to get the confidence level assumed and
calculate the average value and variance of each performance criterion. Because the
channel is fast-fading and simulation time is long, the confidence intervals are very
small and for this reason we do not mark them on the Figs. 4 and 5.

We run simulations for the MT algorithm with the infinite buffer service because
it is used to maximize the system throughput.

We first compare the throughput improvement of our modified algorithms. Our
method improves the effect of beamforming, so Figs. 4 and 5 show that the RB
capacity is higher than the conventional algorithm, the average throughput per UE
is about 10 % higher on the cell edge and 5 % in the cell centre.

The interference is higher on the cell edge than in the centre, and our proposed
method decreases the interference significantly, so the average throughput per UE
on the cell edge group increases more than in the cell centre. In the centre of the
cell, the interference is exponentially reduced because of the path-loss, so the beam-
forming technique is mainly used to increase the received signal power, hence the
enhancement is not as high as on the cell edge.
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Fig. 5 Cell edge throughput

Our modification increases the throughput in two ways:

1. Choosing the best ||Hj,i j,h ω
m
j || to increase the received signal power, enumeration

schemes in Fig. 1 benefit from this advantage, and for this reason, they have the
same improvement in the cell centre.

2. Adjusting the inter-cell channels
∑

k∈Φ( j) ||ωm∗
j H∗

j,i j,h
Hk,i j,h ω

m
k || to limit the

interference, in scheme 1 we consider the interference channel information from
fewer cells than in scheme 2. For this reason the interference management effect
in scheme 1 is worse compared to scheme 2. This effect leads to a less significantly
improvement in the large interference area, namely on the cell edge.

Figure 6 presents the average improvement of each external loop in our modified
algorithm. The throughput improves greatly in the first passage of the external loop.
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The further loop executions do not increase the throughput significantly. Simulation
makes us observe that the algorithm converges quickly and throughput stabilizes
after five or six repetitions.

5 Conclusions and Perspectives

In this paper, we presented algorithm of RB allocation working with the beamform-
ing technique for multi-cell networks. We took into account the interference resulting
from the RB allocation performed in the neighbouring cells. This increases the chan-
nel’s efficiency by adjusting the interference of each cell. We proposed an iterative
method to reduce the computation complexity and to improve network performance.
Compared to single cell version algorithms, more control channel information should
be shared among all the cells.

Our method has an enhancement of about 5 % in the cell centre and 10 % on the
cell edge. It can also be applied on the other RB allocation algorithms like EXP Rule
and Log Rule. With a polynomial complexity, the network considerably benefits from
our mechanism on the cell edge, which is obviously the most prone to suffer from
interference. This feature is particularly important in security wireless infrastructures
because they must meet very high QoS (Quality of Service) requirements.

We analyzed different cell orders according to which beamforming control mes-
sages are transmitted. We kept the reduction of this overhead in mind. Comparing
enumeration schemes 1 and 2, more sharing of channel information leads to better
performance. Scheme 2 has better improvement on the cell edge because it has more
neighbouring cell information to reduce interference. To extend the J -cell network
to one with an infinite number of cells, scheme 1 is more adapted because it needs
less neighbouring cell beamforming information.
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Our future work is to incorporate cooperation among cells during the RB allocation
to enhance performance without increasing complexity.
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An Implementation of Voice Over IP
in the Cognitive Packet Network

Lan Wang and Erol Gelenbe

Abstract Voice over IP (VOIP) has strict Quality of Service (QoS) constraints and
requires real-time packet delivery, which poses a major challenge to IP networks.
The Cognitive Packet Network (CPN) has been designed as a QoS-driven protocol
that addresses user-oriented QoS demands by adaptively routing packets based on
online sensing and measurement. This paper presents our design, implementation,
and evaluation of a ‘Voice over CPN’ system where an extension of the CPN routing
algorithm has been developed to support the needs of voice packet delivery in the
presence of other background traffic flows with the same or different QoS require-
ments.

Keywords Cognitive packet network ·Voice over CPN ·Quality of service ·Exper-
imental implementation

1 Introduction

In the current ‘All IP’ era, IP networks are required to guarantee Quality of Service
(QoS) for a vast variety of communication services and users [1], especially for
real-time voice services, which have stringent QoS constraints. In the past decade,
many QoS approaches such as IntServ&RSVP, DiffServ and MPLS were proposed,
yet with limited effect. While networks must be monitored and measured [2, 3]
for performance in terms of loss [4], delay, packet desequencing [5], for topology
purposes [6] and reliability [7], mathematical models are also used [8] together with
measurements and simulations.
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The Cognitive Packet Network (CPN) has been designed as aQoS-driven protocol
that addresses user-definedQoSdemands by routing packets in themanner that adapts
to the varying network conditions based ononline sensing andmeasurement [9–11]. It
was developed under the open-source platform Linux, incorporated into IP protocols
and running as a loadable kernel module at any linuxmachine, whichmade it feasible
to construct a large and measurable CPN testbed carrying many network services. It
has also been used for organised exit paths for emergency management operations
[12, 13].

In CPN, QoS requirements specified by users, such as Delay, Loss, Energy
[14, 15], or a combination of the above, are incorporated in the ‘goal’ function,
which is used for the CPN routing algorithm. Three types of packets are used by
CPN: smart packets (SPs), dumb packets (DPs) and acknowledgments (ACKs). SPs
explore the route for DPs and collect measurements; DPs carry payload and also
conduct measurements; ACKs bring back source routing information for the DPs.
SPs discover the route using random neural network (RNN)-based reinforcement
learning (RL) [16–18], which resides in each node. Each RNN in a node corresponds
to a QoS class and destination pair [19] with each neuron representing a outgoing
link from the node. The arrival of an SP for a specific QoS class at a node triggers
the execution of the RNN algorithm with the weights updated by Reinforcement
Learning (RL) using QoS goal-based measurements, whereby routing decision are
based on selecting the output link corresponding to the most excited neuron [20, 21].

At the sender in a VOIP application installed at a CPN node, the original analog
voice signals are sampled, encoded and then packetised into IP packets by adding
RTP header, UDP header and IP header. These packets travel across the IP network
employing the CPN protocol, where IP-CPN conversion is performed at the source
node by encapsulating IP packets into CPN packets. Previous research has reported
the ability of CPN to alleviate delay, jitter, packet desequencing and packet loss for
real-time traffic by smartly selecting the path that provides the best possible QoS
required by a user (or an application) [20, 23], and thus the packets in a voice traffic
flow may traverse different paths over the CPN network. At the receiver, packets are
queued in a buffer to reduce jitter while reordering algorithm and loss concealment
techniques are applied before the recovery of the original voice signals. Packets that
arrive later than the required playback time or those that provoke buffer overflow,
are discarded, contributing to the end-to-end packet loss.

This paper presents an extension of CPN structured as in Fig. 1, to support the QoS
of voice packet delivery in the presence of other background traffic flows with the
same or different QoS requirements. The resulting system was evaluated in order to
select the QoS goal that provides better performance for all network load conditions.
Furthermore, we study the correlation of voice packet end-to-end loss with path
switching induced by the adaptive scheme that is inherent to CPN.
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Fig. 1 VOCPN system structure [22]

2 Voice Over CPN Supporting Multiple QoS Classes

This section presents the incorporation of ‘Jitter’ minimisation into the goal function
used by CPN in order to match the needs of voice delivery, as well as the extension
of CPN that supports multiple QoS classes for multiple traffic flows simultaneously.
In RFC3393 and RFC5481 , ‘Packet Delay Variation’ is used to refer to ‘Jitter’.
One of the specific formulations of delay variation implemented in the industry is
called Instantaneous packet delay variation (IPDV), which refers to the difference in
packet delay between successive packets, where the reference is the previous packet
in the stream’s sending sequence so that the reference changes for each packet in the
stream.

The measurement of IPDV for packets consecutively numbered i = 1, 2, 3, . . . is
as follows. If Si denotes the departure time of the ith packet from the source node,
and Ri denotes the arrival time of the ith packet at the destination node, then the
one-way delay of the ith packet Di = Ri − Si , and IPDV is

IPDVi = |Di − Di−1| = |(Ri − Si ) − (Ri−1 − Si−1)| (1)

To fulfill the QoS goal of minimising jitter, online measurement collects the jitter
experienced by each dumb packet. Since in CPN each DP carries the time stamp
of its arrival instant at each node along its path, so when a DP say DPi arrives at
the destination, an ACK is generated with the arrival time-stamp provided by the
DP. As ACKi heads back along the inverse path of the DP, at each node the forward
delay Delayi is estimated from this node to the destination by taking the difference
between the current arrival time of ACKi at the node and the time at which the DPi

reached the same node [20], divided by two. This quantity is deposited in themailbox
at the node. The instantaneous packet delay variation is computed as the difference
between the value of Delayi and Delayi−1 of the previous packet in the same traffic
flow as defined in (1), and jitter is approximated by the smoothed exponential average
of IPDV with factor a smoothing factor 0.5:
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Ji = Ji−1

2
+ Ji

2
(2)

Then, the updated value of jitter is deposited in the node’s mailbox. When a subse-
quent SP for the QoS class of Jitter and the same destination enters the node, it uses
the value from the mailbox to compute the reward Rewardi and in turn update the
weights of the corresponding RNN, which is then executed to decide the outgoing
link [20].

Rewardi = 1

Ji + ε
(3)

where ε is used to ensure the denominator is non-zero.
We enable CPN to support multiple QoS classes simultaneously, for multiple

flows that originate at any node and each flow is routed based on its specific QoS
criteria, the following steps are needed: (1) The traffic differentiation is conducted
relying on source MAC (or IP), destination MAC (or IP) and the TCP/UDP port
of the applications. For instance, the VOIP application ‘Linphone’ originates voice
packets with its dedicated SIP port (5060) and audio port (7080) residing in the fields
of the UDP header. (2) The QoS class definition is based on the QoS requirements
of different users or applications, which is configurable and loaded into the memory,
while CPN is being initiated. (3) CPN treats each traffic flow according to its QoS
class using multiple RNNs at each node, where each RNN corresponds to a QoS
class and a source-destination pair.

3 Path Switching, Packet Reordering and Loss

CPN adaptively selects the path that provides best possible QoS requested for traffic
transmission, leading to possible path switches. Trafficmay suffer packet desequenc-
ing and loss if paths switch excessively. Accordingly, we are interested in examining
the correlation between undesirable effects such as packet desequencing and end-
to-end loss, and path switching. In the following sections, we described methods to
carry out measurements and statistics for the three metrics.

For a given flow in CPN, the routing information explored by SPs is encapsulated
into the CPN header for each DP as it originates from the source node, whereby the
path used by each DP can be detected. The metric we are interested in is the ‘Path
Switching Ratio’, which is defined as the number of path switches (Qpath) in a given
flow during the time interval being considered being divided by the total number of
packets forwarded (N ), as well as the ‘Path Switching Rate’ (Ratepath) defined as
Qpath being divided by the time interval (T ).

Packet reordering is an important metric for voice because packets have to be
played back sequentially at the receiver in the same order that they have been sent.
Thus, packets arriving earlier than their predecessors have to be buffered for reorder-
ing. We measure it according to the recommendation from [24], which is based on
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the monotonic ordering of sequence numbers with a constant increment (denoted
by Seqinc). Specifically, in CPN packets are identified successively in the sending
sequence with increment of ‘1’. To detect packet reordering, at the receiver we repro-
duce the sender’s identifier functionwhere the variable Next Exp is used to represent
theNext Expected Identifier, which is incremented by Seqinc once the in-order packet
arrives. Given S is the identifier of the current arrival, if S < NextExp, the packet is
reordered, else update NextExp ← S + Seqinc.

To quantify the degree of desequencing, we also defined the ‘Packet Reordering
Ratio/Rate’ and the ‘Packet Reordering Density’ denoted by Densityr , so that we
may differentiate between isolated and bursty packet reordering as well as tomeasure
the degree of burstiness of packet reordering, which may affect the packet drop rate
of the resequencing buffer at the receiver. Densityr is calculated as:

Densityr+ =
{

Cout2r for bursty packet reordering
Coutr for isolated packet reordering.

(4)

where Coutr is the number of successively reordered packets; it resets to zero when
the in-order packets arrive and is incremented when reordering occurs.

The recommendation in [25] states that packet loss should be reported ‘seperately
on packets lost in a network, and those that have been received but then discarded
by the jitter buffer’ at the receiver for real-time packet delivery, because both have
an equal effect on the quality of voice services, which is also denoted as packet
end-to-end loss.

Packet loss within the network is detected for a packet that is sent out but not
received by its destination node based on the matching of the packet identifier, the
source and destination IP address. The resequencing buffer at the receiver is neces-
sarily of finite length so that packets arriving to a buffer that is full will be discarded,
and packets will have to be forwarded after a given time-out even when their prede-
cessors have not arrived in order to avoid excessive time gaps with their predecessors
that have already been played back. Thus, packets that arrive later than the expected
playback time will also be discarded. As we cannot get directly access to the run-
time version of the VOIP application, we had to simulate the operation of a jitter
buffer, which employs resequecing so as to study packet discards and the buffer
queue length, and their correlation with packet reordering and packet loss. We also
defined the ‘Packet (end-to-end) Loss Ratio/Rate/Density’ consistent with (4).

4 Experimental Results

Our experiments were carried out on a wired test-bed network consisting of eight
nodes with the topology shown in Fig. 2, whereby multiple paths are available for
packets delivery between arbitrary source-destination pair. CPN was implemented
as a loadable kernel module [19] running under linux 2.6.32 at each node. Adjacent
nodes are connected with 100Mbps Ethernet links.
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Fig. 2 CPN testbed network topology in the experiment
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Fig. 3 The performance for voice traffic under varied background traffic conditions

We installed ‘Linphone’, a VOIP phone, at each node in the network testbed to
generate actual voice traffic, while UDP traffic generation applications are running to
introduce background traffic flows with a range of data rates to vary load conditions.
As human listeners of voice are sensitive to the time-based QoS metrics ‘delay’ and
‘delay variation’, our experiments were conducted with voice traffic and one of the
two QoS requirements, in the simultaneous presence of several background traffic
flowswith the same or the otherQoS goal for the duration of tenminutes.We repeated
each experimentwith data rates of 1M, 2M, 3.2M, 6.4M, 10M, 15M, 20M, 25M, 30M
bps and packet size of 1024 bytes for background traffic. Measurements of the voice
traffic flow were gathered between CPN002 and CPN026 as this source-destination
pair has the most intermediate nodes.

The measurements shown in Fig. 3 indicate that when we use Jitter Minimisation
as the QoS goal both for the voice itself and the background traffic, jitter appears to
be indeed minimised, but also delay and traffic loss are reduced for the voice traffic,
because path switching is also reduced, alleviating route oscillations at heavy traffic
loads. From observations for the voice traffic flow between CPN002 and CPN026
during the test interval considered while increasing the rate of the background traffic
gradually, as shown in Fig. 4 (Left) as the rate of background traffic reached 20Mbps,



An Implementation of Voice Over IP in the Cognitive Packet Network 39

0 200 400 600 800 100012001400160018002000
0

10

20

30

40

50

60

Time(s)

P
at

h 
S

w
itc

hi
ng

 r
at

e 
&

 
Lo

ss
 r

at
e 

(p
er

 s
ec

on
d)

 
The Correlation of Packet 
Loss and Path Switching

Packet Loss rate
Path Switch rate

0 100 200 300 400 500 600 700 800
0
1
2
3
4
5
6
7
8
9

10

Time(s)

ra
te

 o
f P

at
h 

S
w

itc
hi

ng
, 

R
eo

rd
er

in
g 

an
d 

 L
os

s 

The Correlation of Packet end−to−end 
Loss, Reordering and Path Switching

Packet Reordering
Packet end−to−end Loss rate
Path Switching rate

Fig. 4 The correlation of packet loss and path switching under medium (L) and heavy (R) traffic
condition

it is seen that in the intervals (800–900s, 900–1,000s, 1,300–1,400s), bursty packet
loss occurred when path switching rates were low. This seems to arise from the fact
that when a given path used by voice traffic satisfies the QoS criterion for a long time,
and the path switching rate is close to ‘0’, this path attracts other traffic, becoming
saturated with packet loss ratio reaching ‘1’. Subsequently, the performance degra-
dation is detected by the SPs and they move the traffic to less loaded paths.

As the rate of the background traffic increased to 30Mbps, We can see from
Fig. 4 (Right) that the occurrence of packet desequencing was frequent and varied
proportionallywith packet path switching,which demonstrates that packet reordering
is mainly due to path switching in CPN. It is not easy to observe the correlation of
packet path switching and packet loss from the figure. It is possibly because under
heavy traffic conditions, packet loss is not only due to link saturated, route oscillation
induced by heavy traffic loads, but also leads to the occurrence of loss. We can also
find that an adequate path switching rate is beneficial to loss reduction, but if path
switching rate is increased excessively, it is converted to route oscillation, which also
lead to packet loss. To evaluate the packet drops at the receiver, we also used the voice
packets received atCPN026with the background traffic at rate of 30Mbps as the input
data to the simulation. It was found that the bursty packet loss and reordering that
can be provoked by path switching within a network, i.e. the successive occurrence
of packet loss and reordering, will induce delays for other packets in the output
resequencing buffers of the VOIP codec, which in turn can provoke buffer overflow
and further losses.
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A Cooperative Emergency Navigation
Framework Using Mobile Cloud Computing

Huibo Bi and Erol Gelenbe

Abstract The use of wireless sensor networks (WSNs) for emergency navigation
systems suffer disadvantages such as limited computing capacity, restricted bat-
tery power and high likelihood of malfunction due to the harsh physical environ-
ment. By making use of the powerful sensing ability of smart phones, this paper
presents a cloud-enabled emergency navigation framework to guide evacuees in a
coordinated manner and improve the reliability and resilience in both communica-
tion and localization. By using social potential fields (SPF), evacuees form clusters
during an evacuation process and are directed to egresses with the aid of a Cognitive
Packet Networks (CPN)-based algorithm. Rather than just rely on the conventional
telecommunications infrastructures,we suggest anAdhocCognitive PacketNetwork
(AHCPN)-based protocol to prolong the life time of smart phones, that adaptively
searches optimal communication routes between portable devices and the egress
node that provides access to a cloud server with respect to the remaining battery
power of smart phones and the time latency.

Keywords Coordinated emergency navigation · Infrastructure-less · Cloud com-
puting · Ad hoc Cognitive Packet Networks

1 Introduction

With the rapid development of sensor technology, emergency evacuation in built envi-
ronments requires time-critical response with respect to multi-domain sensing, data
interpreting and information transmitting.Wireless sensor network-based emergency
management systems cannot provide optimal solutions due to their limited computing
capability, battery power and storage capacity. Although the evolution from homo-
geneous architecture with functionality-identical sensors to heterogeneous architec-
tures with separated sensing and decision subsystems makes WSNs-based systems
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more energy-efficient and fault-tolerant, most decision supporting subsystems that
consist of lightweight decision nodes still suffer from resource restriction problems.

Owing to the high processing power and low risk level, cloud-computing has
become a dominating technology and tends to revolutionise the emergency manage-
ment landscape. Accompanying this tendency, a new interest has been aroused to
consider smart phones as simple clients for the back-end Cloud due to their sensing
ability and popularity [1]. For example, Ref. [2] presents an emergency navigation
system based on smart phones and active temperature RFID sensor tags to calculate
evacuation routes and intensive computations are offloaded to a cloud server. Due to
the limitation of indoor positioning and unavailability of GPS, in [3] a smart phone
assisted system to locate evacuees with pedometry-based localization and image-
based positioning is suggested. The cloud-based server can obtain the position of
individuals by matching the image snapshots uploaded by evacuees and then provide
uncrowded routes for users. However, current cloud-enabled emergency response
systems with the aid of portable devices do not consider the impact of the significant
energy consumption in the client side during the communication process. On the
other hand, smart phones using the UMTS protocol can easily come under attack [4,
5] including various forms of denial of service attacks [6].

Much research has demonstrated cooperative strategies have a significant positive
influence on multi-agent systems and related studies have emerged for decades as
organizational paradigms in agent-based structures [7] and autonomous search by
large scale robotic systems [8–10]. However, most research on emergency evacuation
focuses on developing different models [11] to simulate the crowd or coordinated
behaviours such as kin behaviour [12]. Although previous work [13] has proposed
a resilient emergency support system (ESS) with the aid of opportunistic commu-
nications [14] to study the impact of “passive” cooperation among evacuees which
exchange emergent messages with other civilians within the communication range,
no active mechanism is used to improve the information dissemination efficiency.

Thus, in this paperwe propose a cloud-based emergency navigation system,which
uses a cooperative strategy to egress evacuees in loose clusters, and we also present a
power-aware quality of service (QoS) metric to prolong the life time of smart phones
used in an evacuation to connect to the access point(s) of the cloud system that carries
out intensive computations.

The remainder of the paper is organised as follows: In Sect. 2,we recall the concept
of Cognitive Packet Networks, and then describe related algorithms in Sect. 3. The
simulation model and assumptions are introduced in Sect. 4 and results are presented
in Sect. 5. Finally, we draw conclusions in Sect. 6.

2 Cognitive Packet Network

The Cognitive Packet Network (CPN) introduced in [15–17] was originally proposed
for large-scale and fast-changing packet networks. By employing cognitive or smart
packets (SPs), CPN can discover optimal routes rapidly and heuristically and realise
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continuous self-improvement. Contrary to conventional routing protocols, in the
CPN, intelligence is realised by using Random Neural Networks [18–23] and is
constructed into smart packets other than protocols. Hence, cognitive packets can
discover optimised routes with their predefined goals and improve QoS by learning
from their own investigations and experience from other packets.

The AHCPN [24] is a variant of the original CPN. It can replace most of broad-
cast transmissions with unicast transmissions and adapt to highly dynamic Ad hoc
network environments rapidly.

3 The Cloud-Enabled Emergency Navigation Framework

The framework contains a user layer which is composed of evacuees with portable
devices and a Cloud layer which performs intensive computations. In the following
subsections, we concentrate on the coordinated emergency navigation algorithm and
the energy efficient protocol due to the space constraints.

3.1 Coordinated Emergency Navigation

Evacuating in a cooperativemanner can increase the probability for evacuees to obtain
assistance when at risk and reduce energy utilization of smart phones by relaying
data. In this section, we leverage the SPF to cluster evacuees into groups during an
evacuation. The initial SPF algorithm [25] consists of global control forces and local
control forces. The global control forces coordinate the individuals and determine the
distribution of the individuals while the local control forces dominate the personal
behaviours. In our treatment, we replace the local control forces with the CPN-based
algorithm to control the individual behaviour of evacuees and use the global forces
to regulate intra-group behaviours. Details of the CPN-based emergency evacuation
algorithm can be seen in [26] and [27]. The force between two evacuees can be
calculated from the following equation:

f (r) = − c1
rσ1

+ c2
rσ2

(1)

where c1, c2, σ1 and σ2 are constants and r is the distance between two evacuees.
Term − c1

rσ1 presents the repulsive force while c2
rσ2 depicts the attractive force. We

assume that each civilian can only be affected by other civilians within 20m. If the
distance between two civilians is smaller than 7m, a repulsive forcewill be generated,
otherwise, a attractive force will be produced. To achieve this, we set c1 to 20, c2 to
15, σ1 to 0.9478 and σ2 to 0.8, respectively. This ensures the civilians to evacuate in
loose groups without increasing the level of congestion.



44 H. Bi and E. Gelenbe

To combine the SPF and the CPN-based algorithm, we use a simple scheme to
randomly choose either the decision of the SPF or the CPN as the next decision at
a time. When a SPF related decision is chosen, we adopt the associated neighbour
node, which has the most matched direction with the resultant force as the next hop.

3.2 Power-Aware Protocol

As the front-end component of the cloud-enabled framework, the operational time of
smart phones becomes a bottleneck of the system due to the large amount of energy
consumption during information exchanges. Because the remaining battery power of
the portable devices yields normal distribution when an emergency event occurs and
the power consumption of different communication modes varies, it is not a optimal
strategy for each smart phone to exchange information with the Cloud through 3G
directly. To realise energy efficiency and maximise the average battery lifetime of
smart phones, we employ an AHCPN-based algorithm to relay sensory data before
ultimately uploading to the Cloud. The AHCPN-based algorithm is deployed on the
smart phones to search power-saving paths to convey sensory data to the Cloud. The
QoS criterion we used is inspired by the energy aware metric in [24]. Here we also
employ the “path availability” notion and construct the metric as follows.

Ged = α

n−1∏

i=0

Pa(π(i), π(i + 1))

{
n−1∑

i=0

D(π(i), π(i + 1))

}

(2)

where π represents a particular path, n is the number of nodes (smart phones) on
the path π , and π(i) is the i th node on the path π . Term Pa(π(i), π(i + 1)) is the
availability of the edge betweenπ(i) andπ(i+1). D(π(i), π(i+1)) is the delay cost
for a packet to transmit from π(i) to π(i + 1). Term α is a constant that coordinates
the relation between the path availability and delay.

Path availability is affected by the remaining battery power of a smart phone and
the estimated power consumption of transmitting a piece of information:

Pa(π(i), π(i + 1)) = BC
i

BC
i − BU

i

(3)

where BC
i represents the current remaining battery power of a node (smart phone)

π(i) and BU
i depicts the power utilisation at node π(i) to convey a certain piece of

information. If the potential power utilisation is larger than the remaining battery,
this node will be excluded.
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4 Simulation Model and Assumptions

Sincemathematicalmodels [28] cannot handle the full complexity that is encountered
during an emergency, the performance of the proposed algorithms is evaluated in fire-
related scenarios based on the Distributed Building Evacuation Simulator (DBES)
[29, 30]. The building model is a three-storey canary wharf shopping mall as shown
in Fig. 1. Initially, evacuees are randomly scattered in the building and are equipped
with smart phones with random remaining battery power. When the battery power
of a smart phone is depleted, the evacuee will wander or follow other evacuees in the
line of sight to exits.

We assume that no related sensors are pre-installed in the built environment.
Hence, hazard information and location of civilians will be collected by mobile
phones with built-in cameras and analysed in the Cloud. We also hypothesis that in-
door communication infrastructures such as Wi-Fi access points are unavailable but
a few cloud access points can be rapidly deployed between the emergency location
and the Cloud when a hazard occurs. According to literature [31–34], the energy
consumption model of an individual smart phone is given in Table1.

Fig. 1 Graph representation of the building model: vertices are positions with landmarks that
evacuees can easily identify their locations by uploading snapshots and matching them with pre-
known landmarks which are stored in cloud severs, edges are physical links that evacuees can move
inside the building. The two black stars on the ground floor mark the position of the building’s exits

Table 1 The energy consumption of a smart phone in Joule with regard to the transferred data x
in byte and the related signal rate

Communication model Download Upload Signal rate

3G 0.001224x 0.0003375x 2 Mb/s

Bluetooth 0.0001377x 0.00012012x 1 Mb/s
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5 Results and Discussion

To evaluate the navigation algorithm which combines CPN and SPF (CPN&SPF) as
well as the AHCPN-based energy efficient protocol, we design an experiment which
involves four scenarios with 30, 60, 90, 120 evacuees, respectively. The Dijkstra’s
shortest path algorithm and CPN-based algorithm with time metric (CPNST) [35]
are performed for comparison purpose.

Figure2 indicates that both CPNST and CPN&SPF achieve more survivors than
Dijkstra’s algorithmdue to the congestion-easemechanisms in bothCPNST and SPF.
Compared with CPNST, CPN&SPF performs slightly better in densely-populated
scenarios because CPN&SPF organises evacuees as loose clusters and is easier to
balance the power utilisation among smart phones. As a result, the probability of
being trapped due to the depletion of smart phones is decreased. Furthermore, the
coordinated behaviour increases the probability for an evacuee with depleted smart
phone to follow other evacuees rather than wander in the building.

As can be seen from Fig. 3, Dijkstra’s algorithm achieves least number of drained
smart phones in 3G mode. This is because both the CPNST and CPN&SPF do not
follow the shortest path. Hence, evacuees will traverse more landmarks and upload
more photos to the Cloud. However, by employing the AHCPN protocol, the number
of depleted smart phones decreases significantly for all three algorithms. Moreover,
there is no drained smart phone when combining the CPN&SPF algorithm with the
AHCPN protocol. This confirms that routing evacuees in loose groups can contribute
to the power-balancing of smart phones. The results also indicates that although
AHCPNmay consume extra energy because of sending smart packets periodically, it
can effectively reduce the number of drained smart phones bybalancing the remaining
battery power of smart handsets.
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Fig. 2 Percentage of survivors for each scenario. The results are the average of five randomised
simulation runs, and error bars shows the min/max result in any of the five simulation runs
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Fig. 3 The number of drained smart phones of five iterations. The error bars represent the min/max
values found in the five simulations

6 Conclusions

In this paper, we propose an infrastructure-less indoor emergency response system
to evacuate civilians with the aid of smart handsets and cloud servers. A coordinated
emergency navigation algorithm is proposed to guide evacuees in loose groups. The
experimental results prove that the algorithm can increase the survival rate by reduc-
ing the number of drained smart phones in an evacuation process and raising the
likelihood for an evacuee with a depleted mobile device to encounter other evacuees
in the line of sight and follow them to egresses. Due to the considerable energy con-
sumption between the Cloud and the smart phones during communication processes,
anAHCPN-based energy efficient protocol is also presented to prolong the life timeof
smart handsets. Simulations indicate that the protocol can significantly decrease the
number of drained smart phones in an evacuation process and balance the remaining
battery power among portable devices.
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Integer Linear Programming Solution
for the Multiple Query Optimization
Problem

Tansel Dokeroglu, Murat Ali Bayır and Ahmet Cosar

Abstract Multiple Query Optimization (MQO) is a technique for processing a batch
of queries in such a way that shared tasks in these queries are executed only once,
resulting in significant savings in the total evaluation. The first phase of MQO requires
producing alternative query execution plans so that the shared tasks between queries
are identified and maximized. The second phase of MQO is an optimization problem
where the goal is selecting exactly one of the alternative plans for each query to
minimize the total execution cost of all queries. A-star, branch-and-bound, dynamic
programming (DP), and genetic algorithm (GA) solutions for MQO have been given
in the literature. However, the performance of optimal algorithms, A-star and DP, is
not sufficient for solving large MQO problems involving large number of queries. In
this study, we propose an Integer Linear Programming (ILP) formulation to solve the
MQO problem exactly for a large number of queries and evaluate its performance.
Our results show that ILP outperforms the existing A-star algorithm.

Keywords Linear programming · Multiple query optimization · A-star

1 Introduction

Multiple Query Optimization (MQO) is a research problem that has been studied
since 1980s [1, 9, 13, 19]. Its goal is to minimize the total execution time of a set of
queries by evaluating the common expressions only once. Query optimizers usually
consider one query at a time and find an optimum solution by considering different
join orders and alternative access paths to the tables. Multiple Query Optimization
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Global plan 1 Global plan 2

Fig. 1 Two global plans for processing queries Q1, Q2, and Q3

executes many queries together with a global plan that uses has more common tasks
as possible. Processing queries individually is not an efficient way when there exists
a high number of common expressions that result in multiple redundant evaluations.
Multiple Query Optimization detects common tasks among queries and creates a
global query execution plan in which these tasks are evaluated only once. Consider
the following example:

Q1: Find the names of employees older than 20 and working in the accounting
department.
Q2: Find the names of employees having work experience of 5 years or more and
currently working in the accounting department.
Q3: Find the names of employees earning more than 5,000$ and working in the
accounting department.

The ‘Accounting’ department is common to all three queries. Therefore, the selec-
tion operation for DName = “Accounting” can be shared by all of the above queries.
In order to achieve even more sharing the selection operators, Salary >5,000,
Experience = 5, and Age >20 can be delayed, and it becomes possible to share
the result of DName = ‘Accounting’ selection operation. Two possible alternative
plans for these queries are shown in Fig. 1.

When using single query optimization in relational databases, the query optimizer
always produces plans that perform select operations as early as possible. However,
in MQO it may be more profitable to delay some select operations unlike the con-
ventional single query optimization because the total cost of executing all queries by
using shared tasks only once may be cheaper than executing optimal query evaluation
plans for each query separately.
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A-star and Dynamic Programming (DP) algorithms have been developed for find-
ing optimal solutions to MQO problem instances [20, 22]. However, the amount of
memory required by A-star increases rapidly and large MQO problem instances can-
not be solved using this technique. The DP formulation is very conservative in its
memory usage but its run time performance is almost the same as that of A-star.
Integer Linear Programming (ILP) is a very popular technique that is widely used
for finding optimal solutions of optimization problems and its performance has been
very good for many problem domains. Formulation of MQO using ILP is difficult
because the objective function is based on the set of all tasks in selected plans while
the solution to the MQO is in terms of the selected alternative plans. In this work,
we solve this conflict by defining additional constraints:

• At least one of the alternative plans of each query must be selected,
• All tasks of a selected plan must also be selected (i.e. its corresponding variable

is assigned integer value 1), which guarantee a valid solution.

2 Related Work

MQO is an NP-hard problem [8–10, 17–19]. A detailed theoretical study of MQO
can be found in [7]. The MQO problem consists of mainly two stages. In the first
stage, common tasks of the queries are detected. In [4], detailed information about
the detection techniques is given and a multigraph for representing and facilitating
the processing of multiple queries is proposed. A connection graph which is an
extension of a query graph is used in [21]. Second stage of the MQO problem
schedules the query plans to provide the minimum total execution time for a query
batch. A state space search formulation is defined in [19] with an A-star algorithm
using bounding functions and intelligent state space expansion. Several heuristics
and cost prediction schemes are used to prune states and reduce the memory usage
of A-star algorithm in [5]. It has been shown that A-star and DP can be used for
optimally solving the MQO problem for up to twenty queries in practical times
[3, 16, 18]. In [16], state-of-the-art MQO techniques of using joint expressions are
applied for the execution of multiple related queries and efficient maintenance of
materialized views. An efficient relational database integration system is proposed
to provide a collection of virtual views for integrating data objects from various
distributed, heterogeneous, and autonomous data sources [11].

Our main contribution in this study is to formulate the MQO problem with ILP
and show that it solves MQO problem in much less time than the best available
optimal solution algorithm, A-star (for large MQO problems containing from 20
up to 100 queries). It is also possible to find sub-optimal solutions for such large
MQO problems using Genetic Algorithms (GA) as proposed in [2] and both the
quality of the solutions are good and the runtime of GA is linear in terms of MQO
problem size. However, GAs do not always guarantee the optimal solution for large
problem sizes.
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Fig. 2 Sample MQO problem with 3 queries, 7 plans, and 5 tasks

3 ILP Model for MQO

The MQO problem consists of a set of queries (Q1 through Qn). Each query Qi

has a number of alternative plans each containing one or more tasks. An answer to a
query is produced by executing all of the tasks in any one of the alternative plans of
that query [19]. Tasks have positive integer cost values and a task may exist in one or
more plans that could belong to any of the queries in the query batch. A solution to
the MQO problem can be obtained by selecting exactly one of the alternative plans
for each query (see Fig. 2). There are three queries, Q1, Q2, and Q3. A total of five
distinct tasks exist in all of the alternative plans. The ith task is represented by ti
. In our example, the existing tasks are t0, t1, t2, t3, and t4 that have corresponding
costs of t0 = 6, t1 = 2, t2 = 2, t3 = 6, and t4 = 6. Q1 and Q3 have two alternative
plans each, and Q2 has three plans, so there are seven plans in total. Each plan is
represented as pi j which means that it is the jth plan for ith query. The plans for the
first query are p11 = {t0, t1, t2} and p12 = {t0, t3}. The plans for the second query
are p21 = {t2, t3}, p22 = {t4}, and p23 = {t0, t1, t3}. The plans for the third query
are p31 = {t0, t1} and p32 = {t2}.

Many real life problems have been solved with ILP models until now [14]. There
are also some studies in the field of database. In [12], the problem of allocating
relational database fragments to a network to minimize the overall communication
cost for processing a given set of transactions is solved with ILP. An efficient index
selection ILP model is proposed in [15]. However, there is no ILP solution model
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proposed for MQO problem such as our technique. The general form of the ILP is
as follows:

Maximize cT x (1)

Subject to: A x ≤ b (2)

x ε Zn (3)

Equation 1 is used as a vector of n integer variables (Eqs. 1–3). x is a vector of
(x1, . . . , xn)

T , A is an m × n matrix of rational data, c is a 1 × n matrix, and b is
an m × 1 matrix. The MQO problem instance in Fig. 2 can be modeled with ILP as
follows:

x1 + x2 = 1 (4)

x3 + x4 + x5 = 1 (5)

x6 + x7 = 1 (6)

− 10x1 + 6x8 + 2x9 + 2x10 ≥ 0 (7)

− 12x2 + 6x8 + 6x11 ≥ 0 (8)

− 8x3 + 2x10 + 6x11 ≥ 0 (9)

− 6x4 + 6x12 ≥ 0 (10)

− 14x5 + 6x8 + 2x9 + 6x11 ≥ 0 (11)

− 8x6 + 6x8 + 2x9 ≥ 0 (12)

− 2x7 + 2x10 ≥ 0 (13)

The goal is to minimize the below objective function:

6x8 + 2x9 + 2x10 + 6x11 + 6x12 (14)

Plans are represented by variables x1 through x7 and have values zero or one showing
whether the corresponding plan is selected for inclusion in the global plan or not.
Q1 has plan variables x1 and x2, Q2 has plan variables x3, x4, x5, and finally Q3
has plan variables x6 and x7. Equations 4–6 represent the constraints that only one
plan can be chosen for each query. Each task is assigned a variable x8 through x12
to represent whether that task is included in the global query plan. Equations 7–13
represent the constraints that if a plan is selected for a query, all of the tasks in that
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plan must also be selected. For example, Eq. 7 represents query plan 1 (p11) of Q1,
and tasks of p11 are t0 (cost = 6), t1 (cost = 2), t2 (cost = 2) and are coded by
variables x8, x9, and x10, respectively. By multiplying each task cost by its variables
we obtain 6x8 + 2x9 + 2x10 and this sum is subtracted from 10x1 (meaning that
p11 is selected) that must be greater than or equal to zero (even though a plan is not
selected, one of its tasks may exist in another selected plan). Thus, for each plan in
the MQO problem instance we produce Eqs. (7–13).

Finally, the objective function (Eq. 14) must be minimized to determine the set of
plans such that the total cost of all of the tasks in these plans is minimized.

4 A-Star Algorithm

There are several variants of A-star algorithm used for solving the MQO problem
[5]. A-star algorithm starts with a null initial state (meaning that no queries have been
assigned a plan yet). At each level of the tree, one of the alternative plans is chosen
and assigned to a query with no assigned plan. Given an admissible cost estimation
heuristic function; A-star algorithm is guaranteed to provide optimal results with a
minimal number of expanded states. The number of expanded states in A-star search
determines the memory usage and greatly affects the efficient and quick solution
of MQO problem instances. The set of selected tasks, tsel, in assigned plans for
queries Q1 to Qk (where the total number of queries is denoted by Q and k ≤ Q)
is represented as: where N Ti is the number of tasks in the assigned plan for Qi and
PTi j is the jth task in the assigned plan. The cost estimation of task ti is defined as
(if ti /∈ tsel, it is zero otherwise):

estCost(ti ) = realCost(ti )

mi
(15)

In Eq. 15, mi is the number of queries waiting for a plan to be assigned and has at
least one alternative plan that contains task ti . The estimated cost for plan pi j is:

estCost(pi j ) =
∑

ti εpi j estCost(ti ) (16)

Let Pi be the number of alternative plans for qi , and a plan has been assigned for
queries Q1,…, Qk then the heuristic function used in our A-star algorithm is:

h(Sk) =
∑

tx εtsel

realCost(tx )

+
∑

k≤i≤Q

min
(

estCost(pi , 1), . . . , estCost(pi ,pi )
)
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Six alternative query ordering methods have been defined to minimize the estimation
error in the plan cost estimation function (17) and this query order remains constant
throughout the search. The method of ordering the queries in decreasing average
query cost has been experimentally shown to be the best performing one. This query
ordering is used for the A-star implementation in our study as well.

5 Experimental Setup and Results

Python 2.7 is used to implement the A-star and ILP. The number of plans, tasks,
and the execution time of the tasks used in the problem sets are randomly generated
[2]. A heuristic value, input size, is used to estimate the search space. The input size
is defined by the multiplication of the number of queries q, the average number of
tasks per plan tav, and the average number of plans per query pav. We first verified
that both A-star and ILP algorithms produce the same results. Later, we compared
the time spent by ILP and A-star algorithms to find an optimal solution on the same
MQO problem instances. The values used in four different problem sets with varying
number of queries, plans, and tasks are given in Table 1.

For each problem set, one of the parameters is increased gradually. For example,
in the first problem set the number of queries is varied between 5 and 100, each
query has between 10 and 15 plans, and the number of tasks in each plan is randomly
chosen between 9 and 11. The fourth problem set uses a moderate number of plans
and tasks to show the capability of ILP to provide optimal results without having
an exponential execution time while the A-star algorithm shows severe performance
degradation. The results of the problem sets 1, 2, 3, and 4 are shown in Figs. 3, 4,
and 5.

It is clearly seen from the results given in Fig. 3 that ILP outperforms the A-star
algorithm for practical MQO problem sizes. Since the ILP formulates each task as a
variable, the complexity of the ILP formulation increases in parallel with the number
of tasks while this has less impact in the performance of A-star algorithm and both
algorithms exhibit similar performance with A-star performing marginally better (see
Fig. 4). A-star cannot solve MQO instances with more than 20 plans when number
of alternative plans is above 10, while ILP performs remarkably well and can solve
MQO instances with 20 or more queries, even when the number of queries becomes

Table 1 Parameters used in the experiments

Set Input size Number of queries Number of plans Number of tasks

1 [625- 12,500] [5,100] [10,15] [9,11]

2 [625, 3,375] 5 [10,70] [9,11]

3 [625, 1,250] 5 [10,15] [9,21]

4 [1,375, 5,500] [25,100] [4,7] [9–11]
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Increasing # of queries (Experiment 1). Increasing # of plans (Experiment 2)

Fig. 3 Performances of ILP and A-star algorithms

Fig. 4 Performances of ILP and A-star algorithms for increasing task count (Experiment 3)

Fig. 5 Performances of ILP and A-star algorithms up to 100 queries (Experiment 4)
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as high as 100. Figure 5 gives the results of the problem set 4 where each query has
[4–7] plans and each plan has [9–11] tasks where A-star is able to find the solution but
its execution times increases exponentially while ILP’s running time increases almost
linearly. A-star typically consumes large amounts of memory in these experiments
which is a major disadvantage for using it in a query optimizer. The optimization time
of ILP is much better than A-star algorithm when the number of queries is increased.
By employing intelligent alternative plan generation techniques and keeping the
number of tasks under tight control, it is guaranteed that the performance of ILP will
be much better than A-star and will have almost linear running time in terms of the
number of plans and queries. This makes ILP a very good candidate for inclusion in
a multiple query optimizer.

6 Conclusions and Future Work

Multiple query optimization (MQO) is an NP-hard problem and many algorithms
have been developed to solve this problem optimally. A-star heuristics have been
reported to be one of the best performing algorithms in the literature. However, as
the problem size grows, the difficulty of solving the MQO problem makes A-star algo-
rithm prohibitively expensive. Until now, exact solutions of problem instances with
20 queries have been considered unsolvable. In this study, we propose an Integer Lin-
ear Programming (ILP) formulation for solving very large MQO problem instances
with up to 100 queries, and experimentally show them to be solvable in seconds. To
our knowledge, this is the first time that such large MQO problem instances have
been solved optimally. We believe that further performance improvements can be
achieved by using parallel ILP tools.

References

1. E. Angel, E. Bampis, L. Gourvès, On the minimum hitting set of bundles problem, Algorithmic
Aspects in Information and Management (Springer, Berlin, 2008), pp. 3–14

2. M.A. Bayir, I.H. Toroslu, A. Cosar, Genetic algorithm for the multiple-query optimization
problem. Syst. Man Cybern. Part C: Appl. Rev. IEEE Trans. 37(1), 147–153 (2007)

3. J.R. Bernardino, P.S. Furtado, H.C. Madeira, Approximate query answering using data ware-
house striping. J. Intell. Inf. Syst. 19(2), 145–167 (2002)

4. F.C. Chen, M.H. Dunham, Common subexpression processing in multiple-query processing.
Knowl. Data Eng. IEEE Trans. 10(3), 493–499 (1998)

5. A. Cosar, E.P. Lim, J. Srivastava, Multiple query optimization with depth-first branch-and-
bound and dynamic query ordering. in Proceedings of the second international conference on
Information and knowledge management (ACM, 1993), (pp. 433–438)

6. A. Cosar, J. Srivastava, S. Shekhar, On the multiple pattern multiple object (MPMO) match
problem. Army High Perform. Comput. Res. Cent. (1991)

7. A.A. Diwan, S. Sudarshan, D. Thomas, Scheduling and caching in multi-query optimization.
In Proceedings of 13th International Conference Management of Data (2006)



60 T. Dokeroglu et al.

8. S. Finkelstein, Common expression analysis in database applications. in Proceedings of the
1982 ACM SIGMOD international conference on Management of data (ACM, 1982), pp. 235–
245

9. F. Polat, A. Cosar, R. Alhajj, Semantic information-based alternative plan generation for mul-
tiple query optimization. Inform. Sci. 137(1), 103–133 (2001)

10. H.H. Lee, W.S. Lee, Adaptive two-level optimization for selection predicates of multiple con-
tinuous queries. J. Intell. Inform. Syst. 39(2), 317–334 (2012)

11. R. Lee, M. Zhou, H. Liao, Request Window: an approach to improve throughput of RDBMS-
based data integration system by utilizing data sharing across concurrent distributed queries.
in Proceedings of the 33rd international conference on VLDB (2007), pp. 1219–1230

12. X. Lin, M. Orlowska, An Integer Linear Programming approach to data allocation with the
minimum total communication cost in distributed database systems. Inform. Sci. 85(1), 1–10
(1995)

13. G. Nan, M. Li, Energy-efficient query management scheme for a wireless sensor database
system. EURASIP J. Wirel. Commun. Netw. (2010)

14. S.G. Nash, A. Sofer, Linear and Nonlinear Programming, vol. 692 (McGraw-Hill, New York,
1996)

15. S. Papadomanolakis, A. Ailamaki, An integer linear programming approach to database design.
in Data Engineering Workshop, 2007 IEEE 23rd International Conference on (2007), pp. 442–
449

16. J. Rao, K.A. Ross, Reusing invariants: a new strategy for correlated queries. in ACM SIGMOD
Record, vol. 27, No. 2, (1998), pp. 37–48

17. A. Rosenthal, U.S. Chakravarthy, Anatomy of a Modular Multiple Query Optimizer. In VLDB
(1988), pp. 230–239

18. P. Roy, S. Seshadri, S. Sudarshan, S. Bhobe, Efficient and extensible algorithms for multi query
optimization. in ACM SIGMOD Record, vol. 29, No. 2, (2000), pp. 249–260

19. T.K. Sellis, Multiple-query optimization. ACM Trans. Database Syst. (TODS) 13(1), 23–52
(1988)

20. I.H. Toroslu, A. Cosar, Dynamic programming solution for multiple query optimization prob-
lem. Inform. Process. Lett. 92(3), 149–155 (2004)

21. E. Wong, K. Youssefi, Decomposition—a strategy for query processing. ACM Trans. Database
Syst. (TODS) 1(3), 223–241 (1976)

22. T. Dokeroglu, S.A. Sert, M.S. Cinar, Evolutionary multiobjective query workload optimization
of Cloud data warehouses. Sci. World J. (2014)



A Graphical Model Approach for Multi-Label
Classification

Meltem Cetiner and Yusuf Sinan Akgul

Abstract Multi-Label (ML) classification problem is the assignment of many labels
to a given sample from a fixed label set. It is considered as the more general version
of the Multi-Class (MC) classification problem and its practical application areas
vary from medical diagnosis to paper keyword selection. The general structure of an
ML classification system involves transforming the problem into simpler MC and
Single-Class (SC) problems. One such method is the Binary Relevance (BR) method
that treats each label assignment as an independent SC problem, which makes BR
systems scalable, but not accurate for some cases. This paper addresses the label
independence problem of BR by assuming the outputs of each SC classifiers as
observation nodes of a graphical model. The final label assignments are obtained by
standard powerful Bayesian inference from the unobservable node. The proposed
system was tested on standard ML classification datasets that produced encouraging
results.

Keywords Multi-label classification · Binary relevance · Graphical model · Label
dependency

1 Introduction

Multi-Label (ML) classification is the process of assignment of zero or more labels to
a given sample (or observation) represented by a vector of features. There are many
practical ML classification examples in the real world. For example, the medical
diagnosis process usually involves assignment of several different illness names to
a patient represented by a features vector that includes the symptoms [9]. Another
example is the assignment of keywords to papers where each paper can have different
number of keywords [10]. Many other examples in the literature [6] can be found

M. Cetiner (B) · Y.S. Akgul
Department of Computer Engineering, Gebze Institute of Technology, Gebze, Turkey
e-mail: mcetiner@bilmuh.gyte.edu.tr

Y.S. Akgul
e-mail: akgul@bilmuh.gyte.edu.tr

© Springer International Publishing Switzerland 2014
T. Czachórski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_7

61



62 M. Cetiner and Y.S. Akgul

such as the assignment of emotions to facial expressions, assignment of genre labels
to movies, and assignment of functional categories to yeast genes. ML classification
is usually compared with Multi-Class (MC) classification systems and Single-Class
(SC) classification systems. Different from ML systems, for a given sample, MC
assigns only a single class label among many classes. SC systems, on the other
hand, can assign only a fixed single class label for each sample. The problem of ML
classification is considered as a more general and difficult problem compared to MC
and SC classification [3].

There are many ML systems proposed in the literature such as Nearest Neighbors
(NN) [13], Bayesian Learners (BL) [2], Decision Trees (DT) [12], and Chain Clas-
sifiers (CC) [7]. The common problems that need to be addressed by these systems
are twofold. First, the scalability problems need to be solved because the number of
labels and the number of sample features can get very high for the ML problems.
For example, the BL-based systems have to learn the relationships between the fea-
ture nodes for each label, which makes the overall system very complicated for some
datasets withmany features and labels [13]. The second problem ofML classification
is the dependency between the labels, which is the main difference between the ML
and MC systems. An MC classification system assumes that no two class labels can
overlap on a given sample. However, theML classification systems operate under the
assumption that each sample can have many different labels, which creates the issue
of dependence between the assigned labels for a given sample. For example, for the
movie genre label assignment application, an assigned “Family” label for a movie is
a very good indication for that movie not having a “Horror” label, which shows the
inverse dependency between “Family” and “Horror” labels. The literature defines a
base line ML classification algorithm, named Binary Relevance (BR), which is both
simple and can perform very well for some tasks. BR defines a separate SC classi-
fier for each label that decides if a label is relevant for a given sample. BR makes
a one-versus-all decision for each label for the given sample. In other words, for a
given sample, BR makes as many decisions as the number of labels or classes. This
makes BR very scalable because the number of decision operations grow linearly
with the number of labels. As a result, BR is used for many ML applications and it is
employed as a baseline method for comparison with other new methods. However,
BR makes the basic assumption of complete independency between the assigned
labels, which lowers the performance of the method for some applications.

This paper proposes a new ML classification method that uses BR at the core
for its scalability. Our method defines a graphical-model-based extension to BR to
reintroduce the dependency relationships between the labels lost by the main BR
assumption. Our graphical model (Fig. 1) defines a new node for the output of each
SC (Si ) classifier of BR. These nodes are observable binary random variables of
our system because their values can be observed by running the corresponding SC
classifier Si . Our graphical model also includes a node that corresponds to the label
assignment node, LN. Each node in the graphical model is dependent on the other
nodes, which brings the dependency relationships into the ML classification system.
The node LN is not directly observable, but it can be inferred using standard Bayesian
inference rules. Our proposed system has many advantages. First, it can work on top



A Graphical Model Approach for Multi-Label Classification 63

Fig. 1 The proposed
graphical model. See text for
details

of any BR system with different SC classifiers such as Support Vector Machine
(SVM), K-Nearest Neighbour (KNN), Decision Tree (DT), etc. Second, we can take
advantage of the standard Bayesian network inference rules that can make decision
even with partial observation data. Our method is scalable because it uses BR at its
core. Finally, the implementation of the proposed system is very simple.

The rest of the paper is organized as follows. Section1 introduces the background
of ML and especially transform methods used. The Sect. 2 describes the proposed
Graphical Model. The Sect. 3 lists the experiments , the datasets used in experiments,
evaluation metrics, and experimental results with tables. The last section discusses
the conclusion and points to future work.

2 Background

The ML classification problem can be defined with the help of the data matrix X of
size |D| × |F |, where |D| is the number of examples of the training set and |F | is
the number of features for each sample. We also define a binary matrix Y of size
|D|× |L|, where |L| is the size of the label set. We use the notation Xi and Yi for the
vectors to represent the i th row of the X and Y matrices, respectively. Similarly, we
use the notation Xi j for the scalar to represent the j th feature of Xi and the notation
(Yi ) j for the binary value to present the j th label ofYi . TheMLclassification problem
can be defined with the function f that produces a binary label vector Y j for a given
features vector X j .

f : X j → Y j . (1)

For a given classification problem, if |L| is 1, then the problem is called a SC
classification problem. If |L| is > 1 and only one element of the vector Y j elements
can be 1, then the problem is called MC classification. There are no restrictions
on |L| or the number of 1 s in Y j for the ML classification, which shows that ML
classification can be considered as the generalization of MC and SC.
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In order to find the best function f that produces label values most similar to Yi for
a given Xi , the literature mostly uses transformation methods, which treats the ML
classification as multiple SC and MC problems. The first transformation method,
Pair-Wise (PW) [6, 11] transformation, treats each vector value as new class and
performs MC classification. PW has problems with scalability because it needs to
work with 2|L| new labels, which can grow very fast. In addition, PW has some
overfitting problems. Another transformation is the Label Combination(LC) [6, 11]
transformation. LC takes sub-label vector combinations and assigns new labels for
these combinations. LC shares the same scalability problems with the PW methods.
The final transformation method is BR [1, 5], which defines a new SC classifier
for each element of the vector Yi . So there are |L| SC classifiers. Each classifier is
trained using one-versus-all strategy. In order to produce the final label vector Yi ,
each classifier is run on vector Xi and the results of these classifications are catenated
into Yi . BR is very scalable because the number of classifiers increase linearly with
the number of labels |L|. As a result, it is widely used. However, BR has made the
assumption of complete label independence, which is not realistic. The next section
introduces our graph-based method to address this problem.

3 The Graphical Model

We define a graphG= {V, E }with vertex set V = {Si , L N } and edges between these
vertices E = {Ei j , Ei }, where i, j = 1 · · · |L| (Fig. 1). Si are the SC classifier graph
nodes to represent the binary random variables that correspond to the BR classifier
S for the label i. LN is the label node to represent the binary vector random variable
that corresponds to the label vector Yi . Ei j is the edge between the nodes Si and
S j . Similarly, Ei is the edge between the nodes Si and LN. Only the S nodes of
graph G are observable. G is a fully connected graph which assumes that each label
observation Si is dependent on the other label observations and the node LN. The
node LN is not directly observable. We use standard Bayesian network inference to
obtain the binary vector LN values using

P(LN|S1, S2, . . . , S|L|) = P(LN, S1, S2, . . . , S|L|)
P(S1, S2, . . . , S|L|)

(2)

The estimation of P(L N , S1, S2, . . . , S|L|) and P(L N ) values are done using
standard Maximum Likelihood Estimation (MLE) on the Full Joint Probability Dis-
tribution Table (FJPDT) formed from the training data set D. This table is formed
by adding rows that include the binary vector Yi for a given sample Di and the the
results of SCi classifications for the same sample. In other words, our table includes
|L| + 1 columns and |D| rows. The value of P(S1, S2, . . . , S|L|)) for a given values
of S1 to S|L| is estimated by MLE by
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P(S1, S2, . . . , S|L|)) = Count(S1, S2, . . . , S|L|))
|D| , (3)

which is the normalized count of the Y j ’s of the dataset D. Similarly

P(L N , S1, S2, . . . , S|L|) = Count(Y j , S1, . . . , SL)

|D| , (4)

which is the count of rows where Y j and the results of SC classifiers occurs together.
Note that our graphical model G potentially introduces 2|L| new labels because the
node LN can take binary vector values from a set of 2|L| elements. However, the
estimation of Eqs. 3 and 4 includes only operations that grow linearly with |D|. As a
result, our proposedmethod is scalable and it addresses the label dependency problem
by employing FJPDT. Although we used MLE for the estimation of the probability
values, smoothing techniques can be employed to address any issues that involve
count values of zeros. Note also that our method can estimate label information
even with partial SC classification results using the standard Bayesian inference by
enumeration.

4 Experiments

The literature defines standard evaluationmetrics for theML classification problems.
[8] proposesHamming-Lossmetric thatmeasures the normalized number of different
elements between given two binary vectors such asY j and ground truth. Lower scores
are better. The other metric is the accuracy [4], which measures the ratio of the
intersection and the union between the estimated label set and the ground truth label
set. If both sets are the same, then this value becomes 1, otherwise it gets smaller.
The Exact-Matching [4] is the last metric used. It counts the normalized number of
exact matches between the sets of estimated and the ground truth labels for a given
sample. Exact-Matching can be at most 1 for the best estimation.

We used fivefold cross validation for all of our experiments. We defined an SVM
based SC classifier for each label and used BR to transform each dataset problem
listed in Table1. Although we used SVM for the SC classification, any other SC

Table 1 Multi-label datasets

Names |D| |L| |F| LC LD

Music 593 6 72num 1.87 0.31

Scene 2,407 6 294num 1.07 0.18

Yeast 2,417 14 103num 4.24 0.30

Emotions 593 6 72num 1.869 0.31

Birds 645 12 261num + 2b 1.014 0.053

The number of the samples |D|; the number of the Labels |L|; the number of the features |F|; b is
for binary and num is abb. for numerical features, Label Cardinality (LC) and Label Density (LD)
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Table 2 Hamming loss
performance results

Names SVM-BR Our method

Music 0.187571 0.182203

Scene 0.119028 0.130556

Yeast 0.69834 0.745643

Emotions 0.471186 0.292655

Birds 0.23 0.13

Table 3 Accuracy performance results

Names SVM-BR Our Method CC [6] BR [6] SMBR [6] MBR [6]

Music 0.650±0.02 0.687±0.01 0.45±0.05 0.50±0.01 0.52±0.01 0.52±0.01

Scene 0.578±0.02 0.682±0.01 0.67±0.01 0.58±0.01 0.62±0.01 0.610,01

Yeast 0.48±0.01 0.51±0.01 0.50±0.01 0.51±0.01 0.50±0.01 –

Emotions 0.599±0.02 0.648±0.03 – – – –

Birds 0.39±0.04 0.50±0.04 – – – –

Table 4 Exact-matching performance results

Names SVM-BR Our method CC [6] BR [6] SMBR [6] MBR [6]

Music 0.29±0.02 0.3152±0.02 0.26±0.02 0.26±0.02 0.27±0.02 0.27±0.01

Scene 0.4262±0.01 0.5766±0.02 0.62±0.01 0.51±0.01 0.57±0.01 0.55±0.01

Yeast 0.1390±0.01 0.1452±0.01 0.20±0.02 0.15±0.01 0.18±0.01 0.15±0.01

Emotions 0.0390±0.01 0.0746±0.02 – – – –

Birds 0.011±0.03 0.023±0.03 – – – –

method can be employed with our method. Then we formed the FJPDT for each
dataset and estimated the labels for the 20% of the data for each cross validation
step. For all experiments, we compared our performance with the base BR method
that assumes full label independence.

The Hamming-Loss results for our experiments are listed at Table2. Three of the
five datasets produces better results for system with this metric. The Scene and Yeast
datasets are worse with our method. Table3 lists the accuracy numbers from our
system along with the numbers from base BR method and other ML classification
methods from [6]. As the accuracy numbers indicate, our method performs favorably
for all datasets in terms of accuracy numbers. The final experiments show the exact-
matching results at Table4. Our system performs very well compared to the base BR
method, and it is comparable with the state-of-the-art method of the [6]. Note that
our proposed method is both simpler and more scalable than the method of [6].
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5 Conclusion and Future Work

We presented a new ML classification method that uses BR for transforming the
original problem intomultiple SCclassification problems.Ourmethod is scalable like
BR, but it also considers the label dependencies between the assigned labels. The label
dependency is achieved by considering the SC classifiers as dependent observations
of the samples. These observations are employed as nodes of a graphical model and
the final label assignments are obtained using the standard Bayesian inference from
the graphical model. Our method can be used with any type of SC classification
method under BR such as SVM, KNN, or DT. In addition, our method can still
work with a subset of SC classifier results. The experiments performed on standard
multi-label data showed the effectiveness of the proposed method. For future work,
we plan to extend the current system by using many SC classifiers for the same label
and use similar Bayesian inference for a more robust label assignment.
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Ground Plane Detection Using
an RGB-D Sensor

Doğan Kırcalı and F. Boray Tek

Abstract Ground plane detection is essential for successful navigation of vision
based mobile robots. We introduce a very simple but robust ground plane detection
method based on depth information obtained using anRGB-Depth sensor.We present
two different variations of the method: the simplest one is robust in setups where the
sensor pitch angle is fixed and has no roll, whereas the second one can handle changes
in pitch and roll angles. Our comparisons show that our approach performs better
than the vertical disparity approach. It produces accurate ground plane-obstacle seg-
mentation for difficult scenes, which includemany obstacles, different floor surfaces,
stairs, and narrow corridors.

Keywords Ground plane detection · Kinect · Depth-map · RGB-D · Autonomous
robot navigation · Obstacle detection · V-disparity

1 Introduction

Ground plane detection and obstacle detection are essential tasks to determine pass-
able regions for autonomous navigation. To detect the ground plane in a scene the
most common approach is to utilize depth information (i.e., depthmap). Recent intro-
duction of RGB-D sensors (Red-Green-Blue-Depth) allowed affordable and easy
computation of depth maps. Microsoft Kinect— is the pioneer of such sensors—
integrates an infrared (IR) projector, a RGB camera, a monochrome IR camera, a tilt
motor and a microphone array to provide a 640× 480 pixels depth map and RGB
video stream at a rate of 30 fps.

Kinect uses an IR laser projector to cast a structured light pattern over the
scene. Simultaneously, its monochrome CMOS IR camera acquires an image. The
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disparities between the expected and the observed patterns are used to estimate a
depth value for each pixel. Kinect works well indoor. However, the depth reading is
not reliable for regions that are far more than 4m; at the boundaries of the objects
because of the shadowing; reflective or IR absorbing surfaces; and at the places that
are illuminated directly by sunlight which causes IR interference. Accuracy under
different conditions was studied in [1–3].

Regardless of themethod or the device that is used to obtain the depthmap, several
works approach to the ground plane detection problem based on the relationship
between a pixel’s position and it is disparity [4–9].

Li et al. show that the vertical position (y) of a pixel of the ground plane is
linearly related to its disparity D(y) such that one can seek a linear equation D(y) =
K1+ K2∗ y, where K1 and K2 are constants, which are determined by the sensor’s
intrinsic parameters, height, and tilt angle. However, ground plane can be directly
estimated on the image coordinates using the plane equation based on disparity
D(x, y) = ax + by + c without determining mentioned parameters. A least squares
estimation of the ground plane can be performed offline (i.e., by pre-calibration)
if a ground plane only depth image of the scene is available [5]. Another common
approach is to use RANSAC algorithm which allows fitting of the ground plane even
the image includes other planes [4, 10, 11].

Some other approaches aim to segment the scene into relevant planes [11, 12].
The work of Holz et al. clusters surface normals to segment planes and reported to
be accurate in close ranges [11].

In [7], histograms of the disparity image rows were used to model the ground
plane. In the image formed of the row histograms (named as V-disparity), the ground
plane appears as a diagonal line. This line, which is detected by Hough Transform,
was used as the ground plane model.

In this paper, we present a novel and simple algorithm to detect the ground plane
without the assumption that it is the largest region. Assuming a planar ground plane
model which may probably cause problems if the floor has significant inclination
or declination [6, 7], we use the fact that if a pixel is from the ground plane, its
depth value must be on a rationally increasing curve placed on its vertical position.
Although the degree of this curve is not known, it can be estimated by an exponential
curve fit to use it as the ground planemodel. Later, the pixelswhich are consistentwith
the model are detected as ground plane whereas the others are marked as obstacles.
While this is our base model which can be used for a fixed viewing angle scenario,
we provide an extension of it for dynamic environments where sensor viewing angle
changes from frame to frame. Moreover, we note the relation of our approach to
V-disparity approach [7], which rely on the linear increase of disparity and fitting of
a line to model the ground plane, and compare our method by tests on the same data.
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2 Method

2.1 Detection for Fixed Pitch

In a common scenario, the sensor views the ground plane with an angle (i.e., pitch
angle), in which we can assume that the sensor is fixed and its roll angle is zero (Fig.
1b). The sensor’s pitch angle (Fig. 1a) causes allocation of more pixels for the closer
scene than the farther. So that linear distance from the sensor is projected on the
depth map as a rational function. This is demonstrated in (Fig. 1c). Any column of
the depth image shows that the depth value increases not linearly but rationally from
bottom to top (i.e., right to left in Fig. 1d). Furthermore, a “ground plane only” depth
image must have all columns equal to each other, which is estimable by a curve fit
of sum of two exponential functions in the following form:

f (x) = aebx + cedx (1)

where f (x) is the pixel’s depth value and x is the its vertical location (i.e., row index)
in the image. The coefficients (a, b, c, d) depend on the intrinsic parameters, pitch
angle, and the height of the sensor.

A least squares fitting estimation of these coefficients make it possible to recon-
struct a curve, which is named as the reference ground plane curve (CR). In order to
detect ground plane pixels in a new depth frame, its columns(CU) are compared to
CR; any value under CR represents an object (or a protrusion), whereas values above
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Fig. 1 a Roll & pitch axis, b sensor view pitch causes linearly spaced points to mapped as an
exponential increasing function. c An example depth map image, d one column (y = 517) of the
depth map and its fitted curve representing the ground plane, e ground plane curves for different
pitch angles, f depth map in three dimensions showing the drop-offs caused by the objects
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the reference curve represent drop-offs, holes (e.g., intrusions, downstairs, edge of
a table). Hence, we compare the absolute difference against a pre-defined threshold
value T ; mark the pixels as ground plane if difference is less than T . Here, the depth
values that are equal to zero were ignored as they indicate sensor reading errors. The
related experiments are in Sect. 3.

2.2 Detection for Changing Pitch and Roll

The fixed pitch angle scheme explained above is quite robust. However, it is not
suitable for the scenarios where the pitch and roll angles of the sensor changes. Such
as of the mobile robots that cause movements on the sensors’ platform. These can be
compensated by using an additional gyroscopic stabilization [13]. However, here we
propose a computational solution in which a new reference ground curve is estimated
for each new input frame.

A higher pitch angle (sensor almost parallel to the ground) will increase the slope
of the ground plane curve.Whereas a non-zero roll angle (horizontal angular change)
of the sensor forms different ground plane curves along columns of the depth map
(Fig. 1e). Such that at one end the depth map exhibits curves of higher pitch angles,
while toward the other end, it has curves of lower pitch angles, which complicate the
use of a single reference curve for that frame.

To overcome the roll angle effects our approach aims to rotate the depth map to
make it orthogonal to the ground plane. If the sensor is orthogonal to the ground plane
it is expected to produce equal or very similar depth values along every horizontal
line (i.e., rows), which can be captured by a histogram of the row values such that a
higher histogram peak value indicates more similar values along a row. Let hr shows
the histogram of the r th row of a depth image (D) of R rows, and let us denote the
rotation of depth image with Dθ .

argmaxθ (

R∑

r=1

argmaxi (hr (i, Dθ )) (2)

Thus for each angle value θ in a predefined set, the depth map is rotated with an
angle θ and the histogram hr is computed for every row r . Then, the angle θ that
maximizes the sum of the histogram peak values is estimated as the best angle to
rotate the depth map prior to the ground plane curve estimation. This removes the
roll angle effect.

The changes of pitch angle create different projection and different curves along
the image columns (Fig. 1e). However, in a scene that consists of both the ground
plane and objects, the maximum value along a particular row of the depth map must
be due the ground plane, unless an object is covering the whole row (as in Fig. 1f).
This is because the objects are closer to the sensor than the ground plane surface that
they occlude. Therefore, if the maximum value across each row (r ) of the depth map
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(D) is taken, which we name as the depth envelope (E), it can be used to estimate
the reference ground plane curve (CR) for this particular scene and frame.

E(r) = maxi (D(ci , r)) (3)

The estimation is again performed by fitting the aforementioned exponential curve
(1). Prior to the curve fitting we perform median filtering to smooth the depth enve-
lope. Moreover, depth values must increase exponentially from bottom of the scene
to the top. However, when the scene ends with a wall or group of obstacles this is
reflected as a plateau in the depth envelope. Hence, the envelope (E) is scanned from
right to left and the values after the highest peak are excluded from fitting as they
cannot be a part of the ground plane. After the curve is estimated pixels of the frame
are classified, as described in Sect. 2.1.

Two conditions affect the ground plane curve fit adversely. First, when one or
more objects cover an entire row, this will produce a plateau in the profile of the
depth map. However, if the rows of the “entire row covering object or group” do not
form the highest plateau in the image, ground plane curve continues afterwards and
the object will not affect the curve estimation. Second, drop-offs of the scene cause
sudden increases (hills) on the depth envelope because they exhibit depth values
higher than the ground plane’s: If a hill is found on the depth envelope, the estimated
curve will be produced by a higher fitting error.

3 Experiments

We tested our algorithm on four different datasets comprised of several 640× 480
frames. Dataset-1 and dataset-2 were composed of 300 frames captured on a robot
platform which moves on the floor among several obstacles. Dataset-3 was cre-
ated with the same platform; however, the pitch and roll angles change excessively.
Dataset-4 included 12 individual frames acquired from difficult scenes such as nar-
row corridors, wall only scenes etc. Dataset-1 and dataset-2 were manually labeled
to provide the ground truth and were used in plotting ROCs (Receiver Operating
Curve), whereas the other two were visually examined.

We compared three different versions for our approach: fixed pitch (A1), pitch
compensated (A2), pitch and roll compensated (A3). There is only one free parameter
for A1 and A2 that is the threshold T , which is estimated by ROC analysis, whereas
the third roll compensation algorithm requires a pre-defined angle set for the search
for best rotation angle: {−30◦, −28◦,…,+30◦}. Least squares fit was performed by
Matlab curve fitting function with default parameters.

Moreover, we compared the results with V-disp method [7], which is originally
developed for stereo depth calculation where the disparity is available before depth.
To implement V-disp method, we calculated disparity from the Kinect depth map
(i.e., 1/D); calculated the row histograms to form V-disp image; and then run Hough
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Fig. 2 a ROC curves comparing V-disp and our fixed and pitch compensated algorithms (A1-A2),
b average accuracy over 300 frames versus thresholds, c accuracy and curve fit error of A2 for
individual frames

transform to estimate the ground plane line. We put a constraint on the Hough line
search in [−60◦,−30◦] range.

Since A3 and A2 algorithms are same, except for the roll compensation, we
examine and compare results of A2 to A1 and V-disp; however, we compare A3
results only against A2 to show the effect of the roll compensation.

Figure2a, b show ROC curves and overall accuracies plotted for our fixed and
pitch compensated algorithms (A1 and A2) and V-disp method on dataset-2. It can
be seen that our pitch compensated algorithm is superior to V-disp which is better
than our fixed algorithm.

When we select the best accuracy point thresholds and run our algorithms on
dataset-2, we obtained accuracy versus frames (Fig. 2c). In addition, we recorded
the curve fitting error for the pitch compensated algorithm (A2). Both methods were
quite stable with the exception of some high curve fitting error frames for A2. Those
frames can be automatically rejected to improve accuracy.

Some example inputs and outputs of our algorithm A2 is shown in Fig. 3. The
examples include a cluttered scene (Fig. 3a–c), stairs (Fig. 3d–f), one of the frames
from dataset-3, where the sensor is rolled almost 20◦ degrees (Fig. 3g). Figure3h, i
shows the respective outputs of A2 and A3. It can be seen that the roll compensation
provides a significant advantage.

Finally, Fig. 3j, k shows output pairs (overlaid on RGB) for A2 and V-disp. Both
methods detect the ground planes in the scenes where ground plane is not the largest
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Fig. 3 Experimental results from different scenes. RGB, depth-map and pitch compensatedmethod
output (white pixels represent objects whereas black pixels represent ground plane): a, b, c lab
environment with many objects and reflections; d, e, f stairs g, h, i respective outputs of pitch
compensated (A-2) and pitch&roll compensated method on an image where sensor was positioned
with a roll angle (A-3). j, k Comparison of pitch compensated (left) and V-disp method (right) in
narrow corridor

nor the dominant plane. Note that A2 is better than V-disp, though the thresholds
used by both methods were determined for the highest respective overall accuracy
for dataset-1, -2.
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If the frames are buffered beforehand, our algorithm A2 processed 83 fps on a
Pentium i5 processor using Matlab 2011a. Datasets and more results can be found
in our web site.

4 Conclusion

We have presented a novel, and robust ground plane detection algorithm which
uses depth information obtained from an RGB-D sensor. Our approach includes
two different methods, where the first one is simple but quite robust for fixed pitch
and no-roll angle scenarios, whereas the second one is more suitable for dynamic
environments. Both algorithms are based on an exponential curve fit to model the
ground plane which exhibits rationally increasing depth values. We compared our
method to the popular V-disp [7] method which is based on detection of a ground
plane model line by Hough transform which relied on linear increasing disparity
values. We have shown that the proposed method is better than V-disp and produces
acceptable and useful ground plane-obstacle segmentation for many difficult scenes,
which included many obstacles, different surfaces, stairs, and narrow corridors.

Our method produce errors especially when the curve fitting is not successful.
Our future work will focus on these situations that are easy to detect by checking the
RMS error of the fit, which has been shown to be highly correlated with the accuracy
of segmentation.
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An Iterated Local Search Platform
for Transportation Logistics

Takwa Tlili and Saoussen Krichen

Abstract Recent technological advances in optimization and transportation have
enabled the development of efficient tools that support the decision-makingprocess of
logisticmanagers. The aim of this paper is to present a decision support system (DSS)
that integrates an IteratedLocal Search (ILS) for solving theVehicleRoutingProblem
(VRP). Its clear design allows an efficient exploration of the solution by the decision-
maker. The computational experiments show that the ILS is very competitive in
comparison to state-of-the-art algorithms.

Keywords Iterated local search ·Decision support system ·Vehicle routingproblem

1 Introduction

The efficient transportationmanagement holds significant value due to its high impact
on customer satisfaction by reducing delivery costs. Bearing in mind that logistic
problems are generally modeled as VRPs, such a formulation contributes directly to
minimize costs of all such processes [2].

Routing problems have drawn the attention ofmany researchers due to the increas-
ing concerns on economic and environmental problems. The VRP seeks the tours of
minimum cost such that the vehicles start their trips from a central depot and turn
back after serving all vertices in the network.

Numerous variations of the classical VRP have been introduced by modifying or
adding additional attributes on solutions construction. The asymmetric VRP (AVRP)
is concerned with finding a solution in which the distance between each pair of nodes
in the two directions is not the same [3]. The Open VRP (OVRP) is the variant where
the vehicles are not required to come back to the depot after completing their services
[8, 11, 14]. TheMulti-DepotVRP (MDVRP) is a generalization of the problemwhere
more than one depot may be considered [21].More recently, other VRP variants have
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been evoked such as Split Delivery VRP [4], rollon-rolloff VRP [22] and Multi-Trip
VRP [6].

To cup with the routing variants, a variety of exact approaches have been devoted
but optimal solutions are only limited to small-scaled instances.Given the fact that the
VRP is NP-hard [11], several approximate algorithms have been proposed for find-
ing optimal routes within acceptable computational time. Metaheuristics, including
Simulated Annealing [9], Genetic Algorithm [18, 20], Particle swarm optimization
[1, 15, 17] have shown advantages in handling the VRPs. A recent comprehensive
overview on metaheuristics for solving the VRP can be found in the work of Szeto
et al. [19].

Nowadays, many industrial firms emphasize the need to use a decision support
tool for solving VRPs. For illustration, E-Mendoza et al. [16] proposed a DSS that
integrates SAP/R3 and ArcGIS to handle the distance-constrained VRP. Manzini
[13] developed a DSS based on the top-down and multistep approach to handle the
management of logistic networks. The dynamic VRP variant has been solved by
Dahl and Derigs [7] using a web-based DSS that integrates decentralized databases
and an online heuristic.

The main contributions of this paper are (i) to solve the VRP using a modified
ILS metaheuristic evaluated on several VRP benchmarks. (ii) to design a DSS that
computationally outperforms other state-of-the-art approaches. The remaining of the
paper is organized as follows: Sect. 2 presents a detailed explanation of the proposed
ILS algorithm. In Sect. 3 a description of the DSS architecture is provided. In Sect. 4
computational experiments highlight the effectiveness of the approach.

2 Architecture of the Decision Support System

Decision Support Systems are computer-based information systems that aid differ-
ent business or organizational processes involving decision-making. The conceptual
design of the proposed DSS for integrated optimization routines is shown in Fig. 1,
that encompasses four main steps: orders data extraction, geographical data extrac-
tion, optimization analysis and display geographical output.

① Orders Data
The DSS starts by the extraction of orders data for each customer to serve. The

weights of cargos to deliver is known in order to fulfill vehicles capacity constraints.
② Routing Data
The DSS extracts the routing data from the geographical database to construct the

adjacency matrix. The geographical data and transport information are the inputs for
the resolution step.

The two steps, Orders Data and Routing Data are achieved through the interface
presented in Fig. 2 that allows the users to manager all inputs.

③ Resolution process
Once all required information are sent to the optimization engine, the resolution

process is initiated. The screenshot reported in Fig. 3 shows that the decision maker
can select the solution approach that can be either CPLEX or ILS metaheuristic.
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1 2

3

4

Fig. 1 Decision support system design

④ Display geographical output
The solution obtained from the optimization engine is transformed to a geograph-

ical solution presented as routes on maps as shown in Fig. 4.

3 Iterated Local Search Approach

Iterated local search (ILS) approach, introduced by Lourenço et al. [12], is applied
to numerous combinatorial optimization problems successfully. Its performance is
very competitive compared to other state-of-the art metaheuristics, such as particle
swarm optimization, simulated annealing, and genetic algorithm.

The ILS is about combining phases of local search around the current solution and
perturbations to diversify the search and avoid—local optima. The algorithm starts
its search from an initial solution S0 computed by a greedy heuristic. This solution
is then improved to obtain a first local optimum S using the local search procedure.
Iteratively, a perturbation is applied to the current solution with the hope to escape
from its attraction basin. The execution of the algorithm is stopped when a maximum
number of iterations is reached.
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Fig. 2 Interface of the SDSS integrated in QGIS

Fig. 3 Selecting either exact or approximate method

The pseudocode of the ILS algorithm [10] that we implemented is sketched in
Algorithm 1.
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Fig. 4 Geographical solution mapped

Algorithm 1 ILS pseudocode
1: S0 ← Initial_solution();
2: S ← Local_search(S0);
3: repeat
4: S′ ← Perturbation (S);
5: S′′ ← Local_search(S′);
6: if f (S′′) < f (S) then
7: S ← S′′;
8: end if
9: until termination condition met



84 T. Tlili and S. Krichen

Table 1 Computational results on benchmark problems

Instance Best Travel cost CPU time (s) Instance Best Travel cost CPU time (s)

GA ILS GA ILS GA ILS GA ILS

A-n32-k5 784 957 1138 226 7 A-n45-k6 944 1452 1277 326 5.59
A-n33-k5 661 781 816 233 124.48 A-n45-k7 1146 1397 1573 333 22.2

A-n33-k6 742 798 877 266 92.98 B-n31-k5 672 736 699 241 37.28
A-n34-k5 778 923 925 264 3.0 B-n34-k5 788 865 879 264 81.65

A-n36-k5 799 1019 989 275 17.09 B-n35-k5 955 1263 1066 274 3.17
A-n37-k5 669 959 934 287 39.57 B-n38-k6 805 925 920 284 40.98
A-n37-k6 949 1115 1280 287 12.6 B-n39-k5 549 744 769 296 137.16

A-n38-k5 730 974 972 280 130.52 B-n41-k6 829 1105 892 311 5.11
A-n39-k5 822 1095 1090 286 253.11 B-n43-k6 742 1047 885 315 4.38
A-n39-k6 831 1257 1128 302 97.36 B-n44-k7 909 1126 1210 332 4.64

Fig. 5 CPU time of GA and
ILS

4 Simulation

We analyze in what follows the results obtained on a set of experiments conducted
to evaluate the performance of the developed algorithm. The ILS is coded in the
Java programming language and experimentally evaluated on a laptop equipped
with Core i5 processor and 2.5 GHz and 8 GB of RAM. The ILS is applied to some
benchmark problems available in http://www.branchandcut.org/VRP/data.We select
20 problems from [5] benchmark, in which the number of customers is between 31
and 45.

Table1 shows the experimental results on the instances and compares the perfor-
mances of the ILS with the Genetic algorithm (GA) of Tsan and Gen [20]. In Table1,
we report the travel costs as well as the CPUs of ILS and GA. It can be seen that the
ILS algorithm, in half of the instances outperformed the GA for both travel cost and
CPU time. In terms of runtime, our method is quite faster than the GA for the whole
set of problems as shown in Fig. 5.

http://www.branchandcut.org/VRP/data
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5 Conclusion

In this paper, a prototype routing decision support system has been proposed in
order to provide assistance to operating managers in transportation logistics. The
architecture of the DSS consists of two key components: the geographical system
and the optimization engine that applies a specifically designed ILS for solving the
VRP. Comprehensive computational experiments and comparisons to an existing
genetic algorithm showed that the ILS algorithm performs impressively, in terms of
both solution quality and computational efficiency.
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On Fuzzy Extensions to Energy Ontologies
for Text Processing Applications

Dilek Küçük, Doğan Küçük and Adnan Yazıcı

Abstract Ubiquitous application areas of domain ontologies include text processing
applications like categorizing related documents of the domain, extraction of infor-
mation from these documents, and semantic search. In this paper, we focus on the
utilization of two energy ontologies, one for electrical power quality and the sec-
ond for wind energy, within such applications. For this purpose, we present fuzzy
extensions to these domain ontologies as fuzziness is an essential feature of the ulti-
mate forms of the ontologies to enhance such text analysis applications in the energy
domain. A text categorization system for scholarly articles based on the extended
power quality ontology is also presented for illustrative purposes together with its
performance evaluation results.

1 Introduction

A domain ontology is defined as the set of concepts with their properties, their
interrelationships, and constraints on these concepts that represent the semantics
of the domain under consideration [1]. Such ontologies have been proposed for
various domains including bioinformatics, chemical process engineering, electrical
power quality, and wind energy, as reported in [2–5], respectively. These domain
ontologies have significant application areas including those related to SemanticWeb
as surveyed in [6] and other text analysis applications. There are also fuzzy ontology
proposals as described in [7] used for medical information retrieval, in [8] for news
summarization, and in [9] for acquiring and sharing scientific information on theWeb.
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The need for the representation of semantic information in energy-related domains
has considerably increased particularly due to (i) the recent emergence and wide-
spread implementation of smart grid applications1 and (ii) the realization of the
advantages of the renewable energy plants (like wind power and solar plants) over
conventional fossil-fueled plants and hence the accelerating increase of the share of
the renewable energy sources in energy generation all over the world.

In this study, we present fuzzy extensions to two ontologies from the energy
domain: the first one is the ontology for electrical power quality [4] and the second
one is the ontology for wind energy [5]. We describe our procedure to create fuzzy
versions of these domain ontologies in order to make better use of them within text
processing applications. The final forms of the extended ontologies aremade publicly
available for research purposes.

The rest of the paper is organized as follows: In Sect. 2, after brief descriptions of
these energy-related ontologies, the main motivation behind the fuzzy extensions to
these ontologies is presented. Section3 describes the actual extension procedure on
the ontologies making use of Wikipedia disambiguation pages. A text categorization
application which illustrates the employment of the extended power quality ontology
is described in Sect. 4 with its performance evaluation results and finally Sect. 5
concludes the paper.

2 Motivation

The domain ontology for electrical power quality (PQONT), as presented in [4],
covers the concepts regarding mainly the power quality parameters like frequency,
flicker, voltage/current harmonics, and events. PQONT is manually engineered with
the experts of the domain. The taxonomy of the concepts within PQONT correspond-
ing to these parameters is presented in Fig. 1, as excerpted from [4].

Each of these classes in PQONT has a label and a synonymSet attribute in which
the natural language expression (in English) for the class and the synonyms of the
expression are modeled, respectively. These two attributes are employed in a natural
language interface for querying power quality data from a database where the queries
are spelled in natural language. The aforementioned attributes of the PQONT con-
cepts are used to determine the queried power quality parameter(s) within the query
expression posed through the interface.

In order to extend PQONT to languages other than English, similar two attributes
for these new languages can be added to PQONT. For instance, to hold the val-
ues for these two attributes in Turkish, the attributes of translationInTurkish and
synonymSetInTurkish are included in the PQONT ontology [4].

Wind energy ontology (WONT) is created though a semi-automated procedure:
first, related Wikipedia articles are automatically analyzed to determine the most

1 Smart grid is usually defined as an enhanced electricity grid in which the components involved
like the substations, centers, and the communication framework are more automated, reliable, and
efficient since information and communication technology is employed [10, 11].
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Fig. 1 The taxonomy of the PQParameter concept within PQONT

frequent n-grams used within the articles, then these n-grams are reviewed and the
ultimate ontology is built by using the relevant n-grams and other semantic infor-
mation sources [5]. The taxonomy of the concepts of the ontology, together with
their interrelationships, is given in Fig. 2. Similar to PQONT, WONT also has the

Fig. 2 The taxonomy of the concepts within WONT
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label and synonymSet attributes to facilitate the utilization of the ontology within
text analysis applications.

Both PQONT and WONT are significant semantic information sources for the
related energy domains and such sources are quite rare within the energy domain. As
pointed out in Sect. 1, they can be utilized in SemanticWeb applications, knowledge-
based systems, and text analysis applications.

In this paper, we consider the possible contribution of ontologies to diverse text
analysis applications2 through the related attributes of label and synonymSet. These
attributes within PQONT have been seamlessly used in a natural language interface
for a power quality database [4]. This interface is a domain-specific applicationwhere
the possible homonymy of the words/phrases with other common names do not lead
to problems. Yet, in several open-domain applications like text categorization or
information extraction systems this homonymy may cause problems on diverse text
types, as outlined below:

• The Power concept of PQONT has power as the value of its label attribute. It is
defined as “the amount of work done by an electric current per unit time or the
rate at which electrical energy is transferred”. But the word (power) has other
uses (i.e., is homonymous to other common names) corresponding to “physical
force or strength” or “political influence”. Hence, the appearance “power” in a
document in itself cannot be considered as a sign of the document’s belonging to
the topic of electrical power quality with 100% confidence, yet the document can
be considered relevant with a confidence less than 100%.

• The Pressure concept of WONT has the label value of “pressure” which has other
meanings like “distress” or “urgency”. Accordingly, it can only be considered a
relevant keyword for the wind energy domain with a confidence less than 100%
instead of a confidence of strict 100%.

• The above observations are also applicable to the values in the list-valued syn-
onymSet attributes of the concepts within the two ontologies in addition to the
values of their label attributes.

Hence, to make use of these two energy-related ontologies in open-domain text
processing applications, we have extended the ontologies by adding as new attributes
the membership values corresponding to the label and synonymSet attributes of the
concepts. The details of this extension procedure are presented in the following
section.

3 Fuzzy Extensions to the Power Quality and Wind Energy
Ontologies

In order to extend the PQONT and WONT ontologies, we have added two new
attributes to the concepts of these ontologies. The first new attribute, membership
ValueLabel, is a numerical attribute of floating point typewhich can take a value from

2 Depending on the interpretation, text analysis applications can well be considered as part of
Semantic Web applications or knowledge-based systems.
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the interval [0–1] and holds the relevance of the value of the label attribute of the
concept to the domain of the ontology under consideration. The second one, called
membershipValuesSynonymSet, is a list-valued attribute where each of the elements
in the list has a floating point value within [0–1] holding the relevance of the corre-
sponding synonym in the value of the synonymSet list, to the domain of the ontology.

We have used the Wikipedia disambiguation pages corresponding to applicable
concepts to calculate the values for the newly added membershipValueLabel and
membershipValuesSynonymSet attributes. We have used the reciprocal rank (or, first
answer reciprocal rank) commonly employed for the evaluation of question answer-
ing systems [12, 13] as the values of these attributes. If the system’s response is at
ranki in the ranked list of answers, then its reciprocal rank is calculated as 1/ranki .

The formal definitions of these newly added fuzzy attributes of PQONT and
WONT are provided below:

Definition 1 The fuzzy ontology attribute membershipValueLabel corresponding
to the label (l) attribute of a concept in an ontology is a membership function μ(l)
defined as follows, where wikid(l) denotes the Wikipedia disambiguation page for
l and wikia(l) denotes the Wikipedia article page for l exactly describing the onto-
logical sense of l:

μ(l) =

⎧
⎪⎪⎨

⎪⎪⎩

1.0 if neither wikid(l) nor wikia(l) exists, or only wikia(l) exists
1/n if the use matching the ontological sense of l is ranked nth

in wikid(l)
0.0 otherwise

Definition 2 The list-valued fuzzyontology attributemembershipValuesSynonymSet
corresponding to the list-valued synonymSet (ss(l) = {s1, s2, . . . , sn}) attribute of
a concept in an ontology is a membership function ω(ss), which returns the list of
μ(si ) (defined above) values for each synonym si of the concept:

ω(ss) = {μ(s1), μ(s2), . . . , μ(sn)}

To illustrate the employment of the reciprocal rank within our settings, we can
consider the Power concept of PQONT. As the label value of the Power concept of
PQONT is power, we first check the corresponding Wikipedia disambiguation page
at http://en.wikipedia.org/wiki/Power_(disambiguation).Among the uses of the term
power within this page, the one corresponding to its definition within the power qual-
ity domain is the fourth one, so its reciprocal rank is 1/4 = 0.25 which in turn is
used as the value of the membershipValueLabel of the Power concept. Following this
procedure, the reciprocal ranks for the synonyms of the ontology concepts are calcu-
lated and used to form the lists of values to fill in the membershipValuesSynonymSet
attributes. For those labels or synonyms for which no disambiguation page exists or
just a single Wikipedia article corresponding exactly to the label or synonym or no
separate Wikipedia article exists, the corresponding fuzzy attributes take the value
of 1.0. If the considered Wikipedia disambiguation page does not include any use

http://en.wikipedia.org/wiki/Power_(disambiguation)
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that can be associated with the label or the synonym of an ontology concept, then
0.0 is set as the value of the membershipValueLabel attribute or as the value of the
corresponding element of the membershipValuesSynonymSet attribute of the concept
under consideration.

The final forms of PQONT and WONT which have been extended as described
above to facilitate text processing applications are made publicly available for
research purposes at http://www.ceng.metu.edu.tr/~e120329/FPQONT.owl and
http://www.ceng.metu.edu.tr/~e120329/FWONT.owl, respectively.

Prospective text analysis applications of these extended ontologies include the
following:

• Text categorization systems which can classify documents as related to the energy
domain, or more specifically, as related to power quality or wind energy domains.

• Search and analysis of social media texts such as tweets to determine those ones
related to the domains of the ultimate ontologies.

• Searching the Web (such as news sources) for texts regarding the domains of the
ontologies in order to build semantic portals for these domains.

In all of the above applications, the new membership holding attributes of the
ontology concepts can be used together with a convenient threshold value in such a
way that if the sumof thememberships of the appearing related phrases in a document
(i.e., a Web page, a news article, a tweet, etc.) exceeds the threshold, that document
is considered as relevant to the domain of the ontology under consideration.

In order to illustrate the utilization of the ontologies when processing news texts or
social media texts, we consider using the news video transcription datasets employed
in [14] comprising 522 distinct news stories and a tweet dataset of about 200K tweets
randomly sampled through 28 consecutive days. Yet, although there are very few
energy-related individual items (less than 1%) in both datasets, there are no items
particularly regarding the power quality or wind energy domains, due to the fact that
FPQONT and FWONT are ontologies proposed for very specific energy domains
and far larger datasets are required to illustrate their employment in these settings.
Hence, instead of the second and third items above, we target at developing a text
categorization system for scholarly articles by employing FPQONT and we describe
this system with its evaluation results in the following section.

4 Categorizing Scholarly Articles Using the Extended Power
Quality Ontology

Automatic text categorization (or, classification) systems are important tools due to
the abundance of available textual resources. By means of these systems, people are
able to retrieve the documents of their interests instead of being exposed to large sets
of documents on a wide range of different topics.

We have built a simplistic text categorizer, based on the extended power quality
ontology (FPQONT), which classifies scholarly articles as relevant to the domain or

http://www.ceng.metu.edu.tr/~e120329/FPQONT.owl
http://www.ceng.metu.edu.tr/~e120329/FWONT.owl
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not. It performs this classification by using the values of the label and synonymSet
attributes of the ontology concepts as domain terms and the corresponding values of
the fuzzy attributes of membershipValueLabel and membershipValuesSynonymSet
as weights, so that a relevance score is calculated for each article, using the for-
mula below.

relevance score =
c∑

i=0

⎡

⎣ f req(li ) ∗ μ(li ) +
ssi∑

j=0

f req(si, j ) ∗ μ(si, j )

⎤

⎦

Within the formula, c is the total number of concepts, li denotes the label value
of i th concept, μ(li ) is the value of the membershipValueLabel of the th concept,
ssi is the number of synonyms for the i th concept (e.g., the size of the value of its
synonymSet attribute), si, j is the j th elementwithin the value of synonymSet of the i th
concept,μ(si, j ) is the jth element within the value of membershipValuesSynonymSet
of the ith concept (e.g., themembership value of the j th synonym to the corresponding
concept), and finally the function f req(x) denotes the frequency of the phrase (a
label or synonym value), x , within the article under consideration.

After the calculation of the relevance score for an input article, if it is above
a threshold, then the FPQONT-based categorizer classifies the article as relevant,
otherwise the article is classified as not-relevant.Within the course of this preliminary
text categorization application, we take the threshold as 1.0 and finding an optimal
value for this threshold is left as future work.

As our target domain is that of electrical power quality, we have created a pro-
prietary dataset of 10 relevant and 100 not-relevant journal articles, which are pub-
lished in IEEE Xplore Digital Library site (http://ieeexplore.ieee.org/Xplore/home.
jsp). This dataset comprises only the publicly-available titles and the abstract sections
of these 110 articles and has about 17,700 words. Below, we outline our procedure
to compile this dataset:

• We have compiled the titles and abstracts of 10 relevant articles which are highly
cited papers published in the following journals, where the number of papers
included from each journal is given in parentheses: IEEE Trans. Ind. Appl. (1),
IEEE Trans. Instrum. Meas. (1), IEEE Trans. Power Del. (5), and IEEE Trans.
Power Electron. (3).3

• For the 100 not-relevant articles, we have compiled sets of 10 articles each
from 10 research domains distinct from the domain of electrical power qual-
ity. We have determined these research domains loosely based on the popular
categories of the WikiCFP site for call for papers (http://www.wikicfp.com/cfp/
allcat).Hence,wehave compiled10mostly-cited journal papers from the following
research domains, where the names of the source journals are given in parentheses:
biomedical engineering (IEEE Trans. Biomed. Eng.), data and knowledge engi-
neering (IEEE Trans. Knowl. Data Eng.), education (IEEE Trans. Educ.), fuzzy

3 The journal names are given as denoted in the Reference Abbreviation column of the related IEEE
document available at http://www.ieee.org/documents/tjmnames.pdf.

http://ieeexplore.ieee.org/Xplore/home.jsp
http://ieeexplore.ieee.org/Xplore/home.jsp
http://www.wikicfp.com/cfp/allcat
http://www.wikicfp.com/cfp/allcat
http://www.ieee.org/documents/tjmnames.pdf
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Table 1 Performance evaluation results of the baseline and FPQONT-based text categorizers

True positives False negatives True negatives False positives Accuracy

Baseline catego-
rizer

10 0 86 14 87.27

FPQONT-based
categorizer

10 0 99 1 99.09

systems (IEEE Trans. Fuzzy Syst.), multimedia (IEEE Trans. Multimedia), nan-
otechnology (IEEE Trans. Nanotechnol.), networking (IEEE/ACM Trans. Netw.),
robotics (IEEE Trans. Robot.), software engineering (IEEE Trans. Softw. Eng.),
and speech/language processing (IEEE Audio, Speech, Language Process.).

In addition to the implementation of this FPQONT-based text categorizer, we
have implemented a baseline categorizer which instead takes all membership values
(both for labels and synonyms) as 1.0 during the calculation of the aforementioned
relevance score, for comparative purposes. Like the FPQONT-based categorizer, the
baseline categorizer also takes the threshold value as 1.0. The performance evaluation
results of these ultimate categorizers are provided inTable1,with breakdowns of their
outputs (in columns 2–5) and their overall accuracies (in the last column).

The evaluation results demonstrate that both the baseline and FPQONT-based cat-
egorizers perform good at classifying truly relevant articles as relevant, as they both
correctly categorize all 10 articles on electrical power quality as relevant. For these
articles, the baseline categorizer calculates far higher relevance score values (ranging
between 7.0 and 17.0) compared to those calculated by the FPQONT-based catego-
rizer (ranging between 1.5 and 8.084), as expected. Considering the 100 not-relevant
articles in our dataset, the baseline system incorrectly classifies 14 of them as rele-
vant while the FPQONT-based recognizer only misclassifies one of them. Though
our dataset of scholarly articles is limited in size, the FPQONT-based categorizer
achieves an improvement of about 13.5% over the baseline categorizer. Thereby, the
proposed categorizer stands as a significant application example demonstrating the
contribution of the proposed fuzzy extensions to the energy ontologies. Future work
includes testing the proposed categorizer on larger datasets with different thresh-
old values and relevance score formulae, and implementing other text processing
applications which can benefit from the proposed ontologies.

5 Conclusion

In this paper, we first present our motivation for fuzzy extensions to two energy-
related domain ontologies, namely, one for electrical power quality and one for wind
energy, particularly to facilitate their employment in text analysis applications. Then,
we describe our fuzzy extension procedure which is mainly based on the Wikipedia
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disambiguation pages corresponding to the ontology concept labels and their syn-
onyms. The ultimate power quality and wind energy ontologies are made publicly
available for research purposes. Plausible text processing applications forwhich these
extended ontologies can be more beneficial compared to their original crisp versions
include text categorization systems, social media analysis applications, and semantic
portals. A text categorization system for scholarly articles in the domain of electri-
cal power quality is implemented as an application example and its performance is
evaluated on a dataset of articles.
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Evaluating Quality of Dispersion Based
Fixation Detection Algorithm

Katarzyna Hareżlak and Paweł Kasprowski

Abstract Information hidden in the eye movement signal can be a valuable source
of knowledge about a human mind. This information is commonly used in multiple
fields of interests like psychology, medicine, business, advertising, or even software
developing. The proper analysis of the eye movement signal requires its elements
to be extracted. The most important ones are fixations—moments when eyes are
almost stable and the brain is acquiring information about the scene. There were
several algorithms, aiming at detecting fixations, developed. The studies presented
in this paper focused one of the most common dispersion-based algorithms—I-DT
one. The various ways of evaluating its results were analyzed and compared. Some
extensions in this algorithm were made as well.

1 Introduction

Human eyes play important role in the interpersonal communication and gather-
ing knowledge regarding surrounding world. The desire to understand this learning
process leads to asking many questions: What is a subject looking at? What does
one see looking at a given point? Did one find searched information? What kind of
information was gained when looking at a particular area? Is one looking at expected
point of regard? Finding answers to those and other questions is an important task
in many fields of interests like psychology, medicine, business, advertising, or soft-
ware developing. This need is reflected in current research areas, among which the
cognizance of an eye movement signal has a significant place, because information
hidden in this signal can be a valuable source of knowledge.

Studies conducted in this field resulted in distinguishing few components of the
signal. Its fundamental unit is a fixation when point of gaze remains within a small
area for a given time. Fixations are interlaced with saccades—quick movements
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made to reach another point of regard [2, 6, 7, 11, 16]. The example interpretations
of fixations and saccades features, in terms of their usability in a cognitive process of
human behaviors, were presented in the [10]. These guidelines show how important
is a precise separation of these parts from an eye movement signal.

However, deeper analysis of a fixation reveals, within it, another types of move-
ment: tremors, microsaccades, and drifts [7]. A quality of measurements is also an
important issue. For this reason, the fixation cannot be thought as one point and some
additional measures have to be involved like, e.g., a size of spatial dispersion between
points in the fixation. Additionally, an eye movement signal differs in a character-
istic for a particular subject and task, which makes the identification of fixations a
complex task, still being solved by researches.

There are several algorithms developed for identifying fixations and saccades.
Among them Dispersion-Based and Velocity-Based algorithms are the most popular
ones [12, 13]. The first group of methods identifies fixations analyzing distances
of the consecutive points. Group of points satisfying the condition defined by a
given dispersion threshold is treated as a fixation. This threshold can refer to various
measures—a distance between any two points, the largest distance between points in
a fixation, or the largest distance from the center of a fixation to one of constituting
its points [12, 13]. The most often analyzed algorithms in this group are I-DT (Dis-
persion Threshold Identification) andMST (Minimum Spanning Tree Identification)
[5, 8, 12, 13].

The studies of points velocity entitled development of algorithms separating fix-
ations and saccades points, taking their point-to-point velocities into account. Well-
known representatives of these methods are (I-VT) Velocity Threshold Identification
and (HHM) Hidden Markov Model Identification methods [5, 8, 12, 13].

The common goal of these algorithms is to extract sets of fixations and saccades
facilitating the interpretation of eye movement signals. Fixations are usually con-
sidered to have a duration of at least 150ms. [6, 12, 13], nevertheless discussions
concerning a fixation duration in terms of performed tasks can be found [11, 15].
However, there are other factors influencing the analyzed measure. The outcome
depends on input parameters, which are different kinds of thresholds. Various range
of these parameters’ values can lead to diversity of results, i.e., a number and dura-
tion of fixations and saccades. For this reason, several experiments were conducted
to check these parameters’ impact on the obtained results [1, 2, 5, 12].

Although the aforementioned studies let for drawing interesting conclusions, they
did not exhaust the topic. The aim of the research is to continue the analysis of the
I-DT dispersion-based algorithm, which is claimed to be robust one [2, 12] taking
fixation identification into account.

2 Algorithm Description

The presented studies involved, as a basis, classic I-DT algorithm [12], converting
eye movements signal into list of fixations in two steps. In the first step, each gaze
point is classified as a fixation (F) or a saccade (S). The point is considered to be a part
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of a fixation when some amount of previous points (called window) are closer than
a predefined threshold. There are different possibilities how to measure the distance
[1, 12, 13] but the most common is the maximal distance between any two points in
the window.

The second step is a consolidation of F-points, laying one by one, into fixations.
Fixations with length lower than another predefined threshold (called later min-
Length) are removed. The output of the algorithm is a set of fixations. Every fixation
has four parameters: start, length, and position with two values: x, y. Parameters x
and y are typically calculated as mean of all points in a fixation although there are
other possibilities (like, e.g., median).

The algorithm used in this research extended a classic I-DT algorithm by intro-
ducing an additional step that makes it more flexible for low quality data (similar to
[5]). The classic I-DT algorithm builds fixations list in step 2 based on minLength
threshold—that is, forms fixations from fixation points courses that are longer than
that threshold. In our modified algorithm every course of F points is used to build
a fixation. In additional step 3, we calculate spatial and temporal distances between
every two neighboring fixations. If both distances are below the threshold, the two
fixations are merged into one. Only after this step minLength threshold is applied to
every fixation.

Dispersion threshold algorithm
Input: list of (x,y) points
Step 1
Classify each point as a fixation (F) or a saccade (S) based on history:
Point is a fixation when max distance among window previous points is less than threshold

Step 2
Build fixations from groups of neighboring F points:
For every course of at least two subsequent F points
build fixation(start,length,x,y) where x and y are average values of x and y
among all points in a fixation.

Step 3
Merge neighboring fixations:
For every two subsequent fixations:
if temporal gap (saccade length) between them is less than tgapThres
and spatial gap (Euclidean distance between them) is less than sgapThres
then merge these two fixations into one.

Step 4
Remove too short fixations:
For every fixation:
if a fixation length is less than minLength remove the fixation.

Output/result: list of fixations

The additional fixations merging step should make the algorithm more robust to
artifacts—sudden and unexpected changes of measured eye position due to imper-
fection of eye tracker algorithms and noise. Artifacts removal in an eye movement
signal is not simple, especially when one does not want to affect parts of a correct sig-
nal. Similar setup, but for I-VT algorithm and restricted only for ‘trackloss’ situation
(when there is no data available) was presented in [8].
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3 Quality Evaluation

The main problem for every fixation detection algorithm is how to check whether it
works correctly. The ground truth is in most cases not possible to determine as we
don’t know the correct positions of fixations and saccades in an eyemovement signal.
There are multiple ways to solve the problem. References [8] and [14] compared fix-
ations detected by their algorithm to fixations detected by manual inspection made
by experienced users. Reference [1] used somewhat arguable similar criterion: if
different algorithms give similar data the data is considered to be reliable. The other
possible criterion proposed in [3] is the calculation of so-called nearest neighbor
index (NNI) for every fixation.

In this study we used a specially designed stimulus with a point jumping over
a screen. The task of a person being tested was to follow, with eyes, the point,
which was changing its location in specific moments of time. The fact that fixation
placements were known, gave us opportunity to create an estimated correct sequence
of fixations (later called template sequence) and compare the results of the algorithm
to this sequence.
Experiment. Therewere altogether 24 participants taking part in the experiments, for
which 40 recordings were registered using the stimulus described earlier. To obtain
meaningful results there were only samples with accuracy error, estimated during
calibration step, lower than 1.5deg. chosen. Every stimulus presentation consisted
of 21 points evenly distributed over the whole screen. The point was displayed in
every location for about 3 s. Eyemovements were recorded with the eye tracker using
single web camera with USB 2.0 interface, the sampling frequency was 20Hz.
Methodology. The algorithm presented in Sect. 2 was used to produce sequences
of fixations for every sample. The algorithm was started with different values of
threshold, spatial gap (sgapThres) and temporal gap (tgapThres). Parameterswindow
and minLength were set to 5 as it seems to be a reasonable choice according to
the literature. Assessment of the obtained results—sequences of fixations generated
by the algorithm with various values of three parameters—threshold, sgapThres
and tgapThres—was done using several metrics described in Table1 To provide
the correctness of the algorithm, metrics described in Table1, were calculated for
every set of parameters and compared to metrics calculated for template fixation
sequence. For that sequence the values were: AFN= 21, AFD= 71.29, ASN= 20, and
ASA = 19.2.

Additionally, there were several metrics calculated—presented in Table2—that
directly measured difference between a given sequence and the template sequence.
More information about metrics used may be found in [4] and [5].

4 Results

At the beginning of the studies an influence of one parameter—threshold—on the
results provided by the algorithm was checked. Its value initially set to 0.5degree,
was incremented by 0.05 up to the value of 10degrees. The sgapThres and tgapThres
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Table 1 Metrics used to describe sequence of fixations

AFN—Average fixation number Amount of fixations divided by a number of elements in an
analyzed set of values

AFD—Average fixation duration A value of summarized fixations length, measured in
milliseconds, divided by a number of elements in an
analyzed set of values

ASN—Average saccades number Amount of saccades divided by a number of elements in an
analyzed set of values

ASA—Average saccades amplitude Sum of distances between every two fixations divided by a
number of elements in an analyzed set of values.

Table 2 Metrics used to calculate the similarity to the template

FQnS—Fixation quantitative score Percentage of points included into a fixation, for which
distance from a stimulus position is less than third part of a
last saccade amplitude.

FQlS—Fixation qualitative score A value of summarized distances between calculated
fixations and stimuli positions divided by a number of
stimuli positions presented.

SQnS—saccade quantitative score A value of summarized saccades amplitudes divided by
summarized distances between stimuli positions presented

LevDist—levenstein distance A Levenshtein distance between a calculated sequence of
fixations and the template sequence

were constantwith value 0.As amainmetrics, assessing a quality of the result, Leven-
stein distance (LevDist) was chosen. The analysis of its values revealed that there are
two threshold ranges having meaningful influence on them. Low thresholds values
caused splitting a fixation, when an amplitude of eyes trembling during a fixation was
higher than a given threshold. For the described studies, it was a case when threshold
was lower than 2.5deg., which can be observed in the Fig. 1 (left side). Above this
value the stabilization of LevDist was noticed as far as the threshold reached the
second range, values higher than 8degrees. Defining this parameter on such high
level resulted in merging fixation and points of neighboring saccades, which entitled
increasing of LevDist values.

To check the correctness of these findings they were compared to values obtained
forFQnS metrics, which are presented in the Fig. 1 (right side). The symmetric shape
of charts suggested the strong correlation between elements of both sets. This cor-
relation turned to be full one with the coefficient equal −0.967. Similar relationship
was found between LevDist and ANF metrics. In this case the correlation coefficient
was −0.981

The analysis of the obtained results regarded a duration of a fixation as well. As it
was mentioned earlier, the template of a fixation length was defined as time period,
when a stimuluswas displayed in one position (3,565ms). It is a well-known problem
that this value cannot be reached because of the fact that, when a point on the screen
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Fig. 1 Charts presenting the average values of LevDist (left side) and of FQnS (right side) metrics
for various thresholds
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Fig. 2 Chart presenting the average values of AFD metric for various thresholds

changes its position, it takes some time for the human brain to react and to initiate an
eye movement. For this reason duration of a measured fixation will never be ideal.

In Fig. 2 it can be noticed that in case of low threshold values, fixations found
by the algorithm, feature by a short duration. It is another confirmation, that setting
threshold in this scope can result in splitting one fixation into few small ones. It
can also be observed that extending threshold to 10degrees makes the values of
AFD metrics to be closer to the ideal value. However, it cannot be assumed that for
high threshold better results are obtained. As it was discussed above, this occurrence
is the effect of attaching to fixation points, which in fact do not belong to it. This
proves that the correctness of the found fixations should be ensured bymore than one
metrics. Last metrics taken during the studies into account were ASA and SQnS ones.
Comparing these two sets of values, it turned out that their correlation is significant
(with coefficient equal=−0.542) but not in such high level like in earlier described
cases. Both of the metrics involve an amplitude of saccades but using it in slightly
different way. First of them is strongly dependent on the number of fixations defined
by the algorithm, which determines the number of saccades (ASN). The second
metric is the ratio being the sum of found fixations amplitudes divided by the sum
of saccades amplitudes existing in the template.

These various approaches entitle the differences in the results. In case of small
threshold values a signal is divided into small fixations, betweenwhich saccades with
amplitudes smaller than expected are defined. The sum of these amplitudes divided
by the number of saccades provides low ASA value [Fig. 3 (left side)]. In case of
the second metric (SQnS), the sum of such determined amplitudes can be in fact
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Fig. 3 Charts presenting the average values of ASA (left side) and SQnS (right side) metrics for
various thresholds

almost equal to the sum of bigger amplitudes of the smaller set of saccades. This is
why the SQnS value are almost stable, up to the threshold value of 8degree, when
the problem of merging a fixation with some points of neighboring saccades occurs
[Fig. 3 (right side)].

5 Conclusion

The main goal of the research presented in the paper was to check how various para-
meters ofwell-known I-DT algorithm, used for extracting the set of fixations from the
eyemovement signal can influence the obtained results. The experiments are based on
the specially designed stimulus with a point jumping over a screen. The known posi-
tions of the point were used as the reference template. Owing to that it was possible to
determine,which ranges of parameters values provide reliable outcomes. It especially
was visible for a main threshold parameter. The assessment was supported by the
usage of various metric. Convergent results of independently calculated metrics val-
ues confirmed correctness of the algorithm. The results for the other parameters were
not so unambiguous and need further studies. The average bestLevDist for I-DT algo-
rithm without additional merging step (i.e., tgapThres and sgapThres equal to 0) was
3.175. The averageLevDist for the algorithmwith the additional stepwas 2.85.Merg-
ing algorithm improved results in 28 %of cases.However, these resultswere achieved
for different values of sgapThres and tgapThres optimized separately for every file.
It was impossible to find one universal set of sgapThres and sgapThres values that
on average for every file gave results better than without merging step (sgapThres=0,
tgapThres=0). Nevertheless, it was observed that for the given threshold parameter
value higher tgapThres thresholds improved the LevDist decreasing its value.
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An Evaluation of Iris Detection Methods
for Real-Time Video Processing
with Low-Cost Equipment

Andrey Kuehlkamp, Cristiano Roberto Franco and Eros Comunello

Abstract The purpose of this work is to accomplish a study aiming the construction
of an eye tracking and iris detection system, based on images obtained from a low-
cost webcam. The main objective of the paper is to conduct a comparison between
three computer vision approaches for iris detection, trying to identify the more suit-
able method for application in the aforementioned low-cost eye tracking system.
The methods which have achieved the best detection rates were the Projection and
Thresholding, however, all of them offer possibilities for application in real-time
processing and improvement.

1 Introduction

Eye gaze tracking, or EGT, consists in a number of techniqueswhich aim to determine
the direction of a person gaze [1]. These techniques are widely used in most areas,
especially in studies in the areas of interface usability, psychology, and the creation
of accessibility technologies for disabled people [2].

In order to achieve such purpose, many strategies have been proposed in the last
years, and many of them even became commercial products. These products are
in general precise and efficient, but the devices have an elevated cost, which can,
sometimes, reach tens of thousands of dollars [3]. As a main drawback, many of
these solutions make use of intrusive equipment, such as head-mounted cameras or
even special contact lenses.

Nonintrusive techniques for EGT are generally based on the detections of the eyes
position from video images, and are called Remote Eye Gaze Tracking (REGT) [1].
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The process usually starts with the capture of the subject image through video
cameras. A sequence of processes is applied to locate the subject face and eyes.
Eye features are extracted so that the position of the iris or of the pupil can be esti-
mated. Finally, the position of the identified points in the eyes is used to correlate
with the gaze direction [2].

For the intents of this study, it is considered that a REGT system must be capable
of estimating the subject eye gaze as from the eyes movement, that is, in real time.
The definition of real time may vary according to the context where it is applied, but
Kehtarnavaz and Gamadia [4] propose that “real time in the perception sense” is the
concept used mainly to describe the interaction between a human and a computer.
In that interaction, an approximately instantaneous response is generated from the
device, for each input given by the human user. Under this perspective, the limit in
which a system can be considered as “real time” is up to 100ms, because this is fast
enough to be imperceptible to a human user.

In this paper, implementations for three known methods are described. The
OpenCV (Open Source Computer Vision) library was used for the construction of
the software. The objective of this study is to support the construction of a REGT
system that is able to work using low-resolution images, obtained from a low-cost,
laptop embedded webcam. More specifically, the purpose of this work is to conduct
a comparison between three simple computer vision techniques for iris detection.

2 Related Works

Even though only the REGT techniques are considered, a variety of options can be
employed to achieve the desired objective. The methods focused in this work can be
categorized into three main types: (a) the application of a circular Hough Transform
(HT) [6]; (b) Light Intensity Projection [7]; and (c) Light Intensity Thresholding [8].

Eye Tracking Types—Among all the proposed technologies for eye tracking, this
work focuses on the solutions that are based on images. According to some authors
[9–11], these solutions can be divided into Infrared-Based and Vision-Based.

Vision-based eye tracking techniques use visible light spectrum images obtained
by digital cameras, and therefore, need no ad-hoc hardware. However, a bigger com-
putational effort could be necessary for the face and eyes detection. Such effort is
justified by the fact that no need for special IR lighting, what prevents the glint to be
used to ease the location of the eyes. This way, the task of locating the eyes must be
based on other visual features of the eyes, which can havemore subtle characteristics.

In [12], an approach employs several techniques to deal with problems such as
head movement, lighting and the low-cost devices limitations. Their system uses
a modified HT in order to find circles which represent the iris in the image. The
eye corners are detected to obtain reference points to estimate the gaze direction. A
similar system was proposed in [13], in which a technique called Circle Frequency
Filter (CFF), is used to locate each iris.



An Evaluation of Iris Detection Methods … 107

Iris Locating Using the HT—The Hough Transform is a well-known method in
computer vision, used to determine parameters for simple geometrical forms, like
lines and circles in images. A more complete description of the HT can be found in
[14]. A number of works have already used some version of the HT to detect human
irises in images, such as [2, 6, 10, 15].

Intensity Projection—The projection technique consists in creating a graphical
representation based on the sumof the intensity of the pixels in the rows or columns of
an image. Frequently, it is used to rapidly analyze the structure of an image and isolate
its components. Projections of an image are one-dimensional representations of the
image contents, usually computed alongside to the axis of the coordinates [16]. The
horizontal and vertical projections of an image I (u, v)with 0 ≤ u < M, 0 ≤ v < N ,
where M and N are, respectively, the number of rows and columns in an image, can
be defined as:

Phor(v0) =
M−1∑

u=0

I (u, v0) for 0 < v0 < N (1)

Pver(u0) =
N−1∑

v=0

I (u0, v) for 0 < u0 < M (2)

It is possible to find different approaches that apply the projection technique, in
several works, such as [7, 17, 18].

Light Intensity Thresholding—Light intensity thresholding is another well-known
technique for object segmentation in computer vision. This method is a kind of
quantization, in which the pixel values are separated into two classes, based on a
threshold value [16]. Several references to the application of this method can be
found, like in [19], as well as some applications more specific to the iris detection in
images, such as [1, 8, 15].

3 Development

Using the OpenCV, a program was created in order to capture webcam images and
process them in real time, according to the aforementioned definition. The processing
must produce as result the contour of each eye region, as well as the contour of the
iris estimated position, overlapping the original image. Figure1 shows the desired
result of the process: in (a), the original image is presented; in (b), the extraction of
the eyes region; and in (c), identification of each eye region and the iris.

Eye Region Extraction—After obtaining the initial image, the first task is to iden-
tify the eyes region. This was achieved by means of the Haar Classifier embedded in
the OpenCV library. The Haar Classifier is an algorithm that was initially designed
for face detection; however it can be easily adapted for the detection of any rigid
object [5].
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Fig. 1 a original image; b eye region detection; c processing expected result

Fig. 2 Eye tracking process flowchart

The Haar Classifier may be used to locate faces or other objects in an image.
It is based on the machine learning algorithm AdaBoost, and the OpenCV library
provides several pretrained data sets for common objects detection. More details of
this implementation may be found in [5]. An undesired result of the use of the Haar
Classifier is that its performance may not be suited for real-time video processing.
This way, it is employed only in order to obtain the eye templates, so that, with these,
the eye tracking can be performed by another technique, the template matching.
Figure2 exhibits a flow diagram of this process.

The templatematching consists in ‘sliding’ the template across the original image,
and according to some comparison criterion, finding regions that are similar to the
template [5]. After obtaining a region of the image which contains the eyes, the next
step is to segment this region, so that each eye position is known. This was accom-
plished through the proportional division of the rectangular area which contains
both eyes.

With the individual image of each eye as a template, it is no longer necessary to
use the Haar Classifier. Once the eye region was delimited by the Haar Classifier,
it is possible to narrow the template matching search, saving time and processing
for the next video frames. From this point on, the initial processing of the original
image was already done, so these processes will only be applied to the region where
each eye was previously detected. Three methods were used to perform iris position
detection in the image.

Hough Transform—The first iris detection method presented was based on Dobes
et al. [6] and Torricelli et al. [2], who employed a modified version of the HT to
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detect circles in images. The OpenCV library provides a version of the HT for circle
detection, which was the version used in this work.

Intensity Projection—In the secondmethod, the main idea was used by Fernandes
Junior and Marengoni [7] and by Peng et al. [17], and it consists in the creation of
a projection of the image, thus determining the highest intensity point in each axis.
Normally, the iris region has a different level of intensity from the average of the
image, so this method can be used to estimate its position.

Intensity Thresholding—The third method consists in using a global thresholding
procedure, based on the work of Dong et al. [8], which tries to adjust the binarization
threshold according to the average of the intensity in that region of the image.

The use of a static threshold in the binarization operation makes the procedure
highly dependent on the illumination conditions and contents of the image. On the
other hand, adaptive thresholding allows the discretization of details that are impor-
tant to characterize the image, although local details are not so relevant for the
purposes of this work. Hence, the chosen solution was the use of a global threshold,
calculated over the average intensity of the image.

This method extracts the average intensity for this image, and based on this aver-
age, applies a binary thresholding. Erosion and opening morphological operations
are applied to reduce undesirable noise. From the resulting binary image, the centroid
of the binary object is calculated, which should correspond to the center of the iris.
Based on a bounding box of the binary object, the radius of the iris circle is then
estimated.

4 Experimental Environment

A comparison between these three methods was conducted, trying to identify the
more suitable method for the construction of a low-cost eye tracking system. The
criteria were defined as rates of: (a) iris detection hits; (b) wrong detections (false-
positives); and (c) nondetection (misses). The evaluation was made individually to
the left and right eyes, and later the average of these rates was calculated.

A number of image and video databases were considered, primarily the most used
in facial computer vision research, such as UBIRIS.v2 [20], The University of Oulu
Face Video Database [21], ZJU Eyeblink Database [22], The Yale Face Database B
[12], Head Pose and Eye Gaze dataset [9].

In order to adequately evaluate the results of this work, as well as the future goals
of this research, the following requirements should be fulfilled by data sets: (i) Data
must be recorded in videos or image sequences (equal or higher to 15 fps); (ii) The
data sets must provide ground truth information of the eye location in the images,in a
manner that it is possible to compare the results obtained andmeasure their accuracy;
(iii) The capture environment must be the closest possible to real scenarios, avoiding
too much control in the environment (e.g., luminosity, background homogeneity).
Among these databases, none of them achieved full compliance with the presented
requirements, fact that motivated the creation of a specific data set.
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Five video sequences were captured with a laptop’s integrated 1.3MP webcam.
The laptop was equipped with an Intel Core 2 Duo 2.2GHz and 8GB RAM. As one
of the goals is the application in low-cost equipment, the resolution used in the videos
was 800×600 pixels, at a 30 fps rate. Three people were recorded, using different
places and illuminations. No special illumination was used. Precautions were taken
to keep the average processing time of the frames under 100ms, so as to keep the
performance within the range considered by the authors as real time.

The detection program was executed on each video, and the output was stored
in a numbered sequence of image files, so that these could be later classified. A
semiautomated method was used, where human evaluators could answer if the auto-
mated detection was performed correctly (the correct iris location was pointed—hit),
mistakenly (false-positive, that is, a location that does not correspond to the iris was
pointed), or there was no detection at all (miss). This way, the evaluators answer to
the question for each image, and for each eye, using the following standard notation:
Y—detection performed precisely; N—no detection; and F—mistaken detection.

5 Experimental Results

In each experiment performed, one video was recorded. Next, the program processed
all the videos, generating a sequence of images with markers, for later classification.
Table1 shows the results obtained in the processing of all the video sequences, with
all three detection algorithms.

In the first video, the best results were achieved with the HT and Thresholding
algorithms. In this test a high rate of false-positives was generated by the Projection
algorithm. This fact can be explained by the working principle of the algorithm. As it
simply identifies a point in the image where the highest intensities occur, not taking
into account other factors, it is possible that this point is identified in other region, not
corresponding to the iris. In video sequences 2 and 4, the best results were obtained
by the Projection algorithm, while the results of the HT and Thresholding algorithms
were similar, both with high nondetection rates.

In the data collected from Video 3, some disparity in detection occurs through
Projection method when each eye is considered separately. The same effect was
observed in the fifth video sequence, with the HT algorithm. The same does not

Table 1 Iris detection results

Iris location

Hough Projection Thresholding

Video # 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

Hits 267 22 35 220 190 149 394 237 353 378 373 131 387 1 354

Misses 88 352 347 142 130 0 2 0 0 1 17 265 4 395 28

False-positive 41 22 14 34 76 247 0 159 43 17 6 0 5 0 14
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Table 2 Overall performance of the iris detection methods

Iris location

Hough (%) Projection (%) Thresholding (%)

Hits 37.1 76.3 62.9

Misses 53.5 0.2 35.8

False-positive 9.4 23.5 1.3

occur with the Projection and Thresholding algorithms. Such variance may suggest
a higher susceptibility of the algorithms to lighting variations between one side of
the face and the other.

Data Evaluation—In a general average between the processed videos, the best
detection rates were accomplished by the Projection technique (76.3%), followed
by Thresholding (62.9%) and HT (37.1%). On the other hand, the algorithm also
presents the higher false-positive rate, with 23.5% against 9.4% for theHT and 1.3%
for the Thresholding. The highest nondetection rate was presented by the HT, with
53.5%, against 35.8% for Thresholding and 0.2% for Projection. Table2 presents
the overall result of this evaluation of the three implementations, applied to a total
of 990 frames.

Among the presented results, the performances of the Projection andThresholding
are particularly evident, with hit rates above 60%, or yet the low nondetection rate
of the Projection (below 1%).

6 Conclusion and Discussions

In spite the discrepancies in the iris detection rates, all three experimented techniques
presented promising results, in specific situations. However, some considerations
should be taken into account:

(i) Result differences between right and left eyes, indicates low tolerance to light-
ing variations; (ii) The detection techniques are conceptually different, and that
explains the fact that the Projection technique presented such a low nondetection
rate. This technique only points a place in the image where the intensity is distinct,
and this place will occur in an image regardless if it contains an iris or not; (iii) The
high nondetection rate of the HT and the Thresholding (between 35and 55%) is not
uniform when the videos are individually analyzed. Historically, the Hough trans-
form can generate high false-positive or nondetection rates under nonideal lighting
conditions [10]. This may be interpreted as deficiencies in these algorithms to deal
with some specific lighting conditions. (iv) Given the intention to evaluate methods
for use in real time, only relatively simple techniques were employed. This way, all
three methods had frame processing times under 30ms, which enables their use in
real time with up to 30 fps videos.

The Intensity Projection and Thresholding had the best detection rates. The fea-
tures to be improved are directly connected with the susceptibility to environment
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lighting factors, which were mainly responsible for the discrepancies between right
and left eyes. Improvements in the detection program that is based on the HTmust be
made. Some studies obtained more successful outcomes using modified versions of
the HT, such as [6] and [2], although under the additional cost of creating an ad-hoc
implementation of this function. Several nondetection cases were caused by failure
in the approximate eye region location, by the Haar Classifier. In these cases, the
Haar classifier located regions that did not contain an iris to be detected.

An additional factor seems to have exerted some influence in the process are
particular characteristics in the faces of the individuals, such as skin color, face
format, and eye format and positioning. It is important to stress the need to create an
adequate video database containing ground truth data to identify interest points in
the faces. Such database will allow a better evaluation and comparation with similar
works.

Themain contribution of this work was to evaluate the proposed algorithms, in the
sense of confirming their feasibility in the development of a real-time eye tracking
technology based on regular computing devices. The study was also successful in
pointing some deficiencies of each technique, which will be of great value to their
future improvement, thus indicating the directions in the continuity of the research.
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Principles of Pervasive Cloud Monitoring

Gokce Gorbil, David Garcia Perez and Eduardo Huedo Cuesta

Abstract Accurate and fine-grained monitoring of dynamic and heterogeneous
cloud resources is essential to the overall operation of the cloud. In this paper, we
review the principles of pervasive cloud monitoring, and discuss the requirements of
a pervasive monitoring solution needed to support proactive and autonomous man-
agement of cloud resources. This paper reviews existing monitoring solutions used
by the industry and assesses their suitability to support pervasivemonitoring.We find
that the collectd daemon is a good candidate to form the basis of a lightweight mon-
itoring agent that supports high resolution probing, but it needs to be supplemented
by high-level interaction capabilities for pervasive monitoring.

Keywords Cloud monitoring · Pervasive monitoring · Cloud monitoring tools

1 Introduction

Cloud providers need to manage increasingly large and complex cloud infrastruc-
tures and assure the availability, reliability, elasticity, and performance of offered
cloud services [1]. As the scale and complexity of cloud facilities increase, providers
need to adopt an autonomous and proactive management approach in order to meet
quality-of-service (QoS) guarantees at competitive prices [2]. While monitoring is
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essential to many activities in the cloud [3], it is especially crucial for resource
and performance management to enable autonomous control, which requires accu-
rate and fine-grained monitoring of virtual [4] and physical computing and storage
resources [5, 6], applications [7], and the network [8]. In this paper, we review the
principles and requirements of pervasive cloudmonitoring, and present how concepts
from self-aware networks [9] can be leveraged to design a pervasive monitoring solu-
tion. We also provide a short review of existing cloud monitoring tools, and discuss
integration possibilities with the OpenNebula cloud management platform.

2 Requirements of Pervasive Cloud Monitoring

Cloud monitoring needs to be elastic to accommodate for the dynamism of the
cloud environment due to consumer churn and virtualization, and it needs to support
runtime configuration changes. For autonomous and proactive cloud management,
monitoring data is required to provide an accurate representation of the cloud state
and needs to be delivered in a timely fashion in order to enable quick decisions in the
face of changes. A pervasivemonitoring solution needs to accommodate for volatility
in virtual resources [4] and for the migration of virtual machines (VMs) [10]. The
locations of the probes of the monitoring system that collect measurements from
cloud resources are specified by the cloud layers given below [5], as the layer at
which a probe is located limits the types of events and resources that the probe can
observe and monitor [11, 12]. In this paper, we consider all layers except the facility
layer as relevant to the monitoring solution.

• Facility layer: Consists of the physical infrastructure of the data center(s) where the
cloud is hosted. Monitoring at this layer considers data center operations, energy
consumption, environmental impact, and physical security, such as surveillance
and architectural resilience [11].

• Network layer: Consists of the communication links and paths within a cloud,
between clouds, and between the cloud and the user.

• Hardware layer: Consists of the physical components of the computing, storage
and networking equipment.

• Operating system (OS) layer: Consists of the host and guest operating systems,
and the hypervisors, i.e. the virtual machine (VM) managers.

• Middleware layer: Normally only present in the platform-as-a-service (PaaS) and
software-as-a-service (SaaS) models, it consists of the software layer between the
user application and the OS.

• Application layer: Consists of the user applications running in the cloud.
• User layer: Consists of the end users of the cloud applications and the applications
running outside the cloud, e.g. a web browser of the end user.

Due to the complexity of cloud platforms and the heterogeneity of supported appli-
cations, there are many metrics of interest that need to be monitored concurrently
[3]. In addition to actual measurements, all metrics can be evaluated in terms of
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statistical indicators and temporal characteristics, which need to be supported by the
monitoring solution in order to reduce the volume of monitoring traffic. Large-scale
clouds present challenges in terms of the scalability of the monitoring solution due to
the high number and types of resources that need to be monitored. Scalability is also
important considering that the monitoring solution needs to be able to handle many
metrics concurrently, perhaps as many as a hundred. The pervasive monitoring solu-
tion therefore needs to efficiently collect, transfer and analyze data frommany probes
without impairing the normal operations of the cloud. The scalability issue has been
mainly addressed by aggregation and filtering of the monitoring data [6, 10, 13–16].
Other approaches to improve scalability include autonomous monitoring solutions
that self-configure, for example by changing the monitoring intervals and parame-
ters [2, 17]. In the next section, we discuss how concepts from self-aware networks
can be adopted to perform goal-oriented monitoring, which addresses, among other
things, the scalability issue.

3 Agent-Based Adaptive Pervasive Monitoring

One of the concerns in cloud monitoring is congestion and failures in the commu-
nication networks since any network disruptions affect not only the hosted cloud
services but also the services used by the cloud provider for the monitoring and
management of the cloud. Self-aware adaptive overlay networks [9, 18] provide an
attractive solution to address these issues.We propose that an inter-cloud overlay net-
work is constructed in order to monitor inter-cloud communications and to provide
resilient and adaptive communications. In this section, we first present the Cognitive
Packet Network (CPN) [19, 20], which is a self-aware packet routing protocol that
implements many of the principles of pervasive monitoring in a network context in
order to measure its performance and the conditions of the network in a distributed
manner [21]. As the CPN self-monitors and self-manages the communication paths,
it can autonomously adapt to changing conditions in the network. Its self-* proper-
ties make the CPN a good solution for the monitoring of intra-cloud and inter-cloud
communications, and for autonomous adaptation of inter-cloud overlay paths. In
addition to monitoring the network links and routers, CPN can also be used as the
basis of a pervasive monitoring solution employed to collect measurements from
cloud resources. We will present an overview of an adaptive agent-based pervasive
monitoring solution based on the CPN later in this section.

Based on measurements it collects from the network nodes and links, CPN adap-
tively finds the best routes according to QoS criteria, such as low packet delay,
specified by the users of the network. CPN employs adaptive learning techniques
with random neural networks (RNNs) [22–24] and reinforcement learning [25] in
order to make routing decisions at each network node. It uses smart packets (SPs) for
exploring the network, dumb packets (DPs), which are source-routed, to carry the
payload, and acknowledgments (ACKs) to collect measurements performed by the
SPs and DPs and to train the neural networks. SPs are generated by the source node
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on demand, i.e. when the user requests a new path with a given QoS goal or when it
wants to discover parts of the network state. At each hop, SPs are routed based on the
experiences of previous packets, employing a learning algorithm, mainly reinforce-
ment learning on RNNs. The RNN is a neural network model inspired by biology,
and it is characterized by positive (excitatory) and negative (inhibitory) signals in
the form of spikes of unit amplitude which are exchanged between neurons and alter
the potential of the neurons. A neuron is connected to one or more neurons, forming
a neural network; each neural link has a weight, which can be positive or negative.

In the RNN, the state qi of the i th neuron represents the probability that it is
excited, and satisfies the following system of nonlinear equations:

qi = λ+(i)

r(i) + λ−(i)

where

λ+(i) =
∑

j

q jw
+
j i + Λ+

i , λ−(i) =
∑

j

q jw
−
j i + Λ−

i , r(i) =
∑

j

w+
i j +w−

i j

w+
j i is the rate at which neuron j sends excitation spikes to neuron i when j is excited,

w−
j i is the rate at which neuron j sends inhibition spikes to neuron i when j is excited,

and r(i) is the total firing rate of neuron i . Λ+
i and Λ−

i are the constant rates of the
external positive and negative signal arrivals at neuron i , respectively. These external
signal arrivals follow stationary Poisson distributions. For an N neuron RNN, the
parameters are the N × N weight matrices W+ and W− which need to be learned
from the inputs.

Each node in the CPN stores an RNN for each QoS goal and source-destination
pair. Each RNN has a neuron for each communication link at the node. The RNN
is used to make adaptive decisions regarding the routing of SPs by routing the SPs
probabilistically according to the weights of the neurons, which are updated using
reinforcement learning. The QoS goal of the RNN is expressed as a function to be
minimized, and the reward used in the reinforcement learning algorithm is simply
the inverse of this function. Each received ACK triggers an update of the RNN based
on the performance metrics observed by the SP or DP that resulted in the ACK.

We adopt the CPN in order to monitor cloud communications. In addition, we
adopt concepts from the CPN to design an agent-based adaptive monitoring solu-
tion that performs goal-based monitoring, where metrics relevant to performance
management are measured locally at each resource by monitoring agents, and col-
lected on demand by monitoring managers to enable intelligent resource allocation
decisions.

The use of configurable software agents has been proposed in the literature in
order to construct a flexible monitoring architecture [26]. In agent-based monitor-
ing solutions, agents located at the physical and virtual resources implement one or
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more probes that collectmeasurements ofmetrics from the resource either on demand
or periodically. Agent-based solutions are attractive for pervasive cloud monitoring
since they provide elasticity, as the monitoring agents can be designed so that they
start-up and shut-down with the resource they are attached to, e.g. VMs, and migrate
with them, enabling easy monitoring of VMs even under migration. Furthermore,
agents can be contacted at run-time in order to enable and disable monitoring activ-
ities on a resource-by-resource basis, providing a highly configurable and adaptive
solution.

Monitoring agents store their measurements in local repositories. Smart packets
are sent by the monitoring managers in order to collect measurements from these
repositories, similar to the way that SPs are used in standard CPN by the source
nodes. The monitoring managers make the collected measurements available to the
resource management system to enable QoS-based decisions, and they may also
configure monitoring activities of the agents depending on their QoS goals. It is
expected that multiple monitoring managers will exist for fault tolerance and load
balancing purposes.

4 A Review of Cloud Monitoring Tools

We provide a review of some of the popular cloudmonitoring tools in Table1; a more
comprehensive review can be found in [27]. Out of the reviewed monitoring tools,
Zabbix, Ganglia and Nagios are the most capable and flexible. They offer a single
tool for the monitoring of different system and application metrics, enable the user
to set-up and receive alerts and notifications, provide aggregation mechanisms for
the monitored metrics, and keep a historical record of the monitoring data. All three
projects are widely used and have strong community support.

Despite the capabilities of Zabbix, Ganglia and Nagios, we believe that collectd
is the best candidate to form the basis of a lightweight monitoring agent as part of the
pervasivemonitoring solutionoutlined in the previous section, since it supports awide
variety of metrics and high resolution probing for many concurrent probes. collectd
can also probe at different layers, e.g. at the application, middleware and OS layers,
and thus can support both high-level and low-levelmonitoring. It is also customizable
via plug-ins, allowing the addition of more application-specific probes. In order to
add further capabilities to the pervasive monitoring solution, such as visualization
and analysis, the system needs to be interfaced with high-level monitoring tools.
Nagios appears to be the best choice for this purpose due to its extensibility and
flexibility.Measurements from the collectd-basedmonitoring agents can be provided
to Nagios via the collectd-nagios plug-in, and alerts for the user can be configured
and transmitted by Nagios. Nagios would also present a front-end to the human user
for visualization of metrics and configuration of the monitoring agents, which is
possible by extending Nagios.
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Table 1 Cloud monitoring tools

Tool Description

Collectl A lightweight monitoring tool that collects system-level information. Provides basic
monitoring only, and limited to Linux systems

SAR Offers basic system-level monitoring. Graphs supported via SAG

SIGAR A portable API for system-level monitoring, providing bindings for Java, Python,
Ruby, C#, etc. Not currently developed

Monit A utility for monitoring and managing processes, programs, files, directories, and
devices on Unix and Linux systems. Designed to conduct automatic maintenance
and repairs

SFlow Network traffic monitor. Widely supported by networking equipment, such as routers

Munin Client-server based monitoring tool, designed for easy visualization of monitoring
data. Mainly for Linux systems, but Windows systems are supported via third party
plug-ins. Can be extended to perform actions based on the gathered data

Ganglia A scalable distributed monitoring system developed for computing clusters and
grids. Uses a multicast-based publish-subscribe protocol to decouple communication
endpoints. Employs popular and proven technologies to represent (XML), transfer
(XDR) and store monitoring data (RRDtool). Provides a graphical interface for
visualization of monitoring data, in addition to an alert system. Extensible via
custom clients

Nagios A full monitoring solution designed to monitor applications, services, operating
systems, network protocols and system metrics with a single tool. Supports
configuration of actions to take when certain conditions are satisfied. Provides
visualization and alerts

Zabbix Monitoring solution mainly designed to monitor networks and network services.
Uses SQL databases to store monitoring data, and provides a web front-end and an
API to access it. System-level metrics on the hosts can be monitored via the provided
agent

collectd A lightweight daemon for periodically collecting system metrics, supporting a wide
variety of metrics at different layers, e.g. application, OS, networking. Supports high
resolution probing. Extensible via plug-ins. Provides several mechanisms to store the
monitoring data, e.g. via RRDtool

5 Monitoring with OpenNebula

The autonomous cloud management system employs a cloud management toolkit
that provides a “dumb” interface in order to actuate its decisions. The cloud commu-
nity currently favors two open-source industry standard cloud management toolkits:
OpenStack and OpenNebula. Both projects provide tools and services to set-up, con-
figure andmanage a cloud platform. At present, OpenNebula provides amoremature
software stack, and easier installation and configuration.

OpenNebula relies on monitoring the cloud infrastructure in order to assess the
state of the resources. OpenNebula’smonitoring subsystem gathers information from
the physical hosts and the VMs by executing a set of static probes in the monitored
resources, the output of which are sent to the cloud manager using either push or
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pull mode. When using the pull mode, the manager periodically and actively queries
each host. This mode is limited by the number of active connections that can be made
concurrently since hosts are queried sequentially. As such it is only appropriate for
small-scale clouds, consisting of 50 hosts or less, and when low update frequencies
are acceptable (e.g. for 50 hosts, the monitoring period would typically be around
5min). In the UDP-based push mode, each host periodically sends monitoring data
to the manager. This is more scalable than the pull mode and therefore better suited
for larger infrastructures and high update frequencies.

OpenNebula allows simple customization of the monitoring drivers and the cre-
ation of new drivers which exclusively use the pull model to report the data. Open-
Nebula also provides the OneGate module to enable VMs to push application-related
monitoring information to the manager. However, OneGate is designed for only
small-scale application-layer monitoring. The pervasive monitoring solution and
OpenNebula can be integrated by either implementing a new OpenNebula moni-
toring driver in order to interface the monitoring agents directly with OpenNebula,
or by integrating OpenNebula with a third-party tool such as Nagios or Ganglia that
acts as an intermediary between the monitoring agents and OpenNebula.

6 Future Work

We provided an overview of an agent-based design for a pervasive monitoring solu-
tion based on concepts from self-aware networks, and reviewed some of the popular
cloud monitoring tools. Among the tools reviewed, collectd is the best candidate to
form the basis of a lightweight monitoring agent. In future work, we will extend
our initial monitoring design, and evaluate the performance of resource allocation
decisions based on goal-oriented monitoring.

Acknowledgments The work presented in this paper was partially supported by the EU FP7
research project PANACEA (Proactive AutonomousManagement of Cloud Resources) under grant
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Source Model of TCP Traffic in LTE Networks

Paweł Foremski, Michał Gorawski and Krzysztof Grochla

Abstract We propose a generator that represents traffic transmitted in mobile
wireless networks. It is based on measurements of IP flows in a real, large-scale
LTE network. The proposed tool generates TCP flow sizes and durations. We verify
the generator by comparisonwith the traces available in the literature, andwe propose
application in discrete event simulators.

1 Introduction

The performance evaluation of wireless networks requires a proper representation
of the traffic transmitted within the network. The realistic assessment of evaluated
network architecture or networking mechanisms must be done under conditions rep-
resentative for the analyzed scenario. In particular, the traffic transmitted through
the network must have similar statistical properties as the traffic imposed in future
working conditions. Therefore, a good modeling of traffic source is crucial for the
performance evaluation of any network protocol.

The network trafficmodeling problemhas been analyzed formanyyears. The large
number of models representing popular protocols and applications were proposed,
likeHTTP [2], video streaming [14], or online gaming [1]. Asmost of the traffic in the
Internet is transmitted via HTTP, the novel models better representing this protocol
are still being developed—see, e.g., [19]. The first traffic models were based on
Poisson distribution, but the authors of [18] shown that it does not represent correctly
the traffic characteristics. The Internet traffic has self-similar characteristics, thus a
large number of more sophisticated methods were used to correctly represent the
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observed statistical properties: on/off processes, Hidden Markov Models (HMM),
ARIMA processes, Wavelets, diffusion approximation and multifractals [3, 6, 10].

The wireless network traffic is currently rapidly growing: according to Cisco
VisualNetworking Index, the volume of data transmitted bymobile devices increased
by more than 80% in 2013 [17]. Mobile users use different applications and browse
the web slightly differently than the users of regular PCs: according to [16], the
largest fraction of traffic to mobile devices is multimedia, and the HTTP objects
transmitted to mobile devices are on average larger than transmitted to other devices.
A considerable part of the traffic on mobile devices is generated by the synchroniza-
tion of mobile applications with the servers, such as, e.g., social networks, mail, or
calendar applications. This type of traffic is not present on stationary computers, thus
dedicated models representing the properties of mobile device traffic are needed for
proper performance evaluation of wireless networking protocols and algorithms.

There are a few traffic source models dedicated for wireless networks evaluation.
LiTGen [20] allows to reproduce accurately the traffic burstiness and internal prop-
erties over a wide range of timescales, but is limited to mail and P2P applications.
Authors of [15] use Hidden MarkovModels to represent different QoS classes of the
network traffic, but the model is based on a small traffic trace gathered in laboratory
from a WiFi network, thus is not representative per large-scale mobile network traf-
fic. In [4], the authors propose a theoretical model of eNodeB traffic that considers
6 different parameters—for example number of subscribers, data and voice activity
during the busy hour, and the bandwidth required for bearer sessions—but the model
provides only rough estimates on the aggregated traffic volume of a typical eNodeB.
To the best of our knowledge, we were not able to find a traffic source model based
on large-scale measurements in the 4th generation wireless network, i.e., Long-Term
Evolution (LTE) networks.

2 Proposed Model

In this work, we propose a traffic generator representative for modern mobile devices
traffic in LTEnetworks. It is based onmeasurements of traffic in a large-scalewireless
network. The proposed tool generates TCP flow sizes and durations. We implement
our model in the OMNeT++ environment and verify it by comparison to traces
available in the literature. The model is based on a real-world research data [12], and
thus generates traffic that is similar to transmissions in real mobile devices.

2.1 Network Traffic Data

Traffic traces are the key requirement formodeling network traffic. For example, pop-
ular methods apply HMM to model the interpacket time gaps and the packet lengths
basing on observations of real traffic [6]. However, obtaining adequate samples of
real-worldLTE traffic is practically hard, so in ourworkwebuild on the data presented
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Table 1 Characteristics of the real-world LTE dataset [12]

Capture start Duration Client Server Packets Bytes eNB count Utilization Flows

IPs IPs (/5 min.)

October 12, 2012 240 h 379 K 719 K 3.8 G 2.9 T 22 29.5 Mbps 16.4 K

The column “Utilization” shows the average bandwidth used by all eNBs, while the “Flows” column
shows the average number of traffic flows in 5-min time windows

in the recent paper by J. Huang et al., which gives an in-depth study of LTE perfor-
mance [12]. We consider this work as representative and authoritative, as it presents
the first study of a large real-world LTE packet trace. The traffic was collected from
22 eNBs in 2012 at a large metropolitan area in the U.S., and contains 2.9 TB of LTE
traffic from over 300,000 users. The details on the dataset are presented in Table1.
For other papers that analyze wireless network traffic, see, e.g., [7, 8, 11, 13, 21]

The paper by Huang et al. characterizes several aspects related to the performance
of LTE networks, but in our work we use the most fundamental data: the statistical
characteristics of TCP session size and TCP session duration, given in Sect. 4.1
of [12]. As the authors point out, the TCP protocol dominates in LTE networks—
carrying over 97% of bytes and 95% of flows—so we believe it is enough to model
just the TCP protocol for a good approximation of the whole mixture of LTE traffic.
Interestingly, for TCP, the pair of HTTP/HTTPS protocols is responsible for over
92% of traffic flows.

In order to obtain the data required for our model, we digitized Figs. 2 and 3 from
[12] and statistically processed the obtained data, as explained herein.After digitizing
theCumulativeDistributionFunctions (CDFs) ofTCP session sizes anddurations,we
used the finite difference method to obtain their histograms and Probability Density
Functions (PDFs), displayed in Figs. 1, 2, 3, and 4. Due to the range of the underlying
data, density functions had to be presented in the logarithmic scale. This makes their
interpretation harder, because integral of a PDF over its entire range must equal 1,
but the corresponding histograms allow us to easily draw conclusions. The fit of the
log-normal distribution is presented in Figs. 3 and 4 to roughly compare the data
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with a simple model. As visible in Fig. 4, the empirical distribution of flow duration
cannot be explained using such a data model.

We chose to generate traffic flow data using inverse transform sampling on the dig-
itized CDF plots. Each flow F is fully characterized with a tuple of F = 〈Su, Sd , D〉,



Source Model of TCP Traffic in LTE Networks 129

where Su and Sd describe the TCP payload size in the uplink and downlink direction
(respectively), and D is the flow duration (i.e., the time from the first packet to the
last packet). In order to linearly correlate log(Sd) and log(D)we used two correlated
random variables X and Y for sampling the CDFs of Sd and D:

X ∼ U (0, 1), (1)

Y = c · X + (1 − c) · Z , (2)

Z ∼ U (0, 1), (3)

Fig. 5 Uncorrelated flow data

Fig. 6 Correlated flow data, c = 0.16
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where c ∈ [0, 1]. The correlation of 0.196 reported in [12]was obtained for c = 0.16.
See Figs. 5 and 6 for comparison between uncorrelated and correlated log(Sd) and
log(D), for a sample of 2,500 pairs. For the uplink direction, we consider log(Su) and
log(D) as uncorrelated. Please refer toChap.7 andExample 2.1 in [5] for background
on generating correlated random variates. We leave the task of describing F with a
more sophisticated model for future work.

2.2 Network Traffic Model

Tomodel the traffic frommobile devices,weused theOMNeT++/INETdiscrete event
simulator, basing on themodel ofTCPconnection described in [9]. To simulate uplink
and downlink flows, we implemented two modules: a client (representing a mobile
device) and a server (representing the Internet). Both modules were implemented as
TCP applications (TCPApps) in the INET StandardHost module (Fig. 7). The
StandardHostmodule enables simulating data flows in aTCPenvironment, along
with a representation of all network layers. We assume no concurrent sessions, hence
the communication is realized using a single pair of sockets. The sockets are closed
after the session ends, and reopened for the next session: server socket is set to the
ListenOnce state and binds to the client socket on connection request. Flow data
is generated on the client side, where the correlated values described in Sect. 2.1 are

Fig. 7 The OMNeT++ implementation

http://dx.doi.org/10.1007/978-3-319-09465-6_7
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drawn randomly. The packet transmission interval is set to 100ms, and the packet size
is constant for the whole session, so the total flow size matches the generated data.

The transmission is realized as follows. First, an uplink packet (named “Precast”)
is sent. It includes the information about expected response size and session duration.
When the server receives the first packet it starts its own independent transmission
with an adequate packet size. Transmission endswhenboth sidesfinish their transfers,
and the session is immediately closed. In case of no uplink data, the client sends a
single Precast packet and waits for the server to finish. For session times below
100ms, the transmission is resolved by TCP modules; for session times between
100 and 200ms, transmission is trimmed down to 100ms. The interval between
consecutive sessions is set by default to 1s, but it can be adjusted to any value
or distribution, as needed. Note that this interval regulates the aggregated client
bandwidth. Current implementation does not support simultaneous transmissions,
which was left for future versions of our traffic generator.

3 Experimental Results

For experimental evaluation, we run our model implemented in OMNeT++ and
collected statistics of 100,000 TCP sessions.

In Fig. 8, we compare the flow durations obtained from simulation with the
expected flow data values, using a Quantile-Quantile plot (QQ-plot) of 1,000 sam-
ples. As visible, the distributions generally match each other, with an exception for
the data in the range of 100–200ms (on the OX-axis). This is expected, because our
model presented in Sect. 2.2 divides data into 100ms transfer windows, which limits

Fig. 8 QQ-plot of flow durations
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Fig. 9 Uplink flow rates (500 samples)

Fig. 10 Downlink flow rates (500 samples)

the granularity of flow durations observed in simulation. For larger flow durations
this effect is negligible, hence not visible on the plot.

In Figs. 9, 10, 11, and 12 we compare the TCP flow rates obtained in OMNeT++
with the measured flow data shown in [12]. For both directions we see that the
distributions are similar, with only minor deviations. Generally, slow flows (less
than a few kilobits per second) and fast flows (more than a few megabits per second)
tend to be transmitted with lower bit rates in the simulation environment. On the
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Fig. 11 CDF comparison of uplink flow rates

Fig. 12 CDF comparison of downlink flow rates

other hand, some flows in the middle are transmitted faster: for uplink the flows in
the range of 5–100kbps and for downlink the flows in the range of 50–1,000kbps.
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4 Conclusions

In this paper we proposed a model of TCP traffic that represents statistical properties
of traffic in large-scale LTE networks, using the OMNeT++ discrete event simulation
environment. The model is based on measurements of flow sizes and durations in
a real network. The evaluation of the model confirms that it well matches with the
traffic observed in the literature, providing similar distributions of transmission rates,
for downlink and uplink directions.

The presented model can be used in various simulations as a source of TCP traffic
generated by a mobile device working in an LTE network. We acknowledge that the
model is based on the data collected in the U.S., whereas the behavior of the network
users in other parts of the world may vary. However, as of this writing, there is no
credible network data available, e.g., for European users, whichmay be an interesting
avenue for future research.

The model can be downloaded at https://projekty.iitis.pl/rezultaty-badan-2-en.
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6. J. Domańska, A. Domański, T. Czachórski, Internet Traffic Source Based on Hidden Markov

Model, in Smart Spaces and Next Generation Wired/Wireless Networking, Lecture Notes in
Computer Science, ed. by S. Balandin, Y. Koucheryavy, H. Hu. vol. 6869 (Springer, Heidelberg,
2011), pp. 395–404

7. H. Falaki, D. Lymberopoulos, R. Mahajan, S. Kandula, D. Estrin, A first look at traffic on
smartphones, inProceedings of the 10th ACM SIGCOMM conference on Internet measurement,
pp. 281–287. ACM (2010)

8. A. Gember, A. Anand, A. Akella, A comparative study of handheld and non-handheld traffic
in campus Wi-Fi networks, in Passive and Active Measurement, pp. 173–183. Springer (2011)

9. K. Grochla, Simulation comparison of active queuemanagement algorithms in tcp/ip networks.
Telecommunication Systems 39(2), pp. 131–136 (2008) doi:10.1007/s11235-008-9117-x

10. H. Hlavacs, G. Kotsis, C. Steinkellner, Traffic source modeling. Tech. Heport Tr-99101 Inst.
Appl. Comput. Sci. Inf. Syst. Univ. Vienna (1999)

11. J. Huang, F. Qian, A. Gerber, Z.M. Mao, S. Sen, O. Spatscheck, A close examination of perfor-
mance and power characteristics of 4G LTE networks, in Proceedings of the 10th international
conference on Mobile systems, applications, and services, pp. 225–238. ACM (2012)

https://projekty.iitis.pl/rezultaty-badan-2-en
http://projekty.iitis.pl/zosb
http://dx.doi.org/10.1007/s11235-008-9117-x


Source Model of TCP Traffic in LTE Networks 135

12. J. Huang, F. Qian, Y. Guo, Y. Zhou, Q. Xu, Z.M.Mao, S. Sen, O. Spatscheck, An in-depth study
of LTE: Effect of network protocol and application behavior on performance, in Proceedings
of the ACM SIGCOMM 2013 conference on SIGCOMM, pp. 363–374. ACM (2013)

13. J. Huang, Q. Xu, B. Tiwana, Z.M. Mao, M. Zhang, P. Bahl, Anatomizing application per-
formance differences on smartphones, in Proceedings of the 8th international conference on
Mobile systems, applications, and services, pp. 165–178. ACM (2010)

14. M. Krunz, A. Makowski, A source model for VBR video traffic based on M/G/∞ input
processes, in INFOCOM’98. Seventeenth Annual Joint Conference of the IEEE Computer
and Communications Societies. Proceedings. IEEE, vol. 3, pp. 1441–1448. IEEE (1998)

15. S. Maheshwari, S. Mahapatra, C. Kumar, K. Vasu, A joint parametric prediction model for
wireless internet traffic using HiddenMarkovModel. Wireless Netw. 19(6), 1171–1185 (2013)
doi:10.1007/s11276-012-0525-1

16. G. Maier, F. Schneider, A. Feldmann, A First Look at Mobile Hand-Held Device Traffic, in
Passive and Active Measurement, vol. 6032, Lecture Notes in Computer Science, ed. by A.
Krishnamurthy, B. Plattner (Springer, Berlin, 2010), pp. 161–170

17. C.W. Paper, Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Update,
2010–2015 (2011)

18. V. Paxson, S. Floyd, Wide area traffic: the failure of Poisson modeling. IEEE/ACM Trans.
Networking (ToN) 3(3), 226–244 (1995)

19. R. Pries, Z. Magyari, P. Tran-Gia, An HTTP web traffic model based on the top one million
visited web pages. In: Next Generation Internet (NGI), 2012 8th EURO-NGI Conference on,
pp. 133–139. IEEE (2012)

20. C. Rolland, J. Ridoux, B. Baynat, LiTGen, a Lightweight Traffic Generator: Application to
P2P andMailWireless Traffic, in Passive and Active Network Measurement, vol. 4427, Lecture
Notes in Computer Science, ed. by S. Uhlig, K. Papagiannaki, O. Bonaventure (Springer, Berlin
Heidelberg, 2007), pp. 52–62

21. Q. Xu, J. Erman, A. Gerber, Z. Mao, J. Pang, S. Venkataraman, Identifying diverse usage
behaviors of smartphone apps, in Proceedings of the 2011 ACM SIGCOMM conference on
Internet measurement conference, pp. 329–344. ACM (2011)

http://dx.doi.org/10.1007/s11276-012-0525-1


A Few Investigations of Long-Range
Dependence in Network Traffic

Joanna Domańska, Adam Domańska and Tadeusz Czachórski

Abstract The paper presents measurements and analysis of a LAN long-range
dependence traffic collected in IITiS PAN (The Institute of Theoretical and Applied
Informatics of the Polish Academy of Sciences). Several methods of Hurst parameter
estimation were used, the results obtained by the methods differ substantially. The
analysis was made for the whole traffic and traffics generated by particular types of
protocols. We seek for a dependence of Hurst parameter on a protocol type. Then, a
MMPP (Markov-Modulated Poisson Process)modelwas applied tomimic the traces.
It allows us to consider Markovian queueing models with long-range dependent and
self-similar traffic, an important factor as we dispose an efficient software tool to
solve numerically very large continuous-time Markov chains.

1 Introduction

During the last two decades, self-similarity and long-range dependence (LRD)
became an important research domain [1–3]. Extensive measurements demonstrated
the self-similarity and LRD of network traffic on several levels of communication
protocols. Various studies made also evident that ignoring these phenomena in the
analysis of computer networks leads to an underestimation of important performance
measures as queue lengths at buffers and packet loss probability [4, 5]. Therefore, it
is necessary to take into account this features in realistic models of traffic [6].
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Section2 contains a brief introduction to self-similarity and long-range depen-
dance. Section3 presents few methods of Hurst parameter estimation. Section4
presents the Internet data collected in IITiS PAN and the analysis of LRD in these
traces. Section5 briefly explains how to fit two-state MMPP traffic model to second-
order self-similar properties of observed data traces. Section6 concludes this article
and discusses future works.

2 Self-Similarity and Long-Range Dependence

Self-similarity is an often-observed natural phenomenon. The termwas introduced by
Mandelbrot [7] for explaining water level pattern of river Nile observed by Hurst. Let
X (t) be a stochastic process representing increment process (e.g., in bytes/second).
In this case, X takes a form of a discrete time series {Xt }, where t = 0, 1, . . . , N .
The sequence X (m)(k) is obtained by averaging X (t) over nonoverlapping blocks of
length m:

X (m)(k) = 1

m

m∑

i=1

X ((k − 1)m + i), k = 1, 2, . . . . (1)

Let Y (t) be a continuous-time process representing the traffic volume, i.e., X (t) =
Y (t)−Y (t −1). Y (t) is exactly self-similar when it is equivalent, in the sense of finite
dimensional distributions, to a−H Y (at), where t > 0, a > 0, and 0 < H < 1 is the
Hurst parameter. The process Y (t) may be nonstationary [8]. The Hurst parameter
H expresses the degree of the self-similarity [3].

Long-range dependence of data refers to temporal similarity present in the data.
LRD is associated with stationary processes [8]. If a process X (k) is second-order
stationary with variance σ 2 and autocorrelation function r(k), then it has LRD only
if its autocorrelation function is nonsummable,

∑
n r(n) = ∞. That means that the

process exhibits similar fluctuations over a wide range of timescales.

3 Hurst Parameter Estimators

Not all LRD processes mandatorily have a definable Hurst parameter, but the value
of H between 0.5 and 1 is usually considered the standard measure of LRD [9].
The parameter can be estimated in a number of ways. The R/S statistic, aggregated
variance and periodogram are well-known methods with a significant history of use,
the local Whittle’s estimator and wavelet-based methods are newer techniques and
they perform relatively well.
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The aggregate variance method [1, 10, 11] uses the plot of log[Var(X (m))] as
defined in Eq. (1) versus logm. The estimated value of Hurst parameter is obtained
by fitting a simple least squares line through the resulting points in the plane. The
asymptotic slope β between −1 and 0 suggests LRD and estimated Hurst parameter
is given by H = 1 − β

2 .
Another time-domain based technique of Hurst parameter estimation is called

R-S Plot [7, 11]. The R-S method, one of the oldest techniques, is based on Central
Limit Theorem. Let R(n) be the range of the data aggregated over blocks of length n
and S2(n) be the sample variance of data aggregated at the same scale. The rescaled
range of X over a time interval n is defined as the ratio R/S:

R

S
(n) = S−1(n)

[

max
0≤t≤n

(X (t) − t X(n)) − min
0≤t≤n

(X (t) − t X(n))

]

(2)

where X(n) is the samplemeanover the time intervaln and S(n) is standard deviation.
For LRD processes, the ratio has the following characteristic for large n:

R

S
∼

(n

2

)H
. (3)

A log-log plot of R
S (n) versus n should have a constant slope H as n becomes large.

The method using Periodogram in log-log scale [11, 12] is frequency domain
method, the periodogram is defined by:

IX (ω) = 1

2πn

∣
∣
∣
∣
∣
∣

n∑

j=1

X j e
i jω

∣
∣
∣
∣
∣
∣

2

(4)

A log-log plot IX (ωn,k) versus ωn,k = 2πk
n should have a slope of 1–2H around

ω = 0.
Whittle’s estimator is a semiparametric maxminimum likelihood estimator, which

assumes a functional form to estimate the spectral density at frequencies near zero,
[1, 13, 14]. To estimate Hurst parameter, one should minimize the function:

Q(H) =
∑

j

[

log f j (ω j ) + log IX (ω j )

f j (ω j )

]

, (5)

where IX (ω) is the periodogram and f (ω) = cω2H−1.
The wavelet-based Hurst parameter estimators [1, 15] are based on the shape of

the power spectral density function of the LRD process. Wavelets can be thought of
as akin to Fourier series but using waveforms other than sine waves [11]. Wavelet
analysis has been applied inHurst parameter estimation due to its powerful properties.
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4 Empirical Traffic Data Trace Analysis

Trafficmeasurements canbeperformedat various levels: byte, packet, flow, or session
level. Source traffic at packet level has the following benefits as compared to the other
level methods [16]:

• most of the network problems (loss, delay, jitter, etc.) occur at the packet level;
• packet-level approach is independent of protocols being used;
• traffic at the packet level remains observable even after encryption made by dif-
ferent protocols.

We used a trace of real Internet traffic collected from the network of IITiS institute
serving< 50 academic users. This data set has been collected during the whole May
2012 on the Internet gateway [17]. The traffic approximately stands for a few dozen
office users (researchers), mainly working Monday-Friday 8AM–4PM. IP packets
were limited to 64 bytes—in most cases, they contain all headers plus a few bytes
of the transport protocol payload. The local DNS traffic is not visible because of a
specific setup of the network.

Captured packets are: packets leaving the local network and packets coming from
the Internet that were not blocked by firewall. The collected informations were saved
in tcpdump like format. The method of data collection allowed us the traffic classifi-
cation and detection of the services which generated the most of traffic. The datasets
contain different subsets of network protocols. The table shows the services and traf-
fic generated by these services. The most of the traffic is associated with the TCP
protocol, and normal HTTP generated over 17% of traffic.

The estimators mentioned in Sect. 3 were used to evaluate the long-range depen-
dence of the collected traces. Table1 shows the results for one day traces (10/05—37
050 495 samples, 12/05—6 002 874 samples, 25/05—13 874 610 samples, 27/05—
18 138 320, 31/05—36 135 490) obtained with the use of five estimators (250252
samples).

Table2 presents the degree of LRD as a function of a type of protocol. This table
gives the results for the dominant types of traffic for the most representative days. As
can be seen, the security traffic is characterized by a smaller LRD. This observation

Table 1 Hurst parameter estimates for IITiS data traces

31.05 27.05 25.05 12.05 10.05

Estimator Hurst parameter

R/S Method 0.721 0.74 0.655 0.498 0.763

Aggregate variance 0.892 0.912 0.817 0.685 0.933

method

Periodogram method 0.678 0.781 0.715 0.613 0.84

Whittle method 0.683 0.714 0.599 0.473 0.761

Wavelet-based 0.675±0.14 0.681±0.013 0.61±0.027 0/531±0.009 0.71±0.017

method
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Table 2 Hurst parameter estimates for IITiS data traces

31.05 27.05 25.05 12.05 10.05

Protocol Hurst parameter—aggregate variance method

HTTP 0.846 0.852 0.838 0.756 0.8

PPP 0.786 0.952 0.855 0.858 –

SSH 0.948 0.633 0.589 – –

SSHv2 0.945 0.735 0.791 – –

TCP 0.871 0.868 0.777 0.583 0.943

TLSv1 0.749 0.927 0.735 0.771 0.749

applies only to the selected type traffic analysis. The analysis of compound traffic
(see Table1) did not confirm the reletionship between the degree of LRD and the
number of transmitted packets of a given type.

5 MMPP Model of LRD Traffic

Several models have been introduced to model self-similar and LRD processes in
network traffic. The majority of them is based on non-Markovian approach. They
use chaoticmaps [18],α-stable distribution [19], fractionalAutoregressive Integrated
Moving Average (fARIMA) [20] and fractional Levy Motion [21] for modeling a
network traffic. The advantage of these models is that they give a good description
of the traffic with the use of few parameters. Their drawbacks consist in the fact
that they do not allow the use of traditional and well-known queueing models and
modeling techniques for computer networks performance analysis.

There are alsoMarkov basedmodels to generate a LRD traffic over a finite number
of timescales [6, 9, 22–25]. This approach makes possible the adaptation of tradi-
tional Markovian queueing models to evaluate network performance. This section
briefly describes the fitting of a superposition of two-state Markov-Modulated Pois-
son Process (MMPP) proposed in [26] to IITiS traffic data.

Two-state MMPP is also known as the Switched Poisson Process (SPP). The
superposition of MMPP’s is also an MMPP which is a special case of Markovian
Arrival Process (MAP). A MAP is defined by two square matrices D0 and D1 such
that Q = D0 + D1 is an irreducible infinitesimal generator for the continuous-time
Markov chain (CTMC) underlying the process, and D0(i, j) (respectively D1(i, j))
is the rate of hidden (respectively observable) transitions from state i to state j [27].

Following the model proposed in [26], a LRD process (used in our study) can be
modeled as the superposition of d two-state MMPPs. The i th MMPP (1 ≤ i ≤ d)
can be parameterized by two square matrices:

Di
0 =

[−(c1i + λ1i ) c1i

c2i −(c2i + λ2i )

]

(6)
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Di
1 =

[
λ1i 0
0 λ2i

]

(7)

The element c1i is the transition rate from state 1 to 2 of the i th MMPP and c2i is the
rate out of state 2– 1. λ1i and λ2i are the traffic rate when the i th MMPP is in state 1
and 2 respectively. The sum of D0

i and D1
i is an irreducible infinitesimal generator

Qi with the stationary probability vector:

−→π i =
(

c2i

c1i + c2i
,

c1i

c1i + c2i

)

(8)

The superposition of these two-state MMPPs is a new MMPP with 2d states and
its parameter matrices D0 and D1 can be computed using the Kronecker sum of these
d two-state MMPPs [28]:

(D0, D1) =
(
⊕d

i=1D0
i ,⊕d

i=1D1
i
)

(9)

There are two approaches for fitting the family ofMAP to observed data: moment-
based approach and likelihood-based approach [29]. The article [26] proposed a
fitting method for a superposition of two-state MAPs based on Hurst parameter as
well as the moments. All steps of this fitting procedure are precisely described in
[30]. The fitting procedure requires the following input parameters:

λ∗—mean rate of the process to be modeled,
n—number of timescales,
d∗—number of active MMPP’s,
H = 1 − β/2—the Hurst parameter,
ρ—lag 1 correlation.

Three of them: λ∗, ρ, and H should be estimated from the real data traces. Table3
gives the parameters defining the model fitted using the set of descriptors obtained
from IITiS trace. The superposition of fourMMPP’s is sufficient tomodel asymptotic
second-order self-similarity of the counting process over five timescales.

Table 3 Obtained
parameters of source fitted to
the correlation structure of
IITiS data (input parameters:
d = 4, n = 5, λ∗ = 9.85,
H = 0.71 and ρ = 0.021)

λIPP
i c1i c2i

IPP1 1.124 4×10−1 4×10−1

IPP2 0.4717 1.85×10−2 1.85×10−2

IPP3 0.176 8.617×10−4 8.617×10−4

IPP4 0.096 4×10−5 4×10−5

Poisson λp = 8.91551
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6 Conclusions

Hurst parameter plays the key role in description of traffic LRD, which in turn influ-
ences the performances of a network. Its traditional estimators can be biased [15, 31].
Our study makes it evident that the values of H given by various approaches differ
substantially. Our search for the dependence of H on the type of protocol does not
give unambiguous results. Only Hurst parameter estimator based on wavelets can be
treated as unbiased, efficent and robust [31]. Therefore, we used this method while
fitting the parameters od MMPP models. Our future work will focus on the fitting
to additional real traffic descriptors beyond second-order properties of the counting
process.
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Open Architecture for Quality of Service
Monitoring at a National Research
and Education Network

Alexandre Santos, M. João Nicolau, Bruno Dias and Pedro Queiros

Abstract The Portuguese National Research and Education Network (NREN) has a
set of proprietary appliances for Quality of Service (QoS) monitoring probes within
its backbone, very much dependant both on hardware and software details. Nowa-
days, several open source QoS monitoring systems and some Network Performance
Measurement andMonitoring tools, developed both by GÉANT and Internet2 mem-
ber institutions, are available. This work presents an open software architecture for
generic hardware probes, based upon perfSONAR framework, for QoS monitoring
and an associated management solution for software configuration and automatized
distribution. This new architecture has been tested and deployed in a NREN back-
bone and QoS data has been gathered and integrated into the NREN’s database.
This paper discusses this open source solution for NREN QoS monitoring, the clock
synchronisation issues and, finally, discusses the results obtained in a real testbed
deployment in the Portuguese NREN backbone.

Keywords Network monitoring · Qos probes · Clock synchronisation

1 Introduction

The continuous increase in offered bandwidth enabled the emergence of new Inter-
net based services, such as video-on-demand, and the new always-online approach,
where best-effort Internet model is no longer appropriate and near real time and
granted delivery is expected. So, generic Internet Service Providers (ISPs) and
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National Research and Education Networks (NRENs) show strong concern with
monitoring their networks in order to early detect problems but also, and most spe-
cially, in order to monitor the service level of their network infrastructures. Apart
from characteristics such as connectivity, available bandwith, packet loss, reordering
or duplication and load balancing, very important timing parameters, such as delay
and jitter, must be monitored.

This paper describes and justifies an open software architecture for generic hard-
ware probes, based on the Multi-domain Network Performance Measurement and
Monitoring, perfSONAR-PS [1], framework. This open architecture and its clock
synchronisation issues are then analysed; the solution, its characteristics and results,
are compared with those obtained with proprietary hardware appliances within the
Portuguese NREN infrastructure, named RCTS. Section2 presents related work
on network monitoring and clock synchronisation, Sect. 3 presents open solutions
for network probes and network probe management, Sect. 4 discusses the solution
deployment in RCTS and analyses its operational results and, finally, Sect. 5 con-
cludes.

2 Related Work

In general, monitoring may be accomplished by active or passive techniques. Active
measurement implies the introduction of probing network traffic, thus enabling com-
puting parameters such as end-to-end delay, delay variation between packets (jitter),
packet loss or available bandwidth. Passive measurements, in turn, do not interfere
with the network traffic: traffic is just (fully or partially) captured in specific net-
work locations in order to be further processed (locally, or not) in order to extract
monitoring data and statistics from it.

For a long time now, IETF has established the IPPM (IP Performance Met-
rics) Working Group that released documents specifying metrics and procedures
to determine, among others, values for one-way delay or one-way loss mentioned in
OWAMP [2]. Three OWAMP (One-Way Active Measurement Protocol) tools have
been analysed: owamp, developed by Internet2, QoSMet [3] and J-OWAMP [4].
In [5] authors present a hardware solution that generates extremely precise clock
synchronisation for OWAMP test packages. To compute metrics such as bandwidth,
delay and packet loss, plenty of other tools exist, such as iperf , nuttcp and
thrulay and the Internet2 tool bwctl can control all of these.

As for passive monitoring techniques, the most mentioned tools in the litera-
ture to make the capture and analysis of the traffic are tcpdump, tcptrace and
wireshark but, in general, using generic hardware these are not able to cope with
current real time line-speed analysis beyond 10 Gbps.

Several international projects have been carried out in order to study and develop
QoS monitoring frameworks and tools. With larger scope, perfSONAR [1] was
developed through an international collaboration between Internet2, ESnet (Energy
Sciences Network), GÉANT (pan-European Research and Education Network)
and RNP (Rede Nacional de Ensino e Pesquisa). perfSONAR is a service oriented
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architecture that allows performance monitoring of networks, facilitating problem
solving in end-to-end connections that traverse multiple networks. perfSONAR
specifies a set of services and defines a protocol for communication between them;
perfSONAR can be viewed as middleware allowing multiple implementations of
different services to communicate with each other, thus widening the range of mea-
surements that can be made, even between multi-domain users. Another project that
should be mentioned is Archipelago [6] (or Ark), an infrastructure of active
measurements led by CAIDA (Cooperative Association for Internet Data Analy-
sis) which aims to reduce the effort required to develop and implement large-scale
measurements, currently promoting the usage of inexpensive network measurement
nodes, based on Raspberry Pi1 devices.

Normally, one gets better accuracy when hardware timestamping methodologies
are used. Nevertheless, methods based on software allow capturing traffic charac-
teristics without additional costs, but errors may arise due to delays introduced by
the Operating System (packets processing, buffers and interrupt management, for
example) and different timestamping methods at OS kernel level, also influence its
precision. Several studies on clock synchronisation have been performed, specially
analysing synchronisation methods for packet switching networks. In this research
area, three protocols are dominant: ntp, ptp and RADclock.

In the survey of networkmetrology platforms presented in [7], the authors analyse
different existing methods to assess the Network Quality of Service. Designing an
infrastructure to enable quality of service measurement in a network that is accurate,
cheap and easier to implement remains a challenge.

3 Open Architecture for Network Monitoring

This section presents the proposed architecture for network monitoring in RCTS,
discussing and justifying the main choices made. A set of laboratory tests conducted
to determine the viability of using an Open Source solution and the results obtained
are also presented and discussed.

A generic architecture is proposed, which can utilise both old appliances and
generic hardware, integrating Open Source tools, namely perfSONAR, to establish
a Probe-based QoS monitoring system.

The perSONAR framework consists of various tools (software implementations
of various services), developed by various partners, and a protocol that assumes
different types of services and defines a standard format and semantics whereby they
communicate allowing different service implementations. This protocol is based
on SOAP XML messages and was developed by the Open Grid Forum Network
Measurement Working Group (OGF NM-WG). PerfSONAR services can run on

1 Raspberry Pi, http://www.raspberrypi.org/, is a credit card sized ARM Linux computer that
plugs into a TV and a keyboard.

http://www.raspberrypi.org/
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multiple domains, using SOAPmessages (carried inHTTP) to describemeasurement
data and to exchange information between services.

There are currently two major implementations of perSONAR: perfSONAR-
MDM [8], developed by GÉANT and perfSONAR-PS [1], developed by Inter-
net2 and ESnet. Both use the open protocol, sharing the same purposes: flexibility,
scalability, openness and decentralisation. These two implementations differ in the
development process, the life cycle of products, the interaction with users and the
implementation model and distribution. perfSONAR-MDM has been developed as a
multi-domain monitoring system, intended to provide a federated service, centrally
monitored and coordinated, with full support from GÉANT. For perfSONAR-PS [1]
transfer rate measurement is carried usingbwctl and delaymeasurements are based
on owamp [9]. The perfSONAR-PS has been selected on account of its good techni-
cal characteristics, good distributed support model that enables the proliferation of
the number of nodes and also on account of its, ever increasing, large community of
users.

The Network Time Protocol, NTP [10], was chosen as the time synchronisation
protocol between probes due to its wide deployment and operating systems support,
implementation flexibility and economic efficiency. Although an NTP distributed
system implemented on top of a packet switch network will always yield out of synch
probes in a non-determinist pattern, an adequately configured and maintained NTP
system can ensure, at the present, a synchronisation methodology with a sufficient
precision in regards to the scale of the precision of the expected probed values used
for the computation of the referred QoSmetrics in the context of the RCTS. OWAMP
authors recommend that, at least, four ntp reference time servers should be used,
although others [11] suggest that to maintain stability only one server, close to the
probes and of low stratum, should be used. This one and only ntp server solution
may result in smaller variations on probe time differences but it would also be a
single point of failure of the synchronisation system. As such, it was decided that,
from the four RCTS stratum 1 ntp servers, two were to be used (one in Lisboa and
the other in Porto) on the synchronisation system for the two probes, one probe in
Lisboa and the other in Braga.

An open source solution derived from Red Hat Network (RHN) Satellite manage-
ment for Linux systems, spacewalk [12], has been analysed and then selected in
order tomanage the whole set of perfSONAR probes, in a totally controlled and inde-
pendent way. Spacewalk support for Linux OS derivative distributions like CentOS
(apart from RHEL, Fedora, Scientific Linux) was also an important selective factor.
This management component has been selected because it implements an open solu-
tion able to keep systems’ inventory (both at hardware and software levels), manage
software installation, maintenance and upgrade, enabling the establishment of cus-
tom software packages intomanageable groups and to automate remote probe/system
installation. Apart from these, spacewalk tool also allows the management of the
individual configuration files for probes, the status analysis of each probe and even
to control remote executions within any (even virtual) machine. This open solution
includes a web UI, also allowing for command line and XML-RPC clients; at the
data level, spacewalk is backed by either an Oracle or PostgreSQL database.
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Fig. 1 Distribution of RCTS probes for QoS monitoring

4 Deployment and Results

Since 2006, RCTS has a set of probes, proprietary appliances that are no longer
supported,which allows themeasurement and control of the quality of service offered
to RCTS users, including Universities, Research Laboratories and Polytechnics. The
total number of probes comprises a grand total of 24 probes (see Fig. 1), having two
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Fig. 2 The NREN RCTS Backbone

main probes, located in the central nodes of Lisboa and Porto, and several smaller
probes localised at the interconnection points with academic institutions.

The Science, Technology and Society Network (RCTS) provides Portuguese
researchers, professors, students and university staff with an advanced communica-
tion platformwhosemain backbone nodes and optical links are depicted in Fig. 2. For
the deployment and for the real backbone test purposes here presented, it is important
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Fig. 3 NTP kernel PLL estimated error (temperature drop from 55 to 50 ◦C at CPU level)

to notice the three notorious testbed locations—Braga, Porto and Lisboa2—are inter-
connected by (at least) one lambda optical fibre link. Testbed deployment of perf-
SONAR based probes has been established via (level 2) connections directly into
nodes in Braga and Lisboa, although the very first tests have been accomplished via
a level 3 connection from Guimaraes UM Data Center to the RCTS node at Braga.

In order to evaluate our open source solution a very time sensitive parameter
has been used, the measurement of one-way delay using the owamp component of
perSONAR-PS v3.2.2. Indeed, owamp measurements rely on precise time synchro-
nisation. For time synchronisation, ntp has been configured to use stratum 1 ntp
servers (those ntp servers are directly connected (via optical fibre) to the RCTS
NREN backbone nodes at Porto, Lisboa, Aveiro and Coimbra) bringing controlled
topology [13] characteristics into the solution. By default, OWDmeasurements were
taken from sending 10 twenty-byte long packets each (pseudo)session, each second
interval. All performed tests showed up values for OWD between Guimaraes and
Lisboa, both minimum and maximum values in each interval, extremely close to
those obtained with the hardware appliance. Nevertheless, one could notice a few
notorious results, namely some delay fluctuations and several delay spikes. A deeper
analysis shows that there is a direct correlation between those fluctuations and the
ntp kernel estimated error, as one can notice in Fig. 3 that those errors were directly
connected with temperature fluctuations at the Guimaraes Data Center, due to the
Data Center air conditioning daily cycles.

The probe has then been relocated to Braga, essentially to put it in a level 2 direct
connection to the RCTS backbone but also to have a stable temperature of the probe
at the Data Center, as Fig. 4 really shows (estimation error drops to a few µs).

2 Geographic distances (aprox.): 50 Km for link Braga-Porto, 300 Km for link Porto-Lisboa.
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Fig. 4 NTP kernel PLL estimated error, RCTS probe node at Braga

The ntp itself estimates the OWD to the server as one half of the Round-Trip
Time (RTT) and thus may introduce errors if the route is asymmetric, but it is not
the case due to the characteristics of the NREN topology to those stratum 1 servers.

Also, one-way delay tests have now been configured to send a packet of 1,500
bytes every second, in order to match the requirements of the RCTS Service-Level
Agreement (SLA). Figure5 presents OWD measurements between RCTS nodes in
Braga and Lisboa in this new setup. Results obtained with this new architecture are
very similar to those in production (taken from the network of hardware appliances
in RCTS).

Fig. 5 One-way delay (packets w/1,500 byte): PerfSONAR probes Braga-Lisboa
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The tests were performed both in IPv4 and native IPv6, as the NREN backbone
is IPv6 capable and all the probes also have an IPv6 address. The results obtained
for OWDmeasurements for IPv4 and native IPv6 are very analogous, although IPv6
delay values are, at the same time instant, generally almost 0.05 milliseconds higher
than IPv4 delays, probably due to extra packet processing at kernel level.

Nevertheless, on account of large packet size and of delays in packet stack process-
ing at kernel level, sporadic spikes appear in max OWDs, but those may be treated
as outliers (still visible in Fig. 5) and may safely be statistically filtered out by using
percentile 95 (in fact those spikes represent single occurrences in one minute mea-
surements). This open software architecture has been validated against the production
network, being that all theQoS parameters obtainedwith this final configuration have
proved to be statistically equivalent to those that exist, at the same time, in the NREN
production database.

Furthermore, as the QoS data extracted from each single probe had to be exported,
consolidated and integrated into the production database of RCTS, a php script
has been developed and installed at each perfSONAR probe, enabling the probe to
export, every five minutes, the data collected into the NREN database repository.
The data collected, taken from perfSONAR tables N O DE S, D AT A and DE L AY ,
is thus processed every five minutes to compute: owd (max, min and average) and
its percentile 95, jitter, % of lost packets, # sent packets and # of
duplicates, ntp estimated error and then sent to the DB repository.

Having all the open software solution implemented, tested and validated, one had
to establish a central management scheme so that the NREN could be able to manage
the whole set of perfSONAR probes, in a totally controlled and independent way.
This management component has been implemented by means of spacewalk, an
open source (GPLv2) Linux systems management solution. spacewalk is used in
order to: keep systems’ inventory (both at hardware and software levels); software
installation, management and upgrade; manage groups of software packages; trigger
and automate remote probe/system installation; manage probes’ configuration files;
control remote executions and manage virtual machines. Every probe system has to
be registered into the spacewalk system (that collects its hardware characteris-
tics) and, after a successful registration, the probe gets its registration key
inheriting the associated channel properties. Every change made to a probe may
be monitored and anytime reverted by means of the snapshot and rollback
mechanisms. We have also used kickstart [14], a method for automatic remote
installation of an operating system and all additional packages, through a file that
contains the installation configuration (partitioning, packages to install, repositories
to use, scripts to execute, etc.), thus freeing the administrator intervention during the
installation process.

The framework we have established in order to measure and collect QoS para-
meters from the probes is easily extensible to other types of operational parameters
and is also easily mapped into the backbone of any other organisations. Additionally,
the centralised management framework we have established, using the spacewalk
tool, proved to be suited for the task and easy to implement. Using spacewalk
to create and manage local repositories of all packages needed by perfSONAR-PS
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probes, also managing their specific configuration settings, is an important asset.
This framework facilitates the deployment of this open source solution into different
networks, managed by different NRENs.

5 Conclusions and Future Work

We have presented, tested and validated an architecture for the implementation of an
Open Source solution, also using generic hardware and avoiding additional (inter-
nal or external) devices, to implement a network of QoS probes in RCTS NREN
backbone. The whole open architecture, and its associated managing and reporting
services, have been established in the RCTS backbone infrastructure. All the moni-
toring data sets obtained with this new open architecture have been validated against
proprietary appliance data, with very satisfactory results.

The perfSONAR-PS has shown to be a good option for the collection of one-way
delay (OWD)metrics through owamp tool, with the support of the ntp synchronisa-
tion protocol.No doubt thatntpmay introduce some timemeasurement errors, being
not the ideal clock synchronisation method for the whole network of QoS probes;
indeed, it would be better to have all probes synchronised via an external (not net-
work dependent, for instance via GPS or GSM synchronisation) source. The main
problem with external clock synchronisation is neither a technological nor economic
problem, it is rather a logistics problem on how to connect synchronisation anten-
nas with the network equipment, normally in very different locations (e.g. antennas
in the roof). Nevertheless, with a specific tunning of the ntp configurations and
adequate topological locations of the stratum 1 ntp servers, and assuring that one
can assure temperature stability, ntp has proved to be a valuable and standard tool
for tenths of µs precisions (ntp should not be used if one aims to get precision at
µs level).

The ability to access the database where the owamp tool stores the data computed
from measurements allows an easy integration with other tools (e.g. the integration
with the authoring tool for RCTS report generation was performed). However, as
data goes to the database after being summarised, leads to accuracy loss and thereof
to an inability to extract directly more useful information, such as delay variation.
The existing dependence of owamp on ntp also influences the precision of measure-
ments, it is desirable to drive owamp to support other time synchronisation methods.

As a centralised management tool, spacewalk proved to be a very suitable
solution, not only for the support offered by the community but also for its (indi-
rect) link to the CentOS operating system, used to support perfSONAR-PS probes.
Nevertheless, the new open source solution that Red Hat’s bringing for centralised
management systems, project Katello [15], based on the concept of cloud, presents
itself as the next logical evolution to analyse.

The open source architecture presented, whose full backbone operational deploy-
ment has been established (as time ofwriting), enablesRCTS to perform themeasure-
ment of QoS parameters for SLA conformance. Furthermore, it offers the possibility
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to extend the scope and range of current measurements, allowing a richer and more
detailed analysis of the RCTS backbone, also fostering new interactions with other
NREN implementations that are currently using perfSONAR.
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Mitigating for Signalling Attacks in UMTS
Networks

Mihajlo Pavloski and Erol Gelenbe

Abstract The setup of connections in mobile UMTS network will trigger signalling
messages between themobile and the core network.Maliciousmobile phoneor defec-
tive applications can therefore trigger Signalling Attacks which result in excessive
wireless bandwidth utilisation and workload for the control plane and core network.
We overview the cause of these attacks and identify the parameters which play a role.

Keywords Signalling attacks ·Mobile networks · UMTS

1 Introduction

Smartphone and tablet allow users to access the Internet at any time and place [1],
and this would function well if mobile phones had PC-like Internet connectivity.
However, in the Universal Mobile Telecommunications System (UMTS) connec-
tions are dynamically created and teared-down for bandwidth allocation, generating
traffic and signalling in the control plane of the network. Poorly designed or mali-
cious applications can exploit this behaviour to create Signalling Attacks that can
lead to documented network failures [2], by congesting the wireless bandwidth and
signalling servers in the backbone, draining the user’s battery and cause undesirable
billing. We examine how network parameters can be set in order to lower the impact
of signalling attacks, and investigate whether the network can maintain its stability
under an attack by changing some specific state transition time constants, such as it’s
inactivity timers, or by adding delay in responding to bandwidth request messages.

We first review the related work in the field, then Sect. 2 briefly overviews the
Radio Resource Control (RRC) mechanism in UMTS. In Sect. 3 we describe our
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model and its parameters, and in Sect. 4 we present and discuss the results obtained,
and give directions for future work.

Security in general [3] has come to the forefront of much of the research in infor-
mation technology in recent years, and cybersecurity in particular [4] is viewed as an
integral part of security in general. Indeed it is impossible today to address physical
security [5, 6] without including the impact of cybersecurity. In particular UMTS-
based mobile network infrastructures which are universally available constitute an
essential component of today’s secure infrastructures.

The security of wireless networks has been of great interest in recent years [7],
leading to many research projects in Europe and elsewhere [8]. In particular, sig-
nalling DoS attacks and their mitigation [9] has been a popular research topic in
wireless and mobile communications. Publications in the field range from analyti-
cal algorithms, simulations using real-world data to complex systems for inspecting
attacks on mobile networks, and the authors in [10] present an extensive survey of
possible attacks in mobile networks.

A large Markov chain model is used in [11] for mathematical evaluation of sig-
nalling attacks’ parameters, with the objective of identifying the system parameters
which should be avoided, namely those that, from an attacker’s perspective, produce
the largest amount of damage through load in the network. The work in [12] regards
the detection of traditional flooding-basedDoS attacks as a change-point problemand
applies the non-parametric CUSUM test for detection. Similarly, in [13] a CUSUM
test in the early detection algorithm of low-rate, low-volume signaling attacks is
suggested and simulations driven by real traces are used to demonstrate the impact
of a signalling attack.

The work in [14] proposes a randomisation of the Radio Resource Management
(RRM) andMobilityManagement (MM)procedures to hide the parameterswhich are
important to attackers. The analysis of signalling traffic in real-world UMTS network
is presented in [15]. The paper shows a comparison of signalling traffic by different
type of mobile applications and its influence on the RRC part of the network. It also
explores some application and network layer solutions for controlling application
signalling traffic. The authors in [16] inspect the influence of high signalling volumes
in LTE networks on the energy consumption in mobile phones. Other modelling
approaches of DoS attacks in 3G cellular networks are reviewed in [17].

2 UMTS Radio Resource Control

The management of communication resources in UMTS is regulated by the RRC
mechanism. In general, there are two RRC connectivity modes: Idle and Connected.
In Idle mode there aren’t any radio resources used between the User Equipment (UE)
and the Radio Network Controller (RNC). The few tasks a UE performs are related
to neighbour cell monitoring, cell re-selection, paging and broadcast data reception.
In this state, the UE consumes the least amount of energy. RRC’s Connected mode
is further divided in four states:
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• CELL_DCH—a state where a dedicated connection exists in UL andDL direction.
Radio resources are dedicated exclusively to the UE allowing it to send and receive
data at higher speeds;

• CELL_FACH—there aren’t any dedicated connections but data can be transferred
via common channels. This state is suitable for transfer of small amount or bursty
data. This state preserves the use of radio resources in the cell;

• CELL_PCH—similarly to Idle state theUEmonitors only the paging andbroadcast
channels. The difference is that the logical RRC connection still exists;

• URA_PCH—a state similar to CELL_PCH where every cell change does not
trigger a cell update procedure in order to decrease the signalling activity.

In UMTS the concept of connection is separated from the concept of Radio Bearer
(RB). When an idle UE wants to make a data call it needs to establish a connection
and obtain communication resources. The UE first initiates establishment of a RRC
connection and then the network creates one ormore RBs depending on the requested
and available resources. The RB defines the properties of the connection depending
on the requested QoS parameters. For instance, to transfer low-volume data the UE
will obtain a common physical channel (CELL_FACHstate) and a dedicated physical
channel (CELL_DCH state) for a higher volume, delay-restricted data. The network
then revokes allocated resources after an inactivity timeout tL in CELL_FACH state
or tH in CELL_DCH state [18, 19].

TheRRCmechanism, as described, is vulnerable to attacks triggering an excessive
number of transitions between states. A single user request for connection/resources
triggersmultiple signallingmessages that are transferred in the access and core part of
the network. If requests are repeated regularly by many malicious UEs, the network
will overload.

In particular, we can distinguish between two different types of signalling attacks:

• FACH attacks. A FACH attack occurs when the attacker makes a low-bandwidth
request in repetitive intervals. This attack triggers signalling messages by tran-
sitioning between CELL_PCH and CELL_FACH states or between Idle and
CELL_FACH states.

• DCH attacks. The attacker performs a DCH attack with repetitive high-bandwidth
requests. This type of attack generates signalling traffic by alternating between
CELL_DCH and CELL_FACH, CELL_PCH or Idle states.

Themost common signalling attacks areCELL_PCHstate triggeredFACHattacks
and CELL_FACH state triggered DCH attacks. Excessive signalling has negative
influence also on the UEs because of high-power consumption.

3 System Model

The model used in this research is based on conventional stochastic modelling tech-
niques [20] and focusses on a single user’s RRC part of the UMTS system. It is
described by the state diagram on Fig. 1. The figure depicts a model derived from



162 M. Pavloski and E. Gelenbe

Fig. 1 RRC model of UMTS under signalling attack

the conventional UMTS model with added ‘attack’ states in the system. The idle
state is represented by D—Dormant. CELL_PCH and URA_PCH are represented
by a single P state. L (the low state) represents CELL_FACH and H (the high state)
represents the CELL_DCH state. The corresponding states when attacks occur, or
the attack states, are denoted with subscripts LA and HA for allocated FACH and
DCH channels because of an attack.

Rates of promoting transitions are denoted with λi for normal and αi for attacking
bandwidth requests for state i . State demotion rates depend on the timeout intervals
set at corresponding states and are given with δP, δL, δH, δLA and δHA. Transitions
denoted by δF, δV, δFA and δVA represent the fast dormancy mechanisms which were
introduced in later versions ofUMTSstandards. Two specific cases are includedwhen
low-bandwidth (FACH) requests are served in dedicated channel states, represented
by the transitions from H to HA and vice-versa.

4 Results and Discussion

First, we investigate the influence of the inactivity timers in FACH and DCH states,
denoted with tL and tH respectively, on the security of the system. Three scenarios are
inspected for both FACH and DCH types of attacks: tL and tH are changed together;
the timer in DCH is fixed to 6 s and we change the timer in FACH; the timer in FACH
is fixed to 4 s and we change the timer in DCH only. Then we denote with txL and txH
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Fig. 2 The cost function C as a function of the inactivity timeout period

the inserted delay in transitions to corresponding states and examine three similar
scenarios: inserting delay in both FACH and DCH requests; inserting delay only in
FACH requests; and inserting delay only in DCH requests. In order to minimise the
time spent in attack states and maximise the time spent in normal states, we define
a cost function C as:

C = PLA + PHA

PD + PP + PL + PH
. (1)

We only present analytical results for FACH attacks to prevent repetition of similar
results.

Figure2 shows results from the three scenarios with regard to the inactivity timers
in a system under FACH attack. For fixed tL = 4s the cost function decreases with
the increase of tH meaning that the longer the system stays in H state the lower the
probability of FACH attack. For fixed tH =6s the cost function increases with the
increase of tL meaning that the quicker the system returns to normal state, the lower
probability of attack. The cost function for changing both tL and tH together rises
to a certain point after which it starts to decline. Of course, the cost function has a
minimum at tL = tH = 0 but selecting low values for the timeout periods would
mean larger number of transitions (attacks) although the time spent in attacking states
is minimised. Therefore, a better choice is selecting higher values for the two timers.
In case of DCH attacks, changing the inactivity timeout in FACH state tL does not
influence the security of the system. Changing DCH, or FACH and DCH timers is
similar to changing tL and tH timers together under FACH attack.

Figure3 shows the influence of inserting delay in state promotion transitions in
system under FACH attack. Setting txH = 0 and increasing txL is a good choice for
lowering the attack. Contrary to that, increasing the delay of DCH requests while an
attack is ongoing on FACH state sharply increases the probability of attack states.
Increasing the delay in both FACH and DCH requests at the same time improves the
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Fig. 3 The cost function C as a function of the setup delay at state i for FACH attacks

performance although not as much as increasing only txL. Results for DCH attacks
are analogous to the case of FACH attacks.

Futureworkmay include analysis in a simulation environment aswell as obtaining
new mechanisms for mitigation of attacks. It would also be of interest to evaluate
how such signalling attacks affect a realistic security setting when spectators at a
sports or cultural venue are evacuated rapidly with the help of instructions given
via smartphones [21–23] and a signalling attack launched by malicious individuals
disrupt the evacuation.
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Cryptanalysis of a Cryptographic Algorithm
that Utilizes Chaotic Neural Networks

Ke Qin and B.J. Oommen

Abstract This paper deals with the security and efficiency issues of a cryptographic
algorithmwhich utilizes the principles of Chaotic Neural Network (CNN). The algo-
rithm that we consider is the Delayed CNN-Based Encryption (DCBE), which is an
encryption algorithm based on the Delayed CNN. Although the cryptographic algo-
rithm has its own salient characteristics, our analysis show that, unfortunately, the
DCBE is not secure since it is not capable of resisting known-plaintext, chosen-
plaintext, and chosen-ciphertext attacks. Furthermore, unfortunately, the scheme is
not efficient either, because of the large number of iteration steps involved in its
implementation.

Keywords Chaos · Cryptograph · Chaotic neural network

1 Introduction

Over the last few decades, the phenomenon of chaos has been widely investi-
gated and applied in a variety of domains including social networks, control sys-
tems, and prediction, etc. A chaotic system is characterized by salient phenomena
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such as its sensitivity to initial values, its pseudo-randomness and ergodicity,
rendering it to be quite similar to a cryptographic system. The characteristics that
render chaotic systems to be parallel or comparative to cryptographic algorithms are:
Chaotic maps versus Encryption/Decryption algorithms, Iterations versus Rounds,
Controlling parameters versus Keys, Sensitive to initial values versus Diffusion and
Confusion, Pseudo-random, and ergodic.

As a result of the above observations, chaos has also been widely applied in the
field of information security since Matthews proposed the first chaotic encryption
algorithm [14] in 1984. Later, Baptista and Alvarez reported two cryptographic algo-
rithms based on the phenomenon of chaotic searching in [1–3], respectively. While
Erdmann et al. described a stream cipher based on the so-called Henon maps [4],
Kanso and his coauthors illustrated a novel hash function [6] and showed how one
could achieve digital image encryption based on chaotic maps [5]. Kocarev and his
coauthors presented a public-key encryption [9] and random number generators [16]
based on chaotic maps. A detailed list of articles that advocate the use of chaotic
principles in cryptographic systems can also be found in [15, 19], and systematic
reviews about chaos-based ciphers are found in [8, 10].

Now that chaotic maps have been proven to be useful in encryption, researchers
have attempted to use Chaotic Neural Networks (CNNs), which are characterized by
muchmore complicated dynamics than chaotic maps, to develop cryptosystems. The
authors of [11, 12, 17] proposed different one-way hash functions based on different
CNNs. Similarly, Yu and Cao proposed an encryption algorithm based on delayed
CNNs [18]. Our present paper concerns some of these results.

Although the above-mentioned latter authors have affirmed that their schemes
are secure and efficient, in this paper, we shall demonstrate that the security lev-
els guaranteed by them are weak, and that they are inefficient. For example, most
chaos-based ciphers require an excessive number of iterations, without which the
ciphertexts are not sensitive to plaintexts. As opposed to these, traditional ciphers,
e.g., the AES, only requires a 10-round calculation if one utilizes a key of 128-bits.
Further, since chaotic equations are typically specified on the set of real numbers,
the associated accuracy of implementing these schemes using digital computations
is also problematic. Indeed, when we implement the associated computations numer-
ically, we observe that some of the significant digits will be automatically truncated,
and the consequence of this is that the original system which was chaotic within the
domain of “real” numbers, is no longer chaotic [10]! Also, the improvement brought
about by increasing the accuracy using higher-precision software entails a larger
computational cost.

In this paper, we analyze an encryption method based on the so-called Delay
Chaotic Neural Network (DCNN). However, we believe that our analysis is also
valid for other CNN-based schemes.
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2 The Delayed CNN-Based Cryptography

2.1 The Description the Delayed CNN-Based Cryptography

DelayedCNNs have beenwidely investigated in the past decades. The authors of [18]
proposed a cryptographic system based on a special type of the delayed CNN. The
model used in [18] is also a Hopfield-like NN which exhibits chaotic phenomenon
and which obeys:

dxi (t)

dt
= −ci xi (t) +

n∑

j=1

ai j f (x j (t)) +
n∑

j=1

bi j f (x j (t − τi j (t))) + Ii (t), (1)

where n denotes the number of units in the CNN, x(t) = {x1(t), . . . , xn(t)} ∈ Rn

is the state vector associated with the neurons, I = {I1, I2, . . . , In} ∈ Rn is the
external input vector, f (x(t)) = { f1(x1(t)), f2(x2(t)), . . . , fn(xn(t))} ∈ Rn corre-
sponds to the activation functions of the neurons, τ (t) = τi j (t)(i, j = 1, 2, . . . , n)

are the time delays. C = diag(c1, c2, . . . , cn) is a diagonal matrix, A = (ai j )n×n

and B = (bi j )n×n are the connection weight matrix and the delayed connection
weight matrix, respectively. The dynamics of Eq. (1) have been well studied and it
is reported that it can exhibit rich chaotic phenomena [13, 20]. As demonstrated in
[18, 20], if the parameters are:

A =
(

2.0 −0.1
−5.0 3.0

)

, B =
(−1.5 −0.1

−0.5 −2.5

)

, C =
(
1 0
0 1

)

and if fi (xi (t)) = tanh(xi (t)), and τ (t) = 1 + 0.1sin(t), I = 0, the trajectories of
Eq. (1) are shown in Fig. 1.

The encryption and decryption schemes based on the above Eq. (1) proposed in
[18] can be summarized as following:

1. Obtain the starting point x0 from the last N0 transient time iterations as x0 =
x1(N0h) where h is the discretized time step.

2. Divide the plaintext m into subsequences mj of length l bytes, e.g., l = 4. That
is, any message m can be digitized as:

m = p0, p1, . . . , pl−1︸ ︷︷ ︸
pl , pl+1, . . . , p2l−1︸ ︷︷ ︸

. . .

m0 m1 · · ·

where pi is an 8-bit binary string.
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Fig. 1 The trajectories of Eq. (1). In this figure, the values of x(t) and y(t) are calculated by means
of the fourth-order Runge-Kutta method. The time span is from 0 to 200 with a total of 30,000 steps

3. Combine four pi to form a 32-bit binary block, implying that

Pj = p j , p j+1, p j+2, p j+3.

4. Iterate the initial value xk for 38 times and to yield xk+1, xk+2, . . . , xk+38. Extract
one bit from the 38 numbers and to obtain a 38-bit random binary sequence,
Bi = Bk+1

i Bk+2
i · · · Bk+38

i , where Bk
i = bi (xk), is computed as per:

bi (xk) =
2i −1∑

r=1

(−1)r−1Θ(e−d)(r/2i )+d(xk), (2)

and where e and d are the upper and lower bounds of xk respectively.

Θthreshold(xk) =
{
0, xk < threshold
1, xk ≥ threshold

(3)

Denote A j = B1
i B2

i . . . B32
i , A1

j = B33
i B34

i . . . B37
i , A2

j = B38
i . Let D j denote

the decimal value of A1
j .

5. Permute the message block Pj with a left cyclic shift D j bits and the message
block A j with right cyclic shift D j bits, to obtain P∗

j and A∗
j .

6. If A2
j = 0, the x(t) is used for the successive block iteration illustrated in Step 4.

Otherwise, y(t) is used as the initial value of the next iteration.
7. Encrypt the message block Pj by XOR operations to yield:

C j = P∗
j ⊕ A∗

j . (4)
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where ⊕ is an XOR operation.
8. Reset the initial value by x(0) = x(38+ D j ) (or x(0) = y(38+ D j ), this depends

on the value of A2
j ) and repeat the above steps till all blocks are encrypted.

As for the decryption, the steps are very similar to the encryption process except
in the case of Step 7 where:

P∗
j = C j ⊕ A∗

j . (5)

The plaintext Pj can be recovered by performing inverse permutations with right
cyclic shifts of D j bits.

2.2 The Analysis of the Delayed CNN-Based Cryptography

We now proceed to analyze the security and performance of the delayed CNN-based
cryptography. We point out that this cryptography has several weaknesses:

1. Non-randomness:
x and y are not uniformly distributed, which causes the “random” bits generated
in Step 4 to be non-random. To illustrate this, we present the frequency statistics
of the value of x(t) and y(t). The parameters used here are exactly the same as
those used in Fig. 1. We categorize the combination of x(t) and y(t) into four
classes:

(a) x ≥ 0 AND y ≥ 0: 1,801
(b) x ≥ 0 AND y < 0: 15,618
(c) x < 0 AND y ≥ 0: 10,781
(d) x < 0 AND y < 0: 1,800

We can clearly see from the statistics that more than a half (52.06%) of the
x(t) and y(t) gather in the first quadrant, while only 48.94% distribute in the
other three quadrants. This phenomenon is confirmed from Fig. 1. Furthermore,
as demonstrated in Step 4, we can normalize x(t) and y(t) into [0, 1] by:

g(x) = x − d

e − d
= 0.b1(x)b2(x) . . . bi (x) . . . bn(x) (6)

where e and d are the upper and lower bounds of x respectively. We can thus
generate the “random” binary bits according to g(x). Indeed, the new counts are:

(a) b(x) = 0 AND b(y) = 0: 2,769
(b) b(x) = 0 AND b(y) = 1: 11,573
(c) b(x) = 1 AND b(y) = 0: 14,379
(d) b(x) = 1 AND b(y) = 1: 1,279

Clearly, the bits generated by Eq. (3) are not “random”.
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Fig. 2 The controlled trajectories of Eq. (1). For a better view, we have used a larger step 0.05
yielding a lesser number of points. Those points in rectangle 1 and 3, 2 and 4 are symmetric pairs
along the axis given by the line y = x

2. Trajectory behavior:
The authors of [18] did not use the trajectories as shown in Fig. 1 directly. Instead,
the random bits were generated according to the 38 successively iterations, as
demonstrated in Step 4. We should thus carefully check the randomness of the
corresponding sequences. According to Step 6 in Sect. 2.1, if A2

j = 0, x(t) is used
for the successive iteration, otherwise, it is y(t). In this case, we swap the value
of x(t) and y(t) every 38 iterations. As shown in Fig. 2 we can see that the value
of x(t) and y(t) are very close during the 38 iterations, which means the random
bits B1

i B2
i . . . B38

i are probably the same. In spite of the above, the authors of [18]
attempt to use this sequence to achieve the goals of “diffusion” and “confusion”.
It is well known that a sequence possessing poor randomness properties cannot be
used in any cryptographic algorithm, because it would otherwise lead to a more
predictable ciphertext. Consequently, we argue that this algorithm is not secure.

3. Resistance to attacks:
This cryptographic system cannot resist known-plaintext attack, chosen-plaintext
attack, and chosen-ciphertext attack. To demonstrate this, assume that an attacker
has some plaintext-ciphertext pairs (M1, C1), (M2, C2), and (M3, C3), where
{Mi } are the first 4 bytes of different plaintexts. If they are all encrypted by the
same key, according to the algorithm, then A∗

j , D j and some other intermediate
iteration results should be the same. Thus:

C1 = (M1 � D j ) ⊕ A∗
j

C2 = (M2 � D j ) ⊕ A∗
j .

where � denotes the cyclic left shift operation. Thus,
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C1 ⊕ C2 = (M1 � D j ) ⊕ (M2 � D j )

= (M2 ⊕ M2) � D j .

Since (M1, C1) and (M2, C2) are known, it is quite easy to find the value of D j .
After that, we can solve the equation C1⊕C3 = (M1⊕ M3) � D j and thereafter
determine M3 successfully. Observe that during the whole process, we did not
need any knowledge about the delayed CNN. The reason why we are able to
proceed with such attacks is that the authors did not introduce the concept of the
Initial Vector to the scheme.

4. Efficiency:
Although the authors of [18] claimed that the algorithm is efficient, this is not
really the case. Actually, this conclusion is also true for many other cryptosystems
such as those algorithms presented in [5, 7], which involve time delays in their
equations. It is well known that the Runge-Kutta method is one of the best ways
to solve differential equations where the initial values are provided. However, this
method is still far too expensive when compared to traditional block ciphers such
the DES or AES. Indeed, the computation of these traditional ciphers involves
a finite field and only makes use of simple operations such as permutation. As
opposed to this, solving differential equations involves the set of real numbers. For
example, to encrypt a plaintext with size 1M bytes, we have to divide the message
into 1,024 × 1,024 /4=262,144 blocks, where each block is of length 4 bytes.
According to Steps (1) and (4), at least N0 + 38 iterations are involved to encrypt
a single block. We have to thus do approximately 262,144×100 =26,214,400
(here we assume that N0 = 62) iterations to encrypt the whole file, which is,
really, prohibitively large.

3 Conclusion

Chaotic Neural Networks have been widely used in various fields such as pattern
recognition, dynamic associate memory, and optimization. Recently, cryptography
based on chaos or CNNs has drawn great attention among researchers with chaos
and cryptography interdisciplinary background. In this paper, we present a detailed
analysis of a Delayed CNN-Based Encryption (DCBE). It analogous to common
cryptographic algorithms, encrypts plaintext so that an eavesdropper will not be able
to decrypt the message without the key. Although the authors have affirmed that this
scheme is secure and efficient, our investigation proves that their claim is not valid.
We have proven that the DCBE has been shown to not be secure since an attacker can
partially recover the plaintext by using a known-plaintext attack, a chosen-plaintext
attack, or chosen-ciphertext attack. We have also concluded that the scheme is not
computationally efficient.
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DroidCollector: A Honeyclient for Collecting
and Classifying Android Applications

Laurent Delosières and Antonio Sánchez

Abstract With the tremendous increase of Android malware, we need an automatic
way of collecting Android applications and identifying the malware before they get
installed on the end-user devices. In this paper, we propose a honeyclient for Android
applications that will collect and classify Android applications. We first present an
overview of the honeyclient. Then, we survey the different ways of infecting Android
mobile devices which will shed the light on the honeyclient’s design. Finally, we
describe every component of the honeyclient, namely a crawler to build a list of sus-
picious URLs, a client to visit the suspicious URLs, extract Android applications and
analyze them, and a malware detector to classify the collected Android applications.
We use a light version of the Android browser to visit the suspicious URLs enabling
us to scale the visits up and an Android emulator to analyze the Android applications.
As for the malware detector, we use a combination of misuse and anomaly detector
allowing us to detect already known malware and new variants.

Keywords Honeyclient · Android · Application · Collector

1 Introduction

With the tremendous increase of Androidmalware those last years [1], we need away
of collecting world widespread Android applications and identifying the malware
before they get installed on the end-user devices.

Numerous Android-related papers have been published for the detection of
Android malware such as [2, 3]. Some honeypots for Android have been proposed
such as HoneypotLabSac [4] and honeyM[5] for passively collecting Android appli-
cations. To the best of our knowledge, we are the first to make the design of a
honeyclient public for collecting Android applications by browsing the web.
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This paper is proposing a honeyclient for collecting Android applications. As
opposed to honeypots, honeyclients are actively searching for applications by visiting
suspiciouswebsites.Wewill first overview the honeyclient and its components. Then,
we will survey the different ways of infecting a mobile device that will shed the
light on the honeyclient’s design. Finally, we will describe each of the honeyclient’s
components.

The contribution of this paper is the presentation of a honeyclient for collecting
Android applications, i.e., (1) a crawler for crawling the web, (2) a client for visiting
the web pages, collecting and analyzing Android applications, and (3) a malware
detector for classifying the collected Android applications.

The paper is structured as follows: Sect2 introduces the terms for understanding
the article. Section3 proposes an overview of the honeyclient. Section4 surveys the
different ways of infecting an Android mobile device that will shed the light on the
honeyclient’s design. Finally, Sects. 5, 6, and7will respectively describe a component
of the honeyclient.

2 Background

GooglePlay [6], formerly called Android Market, is the official Android application
store. It is accessible via the browser or via the Android application “Play Store”.
Alternative stores forAndroid applications or fakeGooglePlays exist such asAmazon
Appstore [7], GetJar [8], etc. For the rest of the article, we will interchange the terms
Android application package file (APK) and Android applications.

We define a Points of Interest (PoI) as a resource that is commonly shared by a
lot of people. A Point of Interest might be an online newspaper such as bbc.com.uk
for instance. Since it is shared by a lot of people, it makes it ideal for an attacker to
inject some malicious code and thus infect a lot of users.

A good malware detector presents a high detection rate and a very low false
positive rate. It is worth mentioning that false positive rate refers to the rate of
goodware that have been misclassified and treated as malware while detection rate
corresponds to the rate of malware that have been correctly classified.

A C&C is a Command and Control server which is used by an attacker to control
a malware installed on a remote device. It is used for sending commands to update
a malware, steal information, etc.

VirusTotal is a free service for analyzing samples by 45 different antivirus engines.
The service issues a report containing the malware name if so, the hash ID of the
sample (MD5, SHA1, and SHA-256), the initial filename, the type of file (e.g., an
image), etc. For some samples, the sample behavior is also inserted in the report. By
behavior, we intend the actions of the malware on the system, such as the files that
are read, written, the communications that are established, etc.

WebKit [9] is a framework to render HTML, CSS, and JavaScript. It provides
an API that allows to interact with it for visiting webpages, rendering webpages,
and downloading webpages and files. The WebKit core is composed of three main
components: an HTML syntactic analyzer, a rendering engine, and a JavaScript
interpreter.
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(1) PoIs (2) URLs

Client

(4) Logs
(5) Malware/
goodware

Fig. 1 Honeyclient

3 Honeyclient’s Overview

The honeyclient is consisted of three main components, namely a crawler, a client,
and a detector. In this section, we will show the place of every component in the
honeyclient, and describe succinctly their role before describing them deeper in the
next sections.

The whole honeyclient is depicted in Fig. 1. It first (1) receives a list of PoIs
containing the list of web pages where it is very likely to be infected. This list is
parsed by the crawler, described in Sect. 5, which crawls everyPoI and their children,
i.e., all the sublinks. All the extracted links compose the set URLs (2) which is sent
to the client described in Sect. 6. The client is consisted of two modules, namely a
WebKit that will visit every URL and an Android emulator. The former one will
extract APKs (3), and send them to the Android emulator while the latter one will
analyze the extracted APKs and will generate logs (4) out of the analyzes. Those
logs will be sent to the malware detector described in Sect. 7 to classify the APKs
as malware or goodware (5) from the logs.

4 Attack Vectors

In this section, we will enumerate the known attack vectors that will shed the light
on the client’s design.

In Android, as in other systems, there exists vulnerabilities. The most critical
ones allow an attacker to take control over a system, extract sensitive information,
or make a denial of service. In this study, we are only interested in the former one
which allows an attacker to take the control over the device and install malicious
software without the user’s permission.

We have considered the vulnerabilities affecting the Android platform without
the third-party software such as Adobe Reader, Java, etc. since they are not installed
by default in most cases. In the future version of our honeyclient, we will also take
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the third-party software into account. At the time of surveying the vulnerabilities
(January 2013), there have been 29 exploits reported for the Android platform[10]
whose critical vulnerabilities. However, the affected Android versions represent a
minority ofGoogle devices: only 1%of the devices connected to anyGoogle services.
On the contrary, the versions between2.3 and4.1 represent an overwhelmingmajority
of users with 89% of the market. It is worth noting that we will take into account the
future critical vulnerabilities in the next version of our honeyclient.

Since, the most used Android version, at the time of surveying the vulnerabilities,
does not present any critical vulnerabilities publicly reported, we have been looking
at other ways to infect mobiles. According to R.Unuchek [11] from Kaspersky Lab,
there exits threemainways to distributemalware other than exploiting vulnerabilities:

• Send bulk SMSs (spam campaigns) that contain a malicious link. Upon clicking
on the link, the user is asked to install a malicious application.

• Fake Google Play. Attackers create a page that looks like Google Play and dis-
tribute the fake Google Play’s URL through internet. On the fake Google Play,
e.g., blackmart, we only find free applications that are usually paying. Usually,
those applications have been repackaged to integrate a malicious code.

• Infect servers. An attacker uses a persistent cross-scripting (XSS) vulnerability
in a web page to inject a malicious JavaScript code. An example is provided in
Listing 19.1. Upon loading a web page, the javascript code embedded on the web
page is interpreted by the Android browser. It checks the browser’s user agent
and redirects the browser to a malicious application if the request comes from an
Android browser, i.e., if the user agent contains the string “android”.

window.onload = function () {
i f (navigation .userAgent .match ("/ android /") {
window. location = ’http : / /domain.com/ fraudulent .apk’

}
}

Listing 19.1 Javascript redirection

From the aforementioned information and the definition of the honeyclient, the
fake Google Plays and the compromised servers turn out to be the best infection
sources to collect Android malware. However, we will only take into account fake
Google Plays that do not require any special Application Programming Interface
(API) to collect Android applications, unlike Blackmart. Indeed, wewant our crawler
to mimic the users’ behavior browsing the web.
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5 Crawler

The crawler is responsible for crawling the web pages. We shall first see how we
build the list of PoIs before showing the crawler’s algorithm.

According to Symantec [12], there are PoIs’ categories that are drawing the atten-
tion of attackers to infect devices and thus are very likely to contain malicious code.
For instance, blogs turned out to be the first source of possible infection for Personal
Computers (PCs). This is due to the easiness of compromising a blog and inject-
ing some malicious code. Furthermore, blogs are very often visited and constitute
a very attractive infection source for attackers. Blogs using frameworks, such as
Joomla [13], WordPress [14], etc. are very commonly exploited because of the added
plugins to the frameworks that present vulnerabilities.

Based on the Symantec’s ranking, we have built a list of websites matching the
most targeted sources which constitutes our list of PoI. We use the Algorithm1 to
browse each.... PoI, extract links, and send the extracted URLs to the Client.

The Crawler algorithm shown in Algorithm1 takes as arguments a URL to visit
and the depth of the visit. First, theURL is sent to the client via the function SendURL-
ToClient that will visit it and extract eventual APKs. If the depth is different from 0,
the links are extracted from the URL’s web page which constitute the children. Each
child is itself visited by calling the recurrent function VISIT. The algorithm ends up
when all the children have been visited and their URL has been sent to the client,
i.e., when the depth is equal to 0.

Algorithm 1 Crawler algorithm
procedure visit(U RL , depth)

SendURLToClient (U RL)
if depth == 0 then

return
else

extractedU RLs = ExtractURLs(U RL)
for each extractedU RL in extractedU RLs do

VISIT(extractedU RL , depth − 1)
end for

end if
end procedure

6 Client

The client consists of an Android emulator for running the Android applications, and
making a dynamic and static analysis. For spaces reason, we invite the user to see our
publication [15] describing the client for analyzing Android applications. However,
for visiting the suspicious URLs, the client will use the browser WebKit enabling to
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interpret Javascript code and download Android applications. As seen in Sect. 4, the
attacker is very unlikely to use Android platform’s vulnerabilities to infect mobile
devices. As a matter of fact, we will use a light Android browser WebKit which
allows us to visit URLs faster, making it more scalable, since we do not need to start
and stop the Android emulators.

The information flow for WebKit is as follows: (1) it receives URLs from the
Crawler, (2) visits the URLs and waits for about 10 s, the time to render the web-
pages and get redirected to possible other webpages, (3) iterates over all downloaded
resources, and (4) sends any downloaded APK files to the Android emulator for its
analysis. The rendering time was obtained through tests with fraudulent and legiti-
mate URLs, and is the time required to obtain all resources of a web page taking into
account possible webpage redirections.

In order to simulate a mobile device’s browser, we have changed the user-agent of
the WebKit by the Samsung Galaxy S2’s one. The user-agent is sent in each HTTP
request enabling a server to identify the client’s browser. According to the user-
agent, the server can propose different webpages. As seen in the Sect. 4, attackers
use the user-agent to distinguish between mobile devices‘browsers and computers’
browsers. When a mobile device’s browser is detected, a malicious Android APK is
proposed instead of a webpage.

7 Malware Detector

The malware detector is consisted of an anomaly detector to detect new malware
families and a misuse detector to detect already known malware. It will classify an
Android application as malware if any of the detectors consider the application as
malware and as goodware otherwise. We will see the dataset that will be used to train
and test the malware detector before describing the anomaly and misuse detector.

7.1 Dataset

For training and testing themalware detector, we have used a dataset of 3,000 applica-
tions (about 1,500malware and 1,500 goodware).All the samples have been collected
from VirusTotal and third parties. We hypothesize that since those malware are one-
year old, the signatures must have already been created. A sample was considered as
malware if it was detected by at least 20 antivirus engines of VirusTotal and good-
ware if it was not detected by any of them. All the samples have been executed by
the client which issued logs resulting from the static and dynamic analysis. Each log
was transformed into a set of features.
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7.2 Anomaly Detector

Before training and testing the anomaly detector, we have selected the most rele-
vant features by using a feature selection algorithm. Selecting most relevant fea-
tures enables to better model the goodware and malware and therefore get a higher
detection rate and lower false positive rate. We have applied the feature selection
algorithm proposed by Chein et al. [16]. It consists in building up feature vectors
of different size. Each feature vector contains the most relevant features which are
ranked by means of the F-Score metric. To evaluate the most relevant feature vector,
the algorithm uses a Support VectorMachine (SVM)[17] with a gaussian radial basis
function. After applying the algorithm on our dataset, the following features group
has been selected and compose the feature vector:

• SMS_functions: 1 if the Android application contains functions to send SMS and
0 otherwise.

• average_length_class_names: the average length of class names.
• average_entropy_class_names: the average Shannon entropy of class names.
• IMSI_functions: 1 if the Android application contains functions to get the Inter-
national mobile Subscriber Identity (IMSI) and 0 otherwise.

The feature SMS_functions characterizes Android malware that use premium
SMS which represent an overwhelming majority of Android malware. The fea-
tures average_length_class_names and average_entropy_class_names character-
ize Android malware that use obfuscation. Obfuscation is a technical employed for
hardening reverse engineering and might be achieved by shortening class names and
using a low Shannon entropy of class names. As for the last feature, it enables to get
the phone ID.

We can notice that all the selected feature result from the static analysis. We were
expecting it since the dormant code in Android malware is not as easy to execute
even tough every Android application was instrumented by the client. Moreover,
we suppose that during the analysis, the C&C were down preventing the malware to
reveal its complete malicious behavior because the samples were one-year old.

We kept the same machine learning as Chein et al. [16] for our anomaly detec-
tor, that is a SVM with a gaussian radial basis function. The parameters of the
SVM and the kernel function have been tuned according to the algorithm by Chein
et al. [16]. For spaces reasons, we invite the reader to refer to their paper. The train-
ing set was composed of 300 malware and 300 goodware and the rest of the two
sets was composing the testing set, i.e., over 80% of the two sets (about 1,200
goodware and 1,200 malware). In order to know the unbiased performances of the
anomaly detector, we have tested it on the same set randomized 200 times. On aver-
age, we get a detection rate of 90.5% and false positive rate of 7.4%. In the worst
case, we get a detection rate of 86.2% and a false positive rate of 10.1%. In the best
case, we get a detection rate of 93.6% and a false positive rate of 5.2%. It is worth
noting that those performances do not represent the malware detector performances
since we have omitted the misuse detector. With the misuse detector, we expect to
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get a higher detection rate since it could detect the known malware that have not
been classified as such by the anomaly detector.

7.3 Misuse Detector

Since, VirusTotal encompasses 45 different misuse detectors engines which com-
bined together offer the best misuse detector of the world, we have elected it as our
misuse detector.

In order to quantify the number of antiviruses that can potentially detect Android
malware, we have empirically assessed it by taking randomly 1,000Androidmalware
from themalware dataset. Out of 1,000Androidmalware taken from the dataset, only
five antivirus engines were not able to detect any of the Android samples, namely
nProtect [18], ByteHero [19], Malwarebytes [20], TheHacker [21], and SUPERAn-
tiSpyware [22]. In other words, only 41 antiviruses were able to detect Android
malware.

Like anomaly detectors, antiviruses suffer from false positive rate. In order to
reduce the false positive rate, we consider an Android application as a malware if it
has been detected by at least half of the antiviruses that were able to detect Android
malware, i.e., 20 antiviruses.

8 Conclusion

This paper introduces a honeyclient for collecting and classifying Android applica-
tions as malware or goodware. We have first overviewed the components composing
the honeyclient, namely a crawler which is responsible for crawling the web and
getting suspicious URLs, a client that will visit the suspicious URLs, download
potential Android applications and analyze Android applications, and a malware
detector which will classify the collected Android applications as malware or good-
ware. We have designed the crawler to crawl Points-of-Interests that are resources
shared by many people and where it is very likely to be infected such as Fake Google
Plays. As for the client, it is based on a light version of the Android browser enabling
us to have a scalable client for visiting suspicious URLs and on an Android emulator
to run the collected Android applications. Finally, the malware detector is composed
of both a misuse detector and an anomaly detector. The misuse detector is used for
detecting known malware, based on the 45 antivirus engines of VirusTotal while the
anomaly detector enables to detect new malware families based on a SVM machine
learning. As future works, we will update the honeyclient by taking into account
other threats, e.g., third-party software’ vulnerabilities, etc.
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Real Time Wireless Packet Monitoring
with Raspberry Pi Sniffer

Yusuf Turk, Onur Demir and Sezer Gören

Abstract This paper proposes a real time wireless packet monitoring system using
a Raspberry Pi. The system is a low cost alternative to commercial packet capture
devices and analysis software. In our solution, captured packets from sniffer are
sent to main server to gather statistics. Packets are analyzed and only the relevant
data are stored in database. A notification server developed in Node.js provides
communication between database and user interface developed with Django web
framework. The performance of the proposed solution is successfully evaluated in
an environment with multiple wireless networks. Results are presented.

1 Introduction

While the usage of Wireless Local Area Networks (WLAN) has been tremendously
increasing, the cost of wireless networking devices has decreased. This enables to
extend network in a more easier way. With the upcoming 802.11ac protocol support-
ing speeds competing with Gigabit Ethernet and increased usage of mobile devices
have boosted the demand ofWLANs. Access points are replacing the wired networks
in homes and offices.

Considering the improvements in the networking technology, more and more
devices are expected to have wireless networking capabilities. During the develop-
ment of upcoming networked devices their networking capabilities and performance
must be tested in an effective manner. Companies developing products with WLAN
capabilities are in need of stable testing environments. The test environment may
contain one or more sniffers to ensure the quality of transmission of 802.11 pack-
ets. Packet sniffers are used for comparing the expected network traffic with the
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captured traffic or analyzing the real time traffic. Because of the physical magni-
tude of WLANs, multiple packet capturing devices are distributed over the coverage
area. Besides testing purposes, sniffers can also be used for security applications to
detect intrusions by analyzing the traffic. Aside from that, both wired and wireless
network monitoring, bandwidth utilization, and statistics gathering can be done with
sniffers. Sniffers are useful because they allow several mechanisms to analyze the
traffic thoroughly.

A study by Anh and Shorey [1] reviewed the current network sniffing tools that
are used to obtain data by using the network interface card (NIC) of a PC. According
to this study, not all the network sniffing tools support monitoring wireless traffic.
Jipping and Holland [2] demonstrated that a network sniffer and packet classifier
can be developed in a high level language. Another study done by Shum et al. [3]
showed that the location of the source can be estimated if the physical location
of the access point is known. In this work, a custom software on a router is used to
gather network traffic. Location estimation is done by calculating the signal strength.
Following study [4] showed that Received Signal Strength Indicator (RSSI) can be
given as an input to estimate the location. Shum and Ng [5] showed that there is
a correlation between RSSI and inter-device distance. Henderson et al. [6] logged
terabytes of data with an access point sniffer. Then the collected data are used to
gather statistics about the network usage in a campus. Although this study provides
information about network usage patterns, security related problems are not covered.
Boughaci et al. [7] used a sniffer module to detect intrusions. But using many agents
in the system will slow down the system and timing is very important for intrusion
detection. The attacks can also be from an internal source according to Henders
et al. [8]. Data are read by a software tool running on NIC and written to a MySQL
database.

There are numerous open-source or commercial capture software alternatives in
the market. Tcpdump [9] andWireshark [10] are the most popular open-source tools.
Both of them offer detailed filtering options, but lack the visual analysis support. An
expensive commercial alternative, OmniPeek [11], offer detailed visual analysis.
Packet capture also done using OpenWRT firmware running on the supported hard-
ware [12]. But many access points have lower CPU power and RAM size compared
to Raspberry Pi. Access points with similar CPU values are more expensive than
the Raspberry Pi. In a study by Polli et al. [13], Raspberry Pi with a USB wireless
adapter is used to capture wireless packets. Although it is not used as a monitor mode
sniffer, the study showed that the device is capable of capturing packets in a WLAN.

In this paper, we propose a low cost wireless packet sniffer using Raspberry Pi.
Our solution is easily customizable and uses inexpensive off the shelf components. In
addition, the monitoring software provides real time statistics of the current wireless
network traffic and offers simpler user interface for analysis using a lightweight
packet database. It also offers traffic frequency information about nearby access
points.

The outline of the paper is as follows: Section2 presents the components of the
proposed system, Sect. 3 gives the performance results, and finally Sect. 4 concludes
the paper including the future work.
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2 Proposed Solution

The proposed solution consists of three functions: capturing, parsing, and monitor-
ing. Figure1 shows the components of the system. Capture operation is handled by
a Raspberry Pi [14] with one USB Wireless NIC (WNIC) running a libpcap (packet
capture library) [15] application. The output of this application is sent to the main
server periodically. In this main server, a parser application extracts statistics and
information from the packets. Parser application stores the summary of the pack-
ets in a database. For the monitoring part of the solution, a notification server is
implemented to support communication between the database and the user interface.

The general overview and the details of the solution will be explained in the
following subsections. First, packet capturing and wireless networking modes will
be discussed. In Sect. 2.1, the details of Raspberry Pi is given and how the sniffing
packets is achieved is explained. Real time parsing of the capture file .pcap using a
Python program is described in Sect. 2.2. The section also covers retrieval and storage
of the packet information in a database. Section2.3 covers information about how
real time monitoring interface is designed and implemented.

2.1 Sniffing on Raspberry Pi

Packet capturing is the process of grabbing a copy of a packet off thewired orwireless
network before it is processed by the operating system. If the packet capture interface

Fig. 1 Component diagram of the solution
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is connected to a network, all frames are unencrypted and can be seen in the packet
analyzing software. Otherwise, if the packets are captured in promiscuous or monitor
mode, packets are still captured, but they are encrypted.

There are six operating modes of a 802.11WNIC. These are master, managed, ad-
hoc,mesh, repeater, andmonitormodes [16].Monitormode is similar to promiscuous
mode, but it is only applicable for wireless networks. Unlike promiscuous mode,
devices do not have to be in a network. Monitor mode allows capturing of all the
packets that can be seen by the WNIC. Monitor mode is dependent on the wireless
adapter driver, firmware, and the chip-set features. Considering the limitations, not
all the adapters support monitor mode. Sniffing of 802.11 packets can be done using
a USBWNIC connected to a PC or using an access point. We have demonstrated the
usage of both methods in our earlier work [17].

Raspberry Pi (RPi) is a low cost, small sized computer that can run many Linux
distributions such as Debian, Fedora, and Arch Linux.With its BroadcomBCM2835
SoC including 700MHz ARM processor and 512MB RAM, RPi is more powerful
and cheaper than most of the low cost off-the-shelf access points. The device does
not have wireless interface onboard, but a USB WNIC can be easily attached to
capture 802.11b\g\n packets. The mode of the WNIC is set to the monitor mode.
A libpcap application in C is developed to capture packets. By adding the startup
scripts, mode of the interface is set to monitor mode and the device starts to capture
packets immediately. This makes the RPi a wireless packet sniffer. The channel that
the device is listening on can be specified in the startup script or a random channel
can be selected. RPi also supports multiple USB inputs, and a powered USB hub
can be connected to the device. Multiple USBWNICs can be connected to this USB
hub and each card may listen to another channel. The proposed work uses one USB
WNIC connected to a RPi. Captured packets are forwarded to the specified Ethernet
port of the device. Main server also listens to the same port and stores the raw data
as soon as they are received. Port listening is done by using the netcat utility. Netcat
is used to establish TCP and UDP connections and listen to a specified port.

2.2 Parsing Pcap Output

Packets received by the main server are appended to a file with .pcap extension. Pcap
parser is developed in Python to parse the file in real time. Python is chosen because
it is faster in reading files and easier to develop a parser with its standard library
functions such as dictionaries. Main objective of the pcap parser program is to detect
headers of each packet. Since all packets have the radiotap header by default, header
detection is sufficient to identify the packets. Each time a header is detected in parser
program, the subtype finding state starts and followed by parsing the access point
information.

In the initialization state of the program log files, database tables, and variables
are initialized. Since the objective is getting the real time monitoring, previous log
files are truncated. MySQL database connection and a cursor is created at this state.



Real Time Wireless Packet Monitoring with Raspberry Pi Sniffer 189

Capture file with the .pcap extension is read one byte at a time in the reading state.
Each header block is sent to the header detection function and if a header is detected,
state of the parser changes to header detected state. Detection of a header needs to
be completed by finding the subtype of the frame. Subtype finding state can lead to
SSID finding state if the frame is beacon, probe request, probe response, association,
or reassociation frame. In SSID finding state, MAC addresses are retrieved. Subtype,
SSID, and other information are logged in the logging state. Logging state is followed
by the reading state. Program stays in the reading state until a header is detected.

Pcap parser writes statistical information directly to the database and information
regarding the SSID and MAC addresses to a text file. This text file is simultaneously
read by the MySQL daemon Python program. This is done to increase the parsing
speed and avoid the large MySQL database queries in the main thread. It is intended
to run MySQL queries at the background. MySQL queries can take long time when
the data are significantly large. Therefore, only the data such as SSID and MAC
address information of the frame are inserted into the database.

2.3 Real Time Monitoring

Node.js is a platform built on Google Chrome’s Javascript runtime for building fast
network applications [18]. Node.js is an appropriate solution for real-time applica-
tions. Since non-blocking models are used, thread does not have to wait for I/O.
Although the platform can function as a web server, it can also be used as a server-
side application. In this work, a Node.js application is developed to implement long
polling functionality from Django web framework templates to MySQL database
tables. Long polling is checking a data source for new data and instead of sending
an immediate response, server waits until new data are available and then send the
response. Long polling is an emulated version of push technology [19].

Node.js server and Django web framework do not have a default communication
system. When new data pulled from the database server, it must be sent to the web
application immediately to have real time monitoring. Socket.IO is used to provide
communication between the two servers. Socket.IO is a Websocket framework that
enables communication betweenWebSockets and real timemonitoring.Websocket is
a full duplex communication onTCPconnection. Socket.IO canbe usedwithNode.js,
HTML, JQuery. The Node.js application creates a socket.IO interface on a specific
port. Django application also listens from the same port. Node.js applications are
event-driven. All listeners start at the same time and poll from the database tables at
every given interval time. Server responds only when a new information is available.
Socket.IO allows sending notification messages to one server to another.

Django is a Pythonweb framework usesMVC (model—view—controller) pattern
to create database powered web applications. Database tables are defined as models
and implemented as Python classes. Web pages such as files with .html extension
are called templates. Templates are redirected from the index page by using URL
configuration file with regular expression support.
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Monitoring of the captured data is supported with a user interface. First compo-
nent displays the packet counters and current state of the parser. Second component
displays the information regarding management frames such as SSID, dBm signal
rate, data rate, and MAC addresses. Third component displays the averaged dBm
signal of each SSID.

3 Performance and Results

Several test platforms are prepared for testing the system. First, a network with an
access pointwith twoLinuxbased computers run the iperf application to transferUDP
packets. While running the iperf client and server commands, Raspberry Pi sniffer
captured the transferredpacketswithout connecting to the network.Ananother access
point, a computer and a mobile phone are also connected to a different network in
the same test environment. In the second network, a video stream setup is prepared
to provide constant streaming of videos from computer to mobile phone. Sniffer
captured packets without connecting to any network. Figure2 shows the initial test
setup.

Main objective of the parser application is to generate statistics from the captured
packets. Packets are appended to a file and it is read by the parser simultaneously.
Program waits until new packets are available and runs in an infinite loop until an
interrupt occurs. In this test case, a previously captured file with .pcap extension will
be parsed by the program in order to document the speed of reading and parsing. Test
system is running Ubuntu 12.04, has two CPU cores at 1.7GHz, and the memory is
1GB. Input .pcap file contains more than two million packets captured over several

Fig. 2 Test setup with two independent networks
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hours. The intention of this test is to see whether the parser is fast enough to handle
the high traffic loads or not. Memory consumption is one of the concerns of real
time data monitoring. Applications running constantly have to optimize the memory
usage. The final version of the pcap parser consumes low memory and does not store
data on the memory. By doing so, memory usage is always stable and memory usage
for the system only running the parser rarely passed the thirty percent. According to
the log, 500,000 packets are parsed in execution time of 1481.1 s that is approximately
24.7min.Thismeans that parser application canprovide real timeoutput for the traffic
load of one million packets per hour without any delay. While analyzing the capture
files, we have observed that among the 22 million packets, 80% of the packets had
size varied between 20 and 320 bytes.

4 Conclusion and Future Work

Our solution offers a low cost, off the shelf, and customizable alternative to both com-
mercial and open source packet capture systems. User interface provides statistics
such as percentages of frame types and subtypes, and the number of frames transmit-
ted by each access point. Since we do not store entire packet contents, our database
only contains the practical information about the frames. Our work is expected to be
beneficial for academic projects and startups.

For future work, sniffer packet sending performance can be improved. Also, com-
ponents such as pcapparser andNode.js server can bemodified to run onRPi.Another
future work plan is to trim the packets in RPi and send the relevant information to
the main server. By doing so, number of packets that can be monitored in real time
will significantly increase.
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Visual Analytics for Enhancing Supervised
Attack Attribution in Mobile Networks

Stavros Papadopoulos, Vasilios Mavroudis, Anastasios Drosou
and Dimitrios Tzovaras

Abstract Researchers have recently uncovered numerous anomalies that affect
3G/4G networks, caused either by hardware failures, or by Denial of Service (DoS)
attacks against core network components. Detection and attribution of these anom-
alies are of major importance for the mobile operators. In this respect, this paper
presents a lightweight application, which aims at analyzing signaling activity in
the mobile network. The proposed approach combines the advantages of anomaly
detection and visualization, in order to efficiently enable the analyst to detect and
to attribute anomalies. Specifically, an outlier-based anomaly detection technique is
applied onto hourly statistics of multiple traffic variables, collected from one Home
Location Register (HLR). The calculated anomaly scores are afterward visualized
utilizing stacked graphs, in order to allow the analyst to have an overview of the
signaling activity and detect time windows of significant change in their behavior.
Afterward, the analyst can perform root cause analysis of suspicious time periods,
utilizing graph representations, which illustrate the high-level topology of themobile
network and the cumulative signaling activity of each network component. Experi-
mental demonstration on synthetically generated anomalies illustrates the efficiency
of the proposed approach.
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1 Introduction

Mobile networks and devices are becoming the targets of cyber criminals aiming
to exploit the infrastructure and the provided services for their purposes. As a
countermeasure, mobile network operators employ authentication-based techniques
to prevent illegitimate users from attaching to the network. Malicious individuals,
however, can still infiltrate the network by utilizing compromised mobile devices
of legitimate subscribers, and launching attacks against the infrastructure or the
subscribers. Themain focus of this paper is the detection and attribution of signaling-
oriented Denial of Service (SDoS) attacks [1, 2], which target mobile network
components in the core network. The effect of a SDoS attack can be amplified
when a botnet (i.e., network of compromised devices) is utilized to launch attacks
from multiple nodes, which target to overload a specific component of the net-
work.

1.1 Related Work

Anomaly detection techniques for the detection of signaling attacks in 3G/4G net-
works have been proposed in the literature. Specifically, Lee et al. [2, 3] proposed a
cumulative sum (CUSUM)-based method for the detection of signaling attacks that
the traditional detection systems cannot detect. The authors designed their method so
that is it hard for the attackers to evade detection. They also evaluated their approach
against a novel SDoS attack that affects the RNC and the Node-B in 3G and poten-
tially WiMax networks. Alconzo et al. [4] propose statistical techniques applied on
time series of unidirectional feature distributions. Coluccia et al. [5] present two
distribution-based anomaly detection methods and propose enhancements on the
method introduced in [4].

Apart from the analytical methods for anomaly detection, visualization-based
methods have also been proposed [6]. For instance, visualizations based on graph
representations of the network topology, have been successfully used in network
security. Lad et al. [7] proposes a graph representation of the Border Gateway Pro-
tocol (BGP) network topology, which illustrates the routing behavior over a specific
time period. The volume of the BGP routing changes computed on the graph has
been proposed as a descriptive feature that allows for the detection of anomalous
time periods. Shi et al. [8] proposed the “SAVE” system, which utilizes graph rep-
resentations to illustrate the packet delivery paths in sensor networks, based on the
so-called GrowthRingMaps [9].

Last but not least, anomaly detection and visualization have been also combined
recently, implementing anomaly quantification, such as the power consumption-
based anomaly detection in buildings [10] from time series.
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1.2 Motivation

To the best of the authors’ knowledge, no previous work has addressed security
threads in the control plane of mobile networks by combining both information
visualization and anomaly detection techniques. Thus, the main motivation of the
proposed system is to bridge this gap and provide a system for the visual analysis
and detection of signaling-related anomalies.

This paper proposes a novel system for providing an overview of the mobile
network signaling activity in suspicious time instances, and for preforming root cause
analysis. The main advantage of the proposed system is that it is very lightweight
in computational resources. The reason for this is that it operates directly on the
statistical data collected from the networkwith out the need for feature extraction and
preprocessing. Additionally, the graph layout is static since it represents the mobile
network topology, a fact which eliminates the need for heavy layout computations
in the case of structural changes.

The rest of the paper is organized as follows: Section2 presents the details of the
proposed anomaly detection approach. The evaluation takes place at Sect. 3, while
the paper concludes at Sect. 4.

2 System Overview

This section presents an overview of the proposed system. It is comprised of two
parts, the anomaly detectionmodule and the visualizationmodule. Initially, signaling
traffic statistics are collected from the monitoring points in the control plane of the
3G/4G mobile network (Sect. 3.1). Afterward, these signaling data are fed into the
anomaly detection module, which utilizes an outlier-based detection method in order
to compute anomaly scores for each time period under investigation. The scores are
computed by calculating the distance between the examined network traffic instance
and the normal traffic instances observed in the past. Thereafter, the visualization
module utilizes the anomaly scores, so as to enable the analyst to have an overview of
the signaling activity over time, and detect anomalous time periods. Additionally, a
graph-based representation of the mobile network, facilitates the task of visualizing
the actual signaling behavior of each network component for the selected time period,
thus enabling the root cause analysis of the anomalies under investigation.

2.1 Anomaly Detection Module: Identification
of Outliers in the Control Plane

2.1.1 Problem Definition

Anomaly detection refers to the identification of network traffic instances that do
not conform with normal network behavior [11]. For the definition of the anomaly
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detection problem, two matrices are used. The first matrix is matrix D, which serves
as ground truth and contains only normal traffic instances and the second matrix
is E, which is the input for the anomaly detection method: D = {di,j| where i ∈
[1,K], j ∈ [1,Y ]}, and E = {ek,l| where k ∈ [1,K], l ∈ [1,Z]}. K is the number of
traffic variables andY is the number of observations of normal network traffic andZ is
the number of observations that need to be evaluated with regards to their normality.
Furthermore, each element of thematrixD is denoted as dij, the observation sequence
of a traffic variable as Drow(i) = {dij,∀j ∈ [1,Y ]}, where i ∈ [1,K] and a traffic
instance as Dcol(j) = {dij,∀i ∈ [1, . . . ,K]}, where j ∈ [1,Y ]. In both matrices D
and E, each row corresponds to a traffic variable and each column to an observed
traffic instance. Based on these definitions, the anomaly detection problems refers to
the detection of the traffic instance Ecol(j), which deviate from the normal behavior.
It should be underlined that the time intervals between consecutive instances remain
the same.

2.1.2 Local Outlier Factor Method

Based on the traffic model outlined in the previous section, each traffic instance is
modeled as a point in the K-dimensional space. Subsequently, the local outlier factor
(LOF) [12] method is applied, so as to detect any anomalous traffic instances found
in E. LOF operates by comparing the spatial density around a given point with the
density around its k nearest points and then provide a score which indicates if the
examined point resides in a low-density area or not. More formally, ∀e(i,n) ∈ E,
the outlier score is computed using equation (1), as defined in [12]. The lrd(ecol(n))
function defines the local reachability density of ecol(n) [12].

LOF(ecol(n)) =

∑

dcol(m)∈R(ecol(n))

lrd(dcol(m))/lrd(ecol(n))

| R(ecol(n)) | (1)

where R(ecol(n)) contains the k-nearest neighbors of e(i,n) from D. More details on
the LOF method can be found in [12]. In cases of normal traffic instances, the LOF
score is ∼1, whereas abnormal instances would exhibit significant deviations from
this base [12].

It should be noted that the part of the algorithm which detects the k nearest
neighbors is the most computationally demanding. More specifically, for a dataset
with stable dimensionality this part has complexity of O(N2). Hence, in our case the
runtime of the LOF algorithmwas found to be sufficiently fast for computing outliers
in real-time with computation time <5s on each iteration (i.e., for each hour). This
can be attributed to the fact that the size and the dimensionality of the ground-truth
dataset D do not change.



Visual Analytics for Enhancing Supervised Attack Attribution in Mobile Networks 197

2.2 Visualization Module: Root Cause Analysis
of Signaling Anomalies

2.2.1 An Efficient Approach for Multiple Visualizations Over Extended
Periods of Time

In order to draw the attention of the analyst in interesting parts of the data, tempo-
ral visualizations of anomaly scores are utilized. This way, the analyst can has an
overview of the signaling activity over time, and can detect anomalous time periods
and perform a more detailed analysis. The proposed temporal visualizations provide
an information rich overview of the data and enable the efficient understanding and
exploration of the datasets, following the information seeking mantra suggested by
Shneiderman: “Analyze first, show the important, zoom, filter and analyze further,
details on demand” [13].

The temporal visualization utilized by the proposed approach are depicted in
Fig. 1a, b. The first overview is provided by the stacked graph representation. This
representation provides an overview of the anomaly scores for one network compo-
nent, computed for each time period, while it also provides information regarding
the normalized volume of each traffic variable for the same period, utilizing the
z-score normalization. Each traffic variable is represented using a different color.
The glyph representation also provides an overview of the anomaly scores of each
time period, for one network component. Color is utilized to represent the actual
value of the score at each time period, while the circular layout of the scores repre-
sents the time parameter, resembling a clock metaphor. Both these methods are used
in combination, in order to provide an information rich visualizations and allow the
analyst detect anomalous time periods to focus on, and perform root cause analysis
utilizing the Mobile Network Graph presented in the next section.

2.2.2 Visualization of the Network Topology and Signaling Activity

The sectionpresents theMobileNetworkGraphvisualization approach that is utilized
for root cause analysis. The proposed approach utilizes a graph representations, to
illustrate the actual topology of the mobile network. Each node represents a network

Fig. 1 a Stacked graphs visualization of the anomaly scores and signaling volume. b Glyph repre-
sentation of the anomaly scores for one network component. c A scheme of the proposed layered
layout of the Mobile Network Graph
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component, while edges illustrate connections between them. The positioning of
the nodes of the graph is calculated in consecutive layers. This layout enables the
easier perception of the topology of anomalous events, since one additional visual
element, i.e., the position, is utilized to encode additional topological information.
Specifically, four layers, comprised of multiple network components are defined, as
shown in Fig. 1c:

1. UE (User Equipment): Contains actual mobile devices.
2. NodeB: Contains NodeBs, which are the network component that provides the

mobile devices with wireless connectivity. Each NodeB serves multiple mobile
devices, i.e., all the devices in range.

3. RNC: Contains RNCs (Radio Network Controller)which are responsible for con-
trolling the NodeBs that are connected to them.

4. Core Network: Core network is the central part of a telecommunication network
that is responsible for providing all the network services to the customers, e.g.,
SMS/Call routing. This layer is comprised of all the nodes that belong to the Core
Network, e.g., the most important are SGSN (Serving GPRS Support Node),
GGSN (Gateway GPRS Support Node), HLR (Home Location Register), MSC
(Mobile Switching Center), and VLR (Visitor Location Register).

It should be noted that the proposed layered graph layout is computed only once,
and is thereafter static. The main computational bottleneck of the proposed system
is the anomaly detection through the LOF calculation (O(N2)). But as mentioned in
Sect. 2.1.2, the LOF implementation is very fast, capable of operatizing in real-time.
These facts render the system very lightweight in computational recourses and enable
the real-time analysis of signaling anomalies. Screenshots of the developed system
are shown in Figs. 2 and 3.

Fig. 2 The network visualization during two abnormal network events, a DDos attack b an authen-
tication attack
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Fig. 3 The network visualization during two abnormal network events, a an RNC restart b an SMS
spam campaign

3 Demonstration on Suspicious Incidents

3.1 Datasets

In order to demonstrate the effectiveness of the proposed system four synthetic
datasets were generated using two raw datasets containing traces collected from
the 3G/4G mobile networks of two major European telecommunications providers.
These raw datasets contain statistical data collected from one HLR of the network.
Additionally, they reportedly include no abnormal network incidents, so it is assumed
that all the traffic instances included in each dataset exhibit normal network activity.
The first raw dataset contains data for 10 signaling messages (e.g., location update
etc.)with granularity of one hour. The second rawdataset contains data for three types
of signaling requests. However, none of these datasets provide information about the
activity of individual subscribers and their position in the network topology (e.g.,
NodeB that the subscriber is attached to) and thus do not provide enough informa-
tion for performing root cause analysis of any detected anomalies. To address this, a
data generator was designed and implemented. The generation process is defined as
follows: (1) Initially the raw data containing the HLR signaling traffic statistics are
fed into the generator, (2) the raw data are analyzed and the corresponding Gaussian
distribution for each time of the day is computed, (3) then based on the overall
traffic for the HLR the traffic distribution for a normal user is computed (Normal
User traffic profile), and (4) using the aforementioned profiles a synthetic dataset
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which contains statistical data for the HLR and for each subscriber is generated. As a
final step, abnormal instances were manually inserted based on the related literature
[14–18].

3.2 Demonstration Scenarios

Based on network incidents that have been studied in the literature [14–18], different
scenarios were designed and implemented so as to evaluate the proposed approach.
These scenarios cover incidents that vary from network component malfunction-
ing (i.e., Sect. 3.2.3) to malicious attacks (i.e., Sect. 3.2.2). The performance of the
proposed approach is demonstrated in the sections that follow.

3.2.1 Call Forwarding DDoS

This scenario simulates a DDoS attack that has been proposed by Traynor et al. in
[15] and can effectively overload the HLR/HSS component, so as to degrade the QoS
for the network subscribers. More specifically, a large number of mobile devices are
compromised by malware and launch a DDoS attack by exploiting call forwarding
signaling requests. Although, these requests on a per packet basis are legitimate,
such a coordinated attack can significantly increase the load in the HLR/HSS and
render it unresponsive. In this scenario, the attack has a high growth rate and reaches
its peak (i.e., maximum throughput from infected devices) very fast. As seen in
Fig. 2a, our proposed approach is able to detect and highlight the incident from an
early stage and visually inform the human operator before the network stability is
affected. As shown in the stacked graph representations, at the time of the anomaly,
the CFU (Call Forwarding Unconditional) signaling message has increased volume.
Upon the detection, the operator is able to clearly identify the distributed nature of
the attack, since the excessive signaling does not originates from a specific region
of the network, but instead it is uniformly distributed. The operator also is able
to identify the exploited signaling messages and the misbehaving subscribers, and
design countermeasures (e.g., rejection rules for the control plane firewall).

3.2.2 Authentication Attack

In this scenario, an authentication attack which uses sim-less devices, as described
in [14], is implemented. As in Sect. 3.2.1, the attacker aims to affect the network
stability and degrade the performance of the network. However, in this case the
attacker is regionally constrained and thus he launches the attack from a limited
number of NodeBs which all belong in the same geographical area. During the
attack, the proposed approach initially detects an abnormal increase in the incoming
authentication attempts and displays a high anomaly score. The human operator,
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then uses the stacked graph to compare the volume of authentication attempts with
the volume of successful authentication transactions and verifies that the observed
behavior is potentially malicious, since the success/attempts ratio is very low. Then
he/she utilizes the network graph to identify the root cause of the incident. As seen
in Fig. 2b, RNC1 exhibits increased traffic load, due to the high volume of signaling
messages received from specific NodeBs (i.e., NodeB1, NodeB10, NodeB11). This
analysis enables the operator, which know is aware of the nature of the attack, to
design effective mitigation countermeasures. For instance, one mitigation approach
would be to lower the processing priority of authentication requests originating from
the affected NodeBs in order to avoid congestion in the HLR/HSS.

3.2.3 RNC Restart

In this scenario, the proposed approach is evaluated during the restart of a mal-
functioning RNC [18]. According to [18] the network becomes unstable due to the
flood of location update requests toward the HLR/HSS, as the mobile devices switch
from 2G to 3G or 4G, when the malfunctioning component becomes available again.
More specifically, as seen in Fig. 3a, the RNC7 has been restarted and this results
in a flood of signaling requests from all subscribers which reside in the NodeBs it
controls. Our proposed approach displays an increased anomaly score and informs
the human operator of that the volume of location update requests from home sub-
scribers (i.e., LU_T) is higher than normal. Additionally, the network graph provides
enough information for the operator to pin point the root cause of the incident, i.e.,
RNC7.

3.2.4 Spam SMS Campaign

This scenario was designed based on the findings of [16, 17, 19] regarding the
modus operandi of the spammers and the impact of their activities on the network.
In particular, a spam outburst was implemented as an increase in the number of
mobile terminated SMS messages toward the users of the monitored HLR/HSS was
inserted in the dataset. In this scenario, the unsolicited spam messages affect 1% of
the subscribers [16]. This abnormal increase in the number of incoming messages, is
detectable from theHLR/HSScomponent, as it controls all the communications of the
subscribers it serves. The proposed approach, depicted in Fig. 3b, initially detects the
anomalous incident by examining the incoming traffic of the HLR/HSS and displays
a small increase in the anomaly score and the volume of the signaling message that
relates with mobile terminated SMSmessages (i.e., Send Routing Information T21).
In the specific scenario, the spam messages originate from an attacker that resides
outside of the MNOs network and thus the network graph does not indicate any
significant increase in the network volume of the NodeB, RNC, and MSC/SGSN
components.
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4 Conclusions

A complete system for anomaly detection and root cause analysis in the mobile net-
work has been presented. The proposed system enables supervised attack attribution
and root cause analysis of anomalous phenomena in the mobile network. To achieve
this efficiently, it combines methods from the fields of anomaly detection and infor-
mation visualization, in order to enhance the analytical potential and allow the user to
understand and explore the data. The efficiency of the proposed approach in detecting
and attributing unknown anomalies has been demonstrated based on four network
incident scenarios that affect the currently deployed mobile networks and have been
analyzed in depth in the literature. The current implementation of the system enables
the human operator to analyze anomalies in the control plane of the mobile network.
Future work includes the enhancement of the current system in order to visualize
both the user plane and the control plane, and further improve the root cause analysis
of events, such as signaling storms. User studies will also be performed in order to
evaluate the proposed approach on real users, including mobile network analysts.
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Quantum Queuing Networks Throughput
Optimisation

Dariusz Kurzyk and Piotr Gawron

Abstract We study models of quantum queues based on discrete time quantum
walks with barriers. Our considerations refer to multi-servers queuing models. Input
and output of jobs in the queue are realised by systems consisting of quantum coins
and walkers. We show that presented models behave differently from the classical
ones. We also present numerical methods for optimisation of jobs processed by the
system. We simultaneously maximise jobs throughput in the system and minimise
the number of jobs lost.

1 Introduction

Queuingmodels are often modelled usingMarkov processes.When numerical meth-
ods are considered for analysis of queuing systems, the state space of the modelled
system is discrete and transitions are given by stochastic matrices [1]. Thus, these
kinds of models can be understood as randomwalks over a graph having complicated
structure.

Discrete time Markov chains (DTMC) and random walks can be generalised by
discrete time quantum Markov chains (DTQMC) and quantum walks. It means that
DTQMC are reducible to DTMC and quantum queuing model are more general than
the classical models. In quantum information and computation theory, there exists a
notion of quantum walk. Usually by quantum walk one understands a pair consisting
of an unitary operator and initial quantum state. Time evolution of such system is
given by sequential application of unitary operator on the quantum state [4]. Quantum
walks have found many applications as quantum algorithms or models of physical
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quantum systems. In this work, we consider quantum walks with absorbing barriers
[2] that mimic behaviour of a simple queuing model.

In a recent work [3], quantum queues were modelled using quantum channels and
mixed states. In this work, we consider unitary evolution interweaved with quantum
measurement with post-selection.

2 Mathematical Preliminaries

Throughout this paper,weuse complexEuclidean space.According toDirac notation,
symbol |ψ〉 called as ket, denotes a complex column vector. The conjugate transpose
of a ket is denotes by bra 〈ψ |, thus |ψ〉† = 〈ψ |. In n-dimensional complex Euclidean
space Cn , the standard orthogonal basis is expressed by the vectors:

|0〉 =

⎡

⎢
⎢
⎢
⎣

1
0
...

0

⎤

⎥
⎥
⎥
⎦

, |1〉 =

⎡

⎢
⎢
⎢
⎣

0
1
...

0

⎤

⎥
⎥
⎥
⎦

, ..., |n − 1〉 =

⎡

⎢
⎢
⎢
⎣

0
0
...

1

⎤

⎥
⎥
⎥
⎦

. (1)

Every vector |ψ〉 ∈ C
n can be expressed as the linear combination

|ψ〉 =
n−1∑

i=0

αi |i〉, (2)

where αi are complex number, which satisfy
∑n−1

i=1 |αi |2 = 1.
Consider twovectors |ψ〉 = ∑n−1

i=0 αi |i〉 and |φ〉 = ∑n−1
i=0 βi |i〉. The inner product

(scalar product) between |ψ〉,|φ〉 is denoted by

〈ψ |φ〉 =
n−1∑

i=0

α∗
i βi . (3)

The outer product between |ψ〉,|φ〉 is expressed as

|ψ〉〈φ| =
n−1∑

i=0

n−1∑

j=0

αiβ
∗
i |i〉〈 j |. (4)

The tensor product between |ψ〉,|φ〉 is defined as the n2 dimensional vector

|ψ〉 ⊗ |φ〉 =
n−1∑

i=0

n−1∑

j=0

αiβi |i〉 ⊗ |i〉. (5)
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3 Discrete Time Quantum walks

Consider complex Euclidean space C
c ⊗ C

p, where |φ〉 ∈ C
c is a state of coin

and |ψ〉 ∈ C
p describe the position of the walker. Thus C

c, Cp are coin space
and position space, respectively. Each step of the walk is performed by the unitary
operation U = (C ⊗ I) · S, where C is unitary operator and

S =
c−1∑

i=0

(|i〉〈i | ⊗
p−1∑

j=0

|ni ( j)〉〈 j |), (6)

where ni (·) are permutation functions. After t steps, the state of the walk is |ψt 〉 =
U t |ψ0〉, where |ψ0〉 is an initial state.

4 Quantum Measurement-Driven Evolution

Consider following set of operators A = {A1, A2}, where

A1 =
n−k−1∑

i=0

|i + k〉〈i |, A2 = In − A†
1A1, (7)

where In is n-dimensional identity matrix. The constant k fulfils 1 ≤ k < n − 1.
Products of A†

1A1 and A†
2A2 can be expressed as A†

1A1 = ∑n−k−1
i=0 |i〉〈i | and A†

2A2 =
∑n−1

i=n−k |i〉〈i |, respectively. Thus, it is easy to check that

A†
1A1 + A†

2A2 = In . (8)

Thus, A satisfies completeness relation and it forms a quantum measurement. Let
ρ = |ψ〉〈ψ | be an initial state, then measurement performed on the initial state
transforms ρ into ρi and gives i th outcome with probability pi [5] according to

ρ → ρi = Aiρ A†
i

tr(Aiρ A†
i )

with pi = tr(Aiρ A†
i ). (9)

If we consider ρ = | j〉〈 j |, where | j〉 ∈ C
n is a state from standard basis and

j < n − k, then selective measurement performed by A1 transforms ρ into
ρ1 = | j + k〉〈 j + k|. Hence proposed measurement causes incrementation of state
ρ without overflow. Similarly, we can perform the measurement based on operators
B = {B1, B2}, where

B1 =
n−1∑

i=k

|i − k〉〈i |, B2 = In − B†
1 B1. (10)
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The set B satisfies completeness relation and selective measurement B1 performed
on the ρ = | j〉〈 j | where k ≤ j < n transforms ρ to ρ1 = | j − k〉〈 j − k|. Thus,
the measurement with respect to operator B1 causes decrementation of ρ without
underflow.

Next, we construct controlled selective measurement in following way. Let ρ be
a state given by ρ = |ψ〉〈ψ | ⊗ |φ〉〈φ|, where |ψ〉, |φ〉 are n1 and n2 dimensional,
respectively. If |ψ〉〈ψ | = |c〉〈c|, then we assume that measurement is performed on
second register of ρ. Controlled measurement operators are expressed as:

Ac
1 = |c〉〈c| ⊗ A1 + (In1 − |c〉〈c|) ⊗ In2 , Ac

2 = In1n2 − (Ac
1)

†Ac
1. (11)

In the case of controlled selective measurement B1 on first register of ρ with the
condition that |φ〉〈φ| = |c〉〈c|, there is obtained following operators

Bc
1 = B1 ⊗ |c〉〈c| + In1 ⊗ (In2 − |c〉〈c|), Bc

2 = In1n2 − (Bc
1)

†Bc
1 . (12)

In the next following sections, presented measurements will be used to construct
models of quantum queues and will be denoted by M+ and M−, where

M+(ρ) = Ac
i ρ(Ac

i )
†

tr(Ac
i ρ(Ac

i )
†)

and M−(ρ) = Bc
i ρ(Bc

i )†

tr(Bc
i ρ(Bc

i )†)
. (13)

5 Quantum Queue

Quantum queuing models, presented in the following section, are based on the con-
cept of discrete time quantumwalks (DTQW).Models of DTQWare usually realised
by quantum coin and walker represented by two coupled quantum systems. The evo-
lution of one step ofDTQWis performedby twooperations. First operation is realised
by application of a unitary operation on coin subsystems. Next, conditional selective
measurement on second subsystem related with walker is performed. Our models
of quantum queues are based on the idea, that quantum coins represent the flow of
jobs into and out of the queuing system, similarly the walker’s position represents
the queue occupancy. We assume that considered queuing systems are finite, thus the
models are realised byDTQWwith barriers. This kind ofDTQW is possible to imple-
ment usingmeasurementswith post-selection. The lower barrier and upper barrier are
interpreted as sinks for jobs lost due to overflow and that jobs processed, respectively.

The typical quantum coins, considered in the literature are

DFT = 1√
n

⎡

⎢
⎢
⎢
⎣

1 1 1 . . . 1
1 ω ω2 . . . ωn − 1
...

...
...

. . .
...

1 ωn−1 ω1(n−1) . . . ω(n−1)(n−1)

⎤

⎥
⎥
⎥
⎦

(14)
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and

Ga,b =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

a b b . . . b
b a b . . . b
b b a . . . b
...

...
...

. . .
...

b b b . . . a

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, (15)

where a and b are real, 1 − 2
n ≤ |a| ≤ 1 and b = ±(1 − a).

Consider quantumsystemconsisting of tree subsystemsψ1,φ,ψ2,where |ψ1〉, |φ〉
and |φ2〉 are 2, 64 and 2 dimensional, respectively. First and third registers are coin
subsystems related with increasing and decreasing selective measurements, respec-
tively. Second register is associated with walker dependent on two coins. The state of
the queue ρt can be expressed as ρt = M−(CM+(Cρt−1)), which can be presented
by schematic representation shown in Fig. 1.

|ψ1〉 C •
∣∣ψ̄1

〉

|φ〉 / M+ • M−
∣∣φ̄

〉

|ψ2〉 C •
∣∣ψ̄2

〉

Fig. 1 Schematic representation of DTQW dependent on two coins
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Fig. 2 Probability of the queue occupancy
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Example 1 As an example, we can take coins given by DFT and initial state ρ0 =
|ψ1〉〈ψ1| ⊗ |φ〉〈φ| ⊗ |ψ2〉〈ψ2| = |0〉〈0| ⊗ |32〉〈32| ⊗ |0〉〈0|. Figure2 shows the
probability distributions of the queue occupancy after 500 steps.

6 Quantum Queuing Networks

We consider a simple network consisting of several interconnected workers preceded
by associated queues. The workers are connected in sequence. In this network, con-
trolled selective measurements cause incrementation and decrementation of states of
subsystems associated with workers that control the flow of the jobs in the system.

Hence, the queues are connected by measurement {Cc
1, Cc

2}, where

Cc
1 = B1 ⊗ |c〉〈c| ⊗ A1 + In1 ⊗ (In2 − |c〉〈c|) ⊗ In3

Cc
2 = In1n2n3−1 − (Cc

1)
†Cc

1 . (16)

Proposed measurement will be denoted by M±(ρ) = Cc
i ρ(Cc

i )†

tr(Cc
i ρ(Cc

i )†)
. The state of the

network consisting of two queues can be expressed as

ρt = M−(C3M±(C2M+(C1ρt−1))), (17)

which can be present in a schematic representation shown in Fig. 3.

Example 2 As an example, we consider that C are DFT coins. The initial state of
queuing networks are set in following way. Coin subsystems are in the initial state
|0〉〈0| andworker subsystems are initially set to |n/2〉〈n/2|, where n is the dimension
of subsystems denoting the queues.

Figure4 represents the probability distribution of queues occupancies in the case
of two queues.

|ψ1〉 C •
∣
∣ψ̄1

〉

|φ1〉 / M+ • M−
∣
∣φ̄1

〉

|ψ2〉 C •
∣∣ψ̄2

〉

|φ2〉 / M+ • M−
∣∣φ̄2

〉

|ψ3〉 C •
∣∣ψ̄3

〉

Fig. 3 Schematic representation of quantum queuing network dependent on three coins
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Fig. 4 Probability distribution of the queues occupancies. Panel a first queue, panel b second queue

7 Throughput Optimisation

The results presented in previous sections show that the usage of DFT as coins causes
that the intensities of flow of jobs into and out of the system are similar. Hence, both
the probabilities of losing a job and processing of a job are relatively low.We consider
models of quantum queuing networks based on DTQW, where in order to maximise
the throughput and minimise the losses, the relevant probabilities are optimised. For
this purpose, we assume that the coin is realised by SU (2) operation parametrised
by three real numbers in the following way:

Rγ,δ,θ =
[
e−i(γ+δ)/2 cos θ −e−i(γ−δ)/2 cos θ

ei(γ−δ)/2 cos θ ei(γ+δ)/2 cos θ

]

, (18)
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where γ, δ ∈ [0, 2π ], θ ∈ [−π, π ]. The goal is to find the parameters γ, δ and
θ , where probabilities of jobs being processed are maximised and probabilities of
losing jobs are minimised.

Next, we adopt a definition of concurrent hitting time [6].

Definition 1 Quantum walk has (T, p) concurrent (ρ0, ρv) hitting time if the walk
with initial state ρ0 and absorbing boundary at position ρv has probability ≥p of
stopping at time t ≤ T , that is

∑
t≤T pt ≥ p, where pt is a probability that the state

is absorbed at time t .

In the case of queuing network consisting of two queues, we determine following
values

pt = 〈0|M′−(C3M±(C2M+(C1ρt−1)))|0〉 (19)
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Fig. 5 Probability distributions of queues occupancies for coins with parameters
(γ1, δ1, θ1, γ2, δ2, θ2) = (4.2147, 5.2101, 0.0, 2.4042, 5.2027,−1.1052)
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and

p̂t = 〈n1 − 1|M′+(C1M′−(C3M±(C2ρ′
t−1)))|n1 − 1〉, (20)

where ρ′
t−1 = M+(C1ρt−1) and M′−, M′+ are measurements with respect to oper-

ators I2 ⊗ Bc
2, Ac

2 ⊗ I2, respectively. Values of pt are probabilities that jobs are
processed and p̂t are probabilities of losing jobs (it means that jobs are moved from
first queue to second queue). Thus, the probability of stopping of the walk at required
state is expressed as:

∑

t≤T

pt + p̂t . (21)
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Fig. 6 Probability distributions of queues occupancies for coins C1 = DFT , C2 = G0.1021,0.8979,
and C3 = R4.2147,5.2101,0.0
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We fix a value of T and we maximise (21). The global optimisation method we use
is simulated annealing.

Example 3 Consider a queuing network consisting of two n1 = 16, n2 = 16
dimensional queues as in Fig. 3. We assume that subsystem related with coins are
2-dimensional. We set initial state as:

ρ0 = H|0〉〈0|H† ⊗ |8〉〈8| ⊗ H|0〉〈0|H† ⊗ |8〉〈8| ⊗ H|0〉〈0|H†, (22)

where H is Hadamard transform. We also assume that C1 is DFT coin and C2, C3
are SU (2) operations dependent on γ1, δ1, θ1 and γ2, δ2, θ2. After each step, we
determine values pt , p̂t and next we maximise value of sum expressed in (21) for
T = 150. As a result of optimisation, we have obtained the following parameters
(γ1, δ1, θ1, γ2, δ2, θ2) = (4.2147, 5.2101, 0.0, 2.4042, 5.2027,−1.1052), what has
been presented in Fig. 5.

Example 4 Next, we set coins C1 = DFT , C2 = Ga,b, C3 = R4.2147,5.2101,0.0 and
we try find the optimal parameters a, b. As a result of optimisation we get parameters
a = 0.1021, b = 0.8979 (Fig. 6).

8 Results Discussion

We have introduced models for quantum queueing networks modelled as controlled
quantumwalks with barriers. We have shown that models of quantum queues behave
in a differentway from their classical counterparts.Wehave also shown that simulated
annealing can be used to maximise the throughput of quantum queues and minimise
the jobs loses.
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A Queueing System with Probabilistic
Inhomogeneous Vacations for Modeling
Power-Saving in Wireless Systems
with Retransmissions

Ioannis Dimitriou

Abstract In this paper, we investigate the power management of mobile devices
using a variant of an M/G/1 queue with probabilistic inhomogeneous multiple vaca-
tions and generalized service process. Under the vacation scheme, at the end of a
vacation the server goes on another vacation, with a different probability distribution,
if during the previous vacation there have been no arrivals. The modified vacation
policy depends on the initial vacation interval and the server selects randomly over M
such vacation policies. The theoretical system can be applied for modeling the power
saving mode of mobile devices in modern wireless systems. Moreover, the form of
the service process properly describes the incremental redundancy retransmission
scheme that provides different types of retransmissions in such systems. Steady state
analysis is investigated, energy and performance metrics are obtained and used to
provide numerical results that are also validated against simulations.

1 Introduction

Power save/sleep mode operation is the key point for the energy efficient usage of
battery operated mobile stations (MS). AMS operating in power save mode not only
saves the battery energy and enhances lifetime but also introduces unwanted delay in
serving data packets arriving during the sleep period. Though energy is amajor aspect
for handheld devices, delays may also be crucial for time sensitive applications.

Queueing models with vacations [8] have been proved to be useful for the perfor-
mance analysis of the sleep mode operation in wireless networks. Such models were
used ([4–7, 13], not exhausted list) in the analysis of power save methods in modern
wireless standards such as 3GPP LTE and IEEE 802.16e. In this work, we consider
a general queueing model that properly describes various sleep policies such as the
DRX in LTE [1], and the power save classes (PSC) as defined in IEEE 802.16e [2].
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We assume that the device chooses with a certain probability among a number of
available power save policies, and thus, several mixed policies can be applied by
varying the model’s parameters that may result in better power improvements. In
this work, a sleep mode selection policy is employed in selecting among a prularity
of sleep schemes. The problem of optimal selection of a sleep policy in IEEE 802.16e
among a set of available policies has been addressed using Markov decision process
framework in [10].

Clearly, wireless communication is fragile and retransmission schemes are used
to cope with this problem. These schemes employ forward error coding (FEC),
which is a technique used for controlling errors in data transmission. The joint use of
Automatic Repeat reQuest (ARQ), and the FEC algorithm at the transmitter and/or
receiver is also employed. Several ways of combining retransmission and channel
error coding exist. The incremental redundancy scheme, which is employed in this
work, encodes the first transmission with a high rate (and thus low overhead but
low protection) while the following transmissions consist of additional redundancy
in order to decrease the code rate seen by the receiver. If a maximum number of
different retransmissions is reached, Hybrid ARQ (HARQ) declares a failure, and
leaves it up to ARQ running in radio link control (RLC) to try again.

The paper is organized as follows. In Sect. 2, we describe the proposed model in
detail while in Sect. 3 we provide some useful for the analysis results. The embedded
Markov chain analysis is presented in Sect. 4. Using the regenerative approach we
obtain interesting performance and energymeasures in Sect. 5 that are used to provide
numerical results in Sect. 6 that are also valideted against simulations. Moreover, a
trade-off between our mixed sleep policy model and other related models which
employ standard sleep policies (e.g., DRX in LTE) is investigated.

2 The Model

Packets arrive at the infinite capacity buffer of the base station (BS) according to
a Poisson process with rate λ. Then, the BS forwards the packets to the MS. The
service process (i.e., the delivery of a packet from the BS towards the MS) consists
of at most two cycles. The first service cycle describes the incremental redundancy
HARQ scheme that take place in the MAC layer, and the second service cycle the
ARQ scheme in the RLC layer. The ARQ scheme is requested when a maximum
number of retransmissions is reached in the HARQ process.

Assume that the maximum number of retransmissions in the HARQ process is N .
The “service operation” is as follows: upon the completion of the i th (re)transmission
which needs a time period Bi , i = 1, . . . , N − 1 and is arbitrarily distributed with
cumulative distribution function (cdf) Bi (x), probability density function (pdf) bi (x),

Laplace-Stieltjes Transform (LST) β∗
i (s) and finite moments bi , b

(2)
i , the MS suc-

cesfully receives the packet with probability qi whereas with probability qi = 1−qi

declares an additional retransmission Bi+1 (see Fig. 1). If N consecutive service
times are not satisfactory, the server switches to the second service cycle.
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Fig. 1 Timing diagram of the HARQ process (First service cycle)

In the second service cycle the time to transmit the packet to the MS is B0,

(B0(x), b0(x), β∗
0 (s), b0, b

(2)
0 ). At the end of B0, with probability q0 the service is

satisfactory, while with q0 an additional service time B0 is requested. The reception
of the packet by the MS is completed when a positive response is received by the
BS.

When the buffer empties, the MS enables an inactivity timer, say I , which is

arbitrarily distributed (I (x), i(x), i∗(s), i, i
(2)

) and remains idle. If a packet arrives
during I , the timer stops and the BS transmits the packet (see Fig. 2).

Busy
period

BusyInactivity
period

Inactivity
period

time

Regeneration cycle

Inactivity timer is Inactivity timer isPacket arrival
Inactivity timer

expired
activated activated

Regeneration cycle

period

Fig. 2 Timing diagram I
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Fig. 3 Timing diagram II

If the inactivity timer expires, the MS switches to the sleep mode by selecting
the initial vacation period which is arbitrarily distributed. The initial vacation period
is chosen from the following set {V11, V12, . . . , V1M }, and with probability pi , i =
1, . . . , M , the MS selects the initial vacation period V1i , where

∑M
i=1 pi = 1. The

selection of the initial vacation period affects the vacation policy. Thus, inactivity
timer termination instants, are instants of actions that are taken from theMS to which
sleep policy will be assigned. The probabilities pi , i = 1, . . . , M , can interpreted
as the expected proportion of times the sleep policy i is selected (see also [10]). If
Vki , k ≥ 1 (Vki (x), vki (x), v∗

ki (s), vki , v(2)
ki ), expires without packet arrivals, then the

MS enters next vacation period, whose length depends on the number of preceding
vacation periods (Fig. 3). If the number of consecutive vacation periods reaches up
to a maximum value Ki , then the vacation period is fixed to VKi i , that is Vki ∼
VKi i , k ≥ Ki , i = 1, . . . , M . Each vacation period, consists of a sleep period,
during which it powers down its physical components to save power, and a listening
period of fixed length τi , i = 1, . . . , M , during which it wakes up to check whether
there are pending packets. These subperiods alternate until the MS is notified for
buffered packets during the listening period.

In such a case, upon the termination of the listening period (see Fig. 3) the MS
enables a start-up S (in order to powered on its components), which is arbitrarily dis-
tributed (S(x),s(x),s∗(s),s,s(2)). Upon expiration of S, the BS transmits the buffered
packets to the MS.

Before proceeding with the analysis, we have to note that in case we neglect the
principle of start-up periods, assume that Vki � V (that is, the vacation intervals
are independent and identically distributed random variables) and that the inactivity
period cannot be preempted by packet arrivals, our model becomes a special case of
a queueing model with a server of walking type, introduced in [9].
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Fig. 4 Energy metrics

3 General Results

We now focus on the derivation of some crucial preliminary results that are essen-
tial for the following analysis. Define the generalized service time, say Â, as the
time elapsed from the epoch the BS starts the transmission of a packet until the
epoch the MS successfully receives it. Denote also by M( Â) the number of pack-
ets that arrive during Â, and a j (t)dt = P(t < Â ≤ t + dt, M( Â) = j),

a∗(z, s) = ∑∞
j=0

∫ ∞
0 e−st a j (t)z jdt. If e j (t) = e−λt (λt) j

j ! , then

a j (t) = e j (t)b1(t)q1 +
∑ j

m1=0
em1(t)b1(t)q1 ∗ e j−m1(t)b2(t)q2 + · · ·

+
∑ j

m1=0
em1(t)b1(t)q1 ∗

∑ j−m1

m2=0
em2 (t)b2(t)q2 ∗ ... ∗

∑ j−∑N−2
i=1 mi

m N−1=0
em N−1(t)

(1)

× bN−1(t)q N−1 ∗ e j−∑N−1
i=1 mi

(t)bN (t)qN +
∑ j

m1=0
em1(t)b1(t)q1

∗
∑ j−m1

m2=0
em2 (t)b2(t)q2 ∗ ... ∗

∑ j−∑N−1
i=1 mi

m N =0
em N (t)bN (t)q N ∗ c j−∑N

i=1 mi
(t),

where “*” means convolution and ck(t) is the pdf of the number of customers that
arrive during the second service cycle. Writing an expression similar to (1) we can
obtain,
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a∗(z, s) =
∑N

i=1
β∗

i (s + λ − λz)qi

∏i−1

j=1
q jβ

∗
j (s + λ − λz)

+ c∗(z, s)
∏N

i=1
qiβ

∗
i (s + λ − λz),

c∗(z, s) =
∑∞

j=0

∞∫

0

e−st c j (t)z
jdt = q0β∗

0 (s + λ − λz)

1 − (1 − q0)β∗
0 (s + λ − λz)

.

Define also ρ = ∑N
i=1 ρi qi−1 + ρ0

∏N
j=1 q j , ρi = λbi , i = 1, . . . , N , ρ0 =

λb0/q0. The next theorem investigates the number of zeros of the equation z −
a∗(z, s) = 0. Its proof is a simple generalization of Takacs theorem [12].

Theorem 1 For (i) Re(s) > 0, or (ii) Re(s) ≥ 0, and ρ > 1 the equation z −
a∗(z, s) = 0, has one and only one root, say z = x(s), inside the region |z| < 1.
Specifically for s = 0, x(0) is its smallest positive real root with x(0) < 1 if ρ > 1
and x(0) = 1 for ρ ≤ 1. ��

Define by V̂i the time elapsed from the epoch the MS enters the first vacation
period V1i , i = 1, . . . , M until the epoch it is ready to receive the first packet. Note
that V̂i = �i + S, where �i is the so called effective vacation period. Moreover,
in order for the effective vacation period to be terminated, at least one packet must
arrive during�i . Denote also by N (V̂i ) the number of packets that arrive during V̂i . If
v̂(i)

j (t)dt = P(t < V̂i ≤ t + dt, N (V̂i ) = j) and v̂∗
i (z, s) = ∑∞

j=1

∫ ∞
0 e−st v̂(i)

j (t)z j

dt then writing a similar expression as in (1) (see also [6]) we can finally obtain

v̂∗
i (z, s) = s∗(s + λ − λz)

[
∏Ki

m=1
v∗

mi (s + λ)
v∗

Ki i
(s + λ − λz) − v∗

Ki i
(s + λ)

1 − v∗
Ki i

(s + λ)

+
∑Ki

k=1

∏k−1

m=1
v∗

mi (s + λ)(v∗
ki (s + λ − λz) − v∗

ki (s + λ))

]

= s∗(s + λ − λz)ω∗
i (s, z),

whereω∗
i (s, z), i = 1, . . . , M (the term in brackets) is the LST of the probability gen-

erating function (pgf) of the number of packets that arrive during the effective vacation
period of type i . Define by H(i) the duration of the busy period, initiated by i packets.
The busy period is the time elapsed from the epoch a service is initiated until the epoch
the MS enables the inactivity period. If g(i)(t)dt = P(t < H(i) ≤ t + dt), following
the lines in Takacs [12] (pp. 60–63) we obtain g(i)(s) = ∫ ∞

0 e−st g(i)(t)dt = xi(s),
E(H(1)) = ρ/λ(1 − ρ), where x(s) is defined in Theorem1.

Define by Ṽi the time elapsed from the epoch the MS enters the first vacation
V1i , until the epoch the MS enables the inactivity period, and ṽi (t)dt = P(t <

Ṽi ≤ t + dt). By writing down a similar expression as in (1), we conclude that
ṽ∗

i (s) = ∫ ∞
0 e−st ṽi (t)dt = v̂∗

i (x(s), s), i = 1, . . . , M.

Define now the regeneration cycle, say W , as the time elapsed from the epoch the
server enables the inactivity timer until the epoch the next inactivity timer is about
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to begin. The concept of regeneration cycle is necessary in order to obtain in the
sequel the probabilities of server’s state (MS’s receiver state). Let w(t)dt = P(t <

W ≤ t + dt), w∗(s) = ∫ ∞
0 e−stw(t)dt. Then, by writing an expression similar to (1)

we can finally obtain, w∗(s) = λx(s) 1−i∗(λ+s)
λ+s + i∗(s +λ)

∑M
i=1 pi v̂∗

i (x(s), s). The
expected duration of the above quantities are given for i = 1, . . . , M ,

E(Ṽi ) = 1

1 − ρ

[

s +
∑Ki −1

m=1
vmi

∏m−1

j=1
v∗

j−1i (λ)+ vKi i

1 − v∗
Ki i

(λ)

∏Ki −1

m=1
v∗

mi (λ)

]

,

(2)

E(W ) = (1 − i∗(λ))

λ(1 − ρ)
+ i∗(λ)

∑M

i=1
pi E(Ṽi ).

4 The Embedded Markov Chain

Let Tn be the epoch at which the nth packet is successfully delivered to the MS and
let also Xn be the queue length just after Tn . Then,

Xn+1 =

⎧
⎪⎨

⎪⎩

Xn − 1 + An+1, if Xn > 0

An+1, if Xn = 0, Qn > 0

�ni + Sn+1 + An+1 − 1, if Xn = 0, Qn = 0,with prob.pi , i = 1, . . . , M,

where An , Sn , �ni , Qn are the number of packets that arrive during the nth general-
ized service time, the start-up period for the transmission of the nth packet, the effec-
tive vacation period of type i , and the inactivity period following the nth packet depar-
ture instant. Definitely {Xn, n = 0, 1, . . .} constitutes a Markov chain, and define
also the limiting probabilities πk = P(X = k), qk = P(Q = k), ak = P(A = k),
sk = P(S = k), k = 0, 1, . . ., ωik = P(�i = k), k = 1, 2, . . . and their cor-
responding pgfs for |z| ≤ 1, 	(z) = ∑∞

k=0 πk zk, A(z) = ∑∞
k=0 ak zk, 
n(z) =∑∞

k=1 ωnk zk, S(z) = ∑∞
k=0 sk zk .

Writing down the balance equations and employing the generating function analy-
sis we conclude in

(z − A(z))	(z) = π0A(z)[z(1 − q0) + q0
∑M

n=1
pn
n(z)S(z) − 1], (3)

where A(z) = a∗(z, 0), S(z) = s∗(λ − λz), 
n(z) = ω∗
n(z, 0), 
(z) =

∑M
n=1 pn
n(z) and q0 = ∫ ∞

0 e−λt i(t)dt = i∗(λ). Note that using Theorem1, for
ρ < 1, equation z − A(z) = 0 never vanishes inside the unit disk and thus we can
devide and obtain 	(z). Note also that 
(z) is the pgf of the number of packets that
arrive during the overall mixed vacation scheme. Since 	(1) = 1 we obtain π0 =

1−ρ
1+i∗(λ)[E(N (
))+λs−1] where E(N (
)) = λ

∑M
n=1 pn[∑Kn−1

i=1 vin
∏i−1

j=1 v∗
j−1n(λ) +
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vKnn

1 − v∗
Knn(λ)

∏Kn−1
i=1 v∗

in(λ)], is the mean number of packets that arrive during the

overall mixed vacation scheme.

5 Performance Measures

In the following we derive useful performance and energy measures. The mean
number of packets in the system in steady state is given by

E(X) = ρ + ρ(2)

2(1 − ρ)
+ λ2s(2) + 2λs(1 − i∗(λ)) + i∗(λ)(
̂ + 2λs E(N (
)))

2(1 + λs + i∗(λ)(E(N (
)) − 1))
,

(4)

where 
̂ = λ2
∑M

n=1 pn[∑Kn−1
i=1 v(2)

in

∏i−1
j=1 v∗

j−1n(λ) + v(2)
Kn n

1−v∗
Kn n(λ)

∏Kn−1
i=1 v∗

in(λ)],
and

ρ(2) =λ2
∑N

i=1
b

(2)
i

∏i−1

j=1
q j + λ2b

(2)
0

q0

∏N

j=1
q j

+ 2
∑N−1

i=1
ρi

∑N

m=i+1
ρm

∏m−1

j=1
q j + 2ρ0

∏N

j=1
q j (q0ρ0 +

∑N

i=1
ρi ).

Furthermore, using the Little’s law we can easily calculate the mean waiting time
E(D) = E(X)/λ. Clearly, the design and the development of energy-aware wire-
less systems require not only such average performance measures but also higher
moments of packet queue length and transmission delay (or their coefficient of varia-
tion),which canbe computedby appropriate differentiationof the generating function
(3) and can provide useful information about their distribution. For reasons of space
economy we omit them. Note also that these average measures can also be computed
by the mean value analysis [3].

The MS’s receiver activities are characterized by the regenerative process [11],
which consists of the inactivity period, the start-up period, the modified vacation
period and the busy period. In order to obtain the probabilities of MS’s receiver state
we have to evaluate the mean residence times of the receiver at these time periods
during the regenerative cycle. Let Î be the time spent by the MS in the inactivity
period. If î(t)dt = P(t < Î ≤ t +dt), then î(t) = e−λt i(t)+λe−λt (1− I (t)). Thus,
its LST is given by î∗(s) = λ

1−i∗(s+λ)
s+λ

+ i∗(s + λ) and E( Î ) = 1−i∗(λ)
λ

. Let Ŝ the
residence time of the MS’s receiver in start-up during a regenerative cycle. Provided
that the inactivity period has expired, E(Ŝ) = i∗(λ)s.

The time period spent by the MS in the effective vacation period of type n
during a cycle equals �n and its LST is ω∗

n(s) = ω∗
n(s, 1). The mean resi-

dence time in the effective vacation period of type n during a cycle is given
by E(
n) = i∗(λ)[∑Kn−1

i=1 vin
∏i−1

j=1 v∗
j−1n(λ) + vKn n

1−v∗
Kn n(λ)

∏Kn−1
i=1 v∗

in(λ)], where
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∏m
l=n hl = 1 for m < n. Therefore the mean residence time in the mixed vacation

scheme during a cycle is E(
) = ∑M
n=1 pn E(
n). Clearly each Vjn consists of a

sleep and a listening period, which is fixed and equals τn . In order to obtain the mean
residence time the MS stays in this state during a regeneration cycle, say E(ζ ) we
have to calculate the mean number of vacations of type n during a cycle, say E(ζn).
Then, E(ζ ) = ∑M

n=1 pn E(ζn)τn where

ζn =
{

i = 1, . . . , Kn,with probability (1 − v∗
in(λ))

∏i−1
j=1(v

∗
jn(λ)),

i ≥ Kn + 1, with probability (1 − v∗
Knn(λ))(v∗

Knn(λ))i−1−Kn
∏Kn

j=1(v
∗
jn(λ)).

E(ζn) = i∗(λ)[
∑Kn−1

i=1

∏i−1

j=1
v∗

j−1n(λ) + 1

1 − v∗
Knn(λ)

∏Kn−1

i=1
v∗

in(λ)],

Clearly, if a packet arrives during the inactivity period (with probability 1−i∗(λ)),
the timer stops and a busy period is initiated. Then, themean duration of the residence
time in abusyperiodduring a cycle equals E(BÎ ) = (1−i∗(λ))E(H(1)) = (1−i∗(λ))ρ

λ(1−ρ)
.

Assume now that the inactivity period has expired, and theMS enters the sleep mode
(with probability i∗(λ)). In such a case, the MS will remain in a busy state for a
time period that is the sum of generalized service times of the number of packets
that arrive during the mixed vacation period and the start-up time that is necessary
for the first service. UsingWald’s theorem, E(BṼ ) = i∗(λ)(λs + E(N (
))E(H(1)).
Therefore, the total residence time the MS stays in a busy state during a cycle is
E(B) = E(BÎ ) + E(BṼ ) = ρE(W ).

Clearly, the MSs receiver can be in the following states: in the inactive state (IN),
in the start-up state (ST ), in the sleep state of type n, n = 1, . . . , M (SLn), in the
listening state of type n (Ln) and in the busy state (B). Following Ross [11] the
probabilities of MS’s state are given by

P(B) = ρ, P(SLn) = pn(E(
n) − E(ζn)τn)

E(W )
, n = 1, . . . , M,

P(IN) = E( Î )

E(W )
, P(Ln) = pn E(ζn)τn

E(W )
, n = 1, . . . , M, P(ST) = i∗(λ)s

E(W )
. (5)

The Power Saving Factor PSF = E(
)−E(ζ )
E(W )

gives the percentage of time during
which the MS is turned off and as a consequence does not consume power. Denote
also by CB , CSLn , CLn , n = 1, . . . , M , CIN, CST the power consumption of the MS
receiver in the busy state, in the sleep state of type n, in the listening state of type n,
in the inactive, and in the start-up state respectively. Therefore, the average power
consumption (APC) of the MS is obtained by

APC = ρCB + P(IN)CI N +
∑M

n=1
P(Ln)CLn + P(ST)CST

+
∑M

n=1
P(SLn)CSLn . (6)
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Let us discuss a way about how we can use this model in real devices. When
inactivity period is terminated, the followingoptimization problem takes place:Given
themean packet arrival rate, themean duration of transmission times and an available
set of sleep policies, find optimal values of pi s, i = 1, . . . , M ,

∑M
i=1 pi = 1, pi ≥ 0

that minimize APC , asking E(D) ≤ δ, where δ is the maximum delay constraint
(see also [10]). These values provide an optimal sleep mode selection policy.

Denote by Ue = APC∗ − APC
APC∗ , Ud = E(D) − E(D∗)

E(D)
, the gain in energy and the

increase in delay due to the employment of our mixed sleep-mode mechanism com-
paredwith other sleep-modemechanisms and φp = Ue − pUd , whereAPC∗, E(D∗),
are the average power consumption and the mean waiting time for other sleep-mode
mechanisms, that we compare with the proposed one. φp [7] is a metric to be used for
comparing delay and energy consumption between our mixed vacation policy and
an arbitrary other vacation policy. p is a delay penalty, which reflects the increase in
delay because of the implementation of our mixed vacation policy, and must be set
relatively high for delay sensitive applications and low when the primary focus is to
extend the battery lifetime. Clearly, our policy is efficient to be used when φp > 0.

6 Numerical Results

Assume now that all probability distributions are exponential and give the following
default values: N = 2, K1 = 3, K2 = 4, K3 = 3, b1 = 0.33, b2 = 0.2, b0 = 25,
q1 = 0.3, q2 = 0.1, q0 = 0.05, s = 0.2, Cb = 300 mW, Ci = 150 mW,
Cl1 = 90mW, Cl2 = 100 mW, Cl3 = 80 mW, Cs = 130 mW, τ1 = 0.03s,
τ2 = 0.05s, τ3 = 0.02 s. The MS chooses among M = 3 sleep policies and with
probability p1 = 0.5 adopts the PSC I in IEEE 802.16e such that Vk1 ∼ 2k−1V11,
k = 2, 3 and Vk1 ∼ 23−1V11 for k > 3 with v11 = 0.25. With probability p2 = 0.3
adopts the DRX in LTE saving mode such that Vk2 ∼ V0, k = 1, 2, 3 and Vk2 ∼ V1,
k ≥ 4 with v0 = 0.2, v1 = 0.25, and with probability p3 = 0.2 adopts the PSC II of
IEEE 802.16e such that Vk3 ∼ V3, k ≥ 1, with v3 = 0.33.

Figure4 provides information about the Energy gain, the PSF, and the APC for
increasing values of λ. In Figures “Energy gain vs. λ (a,b)”, we provide a comparison
on energy gain between our mixed policy with (p1, p2, p3) = (0.5, 0.3, 0.2) and the
DRX in LTE save mode ((p1, p2, p3) = (0, 1, 0)) for increasing values of λ. In the
left-hand figure, we can observe tha our mixed policy is always better than the DRX
mode. In the right-hand figure, when v1 (the mean duration of a long DRX cycle)
is large enough, it is better to adopt the DRX in LTE as λ takes small values. On
the other hand when v1 becomes small, our mixed sleep policy can guarantee better
power improvements. As expected in Fig. 4 “APC versus λ” (“PSF vs. λ”), the more
we increase λ, the more the APC increases (PSF decreases). The increase in APC
(decrease in PSF) becomes more apparent when i increases.

Moreover, the analytical results has been validated against simulations (see [13]
for more details).We focus on PSF = Ts/T0, where T0 is the total observation period
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Table 1 Comparison of the analytical and simulation results

λ 0.1 0.15 0.2 0.25 0.3 0.35

PSF (Analytical) 0.793 0.788 0.784 0.775 0.7438 0.7315

PSF (Simulation) 0.787 0.7822 0.7814 0.7711 0.7399 0.7253

Error 0.076% 0.0741% 0.03327% 0.051% 0.0527% 0.0855%

in the simulation run, and Ts is the total sleep period within T0. Table1 indicates a
very good match between the analytical and simulation results.

7 Conclusion

We mathematically investigated the power saving in modern wireless systems using
a general queueing model with a probabilistic inhomogeneous vacation scheme, and
a modified service time. The vacation scheme is general enough to describe the sleep
policies that are applied in modern wireless standards, and is able to adopt a mixed
sleep policy that may result in substantial improvements in power usage. Moreover,
the service process properly describes the operation of the incremental redundancy
retransmission scheme used in modern wireless systems.
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Stability Criterion of a General Multiserver
Multiclass Queueing System

Evsey Morozov

Abstract We consider a FCFS multiclass, multiserver queueing system with class-
dependent and server-dependent service times. We find stability criterion of such
a system using the regenerative approach. The key idea is to consider the basic
queue-size process in the saturated system. Then we use renewal theory and a char-
acterization of the limiting remaining regeneration time to establish that the basic
regenerative process is positive recurrent. First we prove a sufficient condition, and
then show that the system is unstable when this condition is violated. Some general-
izations of this system are discussed as well.

Keywords Multiclass multiserver system · Class-dependent and server-dependent
service times · Stability criterion · Regenerative method

1 Introduction

Stability of queueing models is one of the most intensively studied topics closely
connected with the rapidly increasing development of communication and computer
systems. Stability analysis of new complicatedly configured computer networks is a
hard and timely problem requiring a refined and laborious mathematical technique,
especially for non-Markovian models. Stability analysis establishes the region of the
predefined parameters where the stationary regime of the basic queueing processes
exists. The literature devoted to stability analysis of queueing systems is vast, and
instead of giving a survey, we mention a few papers describing the state-of-the-art in
the area and covering fluid analysis [7], the method of Lyapunov functions [12], and
the regenerative method [15]. Much less attention has been paid to the models with
nonidentical servers (heterogeneous systems), including partially accessible systems
(see, for instance, [3, 8, 9], where various aspects of the analysis and further refer-
ences can be found).We remark that such systems are not monotone since the service
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times depend on the assigned servers (in contrast to systems with identical servers).
Stability analysis plays a secondary role in the mentioned works. For instance, an
instability condition of a multiserver heterogeneous single-class system is obtained
in the paper [8] as a byproduct of heavy-traffic analysis. The papers directly devoted
to stability analysis are [4, 6, 11], which are closely related to our research. The
analysis in [6] covers two-server system with class-dependent and server-dependent
service times, while for a larger number of servers it is assumed that only one type
of dependence is allowed. The paper [4] extends results of [6] to some networks
with feedback, while [11] analyses the stability of controlled queues with Poisson
inputs. We will show that (under slightly different assumptions) the system we con-
sider can be investigated by the fluid method developed in [6]. Unlike the mentioned
works based on the fluid stability analysis, we apply the probabilistic regenerative
approach to prove stability of a general multiclass, multiserver system with class-
dependent and server-dependent service times. A key element in the approach used is
a characterization of the limit behavior of the remaining renewal time in the process
generated by regenerations. (For more detail see [15].) It is worth mentioning that,
unlike fluid analysis, this approach covers the boundary case when the input rate
equals the maximal capacity of the system. As a result, we find stability criterion for
this system expressed in the terms of given parameters. Stability analysis of queueing
systems has been an intriguing area of research in the past 20 years. We stress the
importance of stability analysis in a practical context because an explicit form of
stability criterion allows to chose minimal capacity of the system to guarantee, in
particular, predefined quality of service requirement.

In summary, the main contribution of this work is a novel probabilistic proof of
the stability criterion for a multiserver, multiclass system with class-dependent and
server-dependent service times. This proof, unlike fluid analysis, covers the boundary
case and allows some useful generalizations.

The paper is organized as follows. In Sect. 2we describe the basicmodel. Section3
contains the formulation and the proof of themain stability result. Section4 is devoted
to instability analysis, showing that the established condition is indeed a stability
criterion. Finally, in Sect. 5, connections of the basic model with the known models
and some generalizations are discussed.

2 Description of the Model

We consider an M-server multiclass queueing systems with renewal input with the
(i.i.d.) interarrival times {τn, n ≥ 1} with the rate λ := 1/Eτ ∈ (0, ∞) and with K
classes of users. (Throughout the paper we omit the corresponding index to denote a
generic element of an i.i.d sequence.) It is assumed that each newuser belongs to class
k with the probability pk , and the input rate of class-k users is then λk := λpk, k =
1, . . . , K .By FCFS service discipline, pk is also the probability that an arbitrary user
entering any server is class-k user as well. We introduce the independent sequences
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of the i.i.d. service times {S(n)
ik , n ≥ 1} of class-k users at server i with (generic)

service time Sik with rate μik = 1/ESik ∈ (0, ∞), i = 1, . . . , M . Assume that
I (n)
ik = 1, if the nth user entering server i is class-k one, and I (n)

ik = 0, otherwise
(index n counts users intended for server i only), n ≥ 1. It then follows that

Si (n) :=
K∑

k=1

I (n)
ik S(n)

ik (1)

is the service time of the nth user at server i . Since, for each k, the i.i.d. sequences
{I (n)

ik , n ≥ 1} are stochastically equivalent for all i , then in particular, EIik = pk

for all k. Note that, for each i , the variables {Si (n), n ≥ 1} are i.i.d. with a generic
element Si and the expectation

ESi =
K∑

k=1

pk

μik
, i = 1, . . . , M. (2)

We assume that each free server can be selected for new service with a probability,
which is lower bounded by a constant d > 0. Let νi (t) be the number of the users
(in the system) at instant t which are intended for server i , and let ν(t) = ∑M

i=1 νi (t).
Also denote by {tn, n ≥ 1} the arrival instants. Then regeneration epochs {Tn} of
the processes {ν(t)} (and other processes describing the system) occur when a user
meets an empty system, and are defined recursively by the following standard way

Tn+1 = inf
k

(tk > Tn : ν(t−k ) = 0), n ≥ 0 (T0 := 0, inf ∅ := ∞). (3)

Remark that at each such an instant the new regeneration cycle is initiated by a class-k
user with the probability pk . Let T be a generic regeneration period under zero initial
state, that is, T = inf(tk > 0 : νk = 0|ν1 = 0) provided t1 = 0. The process {ν(t)}
is called positive recurrent if [13]

ET < ∞ and T1 < ∞ with probability 1 (w.p.1). (4)

If moreover T is nonlattice (for instance, if the input is Poisson), then the stationary
distribution of ν(t) (and other related processes) exists as t → ∞ [1]. (We call it
stationary regime.)

3 Stability Analysis

In this section, we formulate and prove the following main stability result. Denote
μi = 1/ESi , μ = ∑M

i=1 μi , see (2).
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Theorem 1 Assume that

λ < μ (5)

and

max
i,k

P(τ > Sik) > 0. (6)

Then the regenerative queue-size process {ν(t), t ≥ 0} is positive recurrent under
arbitrary fixed initial state ν(0).

Proof Denote by Ak(t) the number of class-k users arrived in the time interval
(0, t], and let A(t) := ∑

k Ak(t), k = 1, . . . , K . Also denote by Di (t) the number
of departures from server i in (0, t], i = 1, . . . , M . Finally, denote by D̂i (t) the
number of departures from server i in (0, t] if it is busy all time [0, t], and assume
that D̂i (0) = 1. Thus, the family of the (zero-delayed) renewal processes {D̂i (t), i =
1, . . . , M} corresponds to the saturated regime of the system. It immediately follows
from the renewal theory [1, 16] that both the convergence w.p.1

lim
t→∞

1

t
D̂i (t) = μi , lim

t→∞
1

t

M∑

i=1

D̂i (t) = μ, lim
t→∞

1

t

K∑

k=1

Ak(t) = λ, (7)

and the convergence in average

lim
t→∞

1

t
ED̂i (t) = μi , lim

t→∞
1

t

M∑

i=1

ED̂i (t) = μ, lim
t→∞

1

t

K∑

k=1

EAk(t) = λ (8)

hold. Now, for each server i , we use the same service times in the process D̂i (t) and
in the real departure process Di (t), implying Di (t) ≤ D̂i (t) w.p.1 for all t . (Indeed
we use a coupling, and w.p.1 inequality holds actually for stochastically equivalent
processes [1].) Denote

D(t) =
M∑

i=1

Di (t), A(t) =
K∑

k=1

Ak(t), D̂(t) =
M∑

i=1

D̂i (t).

Because A(t) ≥ D(t), it then follows from (5), (7) that

lim inf
t→∞

1

t
(D̂(t) − D(t)) ≥ μ − λ := δ > 0. (9)
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Let

I (t) =
t∫

0

I(ν(u) < M)du (10)

be the total time in [0, t] when at least one server is free. (I(A) denotes the indicator
of the event A.) Also denote

Ii (t) =
t∫

0

I(νi (u) = 0)du, i = 1, . . . , M, (11)

and remark that Ii (t) ≤ I (t), i = 1, . . . , M; t ≥ 0. Now, for each t and any server
i , we “couple together” the actual service times (in the original departure process
Di (t)) which start in the interval [0, t], then shift the obtained renewal sequence to
the origin, and finally invoke the independence between Ii (t) and the service times
that start in interval (t − Ii (t), t]. Then the following upper bound holds:

Δi (t) : = D̂i (t) − Di (t) ≤ D̂i (t) − D̂i (t − Ii (t)) + 1

≤st D̂i (Ii (t)) + 1 ≤ D̂i (I (t)) + 1, (12)

where≤st means stochastic inequality. As a result, the differenceΔ(t) between D̂(t)
and the number of actual service completions D(t) is upper bounded as:

Δ(t) :=
M∑

i=1

Δi (t) = D̂(t) − D(t) ≤ D̂(I (t)) + M. (13)

Thus, by (9),

lim inf
t→∞

1

t
D̂(I (t)) ≥ lim inf

t→∞
1

t
Δ(t) ≥ δ. (14)

Since D̂(t) < ∞ w.p.1 for each t , then it follows from (14) that

I (t) → ∞, t → ∞ w.p.1. (15)

Moreover, by Fatou’s lemma,

lim inf
t→∞

1

t
ED̂(I (t)) ≥ δ. (16)

By (8), for any ε > 0 there exists t0 such that ED̂(t) ≤ (μ + ε)t for t ≥ t0. Thus,
we have for t ≥ t0:
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ED̂(I (t)) ≤ ED̂(t0) +
t∫

t0

ED̂(u)P(I (t) ∈ du) ≤ ED̂(t0) + (μ + ε)EI (t). (17)

Now we obtain from (16), (17) that

lim inf
t→∞

1

t
EI (t) = 1

t
lim inf

t→∞

t∫

0

P(ν(u) < M)du ≥ δ

μ + ε
, (18)

implying

lim sup
t→∞

P(ν(t) < M) > 0. (19)

In other words, there exist δ0 > 0 and a deterministic sequence zn → ∞ such that

inf
n

P(ν(zn) < M) ≥ δ0. (20)

Since, for each i , the sequence of the remaining service times {Si (zn), n ≥ 1} is
tight [15], then the remaining workload sequence {W (zn) := ∑

i Si (zn), n ≥ 1} is
tight as well. In other words, there exists a constant C < ∞ such that

inf
n

P(ν(zn) < M, W (zn) ≤ C) ≥ δ0

2
. (21)

By Eτ < ∞ and condition (6), there exist server i0, class k0 and constants ε0 >

0, ε > 0, C0 < ∞ such that

P(C0 ≥ τ > Si0k0 + ε0) ≥ ε > 0. (22)

Assume that Î (k0) = 1 if an arriving user is class-k0, and Î (k0) = 0, otherwise.
Now fix some zn satisfying (20) and, on the event{ν(zn) < M, W (zn) ≤ C}, realize
G := �C/ε0	 independent events

E := { Î (k0) = 1} ∩ {C0 ≥ τ > Si0k0 + ε0}

related to the users arriving since the instant zn . As a result, we obtain that in the
interval [zn, zn + C0G] a class-k0 user arrives which meets at least server i0 empty,
and this happens with a probability which is lower bounded by (pk0ε)

G > 0. Since
this instant we will realize the events E and in addition route each new (class-k0)
user to an empty server i0. (The latter is possible with a probability ≥ d.) Thus,
during each interarrival time (which is ≤ C0, see (22)) the workload being in each
server will decrease not less than by ε0. Continuing in a similar way, we see that in a
finite interval [zn, zn +D] a class-k0 user arrives which meets the system completely
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empty, and it happens with a positive probability γ . Moreover, both the length D
of the interval and the probability γ are independent of n and the instant zn . (This
procedure is described in more detail in [13].) It then follows that the remaining
regeneration time at instant zn ,

R(zn) := min
j

(Tj − zn : Tj − zn > 0) �⇒ ∞, n → ∞ (in probability).

Since the sequence {zn} is deterministic, then R(t) �⇒ ∞ as t → ∞, and it follows
that ET < ∞ [5]. If, in addition, period T is nonlattice and the first regeneration
period T1 < ∞ w.p.1, then the stationary regime, that is the weak limit ν(t) ⇒ ν,
exists [1, 16]. (It holds for other queueing processes as well.)

To prove that T1 < ∞ w.p.1, we note that, by (15), the total time the process
{ν(t)} spends in the compact set M := [0, M] is infinite w.p.1. On the other hand,
we can show as in [15] that the total time the process spends in the set M during
a regeneration period is finite w.p.1. It implies that T1 < ∞ w.p.1, and thus the
statement of Theorem 1 holds for an arbitrary fixed initial state ν(0). The proof is
completed.

4 Instability

In this section, we study the behavior of the queue-size process {ν(t)} when stability
condition (5) is violated. Aswewill show, in this case no stationary regime exists.We
call system strongly unstable if ν(t) → ∞ w.p.1, and weakly unstable, if ν(t) ⇒ ∞
as t → ∞. The following instability result holds for the considered model.

Theorem 2 Assume that condition

λ ≥ μ (23)

holds. Then
(i) if λ > μ, then ν(t) → ∞ w.p.1 for an arbitrary fixed initial state ν(0);
(ii) if λ = μ, ν(0) = 0, and condition (6) holds, then ν(t) ⇒ ∞;
(iii) if λ = μ and (6) holds, then no stationary distribution of ν(t) exists as t → ∞
for any ν(0).

Proof To prove (i), we use a coupling to obtain inequality

ν(t) = A(t) + ν(0) − D(t) ≥ A(t) + ν(0) − D̂(t),

implying

lim inf
t→∞

ν(t)

t
≥ λ − μ > 0. (24)
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To prove (ii), we remark that ν(0) = 0 means that the first regeneration period T1
has the same distribution as typical period T . We will use the proof by contradiction,
and assume that ET < ∞, implying T1 < ∞ w.p.1. Then all processes describing
the system are positive recurrent. Moreover, denote by I0(t) the total time, in interval
[0, t], when the system is fully empty, and denote by I0 an empty period following
a busy period B during one regeneration cycle. (Within a busy period B at least
one server is occupied.) In other words, the following stochastic equality holds,
T = st B + I0. By condition (22), a regeneration period may contain only class-k0
user served by server i0 and the following empty period is not less than ε. This
happens with a probability ≥pk0dε. As a result, we obtain that

EI0 ≥ pk0 d ε ε > 0. (25)

By (25) and positive recurrence, I0(t) → ∞ w.p.1 as t → ∞. Since ν(0) = 0 then
A(t) = D(t) + ν(t). Moreover it is easy to check that, for each i , I0(t) ≤ Ii (t) (see
(11)) and that D̂i (t) − Di (t) ≥ D̂i (Ii (t)) − 1. Then we obtain that

D̂(t) − A(t) = D̂(t) − D(t) − ν(t) ≥st D̂(I0(t)) − M − ν(t), t ≥ 0. (26)

By positive recurrence, ν(t) = o(t), t → ∞. Then, dividing both sides of (26) by t
and taking t → ∞, we obtain from the regeneration theory [16] and from (25), (26)
that

μ − λ ≥ lim
t→∞

D̂(I0(t))

I0(t)
· I0(t)

t
= μ

EI0
ET

> 0. (27)

This contradicts the assumption λ = μ implying ET = ∞. Now we assume that
ν(t) �⇒ ∞. Then, applying the proof of Theorem 1 after formula (20), we obtain
that ET < ∞. This contradiction shows that indeed ν(t) ⇒ ∞, and (ii) is proved.

It remains to consider (iii), in which case T1 �=st T in general. If P(T1 < ∞) = 1
then we have previous case. Otherwise, if P(T1 = ∞) > 0, then (because condi-
tion (6) holds) it is possible to show [15] that ν(t) ⇒ ∞ on the event {T1 = ∞}.
Hence, there is no stationary distribution of ν(t) as t → ∞, and the proof of (iii) is
completed.

5 Concluding Remarks

Consider original M-server model in which service time Sik of class-k user at server
i depends on i only (class-independent service times). Thus, server i rate becomes

μi := 1

ESik
, k = 1, . . . , K ,
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and the system is heterogeneous single-class. Because
∑

i pi = 1, then it follows
that condition (5) remains formally the same:

λ ≡
K∑

i=1

λi <

M∑

i=1

μi .

Assume now that the service rate depends on class number only (server-independent
service times), that is for each class-k user

μ(k) := 1

ESik
, i = 1, . . . , M.

Then we obtain a multiclass homogeneous system. Denote ρk = λk/μ
(k), then con-

dition (5) becomes (after some algebra)
∑K

k=1 ρk < M, which is well-known for a
single-server multiclass system.

Nowwe show how our basic model relates to the general model considered in [6],
where only a two-server system is considered provided service time is server- and
class-dependent. Moreover, it is shown in [6] and [4] that for more than two servers
stability may depend on whole service time distributions, and not only on the first
moments. First we note that our FCFS system is join-shortest-workload. Then, since
each user entering each server i has (generic) service time Si (see (1)), it follows
that the system can be reduced to a single-class system with stability condition (5),
see Theorem 2.5 in [6] (with assumption (6) replaced by the unboundedness of the
interarrival times).

Now we mention some important generalizations of the model, which preserve
regeneration property and can be analyzed by our approach.

Consider a discrete time system with K independent renewal processes. In this
case, it is possible to construct regeneration instants of the merged flow with the rate
λ := lim A(t)/t , see [14]. Then one can show that, under appropriately modified
condition (6), stability condition (5) remains the same, provided that the probabilities
pk are defined as limt→∞ Ak(t)/t = pk .

Another generalization is obtained if the system is originally fed by a regenerative
input, in which case some mild conditions on the structure of the input are required,
see [13].

Finally we mention a modification of the basic model in which changes of posi-
tions of some awaiting users are allowed, but the limits Ak(t)/t → pk remain
unchanged for all k. In this case stability (5) holds true as well. The latter model
relates to the so-called discriminatory service discipline keeping a trade-off between
queues of different classes (for K = 2 classes, see [10]). Such a model is also closely
relatedwith the systemwith relative priority (see [2] and references therein). Another
application of this model is the system with multiple reservation [17].
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Performance Analysis of Cluster-Based Web
System Using the QPN Models

Tomasz Rak

Abstract The paper presents the cluster-based web system for that the time rate of
changing a system offer is compared to the users’ interaction time with a system.
Systems with rapidly changing offer are used in different domains including the
electronic trading to build scalable distributed systems. In the paper, such systems
are modeled by queueing Petri nets. The aim of this work was to develop simula-
tion models of Internet system by queueing Petri net modeling environment tool to
performance analysis. Developed models allow to evaluate their performance (e.g.,
response time). In our experimental analysis, we use clustered web environment
with Apache DayTrader benchmark as an e-trading system. It helped to determine
the parameters for the simulation models and then to verify the simulation results.
The paper includes the selected results of models simulation. Our approach predicts
the performance of the given application deploy on a selected platform.

1 Introduction

Modeling and design of Internet systems (ISs) develop in twoways. On the one hand,
formal models which can be used to analyze performance parameters are proposed:
queueing nets (QNs) or colored Petri nets (CPNs) [1–3]. Sometimes elements of
the control theory are used to manage the movement of packages in systems [4, 5].
Experiments are the second way [6]. Application of simulations and experiments
greatly influences validity of the systems being developed. The convergence of sim-
ulation results with the real system results (experiments) confirms the correctness of
the formal modeling methods.
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First, we joined two formalisms. Our earlier works [2, 3, 7] are based on QN
and timed colored Petri nets (TCPN). A distributed IS model, initially described in
compliance with QN rules, is mapped onto TCPN structure by means of queueing
system templates. We have used two types of formal models that have been exploited
in the industry.

In this paper, we consider cluster-based web system (CWS). The CWS is interest-
ing from the practical point of view. We created system models using queueing Petri
nets (QPNs), which allow the performance engineering (PE) analysis. Then, we ver-
ified the constructed models with the real experimental environment as a benchmark.
We considered cases in which the number of requests per second (RPS) is hundreds
or thousands. Such situationmay cause a rejection or time increase for a large number
of requests, due to timeliness loss. Waiting requests increase the response time for all
requests. We assume that a large part of requests may concern the system offer, that
could be used by previous requests. Realization of transactions that are related to the
system offer must take into account the results of previous transactions associated
with this system offer [7]. A stock exchange system, where transactions are carried
out online, could be their representative.

Energy consumption in information and communications technology is growing.
Power consumption depends on the load and on the number of running nodes in
CWS. It is therefore important to study ways to reduce energy consumption [8].

The remaining work is organized as follows. Section2 presents CWS architec-
ture. In Sect. 3, we shortly present used formal methods of ISs modeling. In Sect. 4,
we introduce DayTrader benchmark and real CWS (hardware and software). This
section presents experimental environment for formal models verification. Section5
focuses on the results of queueing Petri net modeling environment (QPME) models
simulation. The final section contains concluding remarks.

2 CWS Architecture

In the case of CWS performance modeling, an IS architecture must be specified. A
typical IS architecture is made up of several layers containing: presentation server,
application server (AS), database server (DBS), and data storage system.

The presented architecture in our approach and earlier [2] has been simplified to
two layers: presentation and application of front-end layer (FE) and back-end layer
(BE) which keeps the system data. Adaptation to the real experimental environment
was the main reason for this simplification. Architecture composed of these layers
is used for e-business systems [1]. The presented double-layer system architecture
realizes the same CWS functions. Functionalities are merged in this architecture,
as opposed to one previous solution [7]. Clustering mechanism is used in FE layer
and allows to process the requests simultaneously. Similar solutions were used in
[1] but with many simplifications and without exact IS parameters. The benchmark
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used in this work has got realistic workload. The approach proposed in this paper
may be treated as continuation and extension of previous solutions [2, 3, 7] with
QPN formalism. The presented architecture components should be considered during
solutions analysis.

3 Queueing Petri Nets

In our solution, we propose QPN formalism [9]. There is a very popular formal
method in functional and performance modeling (performance analysis). These nets
provide sufficient power of expression for modeling and analyzing complex online
systems. The choice of QPN was caused by a possibility of obtaining information of
different characters. The main idea of QPN is to add queueing and timing aspects to
the net places.

Queuing nets (QNs)—quantitative analysis—have a queue and scheduling disci-
pline and are suitable for modeling competition for equipment. Petri nets (PNs)—
qualitative analysis—have tokens representing the tasks and are suitable formodeling
software. QPNs have the advantages of QNs (e.g., evaluation of the performance of
the system, the efficiency of the network) and PNs (e.g., logical assessment of the
correctness of the system).

QPN consists of queueing places (resource or state) which consist of two com-
ponents: the queue and depository for tokens which completed their service at the
queue. Tokens, when fired into a queueing place by input transitions, are inserted into
the queue according to the queue’s scheduling strategy. After service, tokens are not
available for output transactions. Tokens are immediately moved to the depository,
where they become available for output transitions [1].

The response time was chosen to analyze from many PE parameters:

R =
i=1∑

n

R
′
i , (1)

where n—number of queues, R
′
i = Qi + Di—residence time, Qi = ∑i=1

n qi—

queue time, Di = ∑i=1
n di—service demand. Total response time (Eq.1) is a sum of

all queues and depositories response times in simulation model without client queue
response time (client think time).

4 Real System Environment

Here, we present the results of our experimental analysis. The first goal is to check
the service demand parameters for FE and BE nodes. The second goal is to check
the simulation results.
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Deployment details are as follows: network segment (1Gb/s) and 6 nodes (HP
ProLiant DL180 G6). Software environment consists of 64-bit Linux operating sys-
tems, Clients Load Generator (CLG), Apache Tomcat Connector (load balancer),
GlassFish 3.1 (as AS—first is Domain Administration Server), and Oracle 11g (as
DBS). All important configuration parameters were described in tables before each
test.

By client business transactions, we mean the operations: Login/Logout, Get
Home, Get Portfolio, Show Quote, Buy Quote, Sell Quote, Show Account, and
Update Profile. Each business transaction emulates a specific type of client session.
The CLG is implemented using multi-threaded Java application connected to Day-
Trader benchmark.

4.1 DayTrader Benchmark

Modern CWS is usually built on middleware platforms such as J2EE. In this section,
we describe used DayTrader performance benchmark, which is available as an open
source application. Real CWS helps to identify configuration parameters. DayTrader
is a suite of workloads that allows performance analysis of J2EE AS. It drives a trade
scenario that allows to monitor their stock portfolio, inquire about stock quotes, buy
or sell stock shares.

Tests have shown that themean number ofRPS for FE layer, on proposed hardware
(one node in FE and one node in BE layer) and software (DayTrader) configuration,
is about 1,400. Respectively, the mean measured number of RPS for BE layer CPU
is about 4,000RPS and for BE layer I/O about 7,500RPS.

We can also see (Table1) that the delay in the requests processing ismainly caused
by the waiting time for service in the BE node in all cases (example for 30 clients),
but the main problem is the performance of the system response time (System—one
node in FE layer and one node in BE layer).

Table 1 Mean response time for: 20 RPS, 120 AS threads and 120 DBS connections

Buy Quotea Sell Quote Update
Profile

Show Quotes Get Home Get Portfolio Show
Profile

30 clients

System (ms) 13.120 14.058 6.940 5.903 6.115 12.090 5.680

FE+BE (ms) 10.685 11.713 4.509 3.465 3.713 9.634 3.205

BE (ms) 10.202 11.224 4.229 3.083 3.056 8.733 2.959
a Buy Quote is only a few percent of all requests (Login/Logout → 4%, Get Home → 20%, Get
Portfolio → 12%, Show Quote → 40%, Buy Quote → 5%, Sell Quote → 5%, Show Account →
10%, Update Profile → 4%)[1]
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4.2 Cluster Experiments

Multiple FE servers (1, 2, and 3 nodes) and one BE node are the main configuration
scenario. The structure—cluster environment—configuration is presented in table
(Table2). One of the most important requests (Buy Quote)1 is used in tests 1, 2,
and 3. All requests (All Quotes)—business transactions—shown in Sect. 4 are used
in tests 4, 5, and 6.

Performance is measured in terms of the mean response time of business transac-
tions. As we can see, corresponding tests have similar performance characteristics,
but the mean response time for all requests—business transactions—(tests 4, 5, and
6) is less compared with Buy Quote requests—business transactions—(tests 1, 2,
and 3).

Figure1 shows the mean response time for more test cases (various number of
clients’ pools) also in multi-node environments with still increasing workload from
30 to 300 clients in 10 equal groups every 30s. In the cases (with various number of
clients’ pools), we can observe that:

• a system consisting of one FE node (1 Node) in the tests (30–90 clients) has a
response time similar to the system with two and three FE nodes (2 Nodes and 3
Nodes),

• a system consisting of three-node (3 Nodes) in the tests (120–180 clients) has a
response time similar to the two-node system (2 Nodes),

• the difference between two-node and three-node systems—2 and 3 Nodes in the
test over 270 clients is far smaller then in the tests for 210–270 clients.

The results of the experiment on a three-node FE cluster show a smaller percentage
increase in the overall system performance. Performance increased by 38% with a
second node added. By adding a next node, the system will be able to process only
13% more requests.

Table 2 Input parameters of cluster experiments

Server/parameters Test 1 (Buy Quote), Test 2 (Buy Quote), Test 3 (Buy Quote),

Test 4 (All Quotes) Test 5 (All Quotes) Test 6 (All Quotes)

Client 10.10.10.1 10.10.10.1 10.10.10.1

GlassFish AS nodes 10.10.10.3 10.10.10.4–5 10.10.10.4–6

Oracle DBS node 10.10.10.2 10.10.10.2 10.10.10.2

AS threads pool 30 2× 30 3× 30

DBS connections pool 40 2× 40 3× 40

Number of RPS 15 15 15

Number of clientsa 30, 120, 210, 300 30, 120, 210, 300 30, 120, 210, 300

Experiment time (s) 300 300 300
a Four subsets in all cases

1 Requests class, which has the bigger impact on the behavior of the system (Table1).
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Fig. 1 Mean response time with different number of clients in clustered environments—still
increasing workload

5 QPME Performance Analysis

TheQPNmodel (Fig. 2) is used to predict the system performance.We use theQPME
tool. Computational complexity was described in greater detail in [1].

Servers of the FE layer are modeled using the Processor Sharing (PS) queuing
systems (FE_CPU places). The BE server is modeled by the following queues: PS
modeling a processing unit (BE_CPU place) and First In First Out (FIFO) model-
ing a storage data (BE_I/O place) [2, 3]. FE and BE represent the places used to
stop incoming requests when they await AS threads and DBS connections respec-
tively. Clients are modeled by infinite server (IS) scheduling strategy (Clients place).

Fig. 2 System with FE cluster model
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AS threads and DBS connections are modeled respectively by ThreadsPool and
ConnectionsPool places (Fig. 2).

Software and client workload parameters are the same as in the experiment envi-
ronment. Service demands (d) in layers based on experimental results in Sect. 4.2:
dFE_CPU = 0.714ms, dBE_CPU = 0.25ms and dBE_I/O = 0.133ms. Service in all
queueing places is modeled by exponential distribution. Initial marking for places
corresponds to the input parameters of cluster experiments (Table2): Number of
clients (number of tokens in Clients place), AS threads pool (number of tokens in
ThreadsPool place), DBS connections pool (number of tokens in ConnectionsPool
place). In these models, we have three types2 of tokens: requests, AS threads, and
connections to the DBS. The process of requests arrival to the CWS is modeled
by exponential distribution with the λ parameter (client think time equal 66.67ms)
corresponding to the number of RPS (Table2).

5.1 Cluster Simulation Results

The model developed in this section is validated by comparing its predictions against
measurements in the real system. The results obtained in simulation modeling using
QPME were compared with experiments based on DayTrader benchmark. Three
application server nodes are available for the validation experiments. As expected
(Fig. 3), overall response time decreases, while the number of nodes increases. How-
ever, in these simulations, response time (for various number of clients) differences
between two-node and three-node systems are lower than between one-node system

Fig. 3 System with FE cluster simulation results

2 A color specifying the types of tokens that can be reside in the place.
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Table 3 Input parameters of simulations (one class of requests)

Model/parameters Simulation 1 Simulation 2 Simulation 3

Load balancer No Yes Yes

FE queues FE_CPU1 FE_CPU1–2 FE_CPU1–3

BE queues BE_CPU, BE_IO BE_CPU, BE_I/O BE_CPU, BE_I/O

ThreadPool place 30 60 90

ConnectionsPool place 40 80 120

λ 0.015 0.015 0.015

Number of clients 30; 120; 210; 300 30; 120; 210; 300 30; 120; 210; 300

Simulation time (s) 300 300 300

Table 4 Confidence interval for scenario with three-node in FE layer

Node 30 clients 120 clients 210 clients 300 clients

FE_CPU1 0.792 1.199 2.42 4.184

FE_CPU2 0.799 1.215 2.459 4.265

FE_CPU3 0.796 1.199 2.348 4.185

BE_CPU 0.278 0.437 0.963 4.118

BE_I/O 0.141 0.174 0.219 0.272

and two-node or three-node systems in the same way as in experiments. Some dif-
ferences between the experiment and simulation results are due to the assumptions
and the use of only one class of requests (Buy Quote) (Table3).

The convergence of simulation results with the real systems results confirms the
correctness of the modeling methods. The validation results show that the model is
able to predict the performance for different number of nodes in the front-end layer.
The modeling error does not exceed 20%. A number of different models of realistic
size and complexity were considered. The benchmark was run for 300s per test,
and each test was repeated 10 times to improve the reliability of results. The QPN
model was simulated using the method of non-overlapping batch means method to
estimate steady state mean token residence times. The average predicted response
times are within the 95% confidence interval of themeasured average response times
(Table4). For all the simulations, the confidence intervals were sufficiently small for
the results to be reliable. Our analysis showed that data reported by SimQPN is very
stable.

6 Conclusions

We analyze (PE) the expected performance characteristics (response time) of a given
system as a benchmark. We develop a PE framework for CWS that helps to identify
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performance requirements. This class of systems does not allow simple parallelized
processing, thus a solution to increase the systems efficiency is sought. The study
demonstrates the modeling power and shows how the discussed models can be used
to represent the system behavior.

In most cases, the results of real system tests are the same as those from perfor-
mance simulation models. Despite the simplifications made, and on the assumptions
given, it is possible to conduct an analysis corresponding with the modeled reality.
The results demonstrate the effectiveness of the proposed modeling.

Future research will focus on verifying the system behavior and also the approxi-
mation of PE simulation and experiment results in case of a higher number of request
classes used in simulations. The preliminary results show that adequate modifica-
tions can produce more acceptable level of compatibility between models and real
systems. We also shall study the compromise between perceived average response
time and energy consumption.
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Traffic Engineering: Erlang and Engset Models
Revisited with Diffusion Approximation

Tadeusz Czachórski, Tomasz Nycz, Monika Nycz and Ferhan Pekergin

Abstract Classical Erlang and Engset formulae determining the availability of
channels, loss probability, and characteristics of overflow traffic are still used in
telecommunications. Moreover, they are also interesting for traffic management in
mobile networks and in Internet. They are based on the assumption of Poisson flows
and exponentially distributed time of connections. By means of diffusion approxi-
mation queuing models, we extend these results to the case of general distributions
and transient state analysis.

1 Introduction

Queueing theory was started a hundred years ago by works of Agnar Krarup Erlang,
an employee of Copenhagen Telephone Company, and by Tore Olaus Engset, traffic
analyst and then director of Norvegian Televerket (now Telenor Group). Both of
them were studying—in these days of human operators and cord boards to switch
telephone calls bymeans of jack plugs—howmany circuitswere needed to provide an
acceptable telephone service or howmany telephone operatorswere needed to handle
a given volume of calls. Their analysis [1–3] was based on Markov models, they
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assumed that the new connection demands made Poisson process and the duration
of connections was given by a negative exponential distribution.

Erlang results were based on models that are called now, following Kendal’s
notation, queueing M/M/c/c and M/M/c models, see e.g. [4], where starting a
connection is equivalent to an arrival of a customer and connection duration is cus-
tomer’s service time. The first model delivers an expression called Erlang B formula
for blocking probability, i.e. probability p(c) that all c parallel channels are occupied
and the new calls are rejected. If the intensity of incoming Poisson stream is λ and the
service intensity at each od the service channels is μ, then probability of n occupied
channels is p(n) = p(0)(1/n!)(λ/μ)n , n = 0, 1, . . . , c, probability p(0) is given
by normalisation,

∑n=c
n=0 p(n) = 1, and

p(c) = (1/c!)(λ/μ)c
∑n=c

n=0(1/n!)(λ/μ)n
. (1)

Erlang C formula gives probability that calls are queued, if their queueing is
possible, i.e. Pwait = P(n ≥ c) in a M/M/c system having c parallel channels and
no limitations on the number of calls inside. In this system

p(n) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

p(0)
n−1∏

i=0

λ

(i + 1)μ
= p(0)

(
λ

μ

)n 1

n! for n ≤ c

p(0)

(
λ

μ

)n 1

c!
1

cn−c
for n ≥ c ,

(2)

p(0) is given by normalisation of probabilities, and

Pwait =
∞∑

n=c

p(n) =
(

λ

μ

)c 1

c!(1 − λ
cμ)

. (3)

This solution is valid if λ
cμ < 1, i.e. if the steady-state od this system exists.

Engset formula is equivalent to Erlang B formula in case where the population of
potential connections is finite and limited to H connections: it is probability p(c) at
a M/M/c/c/H system. Denote by ν the intensity of a single of call. If n calls are
active, the total intensity of the remaining calls is (H − n)ν. In this case, blocking
probability p(c) is

p(c) =
[(

H

c

)

(ν/μ)c
]

/

[
n=c∑

n=0

(
H

n

)

(ν/μ)n

]

(4)

and the loss probability defined as the ratio of the lost calls stream to the offered calls
stream
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Ploss = (H − c)νp(c)
∑ n=c

n=0(H − n)νp(n)
=

(
H

c

)

(ν/μ)c(H − c)ν

∑ n=c
n=0

(H
n

)
(ν/μ)n(H − n)ν

. (5)

If all servers are occupied, the overflow traffic to be redirected to alternative paths
is evaluated with the use of the distribution of customers outsizing c in a M/M/c
model. In particular, the mean and variance of this distribution is computed with the
use of Riordan formulas [5]. There are also other approaches, see e.g. [6].

The significance of the above approach is not only historical, the cited formu-
lae are currently in use in teletraffic engineering, also in mobile networks [7] and
they are propositions to adapt them to modern Internet [8–10]. They result in more
complex Markov models and application of numerical algorithms, e.g. Kaufman–
Roberts recursion [11, 12] and convolution algorithms [13]. Therefore, to make
the model more general, we present below the equivalent results obtained with the
use of diffusion approximation. It allows us to consider non-Poisson input stream
and non-exponential distributions of connections duration by applying G/G/c/c,
G/G/c/c/H models. Diffusion approximation allows us also to study transient
states in case of time-dependent flows to see how the blocking probabilities vary
with time and what is dynamics of the overflow traffic.

2 Diffusion Approximation Approach

The essence of diffusion approximation is the replacement of a stochastic process
N (t)—the number of customers in a queueing system by a diffusion process X (t).
The diffusion equation (6) with appropriate parameters and boundary conditions
determines the probability density function f (x, t; x0) of the process and this func-
tion is an approximation of the distribution of the number of customers in the service
system.

∂ f (x, t; x0)

∂t
= α

2

∂2 f (x, t; x0)

∂x2
− β

∂ f (x, t; x0)

∂x
. (6)

We apply here the approach proposed by Erol Gelenbe in case of G/G/1 and
G/G/1/N stations [14] adapting it to multiple channel and finite population models
where required diffusion parameters are state-dependent.

Let A(x), B(x) denote the interarrival and service time distributions. The distribu-
tions are general but not specified, the method requires only their two first moments:
means E[A] = 1/λ, E[B] = 1/μ and variancesVar[A] = σ 2

A, Var[B] = σ 2
B . Denote

also squared coefficients of variation C2
A = σ 2

Aλ2, C2
B = σ 2

Bμ2.
In a G/G/1/N system, the choice of diffusion parameters is [14]: β = λ − μ,

α = σ 2
Aλ3+σ 2

Bμ3 = C2
Aλ+C2

Bμ. The processes N (t) and X (t) have then normally
distributed changes with mean and variance increasing in the same way with the
observation time.
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In case of G/G/1/N queue, the diffusion process should be limited to the interval
[0, N ] corresponding to possible number of customers inside the system. To ensure it,
two barriers are placed at x = 0 and x = N . In Gelenbe’s model, when the diffusion
process comes to x = 0, it remains there for a time exponentially distributed with
parameter λ and then jumps instantaneously to x = 1. When the diffusion process
comes to the barrier at x = N , it stays there for a time exponentially distributed with
the parameter μ that corresponds to the time for which the queue is saturated and
then jumps instantaneously to x = N − 1.

In case of multiple-service channels as in G/G/c/c and G/G/c stations, the
output flow is state-dependent, and in case of finite population G/G/c/c/H model
also the input flow is state-dependent.

In G/G/c/c, we distinguish c subintervals: if n − 1 < x < n, it is supposed that
n channels are busy (n customers inside the system), hence we choose

αn = λC2
A + nμC2

B, βn = λ − nμ for n − 1 < x < n, n = 1, 2, . . . , c.
(7)

Jumps are performed from x = 0 to x = 1 with intensity λ and from x = c to
x = c − 1 with intensity cμ.

Figure1 shows the accuracy of this approach in case of steady-state analysis by
comparing the Markovian model with its diffusion approximation and demonstrates
how non-exponential distributions influence the results.

In case of G/G/c system, the barrier at x = c is removed and the last interval
with parameters βc, αc is extended: x ∈ (c − 1,∞).

In case of G/G/c/c/H system with finite population,

βn = (H − n + 1)ν − nμ, αn = (H − n + 1)νC2
A + nμC2

B, 1 ≤ n ≤ c,
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βn = (H − n + 1)ν − cμ, αn = (H − n + 1)νC2
A + cμC2

B, n ≥ c.

where ν and C2
A refer to the sojourn time in the pool.

For the overflow traffic description, we may use probabilities p(n), n ≥ c given
by G/G/c or G/G/c//H models to extend Riordan formulae but it would be more
natural to compute the characteristics of the flow in terms of diffusion models. If
the pdf f A(x) of interarrival times mean 1/λ and variance σ 2

A (squared coefficient
of variation C2

A and p(c) is the blocking probability, then the interevent density
foverflow(x) of times between events in the overflow traffic is

foverflow(x) = f A(x)p(c) + f A(x) ∗ f A(x)(1 − p(c))p(c) + · · ·

giving mean 1/[λp(c)] and squared coefficient of variation

C2
overflow = p(c)

(
C2

A − 1
)

+ 1.

These parameters may be used while splitting and merging traffic flows in the same
way as it is done in network diffusion models [15].

Similarly, the pdf facc(x) of interevent times at the accepted traffic is

facc(x) = f A(x)(1 − p(c)) + f A(x) ∗ f A(x)p(c)(1 − p(c)) + · · · .

There is no probability transfer between intervals in steady-state solution, but
we should take it into account in transient solution of G/G/c/c and G/G/c/c/H
models. Inside each of c intervals of unitary length, the diffusion equation is solved
assuming that the barriers at its left and right side act as absorbing ones. The density
function φ(x, t; x0) of a diffusion process limited by two absorbing barriers at x = 0
and x = N (N = 1 in our case) and with the initial condition x = x0 at t = 0 is, see
e.g. [16]

φ(x, t; x0) = 1√
2	αt

∞∑

n=−∞
(an − bn)

where

an = exp

[
βx ′

n

α
− (x − x0 − x ′

n − βt)2

2αt

]

, bn = exp

[
βx ′′

n

α
− (x − x0 − x ′′

n − βt)2

2αt

]

and x ′
n = 2nN , x ′′

n = −2x0 − x ′
n .

To balance probability flows between neighbouring intervals having different
diffusion parameters, we put imaginary barriers between these intervals and suppose
that the diffusion process which is entering a barrier at x = n, n = 1, 2, . . . , c − 1,
from its left side (the process is increasing) is absorbed and immediately reappears
at x = n + ε. Similarly, a process which is decreasing and enters the barrier from its
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right side reappears at its other side at x = n − ε. The value of ε should be small,
for example of the order of 2−10, but we checked that it has no significant impact on
the solution.

The density functions fi (x, t;ψi ), i = 1, . . . , c, for the intervals x ∈]i −1, i[ are
as follows:

f1(x, t;ψ1) = φ1(x, t;ψ1) +
t∫

0

g1−ε(τ )φ1(x, t − τ ; 1 − ε)dτ ,

fn(x, t;ψn) = φn(x, t;ψn) +
t∫

0

gn−1+ε(τ )φn(x, t − τ ; n − 1 + ε)dτ

+
t∫

0

gn−ε(τ )φn(x, t − τ ; n − ε)dτ, n = 2, . . . , c − 1,

fc(x, t;ψc) = φc(x, t;ψc) +
t∫

0

gc−1+ ε(τ )φc(x, t − τ ; c − 1 + ε)dτ (8)

The relationships between the probability mass flows entering the barriers and reap-
pearing at regeneration points are:

γ R
n (t) = gn−ε(t), γ L

n (t) = gn+ε(t), n = 1, . . . , c − 1 (9)

with two exceptions concerning flows coming from barriers at x = 0 and x = c:
g1+ε(t) = γ L

1 (t) + g1(t), gc−1−ε(t) = γ R
c−1(t) + gc−1(t).

The system of equations is transformed with the use of Laplace transform and
solved numerically to obtain the values of f̄n(x, s;ψn). Then, we use the Stehfest
inversion algorithm [17] to compute fn(x, t;ψn); for a specified t .

The parameters of the above model do not vary with time. However, we are
interested in time-dependent input stream, hence the model is applied to small time-
intervals, typically of one time-unit length, where the parameters are constant and
the solution at the end of each interval gives the initial conditions for the next one.

3 Numerical Examples

Example 1 (extended Erlangmodel) Consider single M/M/20/20 and G/G/20/20
stations, at each channel μ = 1. At t = 0, the system is empty. During the period
t ∈ [0, 20] the intensity of the input stream λin(t) = 10, then for t ∈ [20, 50]
λin(t) = 25, and for t ∈ [50, 80] again λin(t) = 10.
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Example 2 (extended Engset model) During the period t ∈ [0, 20] there is a finite
population of H = 20 connections, the activation intensity of each connection is
ν = 1. As previously, we consider a M/M/20/20 station, at each channel μ = 1,
and t = 0 the system is empty. Then in t ∈ [20, 50] the population is H = 40, and
for t ∈ [50, 80] the size of the pool is again H = 20.

Figure2 presents probabilities p(c) for the both examples (Erlang and Engset
models), for exponential and non-exponential distributions. The influence of large
variations is more important in finite population model. During peak load (t ∈
[20, 50] it is 70% greater for C2

A = C2
B = 5 then for C2

A = C2
B = 1 in case of

Engset model and 32% greater in case of Erlang model. During low traffic periods,
the relative difference of p(c) in Markov and non-markovian models is much more
distinct, as the value of p(c) in Markov model is closed to zero.

We do not compare here the approximative results with simulation, but in general,
the accuracy of these results is acceptable, see a discussion of diffusion approximation
errors in [18].

4 Conclusions

The use of diffusion approximation allows us to extend Erlang and Engset results and
to study the role of variances of call duration and times between calls distributions. It
makes as well possible a transient analysis which is important because of constantly
changing load in networks.Ageneralisation tomultiple-service traffic (multiple flows
with different intensities and of different duration) which is an is straightforward, as
well as inclusion of threshold mechanisms differentiating demands in function of a
current load.
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CodeMagic: Semi-Automatic Assignment
of ICD-10-AM Codes to Patient Records

Damla Arifoğlu, Onur Deniz, Kemal Aleçakır and Meltem Yöndem

1 Introduction

There is huge amount of data generated inmodern hospitals, such asmedical records,
lab reports, and doctor notes. Health care systems employ a large number of catego-
rization and classification systems to assist data management for a variety of tasks
such as patient care, record storage and retrieval, statistical analysis, insurance, and
billing. One of these systems is the International Classification of Diseases (ICD),
which is the official system of assigning codes to diagnoses and procedures asso-
ciated with hospital utilization. After a patient’s clinical treatment, ICD codes are
assigned to that patient’s health records and insurance companies take these labels
into account for reimbursement. On the other hand, label assignment by human anno-
tators (clinic coders) may not be reliable. For example, in a Turkish hospital, two
human experts examined 491 pre-labeled patient records and indicated that more
than half of the records are assigned wrong ICD codes.

An ICD-10-AM code indicates a classification of a disease, symptom, procedure,
or injury. Codes are organized hierarchically, where top-level entries are general
groupings and bottom-level codes indicate specific symptoms or diseases and their
location [1]. Each specific, low-level code consists of 4 or 5 digits, with a decimal
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after the third. Overall, there are thousands of codes that cover a broad range of
medical conditions [1]. Only trained experts can properly perform the task, making
the process of coding documents both expensive and unreliable since a coder must
select from thousands of codes for a given report. An accurate automated system
would reduce costs, simplify the task for coders, and create a greater consensus and
standardization of hospital data [1]. As a solution to this problem, we propose a
recommender system that offers a set of ICD codes to given patient health records.
Human annotators can thus select correct ICD codes in a shorter time since they have
to choose ICD codes in a top k sets rather than thousands of codes. Please note that
we work on the Tenth Revision, Clinical Modification (ICD-10-AM) of ICD and
words “Code” or “ICD code” refer to this version throughout this study.

Medical datasets are usually characterized by their incompleteness and noisiness,
which cause a substantial level of uncertaintywhile processing them [2, 3]. In Turkey,
either doctors type reports themselves or medical assistants transfer dictated reports
into text in hurry. Thismeans no standardization throughgeneration process of reports
and many spelling errors which makes the processing of medical data challenging.
The spelling error rate in Turkish medical records is 12–14%, and tokenization is
difficult in medical Turkish datasets [4]. In clinic documents, a variety of tokens
is high, which makes these documents unstructured unlike radiology reports and
processing them in a structured way becomes harder. Thus, our work also includes
a medical-specific adjustment to common spell correction algorithms.

Search operations in medical information systems are currently carried out by
classical information retrieval models. However, content in medical reports shows
specific characteristics that a classic model cannot. For example, classical models
decrease the significance of frequent words by weighting schemas or probabilistic
methods, but they are the keywords bringing us that record’s ICD code. For example,
in a health record, which belongs to a patient treated in a cardiology department of
a hospital, words such as “liver” are significant terms. We consider these types of
domain specific words in our retrieval strategy by applying a boosting schema.

Since the Turkish is an agglutinative language, applying natural language process-
ing techniques on Turkish documents is difficult. Any word may occur in corpus in
its synonym or abbreviation forms. Variation in language use is not considered in
classical retrieval models and results in lower recall values for retrieval tasks. We
also consider these forms of original words in patient records during our retrieval
strategy by constructing lexicons of synonyms and abbreviations.

Unlike most of the studies [5–7], our work not only focuses on radiology reports,
but also many types of patient records such as surgery and clinical notes, which
makes the automatic assignment of ICD codes even more difficult because of the
availability of noise.

In this study, we focus on the problem of constructing an ICD-10-AM coding
system for patient health records inTurkish hospitals. Since this labeling task requires
expert knowledge in the field of medicine, process itself is costly and also prone to
errors as the human annotators have to consider thousands of possible codes when
assigning the correct ICD label to a document. This project arose as a need-based
project since theTurkishMinistry ofHealth decided to use ICD labels in order to issue
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payments to hospitals. We started our project after the meetings with ministry and
clinical coders who are already working in Turkey’s two biggest hospitals.1 The aim
here is to map a patient’s already assigned diagnosis to an ICD code and represent all
patient records with the identical standard and make the payment process less error
prone.

To the best of our knowledge, our method is the first that suggests a solution to the
problem of automatic assignment of ICD codes to patient records in Turkish and this
study may be an inspiration to upcoming studies. We work on real data sets retrieved
from hospitals in Turkey and our data sets are labeled by trained experts.

2 Related Work

Some examples of studies tackling the automatic extraction of ICD-9-CM codes can
be found in the 2007 Challenge on Classifying Clinical Free Text [5]. Forty-four
teams submitted their results to the challenge and several exploited the benefits of
expert rules that were constructed either by experts in medicine, or by computer
scientists. Only a small percentage of codes appear in the challenge. Increased doc-
umentation implies more false-negative ICD code matching, and thus, the greater
difficulty of our task. Also radiology reports are written in exact templates rather
than free text format so the grammatical structures used in these reports constitute a
narrower subset of language and are easier to process grammatically. Moreover, our
proposed method differs from these methods in terms of usage of training dataset
since our method does not require any training dataset. Lastly, we work on ICD-
10-AM, which contains about 68,000 codes and it becomes increasingly difficult to
assign a correct ICD code to a given report.

Study [6] is one of the studies submitted to the challenge, in which the authors
propose three different solutions. (1) Similarity of reports are calculated usingLucene
search engine by exploiting individual words as queries. (2) After extracting n-
grams (sequence of consecutive words) and s-grams (sequence of non-consecutive
words) from reports, a boosting algorithm (BoosTexter) is applied to train classifiers
without giving consideration to semantics. (3) A hand-crafted rule set is provided
to capture lexical elements derived from BoosTexter’s n-grams. Evaluations show
that the third approach outperforms the other two methods since it explores the
contribution of semantic features such as negations, synonyms, and uncertainty. Our
proposed method shows some similarities with this method such as the usage of
negation check, synonym/abbreviation extension, and using Lucene search engine.

In study [8], the task was considered as a multi-label text categorization problem.
Maximumentropymodeling (MaxEnt) and support vectormachine (SVM)were used
to build the classifiers but treating the ICD code labeling problem as a classification
problem does not make sense when the number of classes is so great. A similar

1 We would like to thank to the Hospital of Ankara Numune Eğitim ve Araştırma and Hacettepe
University Hospital.
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approach is proposed in [9], where automatic matching of ICD codes to diagnoses
in discharge letters is done by usage of support vector machines.

In study [1], a learning system labeling only 45 ICD codes by exploiting natural
language features and a rule-based system that assigns codes based on the overlap
between the reports is combined. Although studies show that rule-based systems
are successful [6], solving the coding task using a set of hand-crafted expert rules
has some drawbacks since the feasibility of the construction of such systems for
thousands of ICD codes is indeed questionable.

In study [10], an ontology-based information extraction system for radiological
reports is proposed. In this supervised approach, template-rules are defined in terms
of ontology entities and syntactic regular expressions by a domain expert. The devel-
opment of the first Turkish information extraction system is a contribution of this
study.

3 Our Approach

Wepropose a recommendation systemoffering top k ICDcodes for a givenElectronic
Health Record (EHR). Firstly, a given EHR is tokenized and normalized. Then, in
a bag-of-words approach, each word’s synonyms and abbreviations are added to
the bags (named as query bags), while negation, temporal markers, and stop words
are eliminated. We can consider these query bags as a token level vector space
representation of the documents, thus as a feature set. Lastly, Lucene-based search
strategy is used to extract all possible ICD-10-AM codes for each query bag and best
candidate ICD codes are selected by Borda count voting schema.

3.1 Dataset

Given the fact that data collection and labeling is a time-consuming process (a clinical
coder labels 20–25 reports in a day), we only focus on a subset of ICD-10-AM,
specifically circulatory system. Moreover, we believe that a researcher need not to
consider all clinical document sections to assign an ICD code to a health record; thus,
weonly extract the important patient-related events that occurwithin somefields.2 We
performed experiments on the following datasets, which were taken from Hacettepe
University Hospital.

1. All Department Dataset (ADD): A clinic coder chose 50 reports from 10 differ-
ent hospital departments (such as cardiology, etc.) randomly and assigned ICD
codes to them. This dataset has 500 reports in total.

2 “Patient History,” “Surgery Notes,” “Consultation,” “Patient History,” “Radiology,”
“Diagnosis”.
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2. Partial Department Dataset (PDD): This dataset is a subset of the ADD dataset;
constructed only with circulatory system clinical reports, thus it has 50 reports
in total and the circulatory system refers to chapter I of ICD-10-AM.

3. Gold Dataset (GD): As we mentioned before, since doctors fulfill clinical doc-
uments in a rush, these documents may be noisy and may not contain enough
information to be assigned ICD codes. Also, given the nature of interpretation
tasks and the subtle differences between ICD-10-AM codes, coders frequently
disagree on the codes that should be assigned. We constructed a gold dataset so
that two clinic coders chose 26 clinical documents and these documents contain
enough information to be assigned at least one ICD code while having relatively
less spell errors. Even with these documents, we see that some of the reports are
given different ICD codes by different coders. Although these reports are said to
be not ambiguous, out of 26, 16 reports are assigned different codes and 8 reports
are assigned to even different chapters by coders.

4. 2-Level Dataset (2LD): ICD-10-AM codes may be consisted of 3–7 characters.
Each level of subdivision after a category is a subcategory and the final level of
subdivision is a code. Our observations show that assigning a correct ICD code
grows increasingly difficult as the level of subdivision increases since the speci-
ficity of coding increases as well. While two clinic coders may assign different
codes for a given EHR since the assignment of ICD codes is subjective, assigning
an ICD code at all level characters is more challenging for an expert system. Thus,
we aim the assignment of ICD codes at a second level in this study. Two clinic
coders labeled 334 clinic documents from a circulatory chapter at a second level
(e.g., They labeled I25 instead of I25.5),

3.2 Preprocessing

Before the code assignment task, practical problems such as segmentation, tokeniza-
tion, and spelling errors of unstructured medical reports have also been addressed.
Since reports are generated via unstructured environments, markers of report parts
vary with the user who generate the report. Case differences, number of space char-
acters after/before tokens, and different markers for same parts are observed along
the dataset. We used regular expressions in order to cope with these differences.
After tokenization and labeling, normalization of tokens—clearing successive and
redundant punctuation and spaces, separating words which are accidentally com-
bined with punctuation (e.g., “aittir.Sol”) or uniting accidentally separated words
with punctuation—is performed using regular expressions. Then, reports are seg-
mented into sentences and then into words using regular expressions. Given the fact
that using the roots of terms increases efficiency of information retrieval tasks, we
stem each tokenized word. For this purpose, we used Zemberek [11] and added ter-
minological roots to its present lexicon. Spell correction using Levenshtein distance
is used for typing-based errors (see [4] for detail).
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3.3 Query Formation

Articles, prepositions, conjunctions, adverbs, and any other common words, which
are too common among documents, are referred as stop words and such words are
removed before the search process. Moreover, some keywords are more important
to reach the correct ICD code, so we boost these words during our retrieval strategy.
For this purpose, clinical coders constructed lexicons for stop words and important
words for circulatory (I) chapter of ICD-10 CM.

Although ICD-10-AM guides contain many useful synonyms, the coverage of
these guides is not perfect. There are expressions and abbreviations, which are char-
acteristic of a particular health institute where the document was created. Given the
idea that the better systems process negations, hypernyms, and synonyms [9], to
construct a synonym and abbreviation list, we examined about 1,000 health reports.
We firstly tokenize the words in reports and these words are stemmed by using Zem-
berek [11]. Then, two clinic coders manually assigned synonyms and abbreviations
for those words to construct a lexicon.

Because of the procedural examinations, sentences in clinical reports have both
negative and positive polarity values. In other words, even if the finding of a body
structure is natural, the normality of corresponding feature is still expressed. How-
ever, these kind of sentences with negative polarity in which normality is expressed
are still indexed in classic IR models with default document representation of list of
terms. In study [12], it is noted that the information contained in the negative phrases
of a diagnosis is lost when using a bag-of-words approach to mine a medical text,
which then results in negated items being erroneously considered as if present in the
patient. Inspired by this, in order to deal with such kind of scenarios, our document
representation is updated so that positive and negative polarity values are handled
differently. In Turkish, a negative marker on verbal phrases, -ME/-MA, or the verb
“yoktur” or “değildir” gives negative polarity to a sentence. Thus, if a sentence
contains one or more of these phrases, that sentence is removed from query list since
it has negative polarity. Moreover, in a clinical report, a treatment that was applied
to the patient many years ago may be mentioned, although it has nothing to do with
the current diagnosis. So we constructed a temporal marker list to remove these
sentences from our query bags.

By exploiting the idea of bag-of-words, each tokenized word is added to a bag
and this bag is named as a query bag. A drawback of this algorithm is that word order
of this sentence and contextual information ignored. Given the idea that a word in
a clinical report may occur in its synonym or abbreviation version, we added that
word’s synonym and abbreviations in our lexicon while removing stop words. Also
if the query bag has a temporal or negation marker, we remove that query bag from
our query list and we boost important words. We use Lucene’s OR search strategy
during retrieval process, so we connect a word to its synonym or abbreviations by
using OR tokens.
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3.4 ICD Code Retrieval

The ICD-10-AM is divided into the alphabetic index (AI), an alphabetical list of terms
and their corresponding codes. ICD expanded index is constructed by traversing the
AI tree and finding words describing each ICD code. Before the retrieval of words
in query bags, ICD expanded index entries are indexed with Lucene search engine.
Then, each query bag is matched with ICD expanded index entries and thus brings a
list of codes, which are ranked by their Lucene match scores. Then, these codes will
be re-ranked by Borda count voting method.

We used Lucene tool [13] for indexing ICD-10-AM expanded index entries and
searching for query bags. Given query bags, Lucene search engine retrieves candidate
ICD codes by matching words in query bags and ICD expanded index entries. Each
query bag brings some candidate ICD codes in an ordered list, which means each
query bag has a preference list of candidate ICD codes. Then, Borda count method
[14] is used to re-rank these preference lists. In the end, a top k-NN list is constructed
as a recommendation list of codes.

Assume that we have n query bags in a given health record. Each query bag is
matched with entries in an ICD expanded list, so each query bag brings a list of
candidate ICD codes ranked by their Lucene scores, because each entry is mapped
to an ICD index. These ICD codes are ranked by their matching score, which is
calculated by Lucene search engine based on the occurrences of query bag words
in the entries. Let us say a query bag i retrieved ICD codes in the order of L =
{ci1, ci2, ..., cim}, once this list is ranked by their Lucene score, we are not interested
in their exact scores since we will assign Borda count scores for them. Note that
for each query bag, we only take their top k ranking candidate ICD codes (we
set k to 500 in our experiments). Thus for list L, Borda count scores will be S =
{k − 1, k − 2, ..., k − k} correspondingly. At the end, for each query bag, we have
codes and their corresponding Borda count scores. Then, for each unique ICD code,
we sum its Borda count scores coming from different query bags. Then, all unique
ICD codes are re-ranked by their new scores and a ranking list of ICD codes is offered
to the user.

4 Experiments

Considering ICD code matching as a clustering problem, rather than searching the
possible clustering by dividing the whole set into some cluster, a constructive bottom
up approach is used. We observed that it would be easier to firstly map a clinical
document to its ICD chapter and then level by level, to a correct ICD code. Given
all 26 ICD chapters, we firstly select strong chapter candidates for a given EHR by
filtering out the weaker ones. For this purpose, we firstly retrieve ICD codes for each
query bag in a document. Then for each code, its chapter (e.g., code I25.10 belongs
to chapter I) is counted for a voting in the Borda count method and a top chapter list
is provided by considering first N candidate ICD chapters (we set N to 500).
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Fig. 1 a Chapter mapping ranking histograms for each data set. b 2LD chapter mapping ranking
histograms when labels by two different coders and the system are used as ground truth

In Fig. 1a, we see the distribution of chapter mapping rankings. While our method
is successful to assign correct chapters in the best 5 chapter candidates for datasetsGD
and 2LD, it is not the case for ADD since this dataset contains sample reports from
other chapters as well and remember that we prepared boosting, stopping words,
abbreviation, and synonyms word lexicons only for chapter I. This analysis also
shows the effectiveness of these word lists and when the system is boosted with
these lexicons, success increases.

Remember that the 2LD dataset was labeled by 2 different coders and we already
have its labels coded by experts in the hospital. Since detailed reading is necessary
to reach a correct code, codes that were assigned by the hospital are not reliable.
In Fig. 1b, chapter mapping ranking histograms are given for the 2LD dataset when
3 different label sources are used: coder 1, coder 2, and system (already coded by
experts in the hospital, but in rush). Our domain expert observed that clinical coder 1
is more trustworthy in correct labeling and we see that our methods success is higher
when the first coder’s labels are taken as a baseline.

There may be 3 different types of diagnoses for a given patient data: primary
diagnosis, secondary diagnosis, and a possible diagnosis. In a hospital, a clinical
coder assigns ICD codes for all these diagnosis types. Although only one ICD code
can be assigned as a primary diagnosis, many secondary diagnosis codes may be
given to a EHR. A possible diagnosis describes all other diagnoses that a patient
may have received treatment. In Fig. 2a, chapter mapping ranking analysis is done
when all diagnosis types are considered. Remember that this dataset is constructed by
clinical documents from circulatory system. Thus, primary diagnoses belong to the
chapter I of ICD-10-AM and our method offers this chapter codes at the first ranking.
On the other hand, secondary diagnoses may be coming from different chapters, so
our I-chapter-adapted system may not offer their chapter ids at the first rank.

After chapter mapping is done, we only consider candidate codes belonging to the
first 5 candidate chapters offered in the previous step for each EHR. Instead of exact
matching, we decided to do partial matching at the second level. For example, for a
clinical document which has a correct ICD code I50.33, we aim to offer candidate
codes at a second level (e.g., I50). While it is nearly impossible for a human expert to
assign an ICD code at an exact level to a given EHR, developing tools to automatize
this process are not realistic.
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Fig. 2 a PDD chapter mapping histograms when all diagnosis types are considered during the test.
The X-axis represents the ranking of correct chapters of clinical documents, while the y-axis is
the number of EHRs that fall into that ranking bin. b Partial data set exact matching rankings for
primary diagnoses. We see that most of the codes are offered at a very top ranking
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Fig. 3 a Second level exact matching rankings on gold dataset. b All level exact matching rankings
on gold dataset. Primary diagnosis are offered at lower ranks while secondary diagnosis are more
spread out, since all primary diagnosis belong to chap. 1 while secondary diagnosis and possible
diagnosis may come from any chapters and our system is onsly adapted for chap. 1

As it can be seen in Fig. 3a, b primary diagnoses can be retrieved at very low
rankings, but it is not the case for secondary diagnoses. This happens even with
for a human expert since a given report generally contain more information about a
primary diagnosis than does a secondary. In Fig. 3b, we see exact matching hits for
our gold dataset and again for primary codes are retrieved at top rankings.

5 Conclusion and Future Work

In this preliminary study,weproposed a recommender system tooffer top k ICDcodes
for a given patient record. Our solution exploits the idea of bag-of-words approach
using a Lucene search engine and Borda count method. We also propose solutions
for preprocessing such as tokenization and spell checking. Our experiments on a set
of patient records show that our method gives promising results for automatically
tagging clinical findings with ICD-10-AM codes. In future, we are planning to index
semantic concepts in the document so that we can capture the semantic relationships
between words.

http://dx.doi.org/10.1007/978-3-319-09465-6_1
http://dx.doi.org/10.1007/978-3-319-09465-6_1
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Utilizing Coverage Lists as a Pruning
Mechanism for Concept Discovery

Alev Mutlu, Abdullah Dogan and Pinar Karagoz

Abstract Inductive logic programming (ILP)-based concept discovery systems lack
computational efficiency due to the evaluation of the large search spaces they build.
One way to tackle this issue is employing pruning mechanisms. In this work, we pro-
pose a two-phase pruning mechanism for concept discovery systems that employ an
Apriori-like refinement operator and evaluate the goodness of the concept descriptors
based on their support value. The first step, which is novel in this work, is compu-
tationally inexpensive and prunes the search space based on the coverages of the
concept descriptors. The second step employs a widely employed pruning mecha-
nism based on the support value of the concept descriptors. The experimental results
show that the first step leaves a search space reduced by 4–22% to be evaluated by
the second step, which is more costly.

Keywords Concept discovery · Pruning · Support · Coverage lists

1 Introduction

Concept discovery is one of the most commonly addressed tasks in multi-relational
data mining [1]. It aims to induce complete and consistent definitions of a relation,
called the target relation, in terms of other relations, called the background knowl-
edge. Most of the concept discovery systems have their roots in ILP [2], as it provides
an expressive representation framework, namely first-order logic, for data stored in
multiple tables. Although such a representation framework enables concept discov-

A. Mutlu (B)

Department of Computer Engineering, Selcuk University, Konya, Turkey
e-mail: alevmutlu@selcuk.edu.tr

A. Dogan · P. Karagoz
Department of Computer Engineering, Middle East Technical University,
Ankara, Turkey
e-mail: adogan@ceng.metu.edu.tr

P. Karagoz
e-mail: karagoz@ceng.metu.edu.tr

© Springer International Publishing Switzerland 2014
T. Czachórski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_28

269



270 A. Mutlu et al.

ery systems to induce high-quality and human interpretable concept descriptors, it
also builds large search spaces that concept discovery systems need to evaluate. Eval-
uation of such large search spaces introduces computational efficiency and limits the
applicability of ILP-based concept discovery systems.

Several methods such as memoization [3], parallelization [4], query optimiza-
tion [5], and sampling [6] have been studied to speedup the search space evaluation
process and promising results are reported. Another direction to cope with the large
search space is the employment of pruning mechanisms. Pruning is a way of reduc-
ing the size of a search space by removing some portion of it. It is an efficient way
to reduce the size of the search space, though caution should be paid not to remove
sections that contain valuable information. In concept discovery systems, pruning
mechanisms based on confidence and support [7], language bias [8], and generality
ordering [9] have been studied.

In this work, we propose a two-phase pruning mechanism for ILP-based concept
discovery systems that employ an Apriori-like refinement operator and prune the
search space based on the support value of the concept descriptors. This first step of
the proposed pruning, which is novel in this work, is computationally inexpensive
and is based on the coverage set of the concept descriptors. It assumes that if two
hypotheses are refined via an Apriori-like operator, the coverage set of a refined
hypothesis should at maximum be the intersection of the coverage sets of its parents.
The second step of the pruning, which is computationally expensive, is based the
support values of the concept descriptors.

The proposed pruning mechanism is implemented as an extension to a concept
discovery system called Tabular CRIS wEF [10] and is evaluated on different data
sets. The experimental results show that the first step of the proposed pruningmecha-
nism reduces the search space by 4–22%, depending on the data set, and completely
preserves the accuracy of the induced concept descriptors.

The rest of this paper is organized as follows: Sect. 2 we introduce Tabular CRIS
wEF as the proposed algorithm is embodied into it. In Sect. 3, we present the pruning
algorithm. In Sect. 4, we present the experimental results, and in Sect. 5 the paper is
concluded an overview and final remarks.

2 Tabular CRIS wEF

Tabular CRIS wEF is a predictive ILP-based concept discovery system. The concept
descriptor induction process in Tabular CRIS wEF starts with the formation of the
most general two-literal concept descriptors, and iteratively these concept descriptors
are refined via relational version of the Apriori refinement operator (1) to form the
final concept descriptors. To incorporate the background examples that are indirectly
related to the target instances, Tabular CRIS wEF performs a further specialization
process on the existential variables of the same type in the body of the clause.

C1 ∪ C2 = {C1 ∪ l21|C12 = C ∩ C2 − C21 = l21} (1)
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At the end of each epoch Tabular CRIS wEF employs the following pruning
mechanism:

1. If both support (2) and confidence (3) values of a concept descriptor are higher
than the minimum values it is removed from the search space and added to the
solution set.

2. If a concept descriptor has a support value less than the threshold but confidence
value higher than both of its parents it is further refined.

3. If a concept descriptor has a confidence value less then either of its parents it is
pruned.

sup(h ← b) = |bindings of variables for h that satisfy h ← b|
|bindings of variables for h that satisfy h| (2)

conf(h ← b) = |bindings of variables for h that satisfy h ← b|
|bindings of variables for h that satisfy b| (3)

Once the concept descriptors reach the maximum length, target instances that are
modeled by the concept descriptors in the solution set are removed from the target
instance set and induction process restarts with the remaining target instances.

Due to the refinement operator, Tabular CRIS wEF might produce different con-
cept descriptors that map into the same evaluation query. In order to prevent the exe-
cution of the same query multiple times, Tabular CRIS wEF stores each evaluation
query and its result in a hash tables, that is it has a memoization capability. Whenever
a previously executed evaluation query is generated, its result set is retrieved from the
hash table. The stored results of the evaluation queries are updated as the covering
method is executed. The concept descriptor induction process stops once the number
of target instances goes below a certain threshold or no more concept descriptors can
be generated to explain the remaining target instances.

3 The Proposed Pruning Algorithm

Themotivation behind the proposed pruning algorithm is that if two concept descrip-
tors are refined through an Apriori-like refinement operator and are pruned based on
their support values, the coverage set of the refined concept descriptor that counts
for its support may at maximum be the intersection of its parents’ coverage sets.

Noting that support of a concept descriptor to is the cardinality of the set of target
instances it models, this motivation can be explained in analogy to the join operator
of relational algebra. The join of relations r and s, such that r(R), s(S) with RS =
T, is the relation q(T ) of all tuples t in over T such that there are tuples tr ∈ r and
ts ∈ s with tr = t (R) and ts = t (S). Since R ∩ S is a subset of both R and S,
as a consequence of the definition tr (R ∩ S) = ts(R ∩ S). Thus, every tuple in q is
a combination of a tuple from r and a tuple of s with equal (R ∩ S)-values [11].
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In the case of Apriori-based refinement of two concept descriptors, say C1 and C2,
coverage of C1 maps to r(R) and coverage of C2 maps to s(S), support coverage of
the refined concept descriptor is a subset of (R ∩ S)-values.

Although the idea seems straightforward to implement there are certain cases to
be considered. The refinement operator generalizes each argument of the predicates
in all possible ways to incorporate the background data and not to miss any concept
descriptor. The following all three concept descriptors of length 4

C1
4 : elti(A, B):-brother(C, D), husband(C, A), husband(E, B)

C2
4 : elti(A, B):-brother(C, D), husband(C, A), husband(C, B)

C3
4 : elti(A, B):-brother(C, D), husband(C, A), husband(D, B)

are refinements of following two concept descriptors of length 3.

C1
3 : elti(A, B):-brother(C, D), husband(C, A)

C2
3 : elti(A, B):-husband(C, A), husband(D, B)

In these refinements, the first two literals come from C1
3 and the last literal comes

from C2
3 . With a closer inspection on the argument properties of the literals, i.e.,

being bound to head or to a some other body literal argument, shows that support
coverage set of C1

4 may directly be obtained by intersecting the support coverage
set of the parent clauses as the first argument of the third body literal, namely E , is
unbound both in C2

3 and C1
4 . On the other hand, situation is different with C2

4 and
C3
4 .
In C2

4 the first argument of the last body literal, which is an unbound argument in
the parent clause, is bound both to the first arguments of the first and the second body
literals. Similarly, again the the same argument inC3

4 is bound to the second argument
of the first argument of the first body literal. In such cases simply intersecting support
coverage set of parent clauses will not produce correct sets.

In order to handle such cases, the proposed algorithm extracts parent concept
descriptors from the refined concept descriptors with the same binding properties.
For C2

4 these parents are

C3
3 : elti(A, B):-brother(C, D), husband(C, A)

C4
3 : elti(A, B):-brother(C, D), husband(C, B)

and for C3
4 are

C5
3 : elti(A, B):-brother(C, D), husband(C, A)

C6
3 : elti(A, B):-brother(C, D), husband(D, B)

To find the correct support coverage set intersection, the proposed pruning algo-
rithm intersectsC1

3 withC4
3 andC1

3 withC6
3 , respectively, forC2

4 andC3
4 . The pruning

algorithm does not need to evaluate support coverage sets of C4
3 and C6

3 as they are
already evaluated in the previous iterations and their support coverage sets are stored
in the memo tables.

Algorithm 1 outlines the refinement and the pruning mechanism of Tabular CRIS
wEF. It inputs an array concept descriptors sorted in lexicographical order. If two
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clauses are unifiable they are unified and the refined clauses are pruned based on
coverage sets of their parents. Extracting the parent concept descriptors froma refined
concept is an easy task as each concept descriptor stores which literally comes from
which parent clause and its position in that concept descriptor.

If they pass this first pruning step, then they go through the second pruning where
they are pruned based on their support and confidence values.

Algorithm 1 refineAndPrune(vector<possibleClauses> pC)
1: for (i = 0; i < pC.size() - 1; i++) do
2: for (j = i+1; j < pC.size(); j++) do
3: if (unifiable(pC[i], pC[j])) then
4: tmp_pC = unify(pC[i], pC[j]);
5: for (k = 0; tmp_pC.size(); k++) do
6: parent[k] = getParent(k);
7: end for
8: support_set = set_intersect(parent);
9: if (support_set.size() ≥ min_set_size) then
10: pruneFurther(tmp_pC[k]);
11: end if
12: end if
13: end for
14: end for

Wewould also like to note that the proposed pruning mechanism does not require
to store any information other than Tabular CRIS wEF already stores.

4 Experiments

In order to evaluate the performance of the proposed pruning mechanism, we con-
ducted a set of experiments on different data sets. In Table1 we list the properties of
the data sets and the experimental setting. Dunur1,2 and Elti3,4 [7] are kinship data
sets, Muta [12] and PTE [13] are biochemical data sets. Muta Small is a subset of
the Muta data set and extended with aggregate predicates. Similarly, PTE 5 Aggr. is
the extended version of PTE data set with aggregate predicates. These data sets con-
tain information about the mutagenicity and carcinogenicity of drugs and chemicals.
Student Loan [14] contains data about students enrollment and employment status,

1 Dunur is a relatedness of two people due to marriage such that A is dunur of B if a child of A is
married to a child of B.
2 It is a symmetric relation.
3 Elti is a relatedness of two people due to marriage such that A is elti of B if A’s husband is brother
of B’s husband.
4 See footnote 2.
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Table 1 Data set properties and experimental settings

Data set Num. relations Num. facts Min. sup. Min. conf. Length

Dunur 9 234 0.3 0.7 4

Elti 9 234 0.3 0.7 4

Muta small 8 274 0.3 0.7 4

Muta 8 16,544 0.3 0.7 4

PTE No Aggr. 27 29,267 0.1 0.7 4

PTE 5 Aggr. 32 29,267 0.1 0.7 4

Student loan 10 5,288 0.1 0.7 4

and the aim is to find rules that define a students’ obligation for paying his/her loan
back.

The code is developed in C and the experiments are conducted on a PCwith Intel®

Core ™ i7-2600K CPU processor and 7.8GB ram.
In Table2 we report the experimental results. The second and the fourth columns

compare the number of concept descriptors generated, and the columns three and
five compare the running time of the systems with the pruning time embodied and
not, respectively. As the experimental results show the proposed pruning mechanism
reduces the size of the search space by 10% on the average.

sensitivity = true_positive

true_positive + false_negative
(4)

specificity = true_negative

false_positive + true_negative
(5)

PPV = true_positive

true_positive + false_positive
(6)

NPV = true_negative

true_negative + false_negative
(7)

In order to evaluate the success of the proposed pruning method, we report the
sensitivity, specificity, positive predictive value (PPV), and negative predictive value
(NPV) of pruning method for the experiments. Sensitivity (4) is a goodness measure
of a predictor, in our work the pruning mechanism, to identify a condition correctly;
and the specificity (5), on the other hand, is a goodness measure of a predictor to
exclude a condition. PPV (6) and NPV (7) describe the performance of a diagnostic
test. PPV refers to the proportion of people with a positive test result who actually
have the disease, and NPV refers to the proportion of people with a negative test
result who do not have disease [15]. The higher values of PPV an NPV suggest that
the predictor is doing as good as the gold standard [16].
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Table 2 Experimental results

Data set Without pruning With pruning Change (%)

# Concept
descriptors

Running time (ms) # Concept
descriptors

Running time (ms)

Dunur 1,887 2,348 1,462 2,055 22.5

Elti 1,741 2,328 1,540 2,202 11.5

Muta small 6,056 12,682 5,781 12,519 4.5

Muta 62,486 2,080,472 56,752 2,035,056 9.2

PTE 11,166 142,951 10,121 116,794 9.4

PTE 5 Aggr. 64,322 2,017,402 55,729 1,950,077 13.4

Student loan 305,282 777,713 286,270 762,048 6.2

Table 3 Predictive evaluation of the pruning method

Data set Sensitivity Specificity PPV NPV

Dunur 0.53 1 1 0.70

Elti 0.27 1 1 0.60

Muta small 0.13 1 1 0.66

Muta 0.28 1 1 0.72

PTE No Aggr. 0.38 1 1 0.61

PTE 5 Aggr. 0.42 1 1 0.78

Student loan 1 1 1 1

We report these results in Table3. As the results show the sensitivity of the pro-
posed pruningmechanism is 0.43 on the average and specificity is 1,whichmeans that
the proposedmethod never identifies a concept descriptorwith high coverage value as
a concept descriptor with a low coverage value, but may predict concept descriptors
with low coverage value as ones with high coverage value. Indeed, these results com-
ply with the motivation of the study: eliminating as many concept descriptors with
potential low coverage value as possible and none of the concept descriptors with
potential high coverage value. Also the PPV value is 1, which is the gold standard,
and NPV value is 0.67 on the average.

5 Conclusion

In this work, we propose a two-phase pruning mechanism for ILP-based concept dis-
covery systems that employ Apriori-like refinement operator and prune the search
space according to thecoverage lists coverage of the concept descriptors. The moti-
vation behind the pruning mechanism is that coverage set of a concept descriptor
may at maximum be the intersection of the coverage sets of its parents. The proposed
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pruning mechanism is computationally inexpensive and reduces the search space by
4–22% for the evaluated data sets without causing any loss in the accuracy of the
solution clauses. The statistical analysis of the results shows that they are statistically
significant.
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Context Sensitive Search Engine

Remzi Düzağaç and Olcay Taner Yıldız

Abstract In this paper, we use context information extracted from the documents
in the collection to improve the performance of the search engine. In first step, we
extract context using Lucene, DBPedia-Spotlight, and Wordnet. As the second step,
we build a graph using extracted context information. In the third step, in order to
group similar contexts,we cluster context graph. In the fourth step,we re-score results
using context-clusters and context-information of documents, as well as queries. In
the fifth step, we implement a data collection tool to collect gold-standard data. In the
sixth and final step, we compare the results of our algorithm with gold-standard data
set. According to the experimental results, using context information may improve
the search engine performance but the collection should be relatively big.

1 Introduction

Search engines deal with the measurement of how close the source information
matches with the user input; thus retrieving the most relevant information to the
users. In order to calculate the relevancy, search engines use several parameters such
as the popularity of a document, the date of a document, user preferences extracted
from usage logs, etc. Therefore, the search engines generally are not able to consider
the meaning of the input, in other words, it cannot differentiate the context that the
search input is related to. This is why the user sometimesmight see search results that
seem completely out of context comparing to what they searched for. This important
problem is the main focus of this paper.

The capability of processing information of the human brain may provide a viable
basis for new approaches. In order to process large amount of data, the human brain
generates relationships between the current sensory information that represents the
external world and previously stored information. This relationship allows human

R. Düzağaç (B) · O.T. Yıldız (B)
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brain to determine actions. This process in the brain provides us an inspiring idea
about how the search engines might be improved by adopting the “context over
content” approach [11]. This is what this paper contributes to the field of search
engines: adding context- based search capability (retrieving documents that do not
only contain samewordswith the search query but also belonging to similar contexts).
Instead of focusing on finding the exact content, we take the context from the input
information into account and improve the relevancy rate of the results and thus the
overall performance of the search.

This paper is organized as follows: We give related work in Sect. 2 and describe
the proposed system in Sect. 3. We explain the experimental setup and give results
in Sect. 4. Finally, we conclude in Sect. 5.

2 Related Work

In the study of Brown et al. [4], Context Aware Retrieval (CAR) systems and its
relationships to information retrieval and filtering are surveyed. They claim that
CAR is a sparsely researched area and there are some topics of information retrieval
and filtering which is not applied to CAR systems.

Mylonas et al. [13] bring two fields of information retrieval together to present
a reliable knowledge-based information extraction method: personalization of the
information and retrieval context. The authors state that, this combination provides
a unique approach towards the process of measuring relevance, since it introduces
the concept of ontological information domain which refers to the enriched repre-
sentational ground for content meaning, user interests, and contextual conditions.

Li et al. [10] make use of semantic distance for feature-free search query clas-
sification. They show advantages of utilizing the number of search results while
grouping the web content according to their relevance. In contrast to other machine
learning (ML)-based methods, they use a feature-free approach since it’s a better fit
for ever-changing web data.

In the study of [7], Concept-Based Information Retrieval is performed using
explicit semantic analysis. Their concept-based approach (which seems similar to
our context over content approach) involves three important contributions: using
Explicit Semantic Analysis which refers to real-life concepts resembling human per-
ception, integrating selection phase into concept-based indexing stage, and using
three AI-based selection methods for information retrieval.

Atanas Kiryakov et al. [8] introduce an architecture for semantic annotation,
indexing and retrieval of documents via semantic resources. Their architecture claims
to provide automatic semantic annotation with references to ontology classes and
instances. They perform semantic indexing and retrieval where they combine ontol-
ogy and information retrieval methods.

Schuhmacher and Ponzetto [14] state a knowledge-based approach to web search
result clustering and try to solve related research topics focusing on clustering short
texts from the web. This information retrieval task is analyzed if it can take advantage
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from DBpedia spotlight state-of-the-art entity linking system. The approach uses
DBpedia concepts as text seeds to collect topical concept labels. These labels are
used to cluster based on their topical similarity. The approach takes web search
snippets as inputs and cluster them topically using DBpedia.

3 Proposed System

The system that we designed to implement the context over content approach consists
of five different steps: corpus, context extraction, context clustering, labeling, and
scoring (Fig. 1). The first step is corpus, which contains preprocessed documents
and queries for next steps. The second step is the context extraction. In this part, we
use Lucene, DBPedia Spotlight, and Wordnet to extract context information from
documents and queries. The third step is the context clustering. We cluster extracted
contexts to form groups, which contain similar contexts.Fourth step is labeling. In the
labeling step, we use context information extracted from each document and clusters
to determine the clusters that each document is related to. Also we label queries in
the same manner with documents. Fifth and final step is scoring. In the scoring step,
we calculate scores according to the correlations between queries and documents.
Brief description of each step is given in the paper. For more detail, see [6].

3.1 Corpus

A corpus is a collection of texts in digital form, over which processes such as retrieval
or analysis will performs [5]. In this paper, we use The Westbury Lab Wikipedia
Corpus (WLC) [15], as our data source. We apply some preprocessing steps to WLC
in order to obtain a corpus which fits our needs. After preprocessing and selection
there are 8,000 documents left.

Queries are the questions that are entered into search engine to retrieve results.
In order to select queries, first we select n documents (n ≤ 30) randomly. Then
we select a portion of each document randomly and rewrite that portion as a query
sentence.

3.2 Context Extraction

The context extraction part of our system, consists of two steps. The first step is
analyzing the context with context analyzers. Context analyzers extract terms that
represent context information from using three different context sources; Lucene
[1], DBPedia-Spotlight [9], and Wordnet [12]. The second step is pairing. After the
context extraction step, we pair terms and count pairs in order to find inter-term
relevancy. Details of context extraction and pairing steps are explained in [6].
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Fig. 1 System overview

3.3 Context Clustering

In order to cluster contexts, first, we build a graph of terms. Terms are connected
via distances generated from pair counts that are previously calculated. Details of
distance calculation explained in [6].
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Second step is clustering graph. In order to cluster our graph of terms, we use
Markov Cluster Algorithm (MCLAlgorithm) [3]. Finally, we export cluster context-
term mapping which shows clusters that contain context terms.

3.4 Labeling and Scoring

In this part of our work, we label documents with clusters, in order to find which
document belongs to which cluster. First, we index documents using SOLR [2] and
retrieve results for the 30 queries which we have previously selected. Second, we
label documents using context information that we extracted in context extraction
step. Third, we also label queries using extracted context information. Next, we
calculate new scores of documents. In order to calculate new scores we use dot
product of cluster-counts of documents and queries. Then we sort results for each
query according to new calculated scores.

4 Experiments

4.1 Setup

In order tomeasure performance,weneed referencedata to compare re-scored results.
Therefore, we have designed and implemented a web application for data collection.
The application retrieves top 50 results from SOLR without any extra scoring and
shows these results to the user without ordering. The user can categorize the results
into four categories. Then the application stores the user selections as scores. Each
category has score between zero and three according to its degree of relatedness.

The categorized results of 30 different queries are obtained by our application
and are given to several different users. Each query has a set of results for each user.
Then we calculate means of scores that are given to each result of query. Then we
reorder results according to new scores (Figs. 2, 3, and 4).

4.2 Results

In order to measure performance of our study, we use metrics that frequently used
in the literature. These metrics are precision, recall, and f-measure. According to the
experimental results, precision of Solr is slightly better. On the other hand, recall of
our approach is a little better than Solr. In general, performance for both Solr and
our approach are almost same. Precision, recall, and f-measure results also indicate
similarities between performances.
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Fig. 2 Precision results of Solr and our approach

Fig. 3 Recall results of Solr and our approach

The corpus that we use, contains 8,000 documents. This size of corpus is small
for a search engine. Using small corpus might be the reason that clusters have not
formed good enough to distinguish concepts. Since concepts are not distinguished
well enough, re-scoring with clusters do not change the results significantly.
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Fig. 4 F-measure results of Solr and our approach

5 Conclusion

In this paper, we focus on retrieving relevant data instead of processing big amounts
of data. Llian’s context over content approach [11] of human brain has inspired us
to develop a method, which will improve search engine performance using a similar
way to human thinking process. In our work, we propose a method which uses the
context information of documents to improve the search engine performance.

According to the experimental results, we could not improve search engine per-
formance significantly. The reason, mostly, is dependent to our corpus size. Because
lack of computational power, we could use 8,000 documents which is very small
set for a search engine. Using limited amount of documents is prevented forming
clusters well enough. Re-scoring with using non well-formed clusters did not make
any significant change.

Our content over context approach, that we presented, forms a basis for our future
work. In the future, we plan to implement our design on a distributed system such as
Hadoop so that we can process much bigger corpus. We also plan to extend context
sources that we used to extract context information.
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A Formal Framework for Hypergraph-Based
User Profiles

Hilal Tarakci and Nihan Kesim Cicekli

Abstract In this study, we propose a formal framework for user profile representa-
tion with hypergraphs. We exploit the framework to aggregate partial profiles of the
individual to obtain a complete, multi-domain user model, since we aim to model the
user from several perspectives. We use Freebase commons package concepts as pre-
defined domains. The proposed user model is also capable of extracting user domain
capsules, which models the user for the domain of interest. Moreover, using a hyper-
graph data structure results in solving connection-based problems easily, since the
cost of local operations on a graph is low and independent of the size of the whole
graph. Many problems in user modelling domain are connection-based problems,
such as recommendation.

Keywords User modelling · User profile · Hypergraph user model

1 Introduction

The popularity of social networking sites has dramatically increased over the last
decade. The user’s activities on social websites such as his likes, comments, loca-
tion declarations and friendships reveal important information about his profile. The
individual’s interests, goals and preferences can be exposed by mining those activi-
ties. Social networks differ in nature and are used for different purposes [1]. There-
fore, mining separate social networks independently results in partial profiles of the
user which merely represents user’s interests for one or few domains. In this study,

This work is partially supported by The Scientific and Technical Council of Turkey Grant
“TUBITAK EEEAG-112E111”.

H. Tarakci (B)
Department of Computer Engineering, Sakarya University, Sakarya, Turkey
e-mail: htarakci@sakarya.edu.tr

N.K. Cicekli
Department of Computer Engineering, Middle East Technical University, Ankara, Turkey
e-mail: nihan@ceng.metu.edu.tr

© Springer International Publishing Switzerland 2014
T. Czachórski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_30

285



286 H. Tarakci and N.K. Cicekli

we present a framework to aggregate partial profiles of the individual to obtain a
complete, multi-domain user model.

Representing a user profile with graph is a common strategy. The vertices usually
represent the items and the users where an edge between a user and an item indicate
user’s interest on that item. Since the graph is only capable of representing binary
relations, other approaches have been proposed for handling higher order relations in
user modelling domain. There are a few studies which define user model as bipartite
[2] and tripartite graphs [3]. In general, if the number of vertex types n is known in
advance and the relations in the user model are binary, an n-partite graph is capable
of representing the profile. However, if there are higher-order relations, a hypergraph
is more appropriate to represent the user model [4, 5].

In a previous paper, we presented the initial ideas for using hypergraph in the
modelling of user profiles [6, 7]. In this paper, the main contribution is a formal
framework for hypergraph-based user profiles. It is claimed that aggregating profiles
solves the cold-start problem and sparse user model problem [1]. Seamless aggre-
gation of partial user profiles obtained from different knowledge sources is still an
unsolved problem. We claim that the proposed hypergraph user model is effective in
solving the aggregation of partial profiles.

The paper is organized as follows. Section2 summarises the related studies.
Section3 formally defines the proposed hypergraph based user model. The appli-
cation and evaluation details are presented in Sect. 4. Section5 concludes the paper
by summarizing the study.

2 Related Work

In [1], form-based and tag-based profiles are managed separately. The former is a list
of attribute-value pairs whereas the latter is a set of weighted tags. The aggregation
strategy for form-based profiles is unifying sets of attribute-value pairs. Heteroge-
neous attribute vocabularies is resolved by using an alignment function, which maps
profiles to unified attribute-value space. However, this alignment function may result
in duplicate entries in the final user profile. Moreover, when there are conflicts in
the aggregated profiles, both values are included in the result. The aggregation of
tag-based profiles is accomplished by taking a weighted accumulation of partial
tag-based profiles. The authors do not consider aggregating tag-based profiles and
form-based profiles with each other. In our paper, we do not make such a distinc-
tion. We seamlessly aggregate received partial user profiles by taking their weighted
accumulation. We solve heterogeneous vocabulary problem by using Freebase.1

In [8], during aggregation the authors address the problem of recurring items and
calculating a global weight for them. To achieve this, they keep track of provenance
data which is the meta data for the user profile item such as the source of the item and
the timestamps. This enables the recalculation of item weights during aggregation

1 Freebase, https://www.freebase.com/.

https://www.freebase.com/
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of the partial profiles. We also keep track of the provenance data by storing the
knowledge source, the short term profile date and the exact keyword of the item.
We extend this information each time the item and user is bounded together.

3 Data Model and Problem Formulation

A hypergraph is the generalization of an ordinary graph by introducing hyperedges,
which are non-empty subsets of the vertex set [9]. Vertices of a hypergraph represents
the entities to be modelled such as people and concepts. Hyperedges represent the
high-order relations between those entities. Besides hypergraphs, there are property
graphs which contains key-value property pairs [10]. In a property graph each node
and edge can have multiple key-value pairs whereas in a hypergraph, an edge can
connect more than two nodes. Every hypergraph can be represented by a property
graph by adding extra key-value pairs to annotate nodes, which are connected by the
same hyperedge. For instance, the Users hyperedge is represented by assigning the
value of the node’s type as User for each user node in the property graph. In this
paper, we actually use property graphs, since the graph database we adopted supports
property graphs.

In this study, we focus on constructing a holistic user model by aggregating the
short term profiles by utilizing the proposed hypergraph data structure. The notations
for the proposed hypergraph is summarised in Table1. Basically the hypergraph user
model consists of set of labelled nodes and strongly typed hyperedges. Nodes rep-
resenting concepts and users are assigned different labels. Similarly, hyperedges
responsible for representing the user’s interest on an item or indicating the semantic
relations between entities belong to different types. On top of these nodes and hyper-
edges, there are domainswhich divide the hypergraph to overlapping regions to group
nodes and hyperedges in the same domain together. In other words, every concept
node belongs to one or more domain. In the implementation, we use Freebase com-
mons package as domains and define a domain starter node for each domain which
connects to the nodes under that domain. The projection of the user in a domain is
represented by a user domain capsule. The proposed hypergraph facilitates profile
aggregation and semantic enhancement with the help of the presented user model
structure. A simplified illustration for the hypergraph data structure is presented in
(Fig. 1). The figure demonstrates that a user with name dummyUser is interested in
the item Pride and Prejudice which is connected to the fictional universes domain.
During the semantic enhancement process, Jane Austen is semantically related to the
item with CreatedBy relationship. Moreover, the items defining the genre of Pride
and Prejudice are connected with HasGenre relation.

Definition 1 Partial User Profile: Partial user profile Luts is the short term profile
obtained from the knowledge source s for the user u during time period t . The input
of the system are received partial profiles. A partial profile is represented as a vector
of terms [w1,w2, . . . ,wn].
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Table 1 Our hypergraph user model

Notation Description Type

Luts Partial (short term) user profile for user u for a
time period t from knowledge source s

A vector of terms

Ts Uniform time period for receiving short term
profiles from source s

Number of days

S Set of knowledge sources A set of strings (Face-
book, LinkedIn etc.)

U Set of all registered users Nodes

U f Set of frequent users Nodes

Us Set of semi-frequent users Nodes

Ur Set of rare users Nodes

fα(u) Profile categorization function for user u A function

fα-div(u) Function to calculate the diversity of the user
profile

A function

fα-den(u) Function to calculate the density of the user
profile

A function

fα-act(u) Function to calculate the activity of the user
profile

A function

Υ f The threshold value for being a frequent user A double

Υs The threshold value for being a semi-frequent
user

A double

Υdiv The threshold value for diversity A double

Υden The threshold value for density A double

C Set of entities (concepts) Nodes

D[d] Domain starter node for each predefined
domain d

Nodes

Ebind Metadata for user-item (interest) relation A hyperedge

Einner The semantic relation between items (entities
and named entities)

A hyperedge

Υinner The semantic relation threshold which defines
the enhance limit

An integer

Edomain The domain bind between domain starter node
and items

A hyperedge

Υdomain Domain threshold value to decide the number
of the domain connections to represent

An integer

fud(u, d) User domain capsule function A function

fdecay Profile decay function A function

fsim(c,u, d) Similarity function for concept and user
domain profile

A function

fuserSim(u1,u2, d) Similarity function for users A function

Pu General (long term) user profile A sub hypergraph

SemEnh Algorithm for semantic enhancement An algorithm

ProfAgg Algorithm for profile aggregation An algorithm



A Formal Framework for Hypergraph-Based User Profiles 289

Fig. 1 Hypergraph data structure illustration

User Categorization: People have different social web usage habits. A user may be
frequently active in social websites, whereas another may scarcely use his accounts.
Even two frequent social web users may show differences in their usage behaviour.
A user’s actions may show broad interest in many domains whereas another may
exhibit deep interest in few domains. Categorizing users according to their usage
habits enables definition of ad hoc algorithms for each user type. Let U denote the
set of all registered users.U consists of the union of frequent usersUf, semi-frequent
users Us and rare users Ur . Frequent users have well-defined profiles for probably
many domains whereas semi-frequent users have defined profiles for few domains.
Rare users consist of new users and users who barely use their social web accounts.
The category to which the user belongs may change in time according to a profile
categorization function fα(u) and two threshold values. fα(u) is calculated as a
weighted combination of three sub-functions: fα(u) = x . fα-div(u) + y. fα-den(u) +
z. fα-act(u) where x , y and z are non-negative impact factors and their sum is equal
to 1. fα-div(u) calculates the diversity of profile amongst several domains, fα-den(u)

the density of profile under a specific domain and fα-act(u) the activity degree on the
social web accounts of the user. fα-div(u) computes the diversification of the user’s
profile over domains by calculating the number of domains the user have items more
than a threshold Υdiv. Namely, users who have items distributed in many domains
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have high fα-div(u) values. fα-den(u) computes the deepness of the user’s profile in
one particular domain. It is computed by calculating the number of domains user
have items more than a threshold Υden where Υden > Υdiv. In other words, fα-den(u)

value is high for users whose profiles are defined in detail for a number of domains.
fα-act(u) computes the recent update rate of the user. It is calculated when the latest
short-term profile for the user is received. The score is based on the number of
modifications and extensions applied to the original user model. When the value of
the profile categorization function fα(u) is above a thresholdΥf, the user is classified
as a frequent user. If the score is between Υf and Υs < Υf, the user is a semi-frequent
user. Otherwise, the user is categorised as a rare user.
Domains: Our proposed hypergraph aims to model the user from several perspec-
tives. In order to achieve this, we use Freebase commons package concepts as pre-
defined domains. In fact, Freebase also introduces these concepts as domains on its
home page. Domains are represented with separate domain starter nodes. Let D[d]
denotes the domain starter node for the domain with name d. For instance, Dtennis,
Dsports, Dfictional-universes represents starter nodes for domains tennis, sports and fic-
tional universes domains, respectively. The domains may overlap with each other.
This situation does not lead to a problem, since we handle each domain as a separate
projection of the user’s profile.

Definition 2 User Domain Capsule: User domain capsule of the user u for the
domain of interest d is the sub hypergraph which maximally covers the user under
the domain d. The proposed user domain capsule resembles the news capsule pre-
sented in [4], which is constructed by partitioning the hypergraph into a predefined
number of sub-graphs. News capsules are not per-user in order to enable infer-
ence on the graph for other users. In our study, we use the capsule notion in a
different way, to obtain a compact structure to capture the user’s profile for a par-
ticular domain. To obtain user domain capsules, the item nodes which are con-
nected to the domain and reachable from the user are collected. When the user u
is connected with an item c ∈ C , the provenance data should be kept to use the
item’s history in the weight calculation algorithm. The weight calculation algorithm
computes the interest of the user on an item by considering the provenance data.
For instance, as the time passes, the weight of the interest decays. Ebind hyper-
edge type is used to keep the provenance data. For the relations between concepts
Einner hyperedge type is used. The relation type between the concepts in Freebase
under the domain of concern is kept in the property freebase Relation. We used
a subset of Freebase metaschema properties to model the semantics between the
concepts.

Weight and Similarity: The user domain capsule of the user u for the domain
of concern d is calculated by a function fud(u, d). The function returns a vector
of concept-weight pairs which represents the user’s projection on the domain of
interest in vector space model. fdecay function ensures that the weight of the most
recently created or updated concept is supported more than older profile items. In
order to decide whether the user is interested in a concept, the similarity between
the concept and user profile is calculated according to the selected similarity metric
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[11, 13]. There are similarity calculation approaches including measuring semantic
similarity between words using web documents [11, 12]. In this study, we define a
similarity function fsim(c,u, d) which considers both similarity and semantic relat-
edness. The function moves the user profile to vector space model by obtaining the
user domain capsule using fud(u, d) and calculates the similarity score based on
the cosine similarity between the concept c and the concepts in the domain user
profile. In order to compute the similarity of two users under a domain, we define
fuserSim(u1,u2, d) which takes the user domain capsule that has fewer concepts as
pivot and calculate fsim(c,u, d) score for each c in the pivot user domain capsule
and make a weighted accumulation of the highest, lowest and average similarity
scores.

Profile Aggregation: We receive short term profiles for users on a regular basis. To
obtain a complete multi-domain profile of the user, short-term profiles are aggregated
by using the profile aggregation function f p(u, Luts).

Definition 3 User Profile: The user profile Pu is the aggregated user model for the
user u and it is the hypergraph which consists of the user u, the interest nodes of
u and the hyperedges between them. f p(u, Luts) takes the short term profile of the
user as input and outputs the general user profile denoted as Pu. Profile aggregation
function aggregates the short term profile by the following algorithm:

foreach term t in L_uts:
disambiguate term t from knowledge base.
if the item is already in the hypergraph:

if the item is already connected to the user:
update provenance data.
else: create a bind between the user and the item.

else: create the item and connect it with the user.
decide domains for the item from knowledge base.
connect the item to the domain starter nodes of its
domains.
enhance the item by using the middle ontology.
foreach enhancing item:

create node, decide domains.
connect the item with the enhancing item semantically.

retrieve the user and reachable item nodes, output P_u

4 Application and Evaluation of Formal Framework

The initial dataset is prepared by collecting short term profiles from Facebook
accounts of 204 users during two months by mining page likes. 12 short term profile
sets are constructed by taking the time period as 3,4 or 7days. Since the number of
users is small, user categorization is not applied and concepts and named concepts
are not discriminated. During evaluation, each user is extracted from the dataset and
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the hypergraph is populated with the remaining user. Afterwards, during aggregation
of the user to the prevously populated hypergraph, when the item is already in the
graph, this is considered as a hit. For 204 users, the average of hits-to-total items ratio
is calculated as 0.61. In the baseline, the knowledge base usage and enhancement
is removed and the same data is evaluated. The average hits-to-total ratio for the
baseline is 0.25. The resulting scores show that usage of a knowledge base and the
enhancement procedure successfully predicts the user’s future interests. The dataset
is prepared by collecting only page likes; using other social activities may result
in more accurate short term profiles. We are going to improve our dataset by col-
lecting users from public feeds of social websites and analyse them for a longer
period. Furthermore, we are going to accomplish more detailed and comprehensive
evaluations.

5 Conclusions

In this paper, we presented a formal framework for managing a hypergraph user
model. We enabled seamless aggregation of partial user profiles with the help of the
semantic enhancement of short term profile items. During semantic enhancement,
the short-term profile terms become semantic nodes in the graph and the item nodes
are attached to their domains and other related items with specialised hyperedges.
Usage of domains enable extraction of user domain capsules, which are domain pro-
jections of users’ profiles. Moreover, a number of user modelling domain problems
are connected-data problems which could be solved easily by using a graph data
structure. As future work, we are going to evaluate the framework against a bigger
dataset and implement and evaluate a recommendation case study, which uses the
proposed system.
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A Survey of Data Stream Processing Tools

Marcin Gorawski, Anna Gorawska and Krzysztof Pasterak

Abstract In current international context boundaries set for applications are being
pushed by the emergence of bursty and time-varying data streams required to be
processed in near real-time. Furthermore, traditional techniques for data mining can-
not be applied to data streams. Thus, stream-based applications must exhibit to excel
at a plurality of requirements. According to defined rules presented in previous pro-
mulgated researches on this subject we differ stream-based applications and evaluate
their aptitude to stream sources management. By this work we intend to present fea-
tures and drawbacks of existing software coming from both industry and academic
world, along with outlining our contribution to this field.

Keywords Data mining · Data stream processing · Real-time processing · Tool
comparison

1 Introduction

A large class of applications has been distinguished in accordance to source data
being generated asynchronously in an unpredictable manner. Data streams [13, 15],
as they were called, are massive sequences of data that are rapid, unbounded in size,
real-time and very often contain multidimensional data items, i.e., tuples. As it was
outlined in [15] there are attempts to adjust classical systems asDBMSor rule engines
to manage data stream processing. However, they tend to fail in terms of the most
important real-time processing requirements. Consequently, applications oriented
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toward processing data streams are substantially different from conventional ones,
thereby ill-equipped, which cannot meet high-volume and low-latency processing
criterions. Tools primarily designed to serve this purpose are far more effective and
reliable in managing stream-oriented workloads.

1.1 Research Criterions

While creating data stream processing system from a scratch, following real-time
processing requirements [15] ought to be addressed:

1. In-stream processing. Where system processes data without any additional mem-
ory operations, i.e., storing, in a non-polling processing model. While providing
for ‘straight-through’ operations, time-intensive storage operations are omitted
in processing pipeline which results in increasing system’s time efficiency.

2. Stream SQL-like language. Built-in dedicated language where primitives and
operators express continuous stream processing characteristics.

3. Handling streams imperfections. With handling unpredictable sources resiliency
is essential in terms of performing calculation on partial, deficient, delayed, or
out-of-order data.

4. Predictable outcomes. Processing pipeline should secure time-ordered process-
ing of data, so when reprocessing sequence of tuples due to failure occurrence,
outcome would be the same as if failover did not happen. Therefore, performing
operations on stream data ought to lead to predictable, deterministic and repeat-
able results.

5. Integration of current and historical data. Although data streamprocessingmodel
aims at management of current real-time data, it must also provide basis for
historical data processing. By extending systems capabilities in such manner we
gain possibility to identify whether data pattern observed in current online data
is consistent with already established ones,

6. Safety and availability. Failure occurrence is a critical concern. Thus, stream-
based applications have to be up and in case of failover seamlessly recover ensur-
ing data availability and integrity.

7. Distributed processing. Spreading processing across multiple computing units is
sufficient in terms of gaining scalability.

8. Minimization of response time. Even if all previous features characterize system
when it is not optimized towards minimizing overheads it will not be able to
react efficiently to continual inputs from various stream sources. Therefore, when
escalation in number of data volumes in time is observed, system must procure
responses without latency in a continuous timely fashion.

Sensorization of the world have posed many challenges gathered as a list of eight
requirements. Next two sections will present applications which target those issues.
In Sect. 2 five selected data streamprocessing systemswill be shortly described,while
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Sect. 3 will serve a purpose of propagating our contribution in a form of constantly
maturing systems. Finally, we summarize features of described systems and provide
concluding remarks.

2 Selective Overview of Stream-Based Processing Systems

2.1 Aurora and Borealis

In its early stage Aurora [4] systemwas built as a single site stream-based application
at Brown University. Thus, it is not prepared for distributed and parallel processing.
Unfortunately, it does not satisfy requirements of scalability, reliability, and data
safety. Borealis processing engine [3] is a successor to the previously mentioned
Aurora system. Among modules of the Borealis system there are: stream processing
engine, load manager, and load shedder. Further, a mechanism of fault tolerance
satisfies the need to provide safety and availability in case of system’s failure, while
revision processing mechanism handles tuple’s imperfections by correcting erro-
neous ones. Apart from mentioned features it incorporates textual query definition
language built on the XML standard, dynamic revision of query results, and query
modification.

2.2 Apache Storm

Next system is an open-source and free product called Storm [2], which focus is set
on real-time data processing with ability to distribute and parallelize computation.
Moreover, the Storm cater fault tolerance in case of tuple imperfections and ensures
processing even if failover occurred. With an architecture inspired by Hadoop, the
Apache Storm is easy to use and what is more important it can be easily linked with
most of existing queuing and database technologies. Previously mentioned systems
came from academic world.

2.3 Apache Samza

Another stream-based application from Apache [1] aims at performing computation
over data streams by combining Apache Kafka’s messaging and Apache Hadoop
NextGen MapReduce (YARN). The last ones purpose is provision of fault tolerance,
processor isolation, security, and resource management. Input streams of events are
decomposed and partitioned so that data flow graph is created. Each graph con-
tains multiple streams and jobs (i.e., processing primitives), which describe different
utilities of continuous queries.
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2.4 Microsoft StreamInsight

Microsoft StreamInsight [5] is an extensible framework, merged with Microsoft
SQL Server, which leverages continuous processing of long-running (in theory even
infinite in time) streams of events. This system has been architected on the basis
of CEDR [7] project. The most important aspect is ability to integrate Microsoft
StreamInsight with almost any field of interest by constructing a proper processing
pipeline. Logic of queries is based on a temporal time model and operator algebra.
Meanwhile, the system aims at revealing patterns and trends.

2.5 StreamGlobe

StreamGlobe [14] is a grid-based P2P DSMS. With stream and result sharing mech-
anisms as well as early filtering and aggregation it enables to avoid redundancy in
terms of data stream transmissions and computation. Moreover, by using Stream-
Globe reduction of network traffic and pear load is observable.

3 Our Contribution to Data Stream Processing

In the previous section five selected systems where described shortly. In accordance
to mentioned features we want to present our contribution to this field.

3.1 StreamAPAS

The first system, StreamAPAS [10, 11], implements following stream operators:
selection, projection, duplicate elimination, grouping (aggregation), join, union,
intersection, and difference. In addition, it contains also a stream query language, as
well as a query graph optimizer.

The first important feature of the StreamAPAS system is timemodel—mixed time
model [10], combining both temporal and negative [9] time models. The mixed time
model was introduced in order to eliminate disadvantages of the aforementioned
models.

The stream processing system StreamAPAS includes a declarative stream query
language [11]. User defines format of final outcome rather than declaring subse-
quent steps of the algorithm (as in procedural languages). Therefore, process of
defining stream query is independent of the physical architecture of the system.
Moreover, the StreamAPAS language contains some features that are present in
object oriented languages, which increases its functionality extension capabilities.
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Another advantage is existence of attribute trees, i.e., hierarchical structures used
instead of simple values for defining tuple’s data, which makes organizing and man-
aging easier.

The next important feature of the StreamAPAS system is the usage of operator
partitions in a query graph optimization process. The operator’s partition is also
called the compound operator, which includes variety of simple (regular) stream
operators. The operator partition is seen by the system as an usual operator and its
internal components exchange tuples without buffering. Such objects are created
when the total time or memory characteristic of certain simple operators are worse
than characteristic of them bounded in one operator’s partition.

3.2 THSPS

Next step in our research on the stream-based processing systems was creation of
yet another system, THSPS, which supports selection, transformations (projection
and mathematical operations), join, and aggregation operations. In this system our
focus was set on different time model, the tri-temporal time model like in Microsoft
StreamInsight, where each tuple time is described by three dimensions:

• occurrence time. Time interval when the event described by tuple has appeared,
• validity time. Time interval in which tuple can be analyzed by the system,
• system time. Timestamp representing tuple’s arrival time, i.e., moment in time,
when it has arrived to the system.

Among many advantages of the tri-temporal time model the main benefit is pos-
sibility of analyzing both current and historical events—which enhances views of
stream sources.

Each tuple represents a real-world event, which is described by two time intervals,
while the system time is used rather by the system for maintaining proper order of
tuples and is not directly connected with the event itself. Therefore, operators that
use multiple tuples in one cycle (i.e., join and aggregation operators) need to con-
sider these time dimensions during their operations. When joining data is concerned,
outcome tuple is characterized by both time dimensions narrowed to the common
part of the corresponding dimensions of two joined tuples. Thus, the result of joining
operation is an event that occurs when two input tuples overlap.

Analogical situation occurs when in processing pipeline aggregation operator is
used. Input sequence of tuples after aggregation is merged into one. Outcome tuple
consists of aggregated value (e.g., sum, mean value) and time intervals equal to sum
of the corresponding time dimensions from all aggregated tuples. So, resulting tuple
carries information about an event which lasts as long as all aggregated tuples.

Another sufficient module of the THSPS system is the query graph optimizer,
which rebuilds internal structure of the graph to reduce number of unnecessarily
processed tuples. This graph represents processing pipeline. For example, moving
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Fig. 1 Join operation in tri-temporal time model

Fig. 2 Aggregation operation in tri-temporal time model

a selection before other operators does not change query’s result. Moreover, it opti-
mizes query by reducing number of tuples by eliminating those which do not satisfy
selection operator’s predicate. Thus, tuples will be discarded on the very beginning of
their path through the graph. The major rule of the query optimizer is that operators
that have the smallest selectivity in time (i.e., the difference between the number of
input and output tuples divided by the operator life time), should be considered as
candidates to transferring to the beginning of the graph.

The other feature of the THSPS system is existence of joined tuple decorating
mechanism. Its principle is to create a tuple decorator, i.e., an object which has the
same interface as a regular tuple, but holds inside two physical tuples that have
been joined. Such concept was designed to reduce total number of tuples currently
stored in the system, as well as to increase the speed of producing results in join
operator—due to decreasing memory allocation and attribute copying operations.
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3.3 AGKPStream

After collecting experiences from both previously created systems in the AGKP-
Stream system [13] temporal time model was chosen as well as following stream
operators: selection, projection, union, and join (in three variants: cross-join, equi-
join and theta-join). Each operator defines two basic transformations aiming at
schema or attribute modifications and reformations.

In the AGKPStream system, the temporal time model was selected. Each tuple
denotes a time-lasting event that is represented by the time interval called tuple
life time and is described by two border timestamps: beginning and end. While the
tuple is valid (the current system time lays between these two timestamps) it can be
processed.

All operators in the AGKPStream system form and DAG likewise in the Aurora
system, each representing a single continuous query. The work of every processing
primitive is managed by the scheduler, which can work in one of following modes:
query or global level.

Global scheduler chooses one query each time and calls it to work, by activating
its local scheduler. Query’s schedulers manages operators by pointing which should
work in a particular moment in time, basing on various factors.

Similarly to the THSPS system, the AGKPStream system uses joined tuple deco-
rator mechanism. In both solutions, such mechanism enables the system to join only
two tuples. However, in some special cases, e.g., when multiple join operators are
connected in cascade, resulting joined tuples (when using decorating mechanism)
are also formed in the same manner—subsequent decorating objects points other
decorators etc.

4 Evaluation of Data Stream Processing Systems

While conducting presented research we have examined tools supportable over data
stream processing paradigm. Three out of eight were created by our team during past
years, while remaining five were taken as a reference point. Each system was exam-
ined in terms of requirements as follows: in-stream processing (1), stream language
(2), handling stream imperfections (3), predictable outcomes (4), data safety and
availability (5), integration of stored and stream data (6), distribution and scalability
(7), and instantaneous outcome (8).

Table1 presents eight requirements listed in the introduction versus their coverage
in aforementioned systems, where each entry has one of five values:

• yes. System natively provides this capability,
• no. System does not support this feature,
• possible. This challenge was not solved in the system yet, but it is possible to do
so,
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• hard. Theoretically adaptation to this requirement is possible, but it would require
substantial changes in the system,

• ? Lack of information.

Table 1 Comparison of described systems with emphasis to the eight requirements

System Req.1 Req.2 Req.3 Req.4 Req.5 Req.6 Req.7 Req.8

Borealis Yes No Yes Yes Yes Yes Yes Yes

Apache Storm Yes No Yes Yes ? Yes Yes Yes

Apache Samza Yes No Yes Yes Possible Yes Yes Yes

StreamInsight Yes No Yes Yes ? Yes Yes Yes

StreamGlobe Yes ? Possible Yes ? ? Yes Yes

StreamAPAS Yes Yes Yes Yes Hard Yes Yes Yes

THSPS Yes Possible Hard Hard Hard Possible No Yes

AGKPStream Yes Possible Yes Yes Hard Possible Yes Yes

As Table1 shows, all tested systems fulfilled condition to yield responses in a
timely manner with emphasis to processing data in the ’straight-through’ model.
Another fundamental rules from 3 and 4 were satisfied by most of the systems, while
integrating historical with real-time data and possession of native stream querying
language were arised as the most problematic requirements.

5 Concluding Remarks

The aim of this paper was to supply with a selective survey of tools enabling data
stream processing. Created comparative review was based on assumption that men-
tioned eight requirements present data streamprocessingmodel’s characteristics ade-
quately. In previous sections we have supplied tabular results of conducted research
where goal was to provide user with an upfront knowledge what types of systems
are available on the market and how they rise to streaming challenges.

Unfortunately, Aurora, Borealis, and Stream [6] projects are no longer active but
it is not an indication of meaninglessness of research continuation. On the contrary,
there are still numerous of new and subtle problems unsolved thereby our ongo-
ing work on the topic is even more valuable. We are not only pursuing evolution
of data stream processing systems, but also joining its most important objectives
with other areas of our domain expertise, i.e., databases and data warehouses. With
this combination first attempts to create a Stream Data Warehouse were made [12].
Moreover, many researches all over the world focus their efforts on adapting data
stream processing model and big data to create new solution in presented domain,
like StreamGlobe, PIPES [8], Apache Samza, and Storm, among with many other
attempts.
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Distributed RDFS Reasoning with MapReduce

Yigit Cetin and Osman Abul

Abstract We live in big data age in which many computational tasks either generate
or need to use large datasets. This makes parallel and distributed computing a key
for scalability. MapReduce is a programming model for processing large datasets in
parallel and distributed fashion on cluster of computers. Today, since the size and
complexity of RDFS documents increase rapidly, RDFS reasoning problem has to
embrace and address the big data solutions. The output of RDFS reasoning job can
be input to another job and the output of RDFS reasoning jobs grow big as the input
documents gets bigger. In this study, an indexing method is proposed to speed up the
RDFS reasoning over Hadoop clusters. We also explore the utility of caching and
Hadoop ecosystem tools Apache Hive and Apache Pig for this task. Experimental
evaluations on Dbpedia and Freebase datasets show that the indexing method is quite
effective and offers scalable solutions. Performance of caching and Apache Hive is
found acceptable too.

Keywords Big data ·Mapreduce · Hadoop · Rdfs reasoning

1 Introduction

Semantic web is an Internet technology in which documents can be processed and
interpreted by software systems [1]. The overall objective is tomake data stored in the
web machine understandable/reasonable without human intervention. RDF/RDFS
are languages developed to address the semantic data standards. Hence, RDFS
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language enables reasoning from semantically defined data. In its nutshell, RDFS
documents contain facts (extensional database) expressed as triples and rules (inten-
tional database) to derive new triples. If RDFS document content (dataset) is really
huge, RDFS reasoning process may spend too much time to generate derived triples.
Moreover, disk IO performance may become bottleneck for performance require-
ments, the reason is simply the frequent and large number of disk accesses during
the operation. Parallel processing [2] and cloud computing are good choices to over-
come these obstacles [3].

The Apache Hadoop software library is a framework that allows one to distribute
and process large data sets across clusters of computers using simple programming
models [4]. It supports parallel processing with MapReduce approach [5] and due to
its design increases the performance of computing. Apache Hive [6] and Apache Pig
[7] are important facilities in Hadoop ecosystem. Apache Hive is a data warehouse
infrastructure built on top of the Hadoop core and facilitates analyzing, querying and
managing large datasets [8]. Apache Pig is a platform to analyze large data sets in a
pipelinemanner.As a result,MapReduce core and theHadoop facilities are among the
good candidates for high performance RDFS Reasoning. MapReduce-based RDFS
processing has also been extended to high-performance query processing [9] and
building scalable storages [10].

In this work, we propose to use indexing for RDFS reasoning. The method
simply indexes triples in Apache Solr engine and develops MapReduce algorithms
on Hadoop. We also explore the utility of simple caching method, Apache Hive and
Apache Pig as alternatives on Hadoop. The experimental results on two datasets
(Dbpedia and Freebase) suggest that indexing, caching, and Apache Hive are viable
choices. Our study is the first in the literature addressing the RDFS reasoning over
Hadoop clusters using different approaches. This is the main contribution of the
work.

The rest of this paper is organized as follows: after giving necessary background
in the rest of this section, we detail Hadoop RDFS reasoning methods in Sect. 2, then
Sect. 3 presents our experimental evaluation. Finally Sect. 4 concludes.

1.1 RDFS Reasoning

RDFS is an extension of RDF that enables users to define the vocabulary used in
RDF documents [11]. RDFS language allows definition of special relations between
resources. Here is an example of two triples in the form of subject-predicate-object:

Footballer rdfs:subClassOf Person.
Ronaldo rdf:type Footballer.

The first construct (predicate) rdfs:subclassOf is a special relation to define relation
between two resources: Footballer and Person. The second predicate rdf:type defines
the relation between Ronaldo and Footballer resources. These kind of relations are
not context dependent, i.e., every dataset has the same meaning for these relations.
Exploiting the meanings we can derive new triples and this is indeed what the RDFS
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Table 1 RDFS reasoning rules

Number Input triple (s) Derived triple

1 s p o (if o is a literal) :n rdf:type rdfs:Literal

2 p rdfs:domain x and s p o s rdf:type x

3 p rdfs:range x and s p o o rdf:type x

4a s p o s rdf:type rdfs:Resource

4b s p o o rdf:type rdfs:Resource

5 p rdfs:subPropertyOf q and q rdfs:subPropertyOf r p rdfs:subPropertyOf r

6 p rdf:type rdf:Property p rdfs:subPropertyOf p

7 s p o and p rdfs:subPropertyOf q s q o

8 s rdf:type rdfs:Class s rdfs:subClassOf rdfs:Resource

9 s rdf:type x and x rdfs:subClassOf y s rdf:type y

10 s rdf:type rdfs:Class s rdfs:subClassOf s

11 x rdfs:subClassOf y and y rdfs:subClassof z x rdfs:subClassOf z

12 p rdf:type rdfs:ContainerMembershipProperty p rdfs:subPropertyOf rdfs:member

13 o rdf:type rdfs:Datatype o rdfs:subClassOf rdfs:Literal

reasoning process does. Given the above two triples, triple Ronaldo rdf:type Person
can be easily derived. This is because Footballer is a subclass of Person, and every
Footballer (includingRonaldo) is also aPerson. Table1 shows all theRDFS reasoning
rules [12].

1.2 MapReduce Framework

MapReduce is a distributed programming model which is influenced by map and
reduce functions from functional programming. Input/output of the map and reduce
function is based on key-value pairs. Map function gets its input as key-value pairs
and outputs intermediate key-value pairs. The values with the same key goes to the
same reduce function which processes the results of these intermediate values [13].
A program may be deployed as many map and reduce functions distributed over
cluster computers.

2 Hadoop RDFS Reasoning

Thework byUrbani et al. [12] defines an execution order of the rules given in Table1.
Basically it starts with the execution of subproperty rules, then domain/range rules
and finally subclass rules are executed.We follow this order (as summarized in Fig. 1)
since it has been shown to be complete in the same work. Since duplicate triples can
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Fig. 1 Execution order of rules

be generated by subproperty and domain/range rules, duplicate removal is also an
important step. Each of rule execution is handled by separate but connected in a
pipeline map and reduce jobs. Output triples include all the input triples plus all the
derived triples. Input and output triples are stored in Hadoop HDFS file system.

2.1 RDFS Reasoning with Triple Indexing

Since input and intermediate storage requirements are higher than that can fit in main
memory, fast access to triples is needed during processing. For efficiency purposes,
we propose to use indexing on schema triples, for which we utilize Apache Solr
[14, 15]. The index server is configured so that triple subject, predicate and object
are added to schema configuration.

Algorithm 1 shows the map and reduce jobs for reasoning from subproperty
rules. Algorithms for domain/range rules, duplicate removal and subclass rules are
not given due to space limitations. In all of the algorithms we basically follow the
approach of [12] but we add indexing on top of it.

2.2 RDFS Reasoning with Hive

Most of the activities in RDFS reasoning are involved with managing and querying
large datasets. Since Apache Hive is designed to efficiently manage and query large
datasets, we employed it for implementing the jobs. Basic approach requires to define
data table, import data and ask queries using Hql language. In our case, we have
two tables named rdfsInput and rdfsSchema to store instance and schema triples,
respectively. With this separation except the rules 12 and 13, all of the other rules
can be implemented as simple join operations. Rules 12 and 13 are easier to handle
without any joins. A sample Hive query (for Rule 5) looks like as shown in the
following listing.
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Setup(context)
connectSolrServer()
subproperties=getSchmemaTriples(“rdfs: subPropertyOf”)

Map(key,value)
if subproperties.contains(value.predicate) then

key = "1" + value.subject + "-" + value.object
emit(key, value.predicate)

end
if (subproperties.contains(value.object) and value.predicate == "rdfs:subPropertyOf") then

key = "2" + value.subject
emit(key, value.object)

end

Reduce(key,iterator values)
switch key[0] do

case 1
foreach predicate in values do

superproperties.add(subproperties.recursiveGet(value))
end
foreach superproperty in superproperties do

emit(null, triple(key.subject, superproperty, key.object)
end

case 2
foreach predicate in values do

superproperties.add(subproperties.recursiveGet(value))
end
foreach superproperty in superproperties do

emit(null, triple(key.subject, "rdfs:subPropertyOf", superproperty)
end

end
endsw

Algorithm 1: Subproperty Job

<http : / /www.w3.org/2000/01/rdf−schema#subPropertyOf>’,’ ’
,rd2.object)
FROM rdfsSema rd1
LEFT OUTER JOIN rdfsSema rd2 ON (rd1.object=rd2.subject)
WHERE rd1.predicate=
’<http : / /www.w3.org/2000/01/rdf−schema#subPropertyOf>’
AND rd2.predicate=
’<http : / /www.w3.org/2000/01/rdf−schema#subPropertyOf>’
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2.3 RDFS Reasoning with Pig

An alternative to Apache Hive is Apache Pig as far as the large dataset analysis is
concerned. It offers a high-level language for creating pipeline through which data
analysis is performed. In our case, we use two variables representing instance and
schema triples and perform RDFS reasoning over them. A sample Pig code (for
Rule 5) looks like as shown in the following listing.

AS ( subject : chararray , predicate : chararray , object : chararray ) ;
rdfsSema2 = LOAD ’/user/rdfsSema/*.*’ using PigStorage(’ ’)
AS ( subject : chararray , predicate : chararray , object : chararray ) ;
rdfsSemaFilter = FILTER rdfsSema BY
predicate ==
’<http://www.w3.org/2000/01/rdf-schema#subPropertyOf>’;
rdfsSemaFilter2 = FILTER rdfsSema2
BY predicate==
’<http://www.w3.org/2000/01/rdf-schema#subPropertyOf>’;
joined =JOIN rdfsSemaFilter BY object , rdfsSemaFilter2 BY subject ;
result = FOREACH joined GENERATE CONCAT( rdfsSemaFilter : : subject ,’
<http://www.w3.org/2000/01/rdf-schema#subPropertyOf>’)
, rdfsSemaFilter2 : : object ;

STORE result INTO ’/user/resultPig/subproperty’;

3 Experimental Evaluation

In this section, we present an experimental evaluation to understand the performance
of the four approaches studied.

The experiment environment is a virtual machine Hadoop Cluster having five
nodes, where each node has a dual core processor with 8GB RAM and 250GB disk
storage. In the virtual machine configuration, each disk is dedicated to a single node
to prevent disk access bottleneck.

We experiment with Dbpedia and Freebase datasets. Dbpedia dataset has 85 mil-
lion triples. Our download of Freebase dataset originally has 2 billion triples but we
also use a 33 million triple subset of it in the experiments. All the Freebase dataset
results in the plots refer to this smaller dataset. All the results presented include
duplicate removals where appropriate.

3.1 Experimental Results

3.1.1 Performance of the Subclass Relation

Figure2a presents the efficiency on the subclass relations on Dbpedia and smaller
Freebase datasets. From the figure, proposed indexing method gives the best result.
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Fig. 2 Runtime (in minutes) of the methods on the two datasets: a subclass relations,
b domain/range relations, c subproperty relations, d scalability

Hive and caching (indicated as CacheMethod) attain good results too. Cachemethod
is simply the caching of triples in the main memory. As a result of this reasoning
8.4 million new triples are derived from Dbpedia dataset. Since Hive and Pig do not
have transitive closure queries, their result is not complete. Hence, they miss 35,000
out of 8.4 million triples with one iteration of joins. To overcome this problem, more
join iterations are needed.

The utility of proposed indexing method becomes clearer as with complete Free-
base dataset RDFS Reasoning is not possible with other methods due to high volume
of data.With indexing the runtime takes 50min on complete Freebase dataset. Indeed
this is the main reason that we extract a subset of complete Freebase dataset in order
to to have methods compared.
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3.1.2 Performance of the Domain/Range Relation

The results for the domain/range kind of relations are shown in Fig. 2b. Where Hive
gives the best result while Indexing method performs slightly better than Cache
method. Pig is the slowest. As a result of domain/range relations 5 million new
triples are derived from the Dbpedia dataset.

For the complete Freebase dataset, the reasoning process spends 10h and creates
30millionnew tripleswith Indexingmethod.Othermethods cannot process complete
Freebase dataset.

3.1.3 Performance of the Subproperty Relation

Figure2c shows the performance results on subproperty relations, where Indexing
method and Hive give the best performance. As a result of the reasoning 2.3 million
new triples are derived fromDbpedia dataset. Pig performs theworst on both datasets.
The reason that Pig is the worst can be attributed to its general-purpose data pipeline
design.

For the complete Freebase dataset the reasoning process spends 50minwith Index-
ing method. Again other methods can not process complete Freebase dataset.

3.1.4 Scalability

Figure2d shows the scalability results for subclass and domain/range relations. The
results indicate that for both kind of relations, the runtime performance improves
with increased node counts. The runtime improves about 70%with five nodeHadoop
cluster over single node Hadoop configuration. This shows the utility of MapReduce
with Hadoop for RDFS reasoning.

4 Conclusion

In this work, we do RDFS Reasoning with MapReduce on Hadoop clusters. We
proposed to use Indexing to improve the performance of RDFS reasoning and also
developed algorithms to utilize other Hadoop technologies namely Apache Hive and
Apache Pig for this task. Moreover, caching is an another method where new triples
are derived in thememory and cached.Our indexingmethod usesApache solr engine.

We experimented with two large datasets, Dbpedia and Freebase on a small
Hadoop cluster. The results show that RDFS reasoning with large datasets on rel-
atively small Hadoop cluster works in acceptable time. Moreover, the results show
that Indexing method is highly scalable and also, on average, performs better than
other methods experimented with. Our study also shows that as far as the Hadoop
ecosystem technologies are concerned Hive is good choice for RDFS reasoning.
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On-Demand Prefetching Heuristic Policies:
A Performance Evaluation

Olivia Morad and Alain Jean-Marie

Abstract Prefetching is a basic mechanism in the World Wide Web that specu-
lates on the future behaviour of users to avoid the response delays. The relatively
new requirement of the instantaneous response in some interactive services like
On-Demand applications fuelled the need for ways to represent and reason about the
challenging problem of prefetching control and performance evaluation. We study
this challenging problem under a network protocol that adopts the simultaneous
prefetching with equal-shared bandwidth, and in prefetching situations in which the
controller seeks to reach a Zero-Cost system state as quickly as possible. Within this
context, our first contribution is providing the backbone of a new paradigm for the
performance evaluation of theOn-demandprefetching policy. This backbone consists
of our previously developed prefetching control model; the PREF-CTmodel and our
previously developed optimal control algorithms; the ONE-PASS and the TREE-
DEC algorithms. Our second contribution is developing the prefetching heuristic
algorithm: the RBP. Compared to the optimal prefetching policies, the prefetching
policies computed by our heuristic algorithm the RBP show significant performance
in terms of the user’s latency and the bandwidth utilization.

Keywords Optimal Control · Prefetching · Performance evaluation

1 Introduction

Prefetching is the speculative retrieval of a resource into a cache in the anticipation
that it can be served from the cache in the future . [1]. Traditionally, the mecha-
nisms developed so far in the literature to handle the prefetching problems oscillate
betweenmechanisms that use some simple heuristic rules (e.g., Best-First . [2], etc) to
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mechanisms that use more elaborated prediction technique to anticipate the next user
requests (e.g.,Markovmodels . [3, 4], etc) [5]. All thesemechanisms are based on the
execution digraph (or directed graph) where the nodes represent the tasks (e.g., web
pages) and the arcs model the fact that a task can be executed once another has been
done [6]. Indeed, the performance of the heuristic prefetching policies computed by
most of these mechanisms has not been evaluated within the optimization context,
and has not been compared to a known optimal prefetching policy (except in a first
trial reported in [7]). Most of the reported prefetching optimizations are limited to a
single step navigation, hence a short-sighted and an off-line optimization that results
in a local optimal prefetching [6]. Modelling the prefetching problem as a control
optimization problem in the Stochastic Dynamic Programming framework has not
been well addressed in the literature; the first relevant attempt is reported in [7]. In
the present work, we address the prefetching control problem in which the controller
seeks to reach a Zero-Cost state as quickly as possible (optimally). A Zero–Cost state
prefetching control problem can be solved under different prefetching strategies; this
depends on the costs imposed by the On-Demand system (e.g., degree of importance
of the instantaneous response, latency, cache pollution, traffic congestion, etc…).
The prefetching strategy determines how the controller will manage the utilization
of a limited allocated bandwidth to achieve the minimization of some system’s costs.
We focus on the prefetching policies computed under the prefetching acceleration
strategy. In this prefetching strategy, the controller maximizes the utilization of a
limited allocated bandwidth while minimizing the user’s blocking and latency costs
incurred along the way. Theoptimal prefetching acceleration policyis the policy in
which the controller achieves the optimal balance between the maximization of the
bandwidth utilization and the minimization of the user’s blocking and latency costs
to reach a Zero-Cost state optimally. Indeed, the computation of thisoptimal prefetch-
ing acceleration policy that maximizes the bandwidth utilization in a manner that
ensures the minimum user’s blocking and latency costs can be solved through an
optimization problem of a two-stage as follows:

1. Find prefetching policies that minimize the latency.
2. Among these prefetching policies, find those that maximize the bandwidth

utilization.

Theoptimal prefetching acceleration policy computed through this two-stage opti-
mization is out of the current scope and will be studied in our future research. In
contrast, the current work focus on the paradigm of the performance evaluation that
we proposed to evaluate the prefetching heuristic policies. In this paradigm, the
evaluation is done through the comparison to the optimal prefetching acceleration
policy computed based on the Negative Stochastic Dynamic program; in which the
undiscounted total expected cost is minimized as a single global objective function.

The rest of the paper is organized as follows: Section2 reviews briefly the main
aspects of the optimal prefetching control policy for a Zero-Cost state control prob-
lem. Section3 presents the Relevant Blocks Prefetching algorithm (RBP) that we
propose. Section4 reviews briefly the experimentation aspects. Finally, we conclude
and highlight directions for future work.
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2 PREF-CT: The Optimal Prefetching Control Policy

We model the Zero-Cost state control problem as a Negative Stochastic Dynamic
Programming problem [8]. Therefore, we adopt the undiscounted expected total cost
as our optimality criterion. Let (s0, s1, ..., st , ...) denote the sequence of states, which
is a random process. The cost we want to minimize is, for all state s,

Jπ (s) = Eπ
s

{ ∞∑

t=0

c (st , at )

}

, (1)

The control policy is π, and Eπ
s the expectation of the random process under the

application of this policy, conditioned on the fact that the state process starts from
s = s0.We identified two possible types of Zero-Cost state(s) in PREF-CT [5]: the
absorbing state and the full cache state. In the first one, whenever the user accesses a
specific block he remains viewing this block forever without any block changing. In
the second, the cache is filled with all the blocks entirely and the user alternates the
viewing between the blocks. Once one of these sets of states is entered the system
stays in that set and no further costs are incurred thereafter. The assumptions of
PREF-CT assure the existence of the optimal prefetching policy and assure that the
Value Iteration algorithm converges to it in a finite number of iterations. We detected
a significant special structure of acyclic Markov chain for the optimal prefetching
policy. This special structure results in restricting the search onwhat we called: useful
policies (all actions are useful actions). A useful action is an action that does not give
control to block that already entirely exists in the cache, in addition this action should
make progress i.e., an augmentation of the amount of information in the cache by
actually prefetch at least one piece of block. This special structure allows deriving two
optimality algorithms; the ONE-PASS [5] and the TREE_DEC [5], which improve
the computations of the optimal prefetching policy. Both algorithms are based on
the idea of that in acyclic graphs we can start from sdest with υ

(
sdest

) = 0,and
perform a backward pass in which every state is visited after all its successor states
have been visited. ONE-PASS computes the value function and the optimal policy in
one scan of the state space; or in other words solving a system of equations in only
one iteration. Whereas TREE_DEC computes the value function and the optimal
policy based on a Markov tree decomposition in which sequential sets of systems of
equations are solved (for more details the reader should refer to [4]).

3 The Heuristic Prefetching Control Policy

Despite the computations improvement achieved by the ONE-PASS and the TREE-
DEC algorithms, the curse of dimensionality nevertheless exists. Therefore, an
approximation of the optimal useful prefetching policy is necessary. The heuris-
tic prefetching algorithm the RBP developed in this work tries to emulate the
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controller’s prefetching acceleration strategy efficiently based on the general aspects
of this prefetching strategy.
The RBP prefetching heuristic algorithm:

TheRelevant Blocks Prefetching algorithm, RBP, is based on the idea that at every
system state s = (b, p) there is a set of relevant variables which have the highest
impact on the total cost and hence the optimal actions. In our prefetching algorithm
RBP, the current block in view b is the principal relevant variable that specifies the
remaining relevant variables, which are all the blocks b′ belongs to the set of the
directly reachable blocks B ′

b. The main principle of the RBP prefetching algorithm
is the categorization of the states and hence the categorization of the prefetching
actions; indeed a categorized mapping of a state s to a decision rule d (s) and then
to an action a. The RBP prefetching algorithm checks the proportions’ status p for
the set of the relevant blocks B ′

b in the cache and based on that, it categorizes the
state s. In consequence it categorizes the control prefetching rule d (s) and hence
determines the prefetching action a. The RBP prefetching algorithm when applied
to some state s, begins by specifying the different sets of blocks in this states. The
algorithm specifies six categories of sets of blocks:

• �s: The relevant blockswhich are all the directly reachable blocks from the current
one.

• C�s: The relevant blocks with complete proportions in the memory (entirely
prefetched).

• I�s: The relevant blocks with incomplete proportions in the memory (partially
prefetched).

• N�s: The non-relevant blocks which are all the indirectly reachable blocks from
the current one.

• C N�s: Thenon-relevant blockswith complete proportions in thememory (entirely
prefetched).

• I N�s: The non-relevant blocks with incomplete proportions in the memory (par-
tially prefetched).

If the number of the incomplete blocks (relevant or non-relevant) is equal to or
less than the available bandwidth R, the optimal prefetching action is to prefetch all
of these blocks entirely in the memory. In contrast, if the number of the incomplete
blocks is greater than the available bandwidth R, the algorithm tries to apply a mech-
anism to choose some of them for prefetching as follows:- The algorithm computes
the sum of the current remaining proportions y of the incomplete relevant blocks
I�s. Depending on this value y the algorithm determines which prefetching scenar-
ios will be chosen. Two prefetching scenarios may occur depending on whether the
available bandwidth R is enough to cover this amount y or not:

1. First scenario: If this amount y is equal or superior to the available bandwidth R,

the algorithm prefetches all the incomplete relevant blocks I�s and distributes
the bandwidth equally between them.

2. Second scenario: In contrast if this amount y is less than the available bandwidth
R, the algorithm tries to specify and prefetch blocks as much as possible to utilize
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all the available bandwidth. The selection of additional blocks for prefetching –
the set�– is done using a specific sub-algorithm; the Blocks Look Ahead –BLA–
which selects the blocks depending on the state sunder consideration. More than
one sub-case can happen in this second scenario as follows:

• All the relevant blocks belong to the set �s are entirely prefetched in the memory:
If the size of the set I N�s of the incomplete non-relevant blocks is less than
or equal to the size of the set available bandwidth R, the algorithm prefetches
entirely all of them. In contrast, if the size of the set I N�s of the incomplete
non-relevant blocks is greater than the available bandwidth, the algorithm tries to
choose some of them. The algorithm computes the greatest remaining proportion
among these incomplete non-relevant blocks I N�s, and divides the bandwidth R
by this amount to specify how many blocks can be prefetched, indeed specifying
the size of the set � (see (2)). The aim of the division in (2) is to ensure in
the first priority the entire prefetching of the incomplete non-relevant block with
the greatest remaining proportion in the memory. The following step is invoking
the BLA sub-algorithm to determine the prefetched blocks, that is the set �.

|�| = R

Maxi∈I N�s (1 − pi )
. (2)

• At least one of the relevant blocks is not in the memory: In this situation the
algorithm computes the greatest remaining proportion among the incomplete rel-
evant blocks I�s, and divides the bandwidth R by this amount to specify how
many blocks –|�|– could be added to the current specified set I�s . The aim of
the division in (3) is to ensure in the first priority the entire prefetching of all the
incomplete relevant blocks I�s .The following step is invoking the Block Look
Ahead algorithm to determine the additional prefetched blocks –the set �– as we
discuss below.

|�| = R

Maxi∈I�s (1 − pi )
. (3)

The Block Look Ahead algorithm (BLA): This algorithm chooses the candidate
blocks to be added –to the prefetching set as–for prefetching based on the following
principles:

• Searches for the most probable blocks and gives control to blocks as long as they
are not entirely prefetched in the cache.

• Chooses the most probable relevant block (entirely prefetched or partially
prefetched) from the set of the current relevant blocks �s of the current state s.
For the chosen block, identifies its related set of the incomplete directly reachable
blocks.

• Chooses as many blocks as possible –to be added to the prefetching set as– as long
as the number of these chosen blocks does not exceed |�|.
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• Chooses the next most probable relevant block from the set of the current relevant
blocks �s of the current state s. The algorithm repeats the process until searching
over all the set of the relevant blocks �s, and tries reaching the target size |�|.
If there is still enough room to add additional blocks –still not reaching the target

size |�|–, the BLA algorithm chooses among the incomplete non-relevant blocks
I N�s. The choice is based on a calculation of the weights of the incomplete non-
relevant blocks I N�s. The set I N�s will be ranked in a decreasing order of the
blocks’ weights. For each incomplete non-relevant block i, we calculate its weight
ωi as the sum of the transition probabilities of the blocks that can reach it –rather
than reachable by the block i . The greater the weight, the more important the block
i, and hence the more probable is that this block i will be selected in the prefetching
process. As in the previous principle, the BLA algorithm chooses from the set I N�s
as many blocks as possible and tries reaching the target size |�|.

ωi =
∑

j∈B

β j i . (4)

The RBP prefetching algorithm computes a dynamic deterministic aggressive pre-
fetching policy π. The computed policy is dynamic since the RBP algorithm takes
into account the dynamic unpredictable user behavior during a streaming video ses-
sion. The computed policy is deterministic since it defines the same course of actions
for the possible system states. The actions of the RBP algorithm are computed based
on the prediction model of the user behavior βbb′ as well as the network’s band-
width sharing protocol that governs the blocks’ proportions in the cache memory.
Finally, the computed policy is aggressive in terms of: first the amount of infor-
mation prefetches (several blocks); second the “searching in depth” principle that
early prefetches components reachable much later in the user navigation. The prin-
ciple of the computation technique is the maximization of the bandwidth utilization.
Thus, the computation technique is dedicated to specifying how many blocks can be
prefetched, and how much bandwidth should be utilized to each block to minimize
the wasted bandwidth units. The computation technique accomplishes this specifi-
cation depending on the available bandwidth R, the proportions of the blocks in the
cachep, and the network protocol. The prediction technique tries as much as possible
to well respect the prediction model of the user profile as follows:
BF (best first) [2]: As the best first heuristic, the RBP chooses the directly reachable
blocks –the relevant blocks �s– at the beginning of the algorithm. In contrast to
the naïve BF heuristic, these most likely blocks will not be prefetched unless first
examining their proportions’ status in the cache.
Proportional heuristic [2]: The proportional heuristic chooses k blocks, or no
more than k blocks, from among the directly reachable blocks. Whereas the RBP
doesn’t fix a priori the number of predicted blocks. The number of predicted blocks
is specified by the computation technique just explained above, and it differs from
state to state.
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Sequential heuristic (Branch – Mainline) [9]: The RBP algorithm uses both the
breadth first search – as the Branch heuristic– and the depth first search –as the
Mainline heuristic– to choose the predicted blocks. The BLA algorithm loops over
the set of the relevant blocks �s sorted in descending order of the blocks’ transition
probabilities. Thus, this implies a breadth first search limited to one step of the graph
of the user’s Markov chain. Each breadth first search (i.e., for each relevant blocki)
is followed by a depth first search of one step to determine and examine the set of
the directly reachable blocks B ′

i of this relevant block i specified just by the breadth
first search.
The BLA sub-algorithm: The look-ahead feature in the RBP algorithm do a deeper
search to choose some weighted blocks.

The intention of this deeper search over the graph of the user’s Markov chain, is
to respect the principle of the computation technique that maximize the utilization
of the bandwidth based on accurate calculation of the blocks’ proportions status in
the cache. The running time complexity of the RBP is O

(|B| log2 |B|) .

Observe that the categorization principle of the RBP algorithm permits clustering
every group of states that share common proportions properties, therefore mapping
every cluster Cbp to a prefetching action a rather than mapping every state s to a
prefetching action a.This clustering property is of importance to reduce significantly
the memory necessary to store the prefetching policy to the client of the On-demand
system.

4 Experimentation

We conducted two main experiments; in the first experiment the controller does
not impose a prefetching acceleration strategy. While in the second experiment the
controller imposes a specificprefetching acceleration in which the immediate user’s
latency has the same weight as the bandwidth utilization (i.e. the controller can
sacrifice some user’s latency in the early stages of the system in order to achieve
instantaneous response for future stages). Under each experiment, we used different
user’s profiles and for each user profile, we conducted experiments with different
state space size.

We computed the value function of each heuristic policy using the ONE-PASS
or the TREE-DEC algorithms, and then the value function of each heuristic policy
has been compared to the optimal one. For each heuristic policy, the measures used
for the value function vector are: the average (ATC), the average error (AV.E), the
maximum error (Max.E), the standard error (STD.E), the percent of success (p.s %),
and the percent of zero value p.υ (s) = 0% (within the success set).
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5 Conclusion and Future Work

In this paper, we present a new paradigm for the performance evaluation of the On-
demand prefetching policy based on the context of the control optimization. Our
prefetching control model PREF-CT permits the researchers and the practitioners to
build easily its variants, and compute the optimal prefetching policy to evaluate their
heuristic prefetching policies. Our proposed heuristic algorithm the RBP showed
that it provides an efficient prefetching acceleration policy in terms of the band-
width utilization and the user’s latency. Therefore, the RBP heuristic algorithm can
serve significantly the practitioners interested in the prefetching acceleration strategy
under a network protocol that adopts the simultaneous prefetching with equal-shared
bandwidth.

As a future work, we will manipulate our paradigm to conduct a two-stage opti-
mization for the computation of the optimal prefetching policy under the prefetch-
ing acceleration strategy, this permit for further accurate evaluation and optimality
approximation.
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An Improved Upper Bound for the Length
of Preset Distinguishing Sequences of
Distinguished Merging Finite State Machines

Canan Güniçen, Kemal İnan, Uraz Cengiz Türker and Hüsnü Yenigün

Abstract In an earlier work, we have studied a special class of FiniteStateMachines
(FSMs) called Distinguished Merging FSMs (DMFSMs) and showed that one can
construct a Preset Distinguishing Sequence (PDS) for a DMFSM with n states, p
input symbols, and r output symbols in time O(n4 + pn2) of length no longer than
O(n3). In this work, we improve the upper bound for the length of a PDS to (n −1)2,
and present an algorithm to construct such a PDS for a DMFSM in time O(n4+ pn2)

or in time O(rn3 + pn2).

Keywords Model-based testing · Finite-state machines · Preset distinguishing
sequence

1 Introduction

Testing is an important part of a development process of numerous reactive systems
in various areas such as sequential circuits, lexical analysis, software design, commu-
nication protocols, object-oriented systems, web services, and in many others [1, 3,
5, 6, 14]. However, testing is typically expensive, manual, and error-prone. This has
led to much interest in automating parts of testing and one of the most encouraging
approaches to automation is model-based testing (MBT). In MBT, the automation is
based on a model M (see, for example, [2, 4, 9]). The model might be a specification
of the required behavior of the system under test or it might represent some aspect of
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interest. Given a model M , there is the potential to automatically analyze M in order
to generate test cases and check that observed output is acceptable. Recent evidence
gathered in an industrial project involving hundreds of testers suggests that the use
of MBT can lead to significant benefits [9].

Most approaches to MBT typically use state-based models, where the semantics
of the model is described in terms of states and transitions between states. There
has thus been much interest in testing from finite-state machines (FSMs) (see, for
example, [5, 7, 8, 11, 17, 18]). While test tools might allow the user to use richer
languages, the models can usually be mapped to FSMs for analysis.

There have been many attempts to automatically generate test sequences from
FSM models of systems [17]. Among these testing methods, a particular set of
methods (e.g. [13]) are based on sequences called distinguishing sequences (DSs).
By usingDSs one can identify the current unknown state of the underlyingFSM.ADS
can be a preset or adaptive. If the input sequence is known before the experiment then
it is a Preset Distinguishing Sequence (PDS) and if the input symbol is decided after
the response of the FSM to the previous input then it is an Adaptive Distinguishing
Sequence (ADS). Lee and Yannakakis have reported that checking the existence of
a PDS is a PSPACE-complete problem, whereas checking the existence of an ADS
can be decided in polynomial time [16].

Therefore, one may argue that using an ADS is always preferable to using a
PDS [12, 13]. However, there may be cases where a PDS is preferable or the use
of an ADS may be impossible. For example, when one considers the use of an
ADS/PDS in isolation (not inside a test sequence) to identify the state of a black box
implementation, a PDS may allow the use of a simpler/cheaper test structure since
adaptivity is not required. Also in such a case, the use of an ADS may not be even
possible if there are timing constraints that cannot be met by using adaptive testing.
Therefore, we believe that the PDS generation problem is interesting from a practical
point of view as well.

Güniçen et. al. recently introduced a class of FSMs calledDistinguishing Merging
FSMs (DMFSM) [10]. For the practical relevance of DMFSMs, they examined the
ACM/SIGDA benchmark test suite consisting of FSM specifications ranging from
simple to advanced circuits obtained from the industry. They observe that among the
specifications in this benchmark set that possess a PDS, half of them are DMFSMs.
This observation validates that the class of DMFSMs is a practically relevant set of
FSMs. They also report that one can construct a PDS for a DMFSMwith n states and
p input symbols and r output symbols in time O(n4 + pn2) of length no longer than
O(n3). In this work, we improve these bounds and show it is possible to construct a
PDS for a DMFSM in time O(rn3 + pn2) or again in time O(n4 + pn2) with length
no longer than (n − 1)2.

The paper is structured as follows. We start in Sect. 2 by presenting formal de-
finitions of related terminology. In Sect. 3, we prove the main complexity results.
Finally, Sect. 4 draws conclusions and discusses possible future work.
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2 Preliminaries

A deterministic finite automaton (DFA) is defined as a 4-tuple A = (S, X, D, δ)
where S is a finite set of states, X is a finite set of input symbols, D ⊆ S×X is domain
of specification, and δ : D → S is a transition function. A deterministic finite-state
machine (FSM), on the other hand, is defined as a 6-tuple M = (S, X, Y, D, δ,λ)

where S is a finite set of states, X is a finite set of input symbols, Y is a finite set of
output symbols, D ⊆ S × X is a domain of specification, δ : D → S is a transition
function, and λ : D → Y is an output function.

The following definition apply to both DFAs and FSMs. When (s, x) ∈ D, the
(input) x is said to be defined at (state)s. When a DFA A (resp. an FSM M) is at
one of its states s, if an input x that is defined at s is applied, A (resp. M) performs
a transition to the state δ(s, x). For an FSM M , also the output λ(s, x) is produced
during this state transition. An input sequence x̄ = x1x2 . . . xk is said to be defined
at (state) s if there exists a sequence of states s1s2 . . . sksk+1 such that s = s1 and
for each i = 1, 2, . . . , k the input xi is defined at si and δ(si , xi ) = si+1. We use
Ω(s) ⊆ X� to denote the set of input sequences that are defined at s. For a given set
S′ ⊆ S of states,Ω(S′) denotes the set∩s∈S′Ω(s). ADFA A (resp. an FSM M) is said
to be completely specified if D = S × X . Otherwise it is called partially specified.
Partially specified DFAs/FSMs can be used as behavioral models of a system where
the behavior of the system is not defined for a certain state and a certain input. In the
context of our work, FSMs/DFAs are not used as language acceptors. Therefore, the
notion of initial and final states are not required in their definition.

A DFA A (resp. an FSM M) can be depicted as a directed graph G = (V, E)

where V = S, and (u, v) ∈ E if there exists an input x such that δ(u, x) = v. The
edges are labeled by the input symbols for a DFA and by the input/output symbols
for an FSM. Figures1 and 2 are examples of a DFA and an FSM, respectively.

For both DFA and FSM, the transition function is extended to sequences of inputs
(including the empty sequence ε) as usual in the following way: For a state s, an input

Fig. 1 An example DFA A0
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Fig. 2 An example FSM M0

s1 s2

s3 s4

b/0

a/0

a/1

b/1

b/0

a/1

b/1
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sequence x̄ ∈ X�, and an input symbol x ∈ X such that x x̄ ∈ Ω(s), δ̄(s, ε) = s,
δ̄(s, x x̄) = δ̄(δ(s, x), x̄). In the case of an FSM, the output function is similarly
extended and defined for the sequence x x̄ ∈ Ω(s) as λ̄(s, ε) = ε and λ̄(s, x x̄) =
λ(s, x)λ̄(δ(s, x), x̄). In remainder of the text (by abusing the notation), the symbols
δ and λ are used to denote δ̄ and λ̄, respectively. For a set S′ of states, we also
define δ(S′, x̄) = {δ(s, x̄) | s ∈ S′} and λ(S′, x̄) = {λ(s, x̄) | s ∈ S′} to extend the
transition and output functions to a set of states.

We will now give some definitions that apply only to FSMs. Note that in this
chapter, althoughwe consider partially specified automata, only completely specified
FSMs are considered. Therefore, the definitions below assume that D = S×X , hence
Ω(s) = X� for any state s.

Two states s and s′ of an FSM M are said to be equivalent if for all x̄ ∈ X�,
λ(s, x̄) = λ(s′, x̄). Otherwise, when there exists an input sequence x̄ such that
λ(s, x̄) �= λ(s′, x̄), s and s′ are said to be distinguishable. In this case, x̄ is called a
separating sequence of s and s′, or s and s′ are said to be distinguished (by x̄). M is
called minimal if for every two different states s and s′, s and s′ are distinguishable.
Since it is always possible to find an equivalent minimal FSM M ′ in polynomial
time, we only consider minimal FSMs in this chapter.

Definition 1 For an FSM M = (S, X, Y, δ,λ), a Preset Distinguishing Sequence
(PDS) of M is an input sequence D̄ ∈ X� such that for all states s, s′ ∈ S, s �= s′
implies λ(s, D̄) �= λ(s′, D̄).

Intuitively, a PDS D̄ is an input sequence such that D̄ is a separating sequence for
any distinct pairs of states, which implies that every state produces a unique output
sequence to D̄. For FSM M0 given in Fig. 2, aa is a PDS. It is clear that if M is
not minimal, there does not exist a PDS for M . On the other hand, even when M is
minimal, a PDS may not exist for M . Checking the existence of a PDS for an FSM
is known to be PSPACE-complete [16, 19].

For two different states s and s′ of an FSM, an input symbol x is said to be a
merging input for s and s′ if δ(s, x) = δ(s′, x). The input symbol x is said to be a
distinguishing input for s and s′ if λ(s, x) �= λ(s′, x).
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We now define an automaton AM (with a sink state) that captures separability
information for the pairs of states of an FSM M . The states of AM (except the
sink state) correspond to the unordered pairs {s, s′} of states of M . The sequence of
transitions from a state {s, s′} of AM to the sink state corresponds to a separating
sequence for the states s and s′.

Definition 2 Let M = (S, X, Y, D, δ,λ) be an FSM. The distinguishing automaton
(DA) AM of M is an automaton AM = (SA, X, DA, δA) which is constructed as
follows:

• SA = {{s, s′} | s, s′ ∈ S ∧ s �= s′} ∪ {q�}. Intuitively, the set SA consists of all
2-element subsets of S and an extra state q�.

• DA = {({s, s′}, x) | λ(s, x) �= λ(s′, x) or δ(s, x) �= δ(s′, x)} ∪ {(q�, x)|x ∈ X}.
In other words, an input x is not defined at {s, s′} if x is both merging and not
distinguishing for s and s′. For q�, (q�, x) ∈ DA for all x ∈ X .

• For an input symbol x that is defined at a state q ∈ SA, the transition function δA

is defined as follows:

δA(q, x) =

⎧
⎪⎨

⎪⎩

{δ(s, x), δ(s′, x)} if (q = {s, s′}) ∧ (λ(s, x) = λ(s′, x))

q� if (q = {s, s′}) ∧ (λ(s, x) �= λ(s′, x))

q� if (q = q�)

As an example, the DA for FSM M0 given in Fig. 2 is depicted in Fig. 3.
Even if M is completely specified, AM can be partially specified. This is due

to the fact that an input x is not defined at a state {s, s′} if λ(s, x) = λ(s′, x) and
δ(s, x) = δ(s′, x). Lemma 1 (the proof is available in Lemma 1 of [10]) explains
how the DA AM of M provides the separability information for the states of M .

Fig. 3 The DA AM of FSM
M0 in Fig. 2
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Lemma 1 Let M = (S, X, Y, D, δ,λ) be an FSM, AM = (SA, X, DA, δA) be the
DA of M, si and s j be two different states of M. For an input sequence x̄ ∈ X�,
λ(si , x̄) �= λ(s j , x̄) if and only if δA({si , s j }, x̄) = q�.

We now introduce the special class of FSMs that will be studied in this work.

Definition 3 An FSM M = (S, X, Y, D, δ,λ) is said to be distinguished merging
(DM) if for all states s, s′ ∈ S where s �= s′, and for all input symbols x ∈ X ,
δ(s, x) = δ(s′, x) implies λ(s, x) �= λ(s′, x).

Intuitively, an FSM M is DM if for any merging input x for states s and s′, x is
also a distinguishing input for s and s′. Hence, a merging input x for two different
states s and s′ is necessarily a distinguishing input for s and s′. We will call an FSM
which is a DM as DMFSM. FSM M0 given in Fig. 2 is a DMFSM.

In the rest of the paper, M = (S, X, Y, D, δ,λ) denotes a deterministic, com-
pletely specified and minimal DMFSM, AM = (SA, X, D, δA) denotes the DA of
M . We will refer to the components of M and AM (such as S, δA, etc.) without
explicitly recalling their definitions. We also consistently use n, p, and r to refer to
|S|, |X |, and |Y |, respectively.

3 Improved Upper Bound on the Length of PDSs

The following properties ofDMFSMs have been studied in [10]: (i) AM is completely
specified, (ii) M always has a PDS, and (iii) a PDS of length no more than (n3 −
3n2 + 4n − 2)/2 can be computed in time O(n4 + pn2). In this section, we present
an algorithm to compute a PDS for M in time O(n4+ pn2) or in time O(rn3+ pn2).
Furthermore, we show that the length of the PDS computed by the new algorithm
cannot be longer than (n − 1)2, which improves the upper bound provided by the
algorithm of [10].

The algorithm to compute a PDS is given as Algorithm 1. However, we first
introduce some notation that will be used and explain the approach of the algorithm.
We use the term “block” to refer to a set of states. For an input sequence x̄ , the set
of responses of the states in S to x̄ is λ(S, x̄). If two states si and s j give the same
response ȳ ∈ λ(S, x̄), this means x̄ cannot distinguish si and s j . We use Sx̄/ȳ to
denote the block that generates the output sequence ȳ when the input sequence x̄ is
applied. In other words, Sx̄/ȳ = {s ∈ S | λ(s, x̄) = ȳ}.

Suppose that an input sequence x̄ is applied to S, and two different states si

and s j produce the same response to x̄ . Since M is a DMFSM, we know that
δ(si , x̄) �= δ(s j , x̄). Let x̄ ′ be a separating sequence for δ(si , x̄) and δ(s j , x̄), i.e.,
λ(δ(si , x̄), x̄ ′) �= λ(δ(s j , x̄), x̄ ′). In this case, it is guaranteed that the combined
sequence x̄ x̄ ′ can separate si and s j , i.e., we have λ(si , x̄ x̄ ′) �= λ(s j , x̄ x̄ ′). This
means that even though x̄ cannot separate two states si and s j , it is always possible
to extend x̄ to a separating sequence for si and s j .
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Considering that an input sequence x̄ is applied to the states of M , the following
definition characterizes the entire separation information of the states of M after the
application of x̄ : π(x̄) = {δ(Sx̄/ȳ, x̄) | ȳ ∈ λ(S, x̄)}. Intuitively, for each possible
output sequence ȳ ∈ λ(S, x̄), there is a block B in π(x̄), corresponding to the states
(block) Sx̄/ȳ . Instead of the block Sx̄/ȳ , the block δ(Sx̄/ȳ, x̄) is kept in π(x̄), giving
directly the set of states yet to be separated by extending x̄ . When |π(x̄)| = n, x̄ is a
PDS which is shown by Lemma 2.

Lemma 2 For an input sequence x̄ , if |π(x̄)| = n then x̄ is a PDS for M.

Proof The cardinality of π(x̄) is equal to the cardinality of λ(S, x̄) since there is one
block in π(x̄) for each ȳ ∈ λ(S, x̄). Therefore |π(x̄)| = n implies |λ(S, x̄)| = n,
which means that there are n different responses from the states of M to x̄ . �

Note that the claim of Lemma 2 is valid for general FSM, even when M is not a
DMFSM. We also have the following property for the blocks generated by an input
sequence on the states of a DMFSM.

Lemma 3 For an input sequence x̄ ,
∑

B∈π(x̄) |B| = n.

Proof For two different states si and s j , if λ(si , x̄) �= λ(s j , x̄), then δ(si , x̄) and
δ(s j , x̄) are in different blocks of π(x̄). If λ(si , x̄) = λ(s j , x̄), then δ(si , x̄) and
δ(s j , x̄) are in the same block of π(x̄) but in this case δ(si , x̄) �= δ(s j , x̄), since M
is a DMFSM. Therefore, each state in each block of π(x̄) corresponds to a unique
state of M . �

Algorithm 1 computes a PDS D̄ iteratively by extending an input sequence x̄
progressively into an input sequence that can separate more and more states of S.
The algorithm terminates when the condition given by Lemma 2 is met. In each
iteration, the algorithm extends x̄ by appending a separating sequence for at least
one pair of yet to be separated states. Note that, for a block B in π(x̄)where |B| > 1,
there are at least two states si and s j yet to be separated. The algorithm picks such
a block B and two states si and s j in B, and extends the current x̄ by a separating
sequence for si and s j . In order to find a separating sequence for si and s j , Algorithm1
makes use of AM . For a pair of states si and s j , there exists a state q = {si , s j } in AM .
Based on Lemma 1, any input sequence x̄ such that δA(q, x̄) = q�, x̄ is a separating
sequence for si and s j . In order to keep the generated PDS short, Algorithm 1 prefers
shortest input sequence τ̄i, j that can take the state q = {si , s j } in AM to the state q�.

In the remaining of this section, we will show that (i) Algorithm 1 generates a
PDS for M , (ii) it can be implemented to run in time O(n4 + pn2) or O(rn3 + pn2),
and (iii) the length of the generated PDS is no longer than (n − 1)2.

Theorem 1 Algorithm 1 computes a PDS for M.

Proof Since M is deterministic, each state generates one output sequence as a
response to an input sequence x̄ . We obviously have |π(x̄)| = |λ(S, x̄)| ≤ n, for
any input sequence x̄ . It is clear from line 5 of the algorithm that the algorithm



332 C. Güniçen et al.

Algorithm 1: An algorithm to compute a PDS for a DMFSM
Input : A DMFSM M = (S, X, D, δ,λ)

Output: A PDS D̄ for M
begin

compute the DA AM of M ;1
for each state q = {si , s j } of AM , compute a shortest input sequence τ̄i, j such that2
δA({si , s j }, τ̄i, j ) = q�;
x̄ = ε;3
π(ε) = {S};4
while |π(x̄)| < n do5

let B be a block in π(x̄) with |B| > 1;6
let si and s j be two different states in B;7
compute π(x̄ τ̄i, j ) using π(x̄);8
x̄ = x̄ τ̄i, j ;9

return x̄ as D̄;10
end

terminates when |π(x̄)| ≥ n. Therefore, when the algorithm terminates wemust have
|π(x̄)| = n. Using Lemma 2, we can then state that when the algorithm terminates,
it returns a PDS.

Note that initially π(x̄) = {S}, hence |π(x̄)| = 1. We will now prove that the
algorithm terminates eventually by showing that in each iteration |π(x̄)| increases at
least by one (hence eventually reaches to n).

Consider an iteration of the algorithm where the states si and s j (belonging to
a particular block B of π(x̄)) are picked at line 7. The states si and s j correspond
to two different states s′

i and s′
j such that δ(s′

i , x̄) = si and δ(s′
j , x̄) = s j . We

also know that λ(s′
i , x̄) = λ(s′

j , x̄), since si and s j belong to the same block B
in π(x̄). The algorithm uses τ̄i, j to extend x̄ in this iteration. For τ̄i, j we know
that λ(si , τ̄i, j ) �= λ(s j , τ̄i, j ). This also means λ(s′

i , x̄ τ̄i, j ) �= λ(s′
j , x̄ τ̄i, j ). Hence the

states δ(s′
i , x̄ τ̄i, j ) and δ(s′

j , x̄ τ̄i, j )will be in two different blocks in π(x̄ τ̄i, j ), meaning
that there will be more blocks in π(x̄ τ̄i, j ) then we have in π(x̄). �

Wewill use the following lemma for the complexity analysis of Algorithm 1. The
lemma suggests two different implementation approaches. The running time of the
overall algorithm depends on the implementation approach used. A discussion on
which approach needs to be used is given in Sect. 4.

Lemma 4 For a given input sequence x̄ and an input symbol x, π(x̄ x) can be
computed from π(x̄) in time O(n2) or in time O(rn).

Proof We first show that for a block B in π(x̄), the blocks in π(x̄ x) that will be
created from B can be computed in O(|B|2) or in time O(r |B|). To obtain the time
O(|B|2), one can consider the pairs of the states in B and compare their responses
to the input symbol x , placing the states with the same response in the same block.
To obtain the time O(r |B|), one can first create an empty block By for each output
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symbol y ∈ Y . A state s ∈ B is placed into the block By iff λ(s, x) = y. After
processing all the states in B in this way, an empty block By is removed.

We now show the claim of the lemma easily in the following way. Each block
B ∈ π(x̄) is handled in one of the ways explained above. If we process the blocks
by pairwise comparison of the states, processing all the blocks in π(x̄) takes time∑

B∈π(x̄) O(|B|2) = O(n2) since
∑

B∈π(x̄) |B| = n by Lemma 3. If we process
the blocks by creating empty blocks for each output symbol, then processing all the
blocks takes time

∑
B∈π(x̄) O(r |B|) = O(rn), again using Lemma 3.

Theorem 2 Algorithm 1 can be implemented to run in time O(n4 + pn2) or in time
O(rn3 + pn2).

Proof Constructing AM requires O(pn2) time, since for each pair of states {si , s j },
and for each input symbol x , δA({si , s j }, x) needs to be computed. AM has O(n2)

states. Once AM is constructed, a backward breadth-first search from q� can be used
to compute the shortest path τ̄i, j from each state q = {si , s j } of AM to q�. Hence,
step 2 can also be implemented to run in O(pn2) time.

As shown in the proof of Theorem 1, |π(x̄)| = 1 initially, and |π(x̄)| increases
by at least one in every iteration, and |π(x̄)| = n when the algorithm terminates.
Therefore, the while loop at line 5 can iterate at most n − 1 times.

During an iteration of thewhile loop, we need to pick a block B of size greater than
1. This can be accomplished in time O(n) by going over the blocks of π(x̄) which is
known to have at most n blocks. After picking two states si and s j from B, deciding
τ̄i, j is just a lookup from the information recorded at line 2 of the algorithm. At this
point, we want to point out that the length of the sequence τ̄i, j cannot be longer than
n − 1, since for any two states si and s j of a minimal FSM M with n states, there
exists a separating sequence of length at most n − 1 (see e.g., [15]).

Themost costly step of the proposed algorithm is line 8. If τ̄i, j is an input sequence
of the form x1x2 . . . xk , one can first construct π(x̄ x1) from π(x̄), then construct
π(x̄ x1x2) from π(x̄ x1), etc. Using this iterative approach, computing π(x̄ τ̄i, j ) from
π(x̄) can be performed in at most n − 1 iterations, since |τ̄i, j | ≤ n − 1. Using
Lemma 4, this will take either O(n3) or O(rn2) time depending on the approach
used for Lemma 4.

The overall cost of an iteration of the while loop is therefore either O(n3)

or O(rn2), which makes the total cost of the while loop either O(n4) or O(rn3).
Therefore, the total time for the algorithm is either O(n4 + pn2) or O(rn3

+ pn2). �

Theorem 3 Algorithm 1 computes a PDS of length at most (n − 1)2.

Proof Algorithm 1 iterates at most n−1 times, extending x̄ by a separating sequence
of length at most n − 1 in each iteration (see the proof of Theorem 2).
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4 Concluding Remarks

For a DMFSM M with n states, p input symbols, and r output symbols, we presented
an algorithm to compute a PDS of M , which is guaranteed to compute a PDS of
length at most (n − 1)2, improving the current bound O(n3). We show that the
algorithm given in this chapter can be implemented to run in time O(n4 + pn2) or
in time O(rn3 + pn2). Depending on the relative values of n and r , one or the other
implementation approach can be preferred. For a class of DMFSMs with r = o(n),
Algorithm 1 can be implemented in time O(rn3 + pn2), which gives a better time
performance than the algorithm given in [10].

As a future research direction, it would be interesting either to show that the bound
(n − 1)2 is tight, or to find a lower and tight upper bound.
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Time Parallel Simulation for Dynamic
Fault Trees

T.H. Dao Thi, J.M. Fourneau, N. Pekergin and F. Quessette

Abstract Dynamic Fault Trees (DFT) are a generalization of Fault Trees which
allow the evaluation of the reliability of complex and redundant systems.We propose
to analyzeDFT by a new version of time-parallel simulationmethodwe have recently
introduced. This method takes into account the monotonicity of the sample-paths to
derive upper and lower bounds of the paths which become tighter when we increase
the simulation time. As some gates of the DFT are not monotone, we adapt our
method.

1 Introduction

Fault Tree analysis is a standard technique used in reliability modeling. Dynamic
Fault Trees (DFT) are an extension of Fault Trees to model more complex systems
where the duration and the sequences of transitions are taken into account. For a
presentation of DFTs, one can refer to the NASA presentation [6]. DFTs are much
more difficult to solve than static Fault Trees. Thus, new resolution methods have to
be proposed. Fault Trees are composed of a set of leaveswhichmodel the components
of the systems and some gates whose inputs are connected to the leaves or to the
outputs of other gates. The value of the leaves is a boolean which is True if the
component is down. The whole topology of the connection must be a tree. The root
of the tree is a boolean value which must be True when the system has failed. The
fault trees contain three types of gates: OR, AND, and K out of N (or voting) gates.
All of them are logical gates we do not present here. DFTs allow four new types
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of gate: priority AND (PAND), functional dependency (FDEP), sequential failures
(SEQ), and SPARE gates. We first present the 4 gates added in the DFT framework
and we introduce aMarkov model of such a system.We assume that the failure times
and the repair times follow exponential distributions. The four gates are:

• SPARE gate. It is used to represent the replacement of a primary component by
a spare with the same functionality. Spare components may fail even if they are
dormant but the failure rate of a dormant (λd) is lower than the failure rate of
the component in operation (λa). A spare component may be “cold” if its failure
rate is 0 while it is dormant, “hot” if the dormant has the same failure rate as an
operating one, and it is called “warm” otherwise.

• FDEP.TheFDEPgate has onemain input connected to a component or another gate
and it has several links connected to components. When the main input becomes
True, all the components connected by the links must become True, irrespective
of their current value.

• PAND. The output of the PAND gate becomes True when all of its inputs have
failed in a preassigned order (from left to right in graphical notation). When the
sequence of failures is not respected, the output of the gate is False.

• SEQ. The output of the SEQ gate becomes True when all of its inputs have failed
in a preassigned order but it is not possible that the failure events occur in another
order.

We assume that all the rates are distinct, therefore it is not trivial to lump the
Markov chain of the DFT. In some sense, we are interested to solve the hardest model
of the Markov chain associated to the DFT. We also assume that the graph of the
connection when we remove the FDEP gates is a tree: no leaves are shared between
two subtrees. TheDFT is represented by a function F (the so-called structure function
[5]) and vector (X1, . . . , Xn, W1, . . . , Wp) where n is the number of components of
the models (and leaves of the DFT) and p is the number of PAND gates in the model.
Xi represents the state of component i . It is equal to False (resp. True) when the
component is operational (resp. failed). Wk is associated to PAND gate with index
k. It is True if the first component fails before the second one. Function F applied
to state (X1, . . . , Xn, W1, . . . , Wp) returns True when the system is down and False
when it is operational. It is the value carried by the root of the DFT.

Due to these new gates, the static analysis based on cut sets and the Markov chain
approach are much more difficult to apply. New techniques have been proposed
(Monte Carlo simulation [8], process algebra [1]) but there is still a need for some
efficient methods of resolution for large and complex DFT. We advocate that we
can take into account the parallelism of our multicore machines and the monotone
properties of many DFT models to speed up the simulation and obtain quantitative
results in an efficient manner.

We make the following assumptions. The repairing rates do not depend on the
state of the system. It is equal toμi for component i . When the input of an FDEP gate
is repaired, it does not have any effect on the other components connected to the gate.
These elements which have failed due to an event propagated by a FDEP gate are
repaired independently after a race condition. Similarly, the components connected
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to a SEQ gate fail in a specified order but they are repaired in a random order due to
the race between independent repairing event. The chapter is organized as follows.
In Sect. 2, we present the time-parallel simulation approach and the method we have
proposed to speed up this technique when the system is monotone. In Sect. 3, we
show how we can adapt the methodology to DFTs.

2 Time-Parallel Simulation

We now briefly present Nicol’s approach for time-parallel simulation with iteration
to fix the inconsistency of the paths built in parallel [7] and our extension to speed up
the simulation of monotone systems [3, 4]. Let K be the number of logical processes
(LP). The time interval [0, T ) is divided into K equal intervals [ti , ti+1). Let X (t) be
the state at time t obtained through a sequential simulation. The aim is to build X (t)
for t in [0, T ) through an iterative distributed algorithm. For the sake of simplicity,
we assume that for all i between 1 and K , logical process LPi simulates the i th
time interval. The initial state of the simulation is known and is used to initialize
LP1. During the first run, the other initial states are chosen at random or with some
heuristics. Simulations of the time intervals are ran in parallel. The ending states of
each simulation are computed at the end of the simulation of the time intervals and
they are compared to the initial state we have previously used. These points must be
equal for the path to be consistent. If they are not, one must run a new set of parallel
simulations for the inconsistent parts using the new point as a starting point of the
next run on logical process LPi+1. These new runs are performed with the same
sequence of random inputs until all the parts are consistent.

Performing the simulation with the same input sequence may speed up the sim-
ulation due to coupling. Suppose that we have stored the previous sample-paths
computed by LPi . Suppose now that for some t , we find that the new point a(t) is
equal to a formerly computed point b(t). As the input sequence is the same for both
runs, both sample-paths have now merged: Thus, it is not necessary to build the new
sample-path. Such a phenomenon is defined as the coupling of sample-paths. Note
that it is not proved that the sample-paths couple and this is not necessary for the
proof of the TPS that it happens. Indeed round i , it is proved by induction on i that
LPi is consistent. Clearly, coupling allows to speed up the computations performed
by some LP and also reduces the number of rounds before global consistency of the
simulation. For instance, in the left part of Fig. 1, the exact sample-path is computed
after one round of fixing due to some couplings.

3 Improved Time-Parallel Simulation of Monotone DFT

We have shown in [3] how to use the monotone property exhibited by some models
to improve the time-parallel approach. First, we perform an uniformization of the
simulation process to obtain a discrete-time model because the approach is based
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on the Poisson calculus methodology [2]. We consider a Poisson process with rate δ

which is an upper bound of the transition rate out of any state: δ = ∑n
i=1(μi + λi ),

where μi is the reparation rate of component i and λi is the maximum of the failure
rates of component i .Most of the component has a unique failure rate but a component
connected to a warm or cold SPARE has two failures rates: one when is it dormant
and one when it is in operation. Note that these rates may also be 0 when we model a
cold SPARE or when the component is not repairable. The time instants tn are given
by this Poisson process and a random number un is used to draw the event which is
realized at time tn . Now we have to define the ordering.

Definition 1 (Ordering) We assume that False < True and we define the following
ordering on the states:
(Xa

1 , . . . , Xa
n , W a

1 , . . . , W a
p ) ≤ (Xb

1, . . . , Xb
n, W b

1 , . . . , W b
p) if for all i , Xa

i ≤ Xb
i

and for all j , W a
j ≤ W b

j . Note that it is not a total order.

Now we use an event representation of the model. Events are associated with
transitions. The basic events in the DFT is the failure and the reparation of any
component. Let e be an event. Pe(x) is the probability that event e occurs at state x
and e(x) is the state reached from state x when event e occurs. It is more convenient
that some events do not have any effect (for instance, the failure event will be a loop
when it is applied on an already failed component).

Definition 2 (Event monotone) the model is event monotone if for all event e, Pe(x)

does not depend on state x and for all event e, if x1 ≤ x2 then e(x1) ≤ e(x2).

We assume that the model is event monotone and that there exist two states Min
andMax which are, respectively, the smallest and the largest of all states.We perform
the time-parallel simulation as follows.We proceed with an initial run and with some
runs for fixing the paths using the same sequence of random variables as in the first
run. During the first run, we build two simulations on each processor (except the first
one), one initialized withMin and another one withMax. The first process receives as
usual the true initialization of the simulation process.As themodel is eventmonotone,
if both sample-paths couple (as within LP3 in the right part of Fig. 1), we know that

timeP1            P2             P3               P4              P5

A

B

timeP1            P2             P3               P4              P5

A3

Fig. 1 Left TPS, coupling and fixing the sample-path. Right TPS of monotone systems with two
bounding sample-paths and coupling. In both cases, the simulation is performed on five processors
and the initial paths are in black while the correction step is in dotted red lines
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the following of the paths does not depend on the initial state. When the paths do not
couple, we obtain new upper and lower bounds for the next run (for instance in the
right part of Fig. 1 the second run on LP3 uses the new bounds obtained by LP2 at
the first run).

The improved version has three main advantages: first, at each iteration we have
upper and lower bounds of the exact path, second the coupling of some paths give
some correct information on the future and the time for correction decreases, and
third at each iteration of the correction process the bounds become more accurate,
see [4] for more details.

As noticed in [9], PAND gates are more complex to deal with than the other parts
of a DFT. Let us first consider a PAND gate of two inputs, A and B. It is represented
by vector (X A, X B, W1).

Property 1 The PAND gates is not event monotone.

Proof Consider states (F, F, F) and (F, T, F). We clearly have
(F, F, F) ≤ (F, T, F). Assume that event “failure of component A” occurs. The
states become, respectively, (T, F, T ), and (T, T, F). But (T, F, T ) ≤ (T, T, F)

does not hold. The model of a PAND gate is not event monotone.
To consider DFT with some PAND gates, we will need a more complex method

that we will briefly introduce in the conclusions. Until then, we only consider DFT
without PAND gates.

Property 2 The structure function of a Dynamic Fault Tree which does not contain
PAND gates is non decreasing.

Proof Due to the tree topology, it is sufficient to prove that the output of an arbitrary
gate or the links connected to a FDEP gate are not decreasing with the inputs of
the gates. The structure function associated with static trees are nondecreasing with
the ordering we consider. Thus, we just have to consider the three new gates: SEQ,
SPARE and FDEP. For the structure function, SPARE and SEQ gates are similar to an
AND gate. They only differ by the rates of the transition which are state dependent.
The FDEP gate is a synchronization failure of several components. It changes the
state x but it does not appear in function F . The structure function is not decreasing.

Definition 3 Let x = (X1, ..., Xn) be an arbitrary state, we denote by x � 1i the
state y = (Y1, ...Yn) such that Y j = X j for all j �= i and Yi = T rue. Similarly,
x � 0i is defined by Y j = X j for all j �= i and Yi = False.

Property 3 The model of a Dynamic Fault Tree which does not contain PAND gates
is event monotone.

Proof We have two families of event: failure and repair. We must check two condi-
tions: the probability must be constant and the state reached after the occurrence of
an event must be comparable if there were comparable before.
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• Repairing of component i : The rate is μi . Thus the probability of repairing com-
ponent i is μi/δ, which does not depend on the state.
Now consider two states x and z such that x ≤ z. Thus, X j ≤ Z j for all j . We
reached states u and v from states x and z after the occurrence of event. Clearly, we
get: U j = X j ,∀ j �= i and Ui = False and Vj = Y j ,∀ j �= i, and Vi = False.
Therefore, u ≤ v. The event is monotone.

• Failure:Wehave a problemwith components acting as a cold orwarmspare. Indeed
they do not have the same failure rates when they are dormant or inactive. Thus, we
decompose the event in the following way. We consider a SPARE gate with only
two components: a primary component A and a spare B. We decompose the event
“failure of B” into two events f 1 and f 2. f 1(x) is the failure when component i

is dormant: Pr(event f 1) = λd
i
δ
, and f 1(x) = x � 0i . f 2(x) is the extra failure

event. It only occurs when component i is active, Pr(event f 2) = (λa
i −λd

i )

δ
, and

f 2(x) = x if x j is False and f 2(x) = x � 0i if x j .
Clearly event f 1 is monotone. Indeed, if x ≤ z then x�0i ≤ z�0i . Now consider
event f 2. Assume that x ≤ z. If the primary component associated to spare i is
down at state x, it also holds for state z because Xi ≤ Zi . Therefore, event f 2 has
the same effect on states x and z. As x � 0i ≤ z � 0i , the result holds in that case.
If the primary component is up at state x, we have f 2(x) = x. And z ≤ f 2(z) as f 2
is a failure event. Finally, f 2(x) = x ≤ z ≤ f 2(z), and we get: f 2(x) ≤ f 2(z),
the result holds as well.
Due to the former properties, one can perform an improved time-parallel simula-

tion for DFT without PAND gates using the approach published in [4].

4 Some Results and Some Improvements

Wegive preliminary results on the coupling timeof the simulation.Wehave simulated
a large DFT with 1,000 leaves. We restrict ourselves to DFT without PAND gates
as mentioned earlier in the chapter. We have assumed that the average repair time is
always 10 times smaller than the time between failures. The failure rates are all equal
to simplify the generation of the test. We present in Fig. 2 the sample-paths of the
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Fig. 2 Left upper and lower paths for a DFT with 1,000 leaves without PAND and FDEP gates.
Right Difference in the number of failed components in upper and lower paths, in logarithmic scale
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Fig. 3 Upper and lower paths for a DFT with 1,000 leaves and 20 FDEP gates connected to 100
random leaves

upper and lower bounds. We observe that the coupling of the paths occur after 6,900
time units. Here the coupling is defined by the property that all the components of
the DFT are in the same state for the upper and the lower paths.

We have ran 500 independent experiments on random DFT with the same size
to obtain an estimate of the expectation of the time before coupling which is equal
to 7,400 time units. We represent in the right part of Fig. 2, in logarithmic scale,
the difference in the number of failed components between the upper and the lower
paths. Clearly, the figure shows a geometric convergence.

We now show the impact of the FDEP gates. We still consider DFT with 1,000
leaves. The FDEP gates are randomly assigned on the leaves. We have assumed very
large output gates for the FDEP to emphasize the effect. As it can be seen in Fig. 3,
the sample-path is less regular and the occurrence of an FDEP has a visible impact
on the path. Furthermore, the mean time before coupling is smaller.

We now extend our approach to consider PAND gates. We use the same technique
already known for static Fault Trees with repeated events. When we repeat an event,
the topology is not a tree anymore as there exist two paths from the leaf to the root.
Typically, when the number of such leaves is small, one can solve the model after
conditioning on the states of the leaves. But for numerical computations we have
to consider 2m subtrees if there are m multiconnected leaves in the FT. We use the
same idea, the PAND gates are simulated first and their results are inserted in the
simulation as they are replaced by a virtual component. We decompose the DFT
into subtrees. Each subtree is rooted by a PAND gate. We compute S the sum of the
probability of the events occurring in the subtrees. Now, we change the initial step
of the simulation. When we draw the random number, we check if un < S. In that
case we trigger the event in the subtree and we compute the value of the PAND gate.
If un > S, we just write un into the sequence. Then, we can begin a simulation with
the PAND gate replaced by a component whose instants of failure and repairing have
already been computed. This second part of the simulation may be performed in a
time-parallel manner as formerly presented.
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On Performance Evaluation of Loss-Based
Overload Control Mechanism in Signaling
System with SIP Protocol

Halina Tarasiuk and Jan Rogowski

Abstract In this paper, we compare two approaches of deploying a loss-based over-
load control mechanism in a signaling system with the SIP protocol, hop-by-hop, and
end-to-end. For deploying these mechanisms, we propose a simple, non-preemptive
priority queueing scheme for a SIP server. In this scheme, overload control messages
receive high priority while other signaling messages are served with a low priority.
This approach allows effective support of performance of the loss-based overload
control mechanism in the system. To get knowledge about advantages of the pro-
posed solution, we compare both approaches (hop-by-hop and end-to-end) with a
system without overload control. The measured performance metrics are related to
average call setup time and goodput.

Keywords SIP protocol · Signaling system · Overload control mechanisms

1 Introduction

Nowadays, we can observe many efforts to deploy the Next Generation Networks
(NGN) architecture in operational telecommunication networks [3]. ITU-T recom-
mendations of the architecture and IETF specifications of signaling protocols allow
us to implement a comprehensive signaling system to support quality of service in
the network [8]. In addition, algorithms and methods such as admission control,
resource allocation and provisioning, developed for voice over IP or IPTV services
are available. However, based on our best knowledge, the still-missing element is how
to deploy overload control mechanisms in a signaling system to protect application-
signaling entities from overload. A commonly known application-signaling protocol
is Session Initiation Protocol (SIP) [11]. SIP allows us to establish, modify, or release
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connections, e.g., for voice over IP applications. Therefore, we expect that a signal-
ing system with SIP should offer the same level of overload control as in PSTN [4].
According to ITU-T recommendation [7], mean setup time for local calls should be
not greater than 5 s and for international calls not greater than 8 s under normal net-
work load conditions. On the one hand, signaling systems are provisioned for these
normal load conditions; on the other hand, in real networks, there are periods of time
when servers could be overloaded. We expect that even in overload conditions, new
calls will still be accepted, and the call setup time will be according to requirements
for PSTN networks. Moreover, we expect that the call acceptance rate should be
close to the acceptance rate of systems under normal load conditions. However, it
would be very difficult to obtain, since rejecting calls also requires some processing
power.

There are many studies and activities, e.g., in IETF on overload control mech-
anisms in signaling systems with SIP. In [5], authors discuss models and design
aspects of overload control. This document provides a good summary of the over-
load control mechanisms and the possibilities of their implementation considered in
the literature. It also defines performance metrics. In our chapter, we follow notions
assumed in this document.

Based on the current state-of-the-art technology, in our work,1 we provide an
extensive performance evaluation study on a loss-based (loss percentage) overload
control mechanism. This mechanism seems to be the simplest one to implement in
signaling systems [5]. The other mechanisms, such as rate-based [9, 10, 12], window-
based [9, 12], and signal-based [2] require more complex processes in signaling
entities, e.g., monitoring the number of sending entities. Moreover, these mechanisms
provide customized fairness [12], which is rather not preferred in public networks.
Loss-based overload control supports basic fairness; it means that each call in the
system has the same chance of acceptance.

The main work related to our studies is [6]. In this chapter, the authors provide
studies on two approaches to overload control mechanisms, hop-by-hop and end-
to-end. Comparing with the above, we propose a simple non-preemptive priority
queueuing scheme for handling overload control messages with the highest priority
and other SIP messages with a lower priority. This scheme allows for the protection
of SIP servers from handling signaling messages, which will be dropped, e.g., in
the next SIP server. In our case, this priority queueing mechanism is also considered
for both evaluated loss-based, overload control mechanisms hop-by-hop and end-
to-end. In [6], the authors only compared end-to-end and hop-by-hop mechanisms
in a simple bottleneck topology. In our chapter, we provide more detailed studies
enhanced through more complex topologies. Moreover, in [6] the authors use a
more complex priority scheme due to stateful implementation of SIP server and
local overload control approaches. The authors assumed the lowest priority for local
overload control. In our studies, loss-based overload control algorithms allow only
10 % load reduction in single feedback messages. Therefore, we argue that high

1 This work is partially funded by Polish Ministry of Science and Higher Education, under contract
number N N517 385838 “Modeling and analysis of signaling in QoS Internet”.
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Fig. 1 General overload
control system model

priority for handling overload control messages allows for faster reactions and thus
prevents the server from overloading.

In [1] the authors provide the modeling of hysteretic signaling load control in
NGN. However, they focus only on a simple FIFO queue with some thresholds for
handling overload control messages.

The chapter is organized as follows: Section 2 describes the considered signaling
system with SIP. Section 3 provides the results of performance evaluation studies.
Section 4 concludes the paper.

2 Signaling System with SIP

Based on [5], we assumed a signaling system model with an overload control mech-
anism illustrated by Fig. 1. In this model, each two SIP servers (the sending entity
and receiving entity) can be logically defined as following.

The SIP processor processes SIP messages and this component is protected from
overload. Monitor, control function, and actuator are a part of the overload control
layer. The monitor measures the SIP processor occupancy and sends sample S to the
control function. The control function determines if an overload has occurred and
whether a throttle T needs to be set to reduce the load. The control function on the
receiving entity sends feedback F to the control function in the sending entity. In a
loss-based mechanism, the control function on the sending entity may be omitted
and feedback F can be used as throttle T for the actuator.

Figure 2 presents the assumed SIP model. In this model, end users are represented
by User Agents (UAs). The session is established between the User Agent Client
(UAC) and the User Agent Server (UAS). SIP messages typically traverse multi-
ple SIP servers, whose main purpose is to route SIP messages. Initialization of a
session begins with the UAC sending an INVITE message. UAS receives INVITE
and responds with RINGING to indicate that the user has been alerted and OK to
inform that the user has accepted the call. The UAC confirms receipt of OK by
sending an ACK message, which ends the SIP three-way handshake. Call release
is done by sending a BYE message, which is confirmed by an OK message. SIP
uses 503-service unavailable messages to reject calls. When the SIP server receives
an INVITE message and wants to reject that call, it simply drops the INVITE mes-
sage and generates a 503-service unavailable message; this message is routed to the
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Fig. 2 SIP call flow

edge router and informs the user about the rejected call. We assume that the SIP
servers are stateless, thus there is no 100-TRYING message in the call flow. We have
implemented retransmission and timeout timers for invite and noninvite transactions
(timers A, B, E, and F). In Fig. 2, invite transaction is marked with a continuous line
and noninvite transactions are marked with a dotted line.

2.1 Overload Control Mechanisms

In a SIP signaling system, there is usually more than one SIP server on the path from
source to destination. Thus, there are many ways of deploying the overload control
components, monitor and actuator. In a hop-by-hop implementation, the monitor
is located in the SIP server and corresponding actuator is in its direct downstream
neighbor (see Fig. 3a). Therefore, there are independent overload control loops for
each two neighboring SIP servers. Each SIP server throttles load that would other-
wise overload its upstream neighbor. End-to-end implementation takes advantage of

Fig. 3 a—hop-by-hop overload control, b—end-to-end overload control
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multiple monitors providing overload control feedback to the actuator; there is an
overload control loop along the entire path from source to destination. The point is
to throttle the traffic as close to an ingress server as possible. Actuators are located at
ingress servers and each SIP server provides overload control feedback to all actu-
ators (see Fig. 3b). This allows it to throttle traffic on the first SIP server and not to
use the server’s resources to process messages that would be rejected.

The actuator can throttle traffic only if it knows that the request will eventu-
ally be forwarded to an overloaded server. Since routing is performed by each SIP
server independently, the major difficulty is that the ingress server needs to know the
whole path to the destination. One possible solution is to implement an end-to-end
mechanism in a tightly controlled system with statically set routing [5].

For monitoring, we use an occupancy algorithm [6]. In each interval Tm the
monitor measures server’s SIP processor occupancy. It is averaged by the EWMA
algorithm with weight w. The load reduce factor ϕ according to Eq. (1) is sent to the
actuator each Tf interval.

ϕ = ρtarget

ρm
, (1)

where ϕ—load reduce factor, ρtarget—desired utilization, ρm—measured utilization.
When the actuator receives feedback, it adjusts rejection factor p accordingly (2).

p =

⎧
⎪⎨

⎪⎩

1 when p · ϕ > 1

pmin when p · ϕ < pmin

p · ϕ in other cases

(2)

where p denotes INVITE rejection probability. Throttling requests are performed by
a percent-thinning algorithm.

2.2 Model for SIP Server

We model the SIP server as a non-preemptive priority queueing (PQ) scheme with
two finite queues with size B1 and B2, respectively, and a single server (see Fig. 4).
The low-priority (LP) queue is dedicated for SIP messages and the high-priority (HP)

Fig. 4 SIP server model
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queue is for overload control feedback messages. Both queues are served according to
the FIFO discipline. The server has the same processing rate (Cpr) for both INVITE
and non-INVITE messages. When the SIP server rejects a new request (INVITE
message), it only takes a part of the time it would otherwise have taken to process
this message (resolve SIP URI—Uniform Resource Identifier).

Rejecting rate (Crej) is the number of messages per second a SIP server can reject
by generating a 503-service unavailable message [11].

2.3 Model for UAs

Each new request is generated by a new instance of UAC. These requests are gen-
erated with a rate of λ requests per second according to the Poisson process. New
requests are uniformly distributed over all MGs (media gateway) which aggregate
UAs. SIP events were modeled based on [11]. The call holding time is the amount
of time UAC waits until it begins call release. The call holding time is described by
the exponential distribution with a mean value of 3 min.

3 Performance Evaluation

In this section, we present results for the goodput performance evaluation of the
loss-based overload control mechanism. We investigate hop-by-hop and end-to-end
performance in two complex topologies.

Based on the presented system model (see Sect. 2), we developed a discrete event
simulator to evaluate performance metrics of SIP signaling systems. For this purpose,
we define goodput as a total rate of calls per second (cps), which were terminated
by users in the system (which completed whole sequence illustrated in Fig. 2). The
offered load is the mean number of new requests per second that have arrived at the
system.

We begin our performance evaluation studies with the topology illustrated in
Fig. 5. It is the simplest topology with network diameter D = 3, in which the overload
server can be two hops away from ingress servers. We assumed two ingress servers

Fig. 5 Network topology 1
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Fig. 6 Goodput as a function of offered load—network topology 1

to cause overload of SIP server 4 without, potentially, overloading the first two edge
servers. In this scenario, we evaluate performance of a hop-by-hop approach. More
precisely, the topology consists of 3 edge servers (SIP servers 1, 2, and 4) and one core
server (SIP server 3). Edge servers have a processing rate of 300 messages per second
and rejection rate of 1,200 messages per second, while the core server has processing
rate of 480 messages per second and rejection rate of 1,500 messages per second.
Buffers are set to B1 = B2 = 60 messages for all servers. Parameters for the loss-
based algorithm were set to Tf = 400, Tm = 200 ms, w = 0.8, ρtarget = 0.95. We
chose to increase delay between feedbacks to decrease overhead caused by processing
these messages (they are served with high priority). We increase weight in which
new measurements are treated to compensate for that change.

Figure 6 illustrates evaluation results for a system with no overload control, hop-
by-hop, and end-to-end loss-based overload control. One can see that the system
with no overload control mechanism becomes congested as soon as the offered load
reaches the server call processing rate (approx. 50 calls per second) resulting in
a goodput drop. On the one hand, we may expect that hop-by-hop mechanisms
generally perform well when the overloaded server is one hop away from the ingress
server (e.g., if SIP server 3 would be overloaded). On the other hand, end-to-end
mechanisms show their advantage in cases when the overload server is more than
one hop away from the ingress server. Figure 6 shows that at a certain load, hop-
by-hop goodput begins to drop. That is because servers 1 and 2 are not aware of
overload of server 4 so they forward messages, which are going to be rejected anyway.
Moreover, they process server 3’s rejected messages (503-service unavailable) which
also increases overhead. End-to-end mechanisms perform well at any load because
new calls are rejected at ingress servers (as SIP server 1 and 2) which, by better
resource usage, provides the best results.

Figure 7 presents network topology in which the next scenario has been evaluated.
In this test, we show that the point at which hop-by-hop performance drops is indeed
dependent on ingress servers’ overload. We uniformly distributed traffic load between
four edge servers and thus we caused less load to be handled by each server, which
delayed goodput drop. Edge servers have a processing rate of 300 messages per
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Fig. 7 Network topology 2

second and rejection rate of 1,200 messages per second, while the core server has
a processing rate of 480 messages per second and rejection rate of 1,500 messages
per second. Buffers are set to B1 = B2 = 60 messages for each server. Again,
parameters for the loss-based algorithm were set to Tf = 400, Tm = 200 ms, w =
0.8, ρtarget = 0.95.

Figure 8 illustrates goodput characteristics for the system with no overload con-
trol, hop-by-hop and end-to-end loss-based overload control. Similar to the previous
scenario, the system with no overload control mechanism becomes congested when
offered load exceeds the server’s processing rate (approx. 50 calls per second). Hop-
by-hop and end-to-end mechanisms are on par until a certain point. This is when the
ingress server becomes overloaded.
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That is because edge (ingress) servers process messages that are going to be
rejected and additional overhead is added from processing rejected messages from the
core server (which reject messages for overloaded server 6). With topology illustrated
in Fig. 5 where there are only 2 ingress servers, the system becomes overloaded by a
lesser value of offered load (see Fig. 6). This is because the offered load is distributed
over 2 servers, which cause more overhead to each than it would cause if there were
4 ingress servers like in this scenario (see Fig. 7).

4 Summary

The paper provides comprehensive studies on loss-based overload control mech-
anisms in a signaling system with SIP. In the paper, we proposed a simple, non-
preemptive priority queueing scheme for handling overload control messages with
high priority in the signaling servers. Moreover, we compared two approaches of
deploying overload control. They were hop-by-hop and end-to-end. We obtained
our results for two complex topologies in which we demonstrated performances
of the considered approaches. Based on simulation results obtained for the above-
mentioned topologies, we conclude that a signaling system with a loss-based end-to-
end overload control mechanism performs better than hop-by-hop and protects the
system from overloading.
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Improving Event Recognition Using Sparse PCA
in the Context of London Twitter Data

Theo Pavlakou, Arta Babaee and Moez Draief

Abstract Motivated by some of the recent work based on using sparse principal
component analysis to analyse social media, we propose an improvement which
involves altering the input data matrices by considering what relationships they rep-
resent. Accordingly, we confirm our result by using Twitter data from London in the
year 2012 as a medium to demonstrate on. Various alterations are made to the data
matrix obtained from this data and the resulting matrices are then passed through
a sparse principal component analysis algorithm. The resulting outputs are then
analysed and it is shown that indeed the results do differ, with one particular varia-
tion consistently outperforming the rest. Our results are especially of interest when
the data to be analysed can be represented by a binary matrix of some sort, e.g. in
document analysis.

1 Introduction

Principal Component Analysis (PCA) is a mathematical technique concerned with
finding linear combinations of the features in a set of features which lead to the
highest variation in the outcomes, which leads to the highest information gain. The
problem with PCA is that it can be hard to interpret its results since the size of
the vector that is returned by it could be immense in length, with only a fraction
of the entries being of significance. This has led to the creation of algorithms that
return sparse representations approximating the principal components, which lead
to results that are much easier to interpret. These will be referred to as Sparse PCA
algorithms in this chapter.

Much work has been done in this area [1–4] and plenty others have created or
improved existing algorithms to retrieve sparse principal component like vectors.
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This chapter aims to focus on binary data and show that with knowledge of what
the data represents beforehand, the data can be preprocessed in such a way that
improves the output of these algorithms. The data used is a batch of Tweets from
London throughout the year 2012.1 The data was parsed and turned into a binary
matrix, as is done in [6] and the same algorithm is used to be able to compare the
results. The difference lies in the fact that the matrix to be given as an input to the
algorithm will be changed. We will give reasons as to why the resulting matrix is
a better choice as an input, for binary data matrices, with backing from empirical
results using real data.

The structure of this chapter is as follows: in Sect. 3 the sparse principal component
analysis algorithm that is used for the data analysis is explained. In Sect. 4 various
modifications are made to improve the algorithm’s performance. Testing is done
on real Twitter data and the results are analysed. Finally, in Sect. 5 the results and
analysis are discussed and further work is proposed.

2 Notation

Throughout the remaining sections, the following mathematical notations will be
used. S ∈ Z

∗m×n is the data matrix consisting of m data points (in the specific case
considered in depth in this paper, the Tweets) evaluated on n features (words), with
[S]i, j = 1 when Tweet i contains word j and zero otherwise. Likewise, the variable
m is reserved for the number of Tweets and n for the number of words. A ∈ Z

∗n×n is
equal to ST S and this corresponds to the co-occurrence matrix of S. vi is to be used
for the eigenvector with the i th largest eigenvalue, correspondingly denoted by λi .
Both ‖x‖ and ‖x‖2 denote the l2 norm of a vector, defined as

√
xT x and ‖x‖0 denotes

the l0-cardinality of a vector, defined as the number of non-zero elements in it. [x]i

denotes the i th element in a vector and similarly [A]i, j denotes the element specified
by the i th row and the j th column. For a matrix, ‖A‖F defines the Frobenius norm,

defined as
√∑m

i=1
∑n

j=0 [A]2i, j .

3 Sparse PCA Through Low-Rank Approximation Algorithm

Sparse PCA algorithms aim to deliver similar results to PCA, but with the difference
that they give rise to principal components that only have few non-zero entries. The
reason sparsity is desired in the eigenvectors is because sparse approximations of the
eigenvectors are useful for interpreting data that have large dimensions. The equation
to be solved resolves to:

v1 = argmax
‖x‖22=1,‖x‖0=k

(
xT Ax

)
, (1)

1 This is the same data which was used in [5].
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where ‖x‖0 is the l0-cardinality of x i.e. how many non-zero elements x has. This is
where Sparse PCA algorithms come in.

The algorithm used here to demonstrate the results is borrowed from [6] and is
explained briefly in the following sections. It has been chosen as the authors of [6]
use Twitter data to demonstrate its effectiveness and so, taking into account their
results also, it provides a fair means for comparison.

3.1 Sparse PCA Algorithm

We assume that a rank d approximation of the co-occurence matrix, Ad, is arbitrarily
close to the original based on the Forbenius norm. This can then be expressed as:

Ad =
d∑

i=1

λi vi vT
i .

The basic principle behind this algorithm is that the sparse approximation to the
first principal component can be found by calculating the eigenvector x∗ with the
largest eigenvalue for all the possible k× k submatrices of A. This then leads to
finding

(n
k

)
possible sparse eigenvectors which would be quite wasteful since there

will be a need to find O
(
nk

)
eigenvectors, where k is the sparsity of the eigenvector,

i.e. howmany elements of the vector are non-zero. In [6], it has been shown that only
O

(
nd

)
candidates need to be examined though and since d < k typically, this means

that the time complexity can be reduced significantly. This reduction is the result of
the Spannogram algorithm which is also described by the authors and the resulting
time complexity turns out to be O

(
nd+1 log(n) + ndk2

)
. Depending on the structure

of the matrix Ad, either one of the terms could prevail.

3.2 The Spannogram Algorithm

The Spannogram algorithm aims to eliminate any candidates for the sparse eigenvec-
tors which are redundant to calculate. This can be demonstrated by taking a Rank-1
matrix and solving the equation

max
‖x‖22=1,‖x‖0=k,x∈Sk

(xT A1x),

where Sk is the set of all k-sparse vectors in Z∗n . The solution turns out to be:
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max
‖x‖22=1,‖x‖0=k,x∈Sk

λ1

(
vT
1 x

)2 = max
‖x‖22=1,‖x‖0=k,x∈Sk

λ1

(
n∑

i=1

[v1]i [x]i

)2

.

Therefore, it can be seen that just by keeping the k entries with the largest magnitude
and making all the other entries equal to 0 in x, will satisfy the equation above and
finding the solution turns out to be trivial.

For the case where d > 1, what the algorithm essentially does is to transform the
problem into many Rank-1 case problems and solve them to find the best solution.

The eigenvectors of Ad, can be represented as,

Vd = [√λ1v1, . . . ,
√

λdvd ],

max
‖x‖22=1,‖x‖0=k,x∈Sk

xT Adx = max
‖x‖22=1,‖x‖0=k,x∈Sk

‖VT
d x‖22.

Consider a vector, c ∈ R
d such that ‖c‖2 = 1, which is a function of some vector

φ and the elements in it are sinusoids taking as arguments the elements in φ, where
each φi ∈ (−π

2 , π
2

]
. The equation is then transformed into a Rank-1 instance by

creating the vector uc = udc to give

max‖c‖2=1

(

max
‖x‖22=1,‖x‖0=k,x∈Sk

(
vT

c x
)2

)

. (2)

When c is fixed there is a simple trivial solution to Eq.2.Note that there is no actual
need to calculate the actual value of the vc for each φ to find the candidate indices
for the k-sparse eigenvectors only the relative magnitudes between the different
entries in vc must be taken into account. The relative magnitudes will only change at
intersection points between the sinusoids, and therefore, only for these points must
a candidate eigenvector indices actually be tested. This reduces the computation
to O

(
nd

)
instead of O

(
nk

)
. A more thorough description and justification of the

algorithm can be found in [6].

4 Improving the Performance of the Spannogram PCA
Algorithm

In this section we show howwe can further improve the Spannogram PCA algorithm
by showing results using real-life data.
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4.1 The Data Matrix: S

Let thematrix returned by the Twitter parser be S ∈ Z
∗m×n , wherem is the number of

tweets andn is the number ofwords in the bagofwords. Typically, it is expected that in
this application m � n, i.e. there are many more data points than the dimensionality
of the data. For the matrices considered in this paper, m ≈ 40, 000 and n = 3,000.
This is created almost identically to that in [6], i.e. words with less than 3 characters
are omitted, common words such as “him” and “that” which convey little to no
information are also filtered out.

4.2 The Co-Occurrence Matrix: A

A is thematrix that is of interest in this paper as it determines what sort of relationship
the words appear to have with one another. This can be seen since the initial matrix
is given by A = ST S and can be viewed as the weighted adjacency matrix of an
undirected graph with each vertex being a word and each edge weight being the
total number of times that word appears with the word represented by the connecting
vertex over all the Tweets. The element [A]i, j is the total number of times word i
appears with the word j in the set of Tweets being considered and any number on
the diagonal, [A]i,i , is the total number of times word i appears.

In this section, variations of the matrix are considered and evaluated against each
other. All testing is done by splitting the Twitter data into periods of roughly a day’s
worth of data, and this gives about 40,000 Tweets (m) and 3,000 words (n). The
Spannogram Algorithm is run on each of the matrices using the same parameters in
each case2 and the first 8-sparse PC is computed.

The algorithm is tried on the initial co-occurrence matrix and 3 variants of it and
the results are then analysed.

4.2.1 The Hollow Matrix: Ah

In the initial matrix the diagonal represents the number of times each word appears
in total, regardless of any relation to the other words i.e. each node has a link to itself,
with the highest weighting. This means that words that occur very frequently have
very large values on their diagonal, regardless of how they relate to other words,
which can be misleading when taking the eigenvalues of the matrix, since words that
may not have been filtered out of the bag of words, such as “haha” or “this”, may
appear very frequently but not have a distinct pattern as to the sorts of words they
pair with most frequently. Since the whole point of the sparse principal components
is to find a relationship of a few words together, it is only natural to want to prevent
this. The matrix A, therefore, is substituted for Ah where for each of its elements,

2 Using a rank 2 approximation.
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[Ah]i, j , it takes the value

[Ah]i, j =
{

[A]i, j if i �= j

0 if i = j
. (3)

4.2.2 The Weighted Laplacian Matrix: Al

The Laplacian of a graph is a useful representation of it and is very useful in
applications involving Spectral Graph Theory and Partial Differential Equations.
Al of a graph is given by the following equation:

Al = D − B. (4)

Here D is the degree matrix of the graph, which is a diagonal matrix and each
element j on the diagonal is the sum of the weights of the edges that are connected
to the vertex representing word j . B is the weighted adjacency matrix and is equal
to ST S. More about the Laplacian is explained in [9].

4.2.3 The Weighted Laplacian of the Hollow Matrix: Alh

This time the Laplacian matrix is created using the graph represented by the hollow
matrix, Ah described above, i.e. there are no edges from a word to itself.

Table 1 The words associated with the first principal component of Twitter data during the period
23rd September 2012 to the 24th September 2012 using the Spannogram Algorithm on the variants
of the co-occurrence matrix

Matrix A Matrix Ah Matrix Al Matrix Alh

Index Word Index Word Index Word Index Word

1 haha 121 Terry 12 Them 5 Still

7 Yeah 120 John 68 Their 3 Night

3 Night 321 International 10 Great 7 Yeah

5 Still 908 Retires 44 Ever 12 Them

12 Them 772 Retired 33 Better 2 Need

6 Work 1558 Retirement 3 Night 11 Only

2 Need 66 Football 29 After 6 Work

9 Thanks 144 England 21 Weak 33 Better
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Table 2 The words associated with the first principal component of Twitter data during the period
25th September 2012 to the 26th September 2012 using the Spannogram Algorithm on the variants
of the co-occurrence matrix

Matrix A Matrix Ah Matrix Al Matrix Alh

Index Word Index Word Index Word Index Word

2 Need 12 Please 6 Them 6 Them

1 Haha 827 Officers 28 Over 4 Work

4 Work 889 Murders 31 Down 9 Only

3 Want 240 Following 32 After 2 Need

6 Them 783 Fallen 13 Make 13 Make

10 Still 756 Recent 42 Week 10 Still

7 Yeah 190 Police 43 Though 31 Down

9 Only 787 Colleagues 21 Look 67 Something

4.3 Results

The results can be seen in Tables1, 2 and 3. As it can be seen, only the hollow matrix
gives PCs which corresponds to an actual single distinct event that took place at the
times considered. Table1 refers to the retirement of England’s former captain, John
Terry, from international football.3

Table2 is related to a murder that took place on the 19th September 2012, in
which 2 police officers were killed4 and resulted in a trending topic on Twitter.
Finally, Table3 emerges as a result of Europe’s victory over the US in the Ryder Cup
golf competition in 2012.5

Note that in the case of thematrixA, in every single occasion thewords that appear
are in the top 20 most frequently used words (as indicated by their index) and they
do not really convey much information as to any particular event that took place in
the periods considered. Essentially, the algorithm seems to be choosing these words
purely because they occur very frequently. For instance, the word that is chosen for
the matrix A that has the highest ranking index (and therefore the lowest frequency)
in Table3 is “only”, which appears 541 times. Similar results can be seen for the
matrices Al and Alh , though not as extreme, and are all consequences of the fact
that the diagonal elements always overpower the off-diagonal ones in the resulting
matrices. On the contrary, for the case of the hollow matrix, the lowest frequency
word is “teameurope”, which appears merely 160 times and for other PCs this is
even lower (“retirement” has an index of 1558).

3 Confirmed by the Guardian: http://www.theguardian.com/football/2012/sep/23/john-terry-
retires-international-football.
4 Confirmed by the BBC: http://www.bbc.co.uk/news/uk-england-19634164.
5 Confirmed by the BBC: http://www.bbc.co.uk/sport/0/golf/19780678.

http://www.bbc.co.uk/news/uk-england-19634164
http://www.bbc.co.uk/sport/0/golf/19780678
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Table 3 The words associated with the first principal component of Twitter data during the period
30th September 2012 to the 1st October 2012 using the Spannogram Algorithm on the variants of
the co-occurrence matrix

Matrix A Matrix Ah Matrix Al Matrix Alh

Index Word Index Word Index Word Index Word

2 Haha 14 rydercup 16 Them 7 Still

4 Need 38 Europe 9 Only 6 Xfactor

8 Yeah 91 rydercup2012 7 Still 8 Work

5 Work 160 teameurope 44 Year 27 Right

7 Still 12 Great 27 Right 40 Life

6 Xfactor 77 Golf 64 Weekend 112 Other

3 Night 23 Done 37 Week 162 There’s

9 Only 102 Ryder 8 Work 9 Only

5 Conclusion

We showed that using Sparse PCA algorithms it is possible to infer results from
microblogs such as Twitter, as is done both in [5, 6]. Different matrices representing
the data features have then been analysed and fed to the algorithm for Sparse PCA to
produce results. These have shown that the hollow matrix, Ah , gives the best results
by far when comparing the resulting principal components returned for each of the
inputs. Moreover, though the Twitter Data is the same as that used in [5], the events
that are discovered are different but still completely valid as can be confirmed by other
sources. This highlights the fact that this approach may be well suited in conjunction
to the methods described here. The choice of this matrix, as opposed to the one
used in [6], can be applied to any sparse principal component analysis application
when using binary data to discover relationships in features that may otherwise be
overpowered by components that do not necessarily give the best results.
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(FP7-287583).
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Modeling Structural Protein Interaction
Networks for Betweenness Analysis

Deniz Demircioğlu, Özlem Keskin and Attila Gursoy

Abstract Protein–protein interactions are usually represented as interaction net-
works (graphs), where the proteins are represented as nodes and the connections
between the interacting proteins are shown as edges. Proteins or interactions with
high betweenness are considered as key connector members of the network. The
interactions of a protein are dictated by its structure. In this study, we propose a new
protein interaction network model taking structures of proteins into consideration.
With this model, it is possible to reveal simultaneous and mutually exclusive inter-
actions of a protein. Effect of mutually exclusive interactions on information flow in
a network is studied with weighted edge betweenness analysis and it is observed that
a total of 68% of bottlenecks found in p53 pathway network differed from bottle-
necks found via regular edge betweenness analysis. The new network model favored
the proteins which have regulatory roles and take part in cell cycle and molecular
functions like protein binding, transcription factor binding, and kinase activity.

Keywords Bioinformatics · Protein–protein interaction · Protein–protein interac-
tion network · Betweenness analysis

1 Introduction

Proteins are important biological macromolecules due to their participation in many
different biological processes either with other proteins or other molecules such as
DNAs, RNAs, lipids, etc. They take part in these reactions by interacting with these
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molecules in the form of complexes either with proteins or other molecules. Due
to their importance for biological processes, protein–protein interactions are studied
extensively both with low throughput experiments on the scale of a few specific
interactions and high throughput on the scale of hundreds of interactions thanks to
experimental techniques such as yeast two hybrid screens. The extensive interaction
data obtained from these studies allowed the researchers to construct protein–protein
interaction (PPI) networkswhich proved to be useful for determining biologically and
functionally important proteins and modules [1, 2]. In PPI network representation,
nodes correspond to proteins and an edge between two nodes implies an interaction
between those two proteins. More formally a PPI network is a graph G = (V, E)

where V is a set of proteins and E is a set of edges that gives information about the
interaction of the two nodes which it connects.

Abstraction of data allowed the researchers to analyze the topological properties
of biological networks such as clustering coefficients, shortest path algorithms, cen-
trality calculations, etc. The analysis of PPI networks revealed that they are scale-free
networks which reshaped the approach to the PPI networks and their analysis [3].
Scale-free networks are resistant to random node failures. Even if a significant num-
ber of randomly selected nodes are removed from the network, the remaining nodes
will still be connected [4]. On the other hand, scale-free networks are vulnerable to
targeted attacks to the hubs [5]. Several studies focusing on the betweenness in PPI
networks shed light on a non-hub centric organization (co-ordination of modules
by non-hub proteins) of the protein interaction networks and in a way supported
the idea that some interactions are more important in the network structure. Valente
and Cusick characterized the yeast proteome using a betweenness centrality [6]. The
coordinated functionality of the yeast interactome is likely to be achieved not only
by central proteins but also by the pairwise interactions of with high traffic nodes
(i.e., they have high betweenness scores) mediating coordination across modules.

In all these studies, the interactions of a protein are assumed to be happening at
the same time. However, interactions of a protein are dictated by its structure. We
propose a new protein interaction network model taking structures of proteins into
considerationwhich ismore realistic.With the addition of structural information, it is
possible to reveal simultaneous andmutually exclusive interactions of a protein [7, 8].
The new network model incorporates the simultaneous/exclusive interaction infor-
mation as edge weights. In this chapter, first we describe how to augment a typical
PPI network with structures andmodel it with the simultaneous/exclusive interaction
information. Then, using p53 pathway network as an example, an important tumor
suppressor signaling network in cells, we present the comparison of betweenness
analysis of the typical p53 PPI and the new p53 PPI network. We believe that the
more realistic representation of the PPI networks leads to biologically more relevant
conclusions. This representation may result in more accurate remarks when used for
topological network analysis algorithms such as network alignment algorithms [9].
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2 Materials Methods

2.1 Structural Interaction Networks

In most network studies, protein–protein interactions are abstracted with a graph rep-
resentation where proteins are represented as nodes and protein–protein interactions
as edges. In order to incorporate the information on how proteins interact with each
other, we first need to determine three-dimensional structural information of two
interacting proteins in complex with each other. This is a major challenge in struc-
tural biology. The protein data bank (PDB) [10] contains the structure information of
some interactions, but themajority of the interactions need to be predicted. Our group
has developed a computational method, PRISM (Protein Interaction by Structural
Matching) algorithm, to predict structural model of protein interactions previously
unknown [11]. PRISM uses the conservation of the structural properties of protein
molecules thorough the evolution. It is known that proteins interact with each other
thorough regions called interfaces (complementary binding sites on their surfaces)
which are structurally conserved through the course of evolution compared to the
other regions. This conservation allows the prediction of new protein complexes by
using their structural similarity to an existing protein binding site.

In this study, PRISM algorithm uses this principle to predict new protein com-
plexes. PRISM is used to determine the interacting residues on the surface of the
proteins which interacts with each other. A protein can interact with other proteins
by using either the same region or different regions on its surface. If a protein uses
the same region to interact with two different partners, these partners will be in a
competing position to bind to the target protein. This introduces a limiting factor
to the interactions and provides a valuable information for the analysis of PPI. We
proposed to integrate these aspects of the PPI into the network by determining the
overlapping interactions and embedding this overlap information in the form edge
weights (weight represents the number of competing interaction partners). Hence the
structural interaction network is an undirected weighted graph G = (V, E) where
V is a set of proteins and E is the set of edges where each edge e is associated with
integer w(e) weight.

2.2 Definition of Overlapping Binding Sites

Abinding site is defined as overlapping if at least one of the residues of the binding site
is used in the interaction with at least two interacting partners. For example in Fig. 1,
CDKN2D interacts with CHEK1 protein through interface (contacting binding sites
of two interacting proteins) 1bi7AB and with CDKN1B protein through interface
1jsuBC. The residues of 1bi7AB interface on CDKN2D protein are:

G.14 A.17 R.18 G.19 R.40 F.41K.43 V.48 M.50 S.53 T.84 F.86 E.117 H.119.
And the residues of 1jsuBC interface on CDKN2D are:
D.10 A.17 R.18 D.20 E.23 R.26 L.27 R.30 D.31 N.39 R.40 F.41 K.43 Q.47 V.48

D.71 T.75 D.80.
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Fig. 1 Cartoon representation and 3D structures of proteins CDKN2D (black), CHEK1 (magenta)
and CDKN1B (orange) and PRISM predicted binding sites on them (spheres). a Cartoon represen-
tation of the overlapping interaction. Same coloring scheme is used for both the cartoon and 3D
structure representation. b Interface that CDKN2D (black) uses to interact with CHEK1 (magenta)
is shown as red and blue where red residues are overlapping residues with another interface on
CDKN2D. c Interface that CDKN2D (black) uses to interact with CDKN1B (orange) is shown as
red and blue where red residues are overlapping residues with another interface on CDKN2D

The residues marked as bold are common in both binding sites, thus if one inter-
action occupies them other interaction can not happen. Overlapping of 1bi7AB and
1jsuBC interfaces on CDKN2D can be seen in Fig. 1 drawn by using UCSF Chimera
[19]. In Fig. 1a the cartoon representation of CDKN2D with CHEK1 and CDKN1B
is shown and in Fig. 1b, c the residues causing the overlap can be seen.

2.3 P53 Pathway Structural Network

P53 interaction network data is gathered from the literature [8, 12]. The structural
model of interactions is computed by using PRISM. There were 81 nodes and 240
edges that form the p53 pathway network. Of the 240 edges, PRISM predicted the
structure of 131 interactions. For 88 interactions there were no predictions found
by PRISM. Hence the final network had 81 nodes and 240 edges, for 131 of which
the interacting residues on the surface is determined. In Fig. 2a subnetwork of p53
is shown as an example. In part (a) the classical representation is shown with all
edge weights are 1. In part (b) the edge weights calculated due to overlap is shown.
For example, using the PRISM results, the weight of SKP2—CDK5 is computed as
follows: The edge weight is 1 initially. SKP2—CDK5 interaction and SKP2—RAF1
interaction shares the same binding site on SKP2 its weight is increased by 1. Since
some of these residues are also being used by another interaction (not shown here)
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Fig. 2 a Weights of edges in a PPI network without taking overlap information into consideration.
b Weights of edges determined based on mutually exclusive interactions

the weight of the edge is increased to 3. Same procedure applied to all overlapping
edges to determine the final edge weights.

For overlapping interactions (binding sites having common residues), the num-
ber of different targets that binds to the same region is stored as the weight of the
edge in the structural interaction network. The resulting network is visualized using
Cytoscape [13] and can be seen in Fig. 3.

2.4 Definition of Hubs and Bottlenecks

Hub proteins in protein–protein interaction networks are defined as highly connected
nodes, typically top 20% of the highest degree nodes. Bottleneck edges are deter-
mined based on edge betweenness centrality and similarly they correspond to the
top 20% of edges with the highest edge betweenness centrality [14]. Betweenness
centrality calculations are done using NetworkX [15] package for Python. Algorithm
is defined by Ulrik Brandes such that: edge betweenness centrality of an edge is the
sum of the fraction of all-pairs’ shortest paths that pass through this particular edge
[16]. Edge betweenness centrality is calculated as:

cb(e) =
∑

s,t∈V

σ(s, t |e)
σ (s, t)

(1)

where V is the set of nodes, σ(s, t) is the number of shortest (s, t)-paths, and σ(s, t |e)
is the number of those paths passing through edge e.
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Fig. 3 The p53 network containing 81 genes and 240 interaction edges

3 Results

In order to see the effect of interfaces on an interaction network, edge betweenness
centrality analysis is first done on the p53 prediction network and the top 50 edges
(∼20% of the total number (240) of edges) are labeled as bottlenecks. A weighted
betweenness centrality analysis is done as explained in methods part. Bottleneck
edges are determined by taking 50 edges (∼20% of the total number of edges) with
highest edge betweenness values.

3.1 Hub Nodes of P53 Network

For both network types (weighted and unweighted), hub nodes are identified. In
total out of the 16 hubs, 3 (18.75%) genes are identified as hubs by only one of the
methods.When these different hub nodes are further examined, it is observed that one
of the hubs in the weighted network is RB1 proto-oncogene. RB1 which codes the
retinoblastoma protein is known to be dysfunctional in several major cancers [17].
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3.2 Bottleneck Analysis of Weighted Network

Bottleneck edges found by analyzing structural interaction networks are 68%
(34 interactions) different from the bottleneck edges found by unweighted edge
betweenness analysis. With this analysis some proteins became significant in bot-
tleneck edges whereas they were absent in bottlenecks of control analysis. Between
two different edge betweenness calculations the importance of interactions between
some proteins changes. The proteins that are at the ends of the bottleneck edges are
further investigated to assess the reliability of the proposed network model. In total
there were 47 nodes (genes) that are found to be at the end of the bottleneck edges
for the unweighted network and 42 for the weighted network.

In order to deduce the reason for this change, GO Biological Process and Mole-
cular Function Annotation of genes coding proteins, which take part in the ends of
the bottleneck edges, are examined. In Table. 1, the Biological Process Annotations
of proteins that take part in bottlenecks for these two different network models are

Table 1 GO Biological Process Annotations of genes that were identified as critical by different
betweenness analysis

Critical in Weighted Critical in Unweighted

GO ID Term P-value GO ID Term P-value

GO:0051726 Regulation of
cell cycle

4.3542E-21 GO:0006974 Response to
DNA damage
stimulus

1.0295E-28

GO:0007049 Cell cycle 1.5880E-18 GO:0051716 Cellular response
to stimulus

3.3404E-25

GO:0006974 Response to
DNA damage
stimulus

1.2000E-17 GO:0033554 Cellular response
to stress

3.7582E-25

GO:0033554 Cellular response
to stress

8.2753E-17 GO:0006281 DNA repair 5.1133E-25

GO:0022402 Cell cycle
process

5.3170E-16 GO:0006259 DNA metabolic
process

3.5800E-24

GO:0051716 Cellular response
to stimulus

3.0975E-15 GO:00051726 Regulation of
cell cycle

1.1128E-22

GO:0051329 Interphase of
mitotic cell cycle

4.9726E-15 GO:0006289 Nucleotide—
excision repair

2.2589E-17

GO:0051325 Interphase 7.6976E-15 GO:0000079 Regulation of
cyclin-dependent
protein kinase
activity

4.1665E-17

GO:0006259 DNA metabolic
process

2.6117E-14 GO:0090304 Nucleic acid
metabolic
process

1.4177E-16

GO:0022403 Cell cycle phase 3.2878E-14 GO:0006950 Response to
stress

1.6388E-16

The biological process is found for the nodes (genes) at the ends of the bottleneck edges for both
analysis methods
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listed. The common biological functions of those genes that are identified as critical
in weighted edge betweenness analysis are more related to cell cycle compared to
the genes found by unweighted edge betweenness analysis. The unweighted edge
betweenness analysis identified genes related to DNA repair and stimulus response
as critical.

In Table. 2, the Molecular Function Annotations of proteins, that take part in the
ends of the bottleneck edges for both analysis, are listed. The common molecu-
lar functions of genes identified as critical for weighted edge betweenness analysis
are transcription activation and kinase activity. For the unweighted network, crit-
ical nodes have mostly kinase activity as molecular function. These analysis are
performed by BiNGO plugin [18] of the Cytoscape and p-values are obtained by
performing hypergeometric testing.

Table 2 GOMolecular FunctionAnnotations of genes thatwere not found at the bottleneck nodes in
unweighted betweenness centrality analysis but found in weighted betweenness centrality analysis

Critical in Weighted Critical in Unweighted

GO ID Term P-value GO ID Term P-value

GO:0005515 Protein binding 1.8086E-12 GO:0005515 Protein binding 3.1513E-12

GO:0004674 Protein
serine/threonine
kinase activity

6.6475E-10 GO:0016538 Cyclin—
dependent
protein kinase
regulator activity

1.0321E-11

GO:0004672 Protein kinase
activity

1.8862E-9 GO:0030291 Protein
serine/threonine
kinase inhibitor
activity

1.0321E-11

GO:0016772 Transferase activity,
transferring
phosphorus—
containing groups

4.2675E-9 GO:0004861 Cyclin—
dependent
protein kinase
inhibitor activity

9.5698E-11

GO:0008134 Transcription factor
binding

8.6146E-9 GO:0019887 Protein kinase
regulator activity

1.9245E-10

GO:0016773 Phosphotransferase
activity, alcohol
group as acceptor

1.6654E-8 GO:0043566 Structure—
specific DNA
binding

4.1870E-10

GO:0016301 Kinase activity 4.5201E-8 GO:0019207 Kinase regulator
activity

5.0560E-10

GO:0016563 Transcription
activator activity

1.6385E-7 GO:0004860 Protein kinase
inhibitor activity

1.2377E-9

GO:0003677 DNA binding 6.0298E-7 GO:0019210 Kinase inhibitor
activity

1.7292E-9

GO:0004693 Cyclin—dependent
protein kinase
activity

1.0688E-6 GO:0047485 Protein
N—terminus
binding

1.0649E-7
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4 Conclusion

In this study with the use of interface information coming from PDB structures of
proteins and PRISM predictions, a more realistic network model for protein–protein
interactions representing simultaneous mutually exclusive interactions has been pro-
posed. Structural information clarified the competition between interactions such
that some interactions will be in a race with each other if they are using the same
binding site on a particular protein. These dependencies are expected to have an
impact on signal transduction and data flow through individual proteins. Topologi-
cal analysis of the new (weighted) network model provided further results relating
network topology to biological interpretation compared to typical PPI network. Hub
node analysis of the weighted network revealed an important proto-oncogene. The
edge betweenness analysis of weighted network identified proteins with cell cycle
related functions as critical nodes.
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Three-Dimensional Haptic Manipulator
Controlled Game in the Treatment
of Developmental Coordination Disorder

Anna Wałach and Agnieszka Szczęsna

Abstract Computer games are more and more used for serious purposes not only
for entertainment. In few last years, we can observe very fast market development of
serious games. They are used to education, simulation, research, health, and therapy
purposes.This article describes a gamecontrolledbyPhantomOmnidevice that could
be a rehabilitation tool in the treatment of developmental coordination disorder. The
game focuses on usage of the feedback generated by the haptic device.

Keywords Serious game · Developmental coordination disorder · Haptic
manipulator

1 Introduction

Specialized devices are being developed to resemble real-world reaction and be able
to precisely identify operator’s movements and intentions. The kind that focuses on
generating real-time responses is called haptic devices. The most important feature
of this type of controller is a tactile feedback produced by it that render the feeling
of the texture and shape of objects shown on the screen of the computer.

Haptic devices are widely used in medicine. Haptic devices using virtual reality
have been suggested to enhance the stroke rehabilitation. Research implies that
haptic-based virtual rehabilitation offers a potential tool in motor and cognitive reha-
bilitation, with a wide range of applicability [1, 2].

Studies show increasingnumber of neurodevelopmental disorders beingdiagnosed
among children and adults. One of them is dyspraxia, also known as developmental
coordination disorder (DCD), an inability to plan, organize, and coordinate move-
ment [3]. Depending on the level of severity, it can be a reason of small difficulties in
everyday activities, for example fastening buttons or shoelaces, but may also make
one unable to drive a car because of affecting working memory and coordination
skills.
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There are several various difficulties that occur during treatment of DCD. One of
themost significant obstacles is a problemwith conducting proper diagnose. Another
existing system of therapy, not all of them equally effective, but all requiring experts
in rehabilitation or psychology and hours of exercises with professionals.

DCD is very often observed among children in the primary school. The most
efficient way of engagement into the exercise this age group seems to be the serious
game. It allows to develop the necessary coordination or mental skills. Disguising
the exercise as a game makes it more entertaining and pleasurable for a child.

Serious game is a general term used for application that is developed using a com-
puter game technology and gamedesign principles but are used for non-entertainment
purposes [4]. We can say that these applications are any sort of interactive computer-
based game software for one or multiple players to be used on any platform and that
has been developed with the intention to be more than entertainment [5]. The idea is
such games could be used for more serious purposes such as education, simulating
real-world phenomenon and relations, increasing life quality through health, reha-
bilitation, and therapy applications or raising interest to the problems in our global
world [6]. The main point of serious games is: to get players to learn something
and, if possible, have fun doing it. Enjoyment increases the player’s engagement.
One of main group of serious games are games for health [7–10]. Games are rapidly
becoming an important tool for improving health behaviors ranging from healthy
lifestyle habits and behavior modification, to self-management of illness and chronic
conditions to motivating and supporting physical activity. The findings also suggest
that play and entertainment can be effective foundations for serious interventions in
health care.

This article describes a coordination improving serious game, controlled by three-
dimensional haptic device that could be an effective tool in rehabilitation of children
with dyspraxia.

2 Developmental Dyspraxia

Developmental Coordination Disorder (DCD), also known as developmental
dyspraxia, is the inability to plan, organize and coordinate movement [3, 11–14].
It results in fine and gross motor problems and/or speech difficulties, which can have
strong negative impact on daily activities and school achievements. Dyspraxia was
first described by WHO in 1992. It is a hard to diagnose and even harder to cure
motor disorder, which is subcategory of neurodevelopmental disorder—along with
autism and Down syndrome—andmostly identified among children. It often appears
together with neurological illnesses from other subcategories, like ADHD, Asperger
syndrome, or dyslexia [15]. It is, however, also sporadically detected in completely
healthy (except for DCD) children who are developing well intellectually. DCD
is not caused by motor or sensory impairments, similar to muscular dystrophy or
Parkinson’s disease. No correlation to any known neurological condition or intellec-
tual impairment could be found.
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2.1 Treatment

The treatment for DCD is based on rehabilitation and training. No pharmacological
therapy was designed to be used during DCD’s treatment. Medications are reserved
for the treatment of associated conditions (e.g., attention deficit hyperactivity disor-
der, ADHD) [16].

There are two basic approaches of rehabilitation procedure: top-down and bottom-
up. The top-down approach, also known as task-oriented or modular, attempts to
remedy or improve specific difficulties by employing specific techniques aimed at
the observed motor challenge (e.g., difficulty with handwriting, catching a ball, or
performing fine motor tasks with the fingers). It usually involves gradually targeting
certain problem behaviors and implementing step-by-step interventions that focus
on teaching and practicing the skill [16]. The most important element of modular-
approach is practice. Practical applications of this method are therapies such as the
cognitive motor approach with task orientation or task-oriented approaches with
motor learning.

The bottom-up approach (process-oriented, deficit-oriented), the more global or
generalized one is based on the theoretical assumption that the motor skills problem
is just a manifestation of some underlying mechanism, such as impaired sensory
integration or insufficient or inaccurate kinesthetic perceptions. In the bottom-up
approach, the therapist does not initially address the observable motor challenge.
Rather, the expert focuses on how children manage their bodies, process stimu-
lation (sensory information), and deal with problems. The expectation is that the
improved sensory-motor (sensorimotor) functioning becomes generalized and even-
tually improves the motor skills. As children become comfortable with their bodies,
they gain control of theirmotor (and other) functions [16]. Thismethod is represented
by the kinesthetic training approach, sensorimotor integration therapy and sensory
integration therapy.

No researches show that any of this approaches is definitely effective as DCD’s
treatment. This is probably caused by great diversity in symptoms and severity’s
levels of DCD. However, data suggest that top-down approach may be more efficient
than bottom-up.

3 Haptic Devices in Rehabilitation

In this particular area there has been great interest in research how computer haptics
technology can assist in rehabilitation process of people who has had some dam-
age to their motor skills, while playing a game. The combination of the properties
inherent to computer haptics (force and tactile feedback) with the appealing and
motivating factor offered by games with virtual reality have provided a framework
for the development of various rehabilitation systems that often involve the patient,
and the therapists [17].
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There are researches that prove the sensorimotor control of limb stiffness and
compliance is a key element in the organization of movement. Though, the best
training approach would be the sensorimotor training. The goal of this therapy is
to improve child’s perceptual abilities intrinsic to the concurrent generation and
experience of their own movements as well as use of this information to guide their
movements [18].

This kind of training is difficult to apply with traditional therapeutic tools.
However, various robot-assisted therapies are developed in order to support sen-
sorimotor training, some of them including haptic devices. Robot-assisted therapies
allowed to perform rehabilitation without the direct supervision of a trained thera-
pist, what is especially important in DCD, where the number of patients significantly
outgrows number of therapists. What is more, the complexity or/and difficulty of the
task can be controlled very precisely.

Haptic devices were used to improve the generation of handwriting movements
of children with DCD [19]. The researches show that this method can be notably
effective, mostly because of active sensorimotor generation and control of move-
ment trajectories. This is the feature required for learning generalized to task-related
movements other than those specifically practiced [18]. This requirement is caused
by catch-22 situation connected with movement learning mechanism. This learning
process for a person without dyspraxia consists of two stages. First one is learning
to generate imprecise approximation of movement. When this is achieved, one can
gradually improve approximation of a movement through practice until achieving
optimal route. For people with dyspraxia it is almost impossible to generate good
enough qualitative approximation, which should allow them to make quantitative
improvements through practice—this is a catch-22.

It is possible to overcome this paradox only if the support from the machine
is balanced with possibility of active generation and control of movement from
child. Mechanical properties of haptic devices, like inertia and tactile feedback can
significantly help in achieving this result [18].

Using haptic devices as controllers in application allows to benefit from the various
factors generated by particular devices. These factors vary between products. The
PhantomOmni device consists of stylus connected to an armmounted on base. It has
six degrees of freedom and its workspace range is 160× 120× 70mm. Thanks to its
pen-like stylus it is easy and natural to operate it, especially for children. Phantom
Omni has been widely used in industry for a several years, also for medical purposes,
thus it is a well-tested and safe-in-use device.

The haptic factors generated by this device and tested in children’s rehabilitation
are [18, 19]: inertia, viscosity (of the space), magnetic attraction (of the object), and
friction (of the object). Viscosity and inertia may provide an appropriate support, but
do not allow to keep track of designed movement form. Furthermore, no evidence
suggests that the method could generalize the performance without support from the
device [19]. Magnetic attraction help in following the generated path and this is the
main haptic factor that will be used in the project. Researches show that friction has
no significant impact on helping the child in performing the task [18].
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4 Game Rules Analysis

The main task performed by patients is to follow the three-dimensional wire with tip
of stylus, where the path is magnetically attractive. There is an object that the player
has to move from start to end along the path by pushing it with the tip of stylus,
represented by cursor. There is also a competitor’s object, moving along the path
with uniform velocity (specified for each curve). The player wins a round when his
object reaches the end before competitor’s one.

In order to develop a serious game which can help children with dyspraxia, some
basic rules and presumption must be established. The following principles are based
on [18]:

1. The game represents a bottom-up approach with sensorimotor training.
2. Basic task is to follow the path with tip of stylus, where the path is magnetically

attractive.
3. The main haptic factor is magnetic attraction.
4. There must exist a levelling system.

5 Implementation

The game is implemented in C++ with OpenGL and Haptic Library API (under
Academic License) to support Phantom Omni haptic device.

5.1 Path

The mathematical representation of path is the Bezier curve (Fig. 2). Depending on
the level of difficulty, there are different curves—they vary in length, curvature,
and torsion. There are three designed curves. Each curve has defined two times of
passing—one for slower and one for faster race. The competitor’s speed is calculated
based on this time and the current path length.

Depending on the level of difficulty, curves have 7, 10, or 12 control points. The
curve representation in the game is built from many single spheres, coordinates of
canter are calculated in the following way:

(x, y, z) =
(

n∑

i=0

xi Bn
i (t),

n∑

i=0

yi Bn
i (t),

n∑

i=0

zi Bn
i (t)

)

for t ∈ [0, 1] (1)

where

Bn
i (t) =

{(n
i

)
t i (1 − t)n−i for i = 0 . . . n

0 for i < 0, i > n
(2)



382 A. Wałach and A. Szczęsna

Fig. 1 Schema of leveling process

and n − 1—number of control points. The step of t incrementation is 1/500 = 0.002,
because 500 spheres are generated for each curve.
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5.2 Levelling up

There are three parameters that are changing along the game: the competitor’s
velocity, the path’s shape (and length), the magnetic attraction level.

The player advances to the next level when he wins two times in a row with
definite settings. While advancing, first, the competitor’s velocity is increased. Then,
when the player wins with both competitors, slow and fast one, he changes the path
to more advance, but with slower competitor again. Finally, after winning games on
all paths, the magnetic attraction level is decreased and player starts from the very
first path with slower competitor. This process is repeated until reaching the lowest
possible level of magnetic attraction and is presented in Fig. 1.

5.3 Measuring Player’s Score

Continuous measuring player’s score during a game is one of the most important
parts of the project, as it allows to control his progress. There are two main values
measured during the game: path length (of the object controlled by the player) and
total race time.

The path length may differ from curve length in case player leaves the magnetic
field of a wire. This affects more often children with dyspraxia. This parameter
decreases while trainings and therefore is index of progress.

Total race time is a parameter responsible for determining of win. The counting
starts from the moment when player’s object moves for a first time in a round and
lasts until reaching the end point.

5.4 Progress Detecting

Progress detecting is a process that repeats with 50Hz frequency. It has to determine
if the player is able to move his object or not by detecting the collision of path and
cursor.

The information, that player is touching the path, comes from haptic thread. It
has appropriate properties set if such event is happening. The problem is in checking
on which part of path player is now. The whole path cannot be checked during the
short time (not even 20ms) because it would require checking collision with even
500 elements that the path consists of. The approximation is used, that in current
moment of time application tests only 10 elements (points) that lie on the path just
in front of the player’s object—if the cursor collides with any of these points, object
is moving to this point and the procedure is repeated until end of path.

The collision is calculated from sphere equation:
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(x − x0)
2 + (y − y0)

2 + (z − z0)
2 <= r2 (3)

where x0, y0, z0—current path element center coordinates; x, y, z—player coordi-
nates; r—empirically determined radius with value 0.1.

5.5 Route Calculation

Player actual position and visualized position differ. Path magnetically attracts the
cursor, so as a result there is a specified radius (different for each difficulty level) in
which player can move without having his cursor unhook from the path. If player
moves out of the range of the magnetic field, the cursor will move as well. Therefore,
the route is measured based on the real movements, not just the ones displayed to
player. The route is calculated using the following expression:

L =
n−1∑

i=1

√

(xi − xi+1)
2 + (yi − yi+1)

2 + (zi − zi+1)
2 (4)

where n—number of all points collected during measuring the route; x, y, z—point
coordinates.

6 Game

In the Fig. 2 first path from game is presented. In Fig. 3 the player’s object real route
is showed. The sharp impulses are effects of sudden getting out of the range of
magnetic attraction field (it requires pressure which is hard to control when the field
disappears).

The game is ready to be presented to a children with dyspraxia as a rehabilita-
tion tool. Although adding some more children-friendly features (like sounds, more
colorful and friendly objects) may be considered to allows better interaction with
patients, it is not required for application to work properly.
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Fig. 2 First curve, the lowest level

Fig. 3 The route of the player’s object

7 Summary

The project was successful. All requirements have been implemented. Fully func-
tional, stand-alone application has been created. The next stage of the project should
be evaluation with children, so the game fulfills their requirements and then perform
tests, in which application would be used as a rehabilitation tool for children with
dyspraxia.
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The Development Coordination Disorder is a troublesome disease, also because
of psychological and social reasons. Engaging in the development of treatment for
this disorder was a really valuable experience.

Acknowledgments Thisworkwasperformedusing the infrastructure supportedbyPOIG.02.03.01-
24-099/13 grant: “GCONiI—Upper-Silesian Center for Scientific Computation”.

References

1. A. Henderson, N. Korner-Bitensky, M. Levin, Virtual reality in stroke rehabilitation: a sys-
tematic review of its effectiveness for upper limb motor recovery. Top. Stroke Rehabil. 14(2),
52–61 (2007)

2. J. Broeren, K.S. Sunnerhagen,M. Rydmark, Haptic virtual rehabilitation in stroke: transferring
research into clinical practice. Phys. Ther. Rev. 14(5), 322 (2009)

3. J.G. Zwicker, C. Missiuna, S.R. Harris, L.A. Boyd, Developmental coordination disorder: a
review and update. Eur. J. Paediatr. Neurol. 16(6), 573–581 (2012)

4. M. Prensky, Digital Game-Based Learning (McGraw Hill, New York, 2001)
5. U. Ritterfeld, M. Cody, P. Vorderer, Serious Games Mechanisms and Effects (Routledge,

London, 2009), pp. 486–512
6. D. Michael, S. Chen, Serious Games: Games That Educate, Train, and Inform. Course Tech-

nology (ACM, New York, 2005), pp. 1–313
7. P.M. Kato, Video games in health care: closing the gap. Rev. Gen. Psychol. 14(2), 113–121

(2010)
8. A. Szczesna, Serious games in medicine. Bio-Algorithms Med-Syst. 9(2), 97–102 (2013)
9. A. Szczesna, T. Grudzinski, J. Grudzinski, R. Mikuszewski, A. Debowski, The psychology

serious game for pre-school children. Proceedings of IEEE 1st International Conference on
Serious Games and Applications for Health, SeGAH, 57–60, 2011

10. A. Szczesna,M. Tomaszek, Themethodology of designing serious games for children and ado-
lescents focused on psychological goals, Information Technologies in Biomedicine (Springer,
Berlin, 2012), pp. 245–255

11. T. Widiger, American Psychiatric Association Diagnostic and Statistical Manual of Mental
Disorders, 4th edn. (American Psychiatric Association, Washington DC, 2000)

12. H.J. Polatajko, N. Cantin, Developmental coordination disorder (dyspraxia): an overview of
the state of the art. Semin. Pediatri. Neurol. 12(4), 250–258 (2005)

13. R.H. Geuze, M.J. Jongmans, M.M. Schoemaker, B. Smits-Engelsman, Clinical and research
diagnostic criteria for developmental coordination disorder: a review and discussion. Hum.
Mov. Sci. 20(1), 7–47 (2001)

14. D. Dewey, B.N. Wilson, Developmental coordination disorder: What is it? Phys. Occup. Ther.
Pediatr. 20(2–3), 5–27 (2001)

15. N. Gordon, I. McKinlay, Helping Clumsy Children (Churchill Livingstone, Edinburgh, 1980)
16. D. Larkin, S.A. Cermak, Issues in identification and assessment of developmental coordination

disorder, Developmental Coordination Disorder (Elsevier, Canada, 2002), pp. 86–102
17. M. Orozco, J. Silva, E. Petriu, A.E. Saddik, The role of haptics in games, in Haptics Rendering

and Applications, ed. by A.E. Saddik (InTech, USA, 2012). ISBN 978-953-307-897-7
18. W. Snapp-Childs, M. Mon-Williams, G.P. Bingham, A sensorimotor approach to the training

ofmanual actions in childrenwith developmental coordination disorder. J. ChildNeurol. 28(2),
204–212 (2013)

19. H. Ben-Pazi, A. Ishihara, S. Kukke, T.D. Sanger, Increasing viscosity and inertia using a
robotically controlled pen improves handwriting in children. J. Child Neurol. 25(6), 674–680
(2010)



Parallel Biological In Silico Simulation

Patrick Amar, Muriel Baillieul, Dominique Barth, Bertrand LeCun, Franck
Quessette and Sandrine Vial

Abstract It is crucial to understand how biological systems work, in particular the
metabolic pathways, if we want to be able to understand diseases. One of the author
has developed HSIM, a simulator dedicated to the biochemical simulation of the
reactions inside the compartments of a virtual cell. Another author is the leader in
the development of bobpp a high level parallelization framework. In this article, we
propose an important improvement of bobpp in order to run HSIM in parallel. This
will allow us to simulate more complex models, involving more chemical species
and reactions, leading to more realistic results using a smaller amount of computing
time.

1 Introduction

The analysis of biological processes, such as metabolic pathways and signaling
pathways are of great interest to understand the internal mechanisms of the cell.
For instance, the metabolic and signaling pathways that lead to apoptosis (pro-
grammed death of the cell) are not very well understood for now, even if the different
molecular compounds involved in apoptosis are well known. There are multiple
apoptosis metabolic pathways, some of them seem to be quite independent from the
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others. Nevertheless, in some configurations, all these pathways are not correctly
activated and the apoptosis does not occur. This is typically what happens in some
cancers.

One of the promising approaches is the use of in silico simulations, since one may
change the parameters and therefore be able to understand which are the key ones
in intricate behaviors. There are two major difficulties: first, the number of acting
molecules inside the cell (the simulation of a global cell is beyond our computation
power for now) and second, the cell is naturally divided into organites, and each one
may have a specific environment with its particularities.

HSIM is a cell simulator [1, 2] that allow us to simulate only the interesting actors
of the cell without ignoring the effects of the others. In HSIM, organites with their
membrane can be defined and taken into account. HSIM is detailed in Sect. 2. HSIM
is written as a sequential simulation program, even if in a cell, distant molecules
could be simulated in parallel.

bobpp is a parallel library [3] that permits to simulate tasks in parallel. bobpp is
a high-level tool that makes programming independent of the computer that runs the
resulting program.bobppwasfirst designed formulti-core sharedmemory computers
but the simulationprogramwewish to implement here leads us tomake enhancements
to bobpp.

Section2 gives a description of the two tools we used: HSIM and bobpp. The
cluster decomposition and the parallelization we make are described in Sect. 3. It is
this decomposition, made according to both organelles and the division of space, that
makes the originality of our contribution. Section6 presents the modifications made
to bobpp in order to extend this platform to fit our approach.

2 Tools

In this section, we give a detailed description of both tools we used: HSIM (the
simulation tool) and bobpp (the parallel library).

2.1 HSIM

HSIM1 is a simulation tool used to study the dynamics of biochemical processes in
a virtual cell. The model is given using a language based on probabilistic rewriting
rules that mimics the reactions between biochemical species. HSIM is a stochas-
tic automaton which implements an entity-centered model of objects. This kind of
modeling approach is an attractive alternative to differential equations for studying
the diffusion and interactions of the many different proteins, enzymes, and metabo-
lites in cells which may be present in either small or large number of copies. HSIM

1 This software is freely available at http://www.lri.fr/~pa/Hsim.

http://www.lri.fr/~pa/Hsim
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has been developed since 2002 to study the assembly, the movements and the disso-
ciation of large numbers of molecules in a virtual cell. The simulator is driven using
a description of the model system written in a language that does not limit the simu-
lation program to a particular model. For example, one can mix a metabolic network
with a regulatory network and study the behavior of the whole model, including
the interactions between the two kinds of networks. In essence, each molecule is
represented by a record that includes its type, its position, its size, and a list of links
to certain other molecules. HSIM keeps track of each molecule in real time from
the computer point of view. The basic principle is that time is sliced into consec-
utive steps (or generations), and for each generation, the rules are applied to each
molecule. These rules mimic the chemical reactions between molecules in a real
organism. Metabolites diffuse faster than proteins because of their smaller size, this
is taken into account in HSIM by representing them with a sphere of reduced size
and with a greater diffusion speed. During a generation, the following processes are
applied to all the molecules: the source molecule S is chosen at random (in order to
avoid systematic artifacts); the diffusion step is made by picking a random direction
(two angles in the 3D space) and by moving S, along this direction (randomwalk); If
another molecule, T, intersects this line and if a reaction rule exists between a mole-
cule of the type of S and a molecule of the type of T, this rule is applied, according
to a probability representing the reaction kinetics; If not, molecule S is moved to the
empty location, according to a probability representing its diffusion speed.

When all the molecules in the cell have been processed, this generation is com-
pleted, the current time is increased of the time slice, and a new generationmay begin.
In HSIM the computer time is only proportional to the total number of molecules
(and not to the size of the simulated space or the number of types of molecules or
the number of reactions).

The model is described in a configuration file that contains the size of the com-
partment, the size and location of the subcompartments, the declaration of each kind
of molecules (the name of the species, the global maximum number of links to any
kind of molecules), if it is a membrane molecule or a cytosolic molecule, its diffu-
sion speed, its size, the maximum number of potential links to each specific kind of
molecules, the reaction rules and the initial population of each kind of molecules.

2.2 BOBPP

This section presents bobpp, a parallel high-level frameworks that facilitate the
development of parallel applications. Most of time frameworks are written for one or
another fixed structure of tasks. Frameworks like Kaapi [4] or Charm++ [5] execute
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Data Flow Graph (DFG). In this case, the application is decomposed in elementary
tasks (nodes of graph). The arcs symbolize the data dependencies between tasks.
Tasks can be dynamically created, but when a task has been executed one time, it
is deleted from the set of tasks. Many other frameworks also exist but are devel-
oped to execute tree of tasks. bobpp [3, 6, 7], one of these, has been developed to
facilitate the development of parallel code to solve problems belonging to the combi-
natorial optimization domain. These problems belong to the NP-Hard complexity
class of problems, they require an exponential solving time in the worst case. Then,
after having designed the best sequential algorithm to solve a problem, according to
the existing computers, it is natural to reduce the computation time using a parallel
machine.

Several software frameworks have been proposed for solving Combinatorial Opti-
mization problems. Like bobpp [3], they also establish the interface between the user
code and the parallel machines. These tools include BCP [8], PEBBL [9] ALPS [10,
11], Bob [12, 13], and others. But all of them only deals with Branch and Bound like
algorithms. Furthermore, they only propose one parallelization, which is suitable for
one type of machine and generally one kind of application.

bobpp has been developed as an interface between the user code and the parallel
machine. It has proposed different flexible tree search algorithms (Branch and X,
Divide and Conquer) and also different parallelizations based on pthreads, mpi.
From the parallelization point of view, bobpp can be viewed as a framework where
it is possible to create or delete tasks named Nodes that are scheduled dynamically
on the computing cores or threads. Originally, the aim of the execution of a bobpp
Node is to create new node that will be scheduled later. All pending nodes are stored
in a Global Priority Queue (GPQ), where the threads pick up their work. In other
terms, this GPQ represents the global scheduler of the tasks. Once a task is executed
it is deleted. As we will see in the Sect. 3, the biological simulation in HSIM needs
to keep the tasks alive.

Then the performance and the suitability of the application depends on the algo-
rithm used to manage the GPQ. In shared memory machine (SMP), with few cores,
the GPQ may be a simple priority queue (PQ) protected by mutual exclusion primi-
tives. In bigger SMP, to breakout the bottleneck using too many threads on the same
PQ, the GPQ may be composed by several PQ. Threads are partitioned in several
groups. Each group is assigned to one PQ (as shown in the Fig. 1). On a distributed
memory machine (DSM), each process may have several threads. These threads may
access to one or several PQ. In such a case, an explicit load balancing is done between
PQ. The best choice for the number of PQs during the solving depends on the nature
of the problem: some problems develop big tasks (in term of computation time or
space required to store them) and other problems develop “small” tasks (in term of
space in memory or computation time).

In bobpp, the SMP implementation is based on POSIX threads, although on DSM
the implementation is based on both POSIX-threads and MPI. From the interface
point of view, the user chooses the parallel environment (pthreads or MPI+pthreads)
he wants by calling the appropriate bobpp classes or methods in his code.
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Fig. 1 Porting HSIM on top of bobpp

3 The Voxel Decomposition

The decomposition of the tasks to execute is notmade according to a load equilibrium
but takes into account the topology of the cell. The inputs of the program are:

• Dimensions of the cell, thickness of the cell membrane.
• The entities present in the cell, for each one is given: id, name, dimensions, distance
of diffusion per iteration.

• The HSIM rules of reactions.
• The organelles: this is the fundamental part since one can separate a cell in func-
tional parts (compartments) such as nucleus, mitochondria, etc. For each com-
partment, the dimensions, the thickness of its membrane, and the position in the
cell are given. The organelles will induce the load balancing and a set of tasks
will be dedicated to each organelle but no tasks will have to deal with different
organelles. Furthermore, some entities are present only in some organelles, thus
we create a subprogram for the entities and the HSIM rules concerning only the
entities present in the organelle. In some parts of some membranes, the diffusion
of membrane protein is made only in two dimensions.
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• The quantity/concentration/occupation rate of each entity in each organelle and
the set of organelles it may be present. It is by default restricted to the organelles
where the entity is present at the initialization.

• The voxel grid that split the cell. Note that a voxel cannot cross over two organelles.
We first split the cell in organelle and then the organelle are split according to the
voxels. Each voxel also knows the identities of the six voxels in its neighborhood.

• The number of iterations.
• The log frequency of the statistics.

Each voxel is assigned to a bobpp task Fig. 1. At each iteration, when a task is
ready, the task first retrieve the entities sent by its neighbors. Then the task applies the
rules of diffusions and reactions to all the entities inside its voxel. At the end, some
entities may move to a neighbor voxel. These entities and the date of voxel change,
are stored in the task assigned to the corresponding neighbor’s voxel. Once the task
has finished its iteration, it becomes a waiting task. A task becomes ready again and
can execute its nth step only if its neighbors have terminated their (n − 1)th step.
Thus, we do not need to have a global synchronization, since the synchronization is
automatically made as follows. When a task has finished its th step, it informs its
six neighbors. When a task has received this information from all its neighbors it
becomes ready.

These communications between tasks and the activation process were not possible
in the current version of bobpp. The next section explains the implementation of these
new features in bobpp.

4 Bob++ Enhancement

As explained in Sect. 2.2, bobpp has not been written to handle parallel application
like HSIM.

bobpp has been extended for this application. Due to the bobpp design, we have
extended the bobpp framework by adding new algorithm to the framework called
SimSp for simulation space. The SimpSp algorithm consists in picking up one ready
node executing it and reinserting it in the GPQ. In this implementation, all nodes are
initially created to cover the simulation space. Each node is inserted in the GPQ.

A specific bi-directional communication canal called a Link must be declared
between two nodes that exchange particles. For a two-dimensional space, each node
must have four links, for a 3-D space, each node has six links. A node is ready for the
iteration n if it has message from all its links at the iteration n − 1 At the beginning
of an iteration, a node gets all the messages from its Links. And at the end of its
iteration, it sends messages on all its links. Then as shown in the Fig. 1, we have also
added a specific implementation of priority queue which is composed by two queues
to handle the two node’s states: waiting and ready. The first one the waiting queue
stores the waiting nodes, although the second one called the ready queue stores the
ready nodes. When a node become ready, it is deleted from the waiting queue and is
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inserted in the ready queue. This implementation is asynchronous, the mechanism
of Linkwith tagged messages ensures that a node has all the necessary information
to complete the execution at the iteration n. Then the synchronicity is only local,
between pair of nodes. There is no need of time-consuming mechanism like global
barrier or global mechanism to be sure that the execution is correct. It is easy to
see that this local synchronous mechanism ensures a correct global execution of the
system.

The partitioning of the global space inmore parts than the number of cores, permits
a good load balancing. In our implementation, we have not fixed that the number of
nodes, i.e., the number of tasks must be equal to the number of computing cores. As
described in the Sect. 2.2, a fixed number of cores is associated to a a PQ. But the
PQ can store many more nodes that the number of computing cores. Then a core has
work while a ready node exists in the PQ. This is classic way to balance the load
between cores. While one core executes a long task, another core can execute several
small tasks. That reduces the idle time of cores waiting that a long task is finished.

5 Example of a Simulation

Wemodel a cell of 1µm×1µm×1µm with a membrane of 7.5 nm of thickness. In
this cell, we use only one organelle (nucleus) of 100 nm × 100 nm × 100 nm with a
membrane of 7.5 nm of thickness. We use a 3D-grid of 1000 voxels. Entities are the
following with their diameter and diffusion time per iteration: E1 (7 nm, 7 nm/it.),
S1 (10 nm, 6 nm/it.), E1S1 (17 nm, 7 nm/it.), E1P1 (17 nm, 8 nm/it.), P1 (10 nm,
6.5 nm/it.). There are three possible reactions : E1+ S1 → E1S1 with probability
0.7; E1S1 → E1P1 with probability 0.9; and E1P1 → E1+ P1 with probability
0.8. At the beginning, in the nucleus there is 30% of volume occupied by E1 and
50% occupied by S1. In the rest of the cell, E1 occupied 20% of volume and S1,
50% of volume. We simulate five iterations by voxels. At the end, there was 65,752
entities that change of voxels and 8,34,106 collisions. At the beginning, there was
1,41,790 E1 and 1,21,506 S1 and no other entities. At the end of the simulation,
there was 97,825 E1, 77,539 S1, 43,946 E1S1, 19 E1P1, and 2 P1. This example
of a very simple example shows us that our approach is promising. We need now to
validate our approach by a biological expertise.

6 Conclusion and Perspectives

We propose a generic parallel tool for in silico simulation of complex biological
processes in complex environment (organelles). To be able to runHSIM above bobpp
gives access to automatic and efficient parallelization with the powerful simulation
description of HSIM.
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We would like to port the bobpp SimSp algorithm on the bobpp distributed
environment. At this time, the link communication is not mapped on MPI commu-
nication link. According to the machine architecture, the management of messages
can be different. On machine with small network latency, a MPI message maybe sent
for each Link message. But on machines with high network latency, the crucial point
is be able to group the bobpp Link messages into one MPI message to reduce the
overhead.

The first results are very encouraging and biological expertise has already
confirmed the relevance of HSIM. What is clearly needed is the possibility to simu-
late large systems. As future work, we will launch large tests on parallel computers.
The use of GPU is also studied since in a voxel, a lot of entities have to run the same
HSIM rules in parallel.
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An Analysis on Empirical Performance
of SSD-Based RAID

Chanhyun Park, Seongjin Lee and Youjip Won

Abstract In this paper, wemeasure the I/O performance of five filesystems—EXT4,
XFS, BTRFS, NILFS2, and F2FS, with five storage configurations—single SSD,
RAID 0, RAID 1, RAID 10, and RAID 5. We show that F2FS on RAID 0 and RAID
5 with eight SSDs outperforms EXT4 by 5 times and 50 times, respectively. We also
make a case that RAID controller can be a significant bottleneck in building a RAID
system with high speed SSDs.

Keywords RAID · SSD · Disk I/O performance · Filesystem · F2FS

1 Introduction

A Solid State Drive (SSD) is a low power storage device with high I/O bandwidth
that has received much attention as a device that may replace Hard Disk Drives
(HDDs) and remove I/O performance bottleneck of a computer [1–5]. As the use of
services that require reliability and rapid response expands, the demand for a device
that meets stringent I/O performance requirements are also increasing [6, 7]. RAID
(Redundant Array of Inexpensive Disks) [8] exploits slow storage device that is HDD
to improve the I/O performance of a system. One of its strength is its customizability
based on the required level of reliability and performance of a computing system.

Recent studies on RAID try to use SSD as alternative to HDD and explore per-
formance of various RAID configuration using the SSD, such as effect of stripe size

C. Park (B) · S. Lee · Y. Won
Department of Computer and Software, Hanyang University, Seoul, Korea
e-mail: parkch0708@hanyang.ac.kr

S. Lee
e-mail: insight@hanyang.ac.kr

Y. Won
e-mail: yjwon@hanyang.ac.kr

© Springer International Publishing Switzerland 2014
T. Czachórski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_41

395



396 C. Park et al.

[9–11] or RAID level [3, 7, 11]. However, to the best of our knowledge, the research
community has not thoroughly analyzed the effect of software such as filesystem
layer in the I/O hierarchy for SSD-based RAID storage system. In this research,
we establish a hypothesis that log-structured filesystem is more suitable than jour-
naling filesystem or copy-on-write filesystem for SSD-based RAID. To prove the
hypothesis, we measure the I/O performance of two journaling filesystems (EXT4
[12], XFS [13]), one copy-on-write filesystem (BTRFS [14]) and two log-structured
filesystems (NILFS2 [15], F2FS [16]) on SSD-based RAID. In order to provide fair
experiment conditions for each filesystems, we first obtain the optimal stripe size.
After obtaining the optimal stripe size, RAID organization, and the number of disks
from the experiment, we analyzed I/O performances on five filesystems (EXT4, XFS,
BTRFS, NILFS2, and F2FS). This experiment showed that the selection of filesys-
tem can draw a difference in performance for RAID organization by more than 50
times.

2 Related Work

In relation to the organization of RAID with existing SSDs, many studies have been
conducted [1–3, 7, 9–11].

Some studies showed the impact of stripe size on the I/O performance of SSD-
based RAID [9–11]. These researches showed a correlation between the stripe size
and the I/O performance. One of these study [11] in which I/O performances were
measured under various stripe sizes, 16KB, 64KB, and 1,024KB, with record sizes
from 8KB to 256KB. While changing stripe size, sequential read performance
showed differences of more than 250MB/s; sequential write performance showed
differences of more than 300MB/s; random read performance showed differences
of more than 7000IOPS; and random write performance showed differences of more
than 2000IOPS in a particular record size.

And there are some studies that analyze the changes in I/O performance when
RAID levels and the number of SSDs organizing RAID are changed [3, 7, 11].
Among them, some studies confirmed that RAID organization with SSDs can make
effects different from HDD on performance of RAID 5 [3]. During the write work,
read work is added to RAID 5 due to the characteristics. In this research, when
organizing RAID 5 with HDD, whose read performance and write performance are
symmetrical, the performance is reduced more greatly than RAID 5 such as RAID0,
RAID10, etc., because of the characteristics. On the contrary, if RAID 5 consists
of SSDs, which performs better at reading than at writing, it shows no performance
difference from other RAID levels, such as RAID 0 or RAID 10.

For the methods embodying RAID, there is a software RAID as an operating
system which organizes and manages RAID, and a hardware RAID as separate
equipment, RAID controller, which organizes and manages RAID. Among previous
research, there were some studies which organized software RAID and measured
the performance [7, 9]. One research [7] mentioned that maximum limitation of I/O
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performance can be caused by bottleneck of RAID controller during the organiza-
tion of hardware RAID with SSDs, and suggested the possibility of incongruity of
hardware RAID organized by SSDs.

Much research has been conducted on SSD-based RAID but there was no proper
researchon the effects of software class onRAIDorganization.Weconsideredfilesys-
tem one of the factors that must be considered during RAID organization.

3 Background

3.1 RAID

RAID combines several disks into one logical storage so as to use it as one disk with
large capacity [8]. RAID divides the requested I/Os into certain size called stripe unit
[17] or chunk, and distributes them in multiple disks. It is very important to select
the optimal stripe size because stripe size cannot be changed dynamically [7].

RAID 0 distributes the data to number of disks used to organize the RAID system.
If a large sequential I/O is issued, the RAID controller segments the I/O to a stripe
size and writes them to disks in the RAID system in parallel. The process of dividing
the data and distributing the stripes to number of disks is called striping. RAID 0
is the fastest RAID system because it maximizes parallelism, and it also affords the
largest capacity among RAID systems; however, the integrity of the system breaks
if a disk in the RAID 0 fails.

RAID 1 is often called as mirroring which requires two disks. Identical data is
stored on each disk. Since same data is stored on mirrored disk, the system can
withstand the failure in any of the disk. But, benefit of using RAID 1 comes in great
cost, which limits the user space to 50% of total storage capacity.

RAID 10 creates mirror of stripe sets that is applying RAID 0 on RAID 1; to
create RAID 10 system, at least four disks are required—two for striping and the
other two for mirroring of the stripe set.

RAID 5 exploits striping with distributed parity. In order to configure the system,
it requires at least three disks, two for the stripe unit and one for the parity. Since
it keeps a parity, the system can be recovered from failure in any one of the disk;
however, the total storage space available reduces to store the parity.

3.2 Filesystem Synopsis

Journaling filesystem, such as EXT4 [12] or XFS [13], saves information of all write
requests in the journal area with a particular form. There are three journal modes in
journaling filesystem: journal, ordered, and write back mode. Journal mode saves
both data andmetadata in the journal area; orderedmode records changes inmetadata
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to the journal area only after data is written to the storage. Write back mode writes
metadata in the journal area and keeps data on the main filesystem; however, write
back mode disregards the ordering of the data. Note that journal area is placed in
the middle LBA of a partition to minimize the distance of movement of HDD’s arm.
When the arm moves back and forth to record journal data and filesystem data, the
locality of the filesystem data can be broken. One way to avoid the break of the
locality is to use external journaling which exploits a separate disk as a medium for
storing the journal data. This research uses orderedmode to examine effect of journal
on RAID system.

BTRFS [14] is a copy-on-write (COW) filesystem which is introduced in Linux
Kernel 2.6.29. It is also known as next generation filesystem that provides features
such as built-in volume management, per-block checksumming, self-healing redun-
dant arrays, and atomic copy-on-write snapshots. From the perspective of I/O count
and I/O volume, copy-on-write feature can be an issue. In other filesystems that does
not use copy-on-write, the filesystem overwrites the existing data on the storage,
whereas the copy-on-write filesystem does not overwrite the existing data, instead it
writes the new data to elsewhere. This research intends to examine the overhead of
managing metadata and write requests when copy-on-write filesystem is applied to
RAID and repeated updates must be treated.

NILFS2 [15] andF2FS [16] are log-structuredfilesystemwhich ismerged toLinux
mainline in Kernel 2.6.30 and Kernel 3.8, respectively. Log-structured filesystem
appends all incoming data to the end of the log, which is in units of segment. Since
all write requests are treated as sequential write operations, bandwidth of random
writes on log-structuredfilesystemexhibits the sameperformance as sequentialwrite;
however, a critical problemwith the log-structured filesystem is its read performance.
Since all writes are written sequentially regardless of its spatial locality, all data must
be read randomly. This research intends to examine the performance benefits of log-
structured filesystem in SSD-based RAID.

4 Environment

The objective of this study is to analyze the behavior of SSD-based RAID under
various RAID configurations, and examine the effect of stripe size and filesystem on
storage performance. In this paper, we use five stripe sizes—64, 128, 256, 512, and
1,024KB, and use five storage configuration—single SSD, RAID 0, RAID 1, RAID
10, and RAID 5. Workloads used in this paper are sequential read/write and random
read/write, which are tested with buffered I/O and direct I/O.

We use MobiBench [18] to measure the I/O performance of the RAID system.
We use 5% of available filesystem partition as a file size throughout the experiment,
and the I/O size for sequential and random I/O is set to 2MB and 4KB, respectively.

To measure the performance of the system, we used a computer that consists of
eight 256GB SATA3.0 Samsung SSD 840 Pro, connected to a Dell PERC H710P
(1GB Cache memory, 2 SAS ports) on PCI-E 2.0 8 lane interface in a system with
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16GB of memory (Samsung DDR3 SDRAM PC3 12800 4GB × 4) and a Intel
Core i7-3770 (4 cores with clock speed of 3.5GHz). The system operates on Ubuntu
13.04 64 bit, Kernel 3.13. The maximum performance of a SSD 840 Pro 256GB for
sequential read/write is 540/520MB/s and for random read/write is 100K/90KIOPS.

Theoretically, the maximum bandwidth of write operation on RAID 0 with N
number of disks can be calculated as the number of disks times bandwidth of a device.
Suppose a system exploits a SSD that has read and write bandwidth of 540MB/s and
520MB/s, respectively, the performance of a RAID 0 with 8 SSDs is 4,320MB/s and
4,160MB/s, respectively. The maximum bandwidth of H710P connected to PCI-E
2.0×8 lane canbe calculated as bandwidth of PCI-E2.0, 6Gbit/s times 8 lanes,which
is 4,096MB/s. From the fact that the maximum interface bandwidth is lower than
the maximum bandwidth of RAID 0 with 8 SSDs, we can deduce that the interface
can be a source of the bottleneck on a RAID system with very high bandwidth.

5 Experiment

5.1 Effect of Stripe Size

We configure RAID 0 and RAID 5 with eight Samsung SSD 840 Pro, and vary
the stripe unit size to examine the I/O performance. We measure sequential I/O
performance (MB/s) as well as random I/O performance (KIOPS).

Figure1 illustrates the result of I/O bandwidth of different stripe sizes ranging
from 64KB to 1,024KB in multiples of two for RAID 0 and RAID 5 with eight
SSDs. The performance of RAID 0 is shown in Fig. 1a, b. The best sequential I/O
performance in RAID 0 is observed when the stripe size is 512KB in both read and
write, except for the case of sequential buffered read. For sequential read, buffered
I/O and direct I/O yield 1,585MB/s and 2,149MB/s, respectively; on the other hand,
sequential write operation with buffered I/O and direct I/O yield 1,774MB/s and
2,535MB/s, respectively. We observe that the memory copy overhead of buffered
I/O brings about 25–30% performance degradation in sequential read and write,
respectively. In the case of random read, buffered I/O and direct I/O yield 8.3KIOPS
and 8.4KIOPS, respectively. And, random write with buffered I/O and direct I/O
yield 69.3KIOPS and 21.2KIOPS, respectively.

Performance on RAID 5 is shown in Fig. 1c, d. We observe that stripe size
of 512KB also shows best performance on RAID 5, except for random buffered
write. For the sequential read with buffered I/O and direct I/O yield 1,633MB/s
and 2,089MB/s, respectively. And, the sequential write with buffered I/O and direct
I/O yield 1,859MB/s and 2,097MB/s, respectively. For the random read, on the
other hand, buffered I/O and direct I/O yield 8.2KIOPS and 8.4KIOPS, respectively.
For the random write, buffered I/O and direct I/O yield 3.9KIOPS and 10.8KIOPS,
respectively. Stripe size of 64KB on random buffered write, which exhibits the best
performance in the test, shows throughput of 15.3KIOPS.



400 C. Park et al.

Fig. 1 a Seq. read/write performance on RAID 0. bRan. read/write performance on RAID 0. c Seq.
read/write performance on RAID 5. d Ran. read/write performance on RAID 5. I/O performance
by stripe size on RAID 0 and RAID 5 (SSDx8, EXT4 filesystem)

We observe that stripe size of 512KB exhibits either the best performance or
equivalently good performance compared to the best case. Therefore, we set the
optimal stripe size is 512KB for sequential read/write and random read/write on
both buffered I/O and direct I/O, except for random buffered write. The next set of
experiments use stripe size of 512KB.

5.2 Effect of RAID Level

Figure2 illustrates the I/O performance with respect to RAID levels and the number
of SSDs. Although it is not shown in the graph, we also measured the performance
of RAID 1 and RAID 10. The performance of RAID 0 with one SSD and RAID 1
with two SSDs shows similar performance to sequential read/write performance with
single SSD.Bandwidth of sequential write shows about 10% lower performance than
the performance of single SSD. RAID organization with additional number of disks
shows better I/O performances than that of single SSD.

As the number of SSDs in RAID configuration increases, the I/O performance
improves to a certain level. However, once the peak is reached, additional increase
in the number of SSDs does not bring better performance. For sequential buffered
read on RAID 0, the performance reached about 1,600MB/s with three SSDs and
stayed at that level even with more SSDs. In the case of sequential direct read,
about 2,100MB/s was reached with five SSDs. For sequential write on RAID 0
with four SSDs, buffered I/O shows about 1,800MB/s and direct I/O with six SSDs
shows about 2,500MB/s. The result of RAID 0 experiment shows that the maximum
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Fig. 2 a Sequential read. b Sequential write. c Random read. d Random write. I/O performance
by RAID level and the number of SSDs (EXT4 filesystem)

performance of sequential read and write of RAID controller is about 2,100MB/s
and 2,500MB/s, respectively. It is interesting to see that the bandwidth of sequential
workload on RAID 5 is not far different from the performance of RAID 0. The
performance result of changing the number of disks in RAID 0 and RAID 5 implies
that the performance bottleneck lies in the RAID controller.

Random read and write workload on both RAID 0 and RAID 5 shows inferior
performance compared to that of single SSD. In the case of random read perfor-
mance, the number of disks in RAID configuration does not affect the performance.
With single SSD, random read with buffered I/O and direct I/O shows 14.3KIOPS
and 9.9KIOPS, respectively. We observe that the performance of RAID 0 and RAID
5 is almost the same regardless of the number of SSDs used; random buffered read
exhibits minimum of 7.8KIOPS andmaximum of 8.7KIOPS, and random direct read
shows minimum of 8.1KIOPS and maximum of 8.5KIOPS. On all RAID configura-
tions, random buffered read shows about 40–45% lower performance compared to
the performance of single SSD, and random direct read shows about 14–18% lower
performance to that of single SSD.

The performance of randomwrite shows severe performance reduction inRAID5.
For random buffered write, RAID 0 shows about 20–40% lower performance com-
pared to single SSD; RAID 1 and RAID 10 shows performance reduction of about
55%. The I/O performance of RAID 5 is reduced about 90–95% compared to single
SSD. In the case of random direct write on RAID 0, RAID 1, and RAID 10, about
38% of I/O performance is reduced compared to that of single SSD; in the contrary,
about 67% of performance is reduced in RAID 5.

There are two interesting findings we can deduce from the result of experiment
on the I/O performance with respect to RAID level and the number of SSDs in
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RAID configuration. First, measured I/O performance does not match the theoreti-
cal performance measurements calculated with respect to RAID levels. In fact, our
measurements show that the maximum I/O performance is lower than the theoretical
measurements. We believe that the RAID controller is the main bottleneck in limited
I/O performance. Second, we find that random read/write performance of RAID is
much lower than that of single SSD—randombufferedwrite onRAID5 is about 95%
lower than the performance of single SSD. We believe random performance is slow
because RAID cannot exploit parallelism while process the random I/O requests.

5.3 Effect of Filesystem

Figure3 shows I/O performance of different filesystems on RAID 0 with eight SSDs.
In the case of sequential read performance, both buffered I/O and direct I/O shows
I/O performance of about 500MB/s in all of five filesystems. It is interesting to
see that sequential buffered read on BTRFS shows the best performance of about
2,500MB/s, which is 160%more than that of other filesystems on RAID 0. It shows
that the performance of RAID 0 is about three times higher than that of single SSD.
With direct I/O, the performance of RAID 0 is higher than that of single SSD by
about 4.2 times in all filesystems except for BTRFS. The four filesystems, except
BTRFS, show I/O performance of about 2,100MB/s; BTRFS exhibits performance
of about 1,700MB/s.

Performance of sequential buffered write measured on single SSD shows I/O per-
formance of about 500MB/s in four filesystems except for NILFS2. In the case of

Fig. 3 a Sequential read. b Sequential write. c Random read. d Random write. I/O performance
by filesystem (RAID 0, SSDx8)
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direct I/O, all filesystems other than F2FS shows performance of 500MB/s; per-
formance of F2FS is about 380MB/s. In the case of RAID, XFS has highest I/O
performance of about 2,850MB/s in buffered I/O, and EXT4 and XFS is the filesys-
tem with highest I/O performance, producing performance of about 2,500MB/s in
direct I/O. BTRFS shows the second highest performance in both buffered I/O and
direct I/O with 2,400MB/s and 2,200MB/s, respectively. In the case of F2FS, the
performance of buffered I/O on RAID 0 is about 3.2 times better than that of single
SSD, but the performance of direct I/O is 2.1 time better than that of single SSD.

For random read performance, the extent of I/O performance reduction is similar
in all filesystems in comparison with single SSD. With RAID 0, random buffered
read performance decreases by about 40% compared to that of single SSD, and
random direct read shows about 15% drop in performance. In the case of random
direct write, the performance of RAID is measured at about 60% of single SSD in
all filesystems except for NILFS2.

The performance of random buffered write shows the most interesting result. It
shows that only F2FS on RAID 0 exceeds the performance of single SSD, whereas
the performance of the other filesystems are lower than that of single SSD. The
performance of the four other filesystems show about 20–50% lower performance
than the performance measured on single SSD. On the contrary, F2FS on RAID 0
shows 2.7 times better I/O performance than single SSD.

Figure4 compares the I/O performance between EXT4 and F2FS in single SSD,
RAID 0 (SSDx8) and RAID 5 (SSDx8). The result shows striking difference of
performance on sequential direct write and random buffered write. In the case of
sequential direct write, the performance of F2FS is lower than that of EXT4 on SSD,
RAID 0, and RAID 5. Although sequential write with direct I/O of EXT4 on RAID
5 is about 20% lower than that of RAID 0, the performance on RAID 0 and RAID
5 is about 3.1 and 2.6 times better than that of F2FS, respectively.

Fig. 4 a Sequential read. b Sequential write. c Random read. d Random write. I/O performance
on EXT4 and F2FS on RAID 0 (SSDx8) and RAID 5 (SSDx8)
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We observe that the performance of randomwrite with buffered I/O on EXT4 does
not excel as much as in the sequential write experiment. In fact, the performance of
F2FS on RAID 0 and RAID 5 is about 5 times and 50 times better than that of EXT4,
respectively. It is interesting to see that the performance of EXT4 on RAID 5 is very
poor; the throughput of EXT4 on random write with buffered I/O shows about 40
times lower compared to the performance on single SSD. Although F2FS shows
lower I/O performance on RAID 5 compared to that of RAID 0, it still shows about
1.7 times better I/O performance than performance of single SSD.

The result of this section conveys that the filesystem plays a key role in defining
the performance of RAID with SSDs. It also shows insight on decision making for
choosing right filesystem for different workloads. The most interesting result shown
in the experiments is that F2FS is the choice for the random write with buffered I/O
workload, where all other filesystems fail to exhibit better performance than single
SSD.

6 Conclusion

In this paper,weused aDELLPERCH710PRAIDcontroller and eight SamsungSSD
840 pro to measure the performance of sequential read/write and random read/write
with buffered I/O and direct I/O on various RAID configurations.We find the optimal
stripe size to conduct the experiment on givenworkload, which is found to be 512KB
in our experiments on RAID 0 and RAID 5 with eight SSDs. To analyze the effect of
the number of SSDs on the RAID system, we varied the number of the SSDs, and find
that the performance of sequential read/write is limited by the performance of RAID
controller not by number of SSDs used in the RAID organization. After analyzing
the effect of different filesystems on the RAID system, we find that F2FS, the log-
structured filesystem, shows the best performance on random write with buffered
I/O on RAID 0 and RAID 5 with eight SSDs. The performance of F2FS on random
write with buffered I/O on RAID 0 and RAID 5 shows about 5 times and 50 times,
respectively.
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Evaluation of Fairness in Message Broker
System Using Clustered Architecture
and Mirrored Queues

Maciej Rostanski, Krzysztof Grochla and Aleksander Seman

Abstract The paper presents a performance evaluation of a message broker system
in various high availability configurations. We verify different redundancy architec-
tures against queuing system performance on the example of Rabbit MQ system.We
discuss fairness issues and find that the replication of queues may lead to signifi-
cant differences in the performance offered to clients connected to different nodes of
messaging system. Basing on the analysis, we propose cluster architectures which
provide fair allocation of resource to multiple clients, while maintaining the redun-
dancy and high performance.

Keywords Mirrored queue · Cluster node · Message broker · High availability ·
Fault tolerance · Load balancing · Rabbit MQ

1 Introduction

Modern applications, devices, or appliances, being a distributed parts of the whole
solution, need to connect and scale. The queuing system that joins multiple servers is
necessary component is that distributed the messaging, understood as an information
flow or network of application servers [1]. From a designer’s perspective, message-
oriented middleware can be seen as a:
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Fig. 1 Message queuing example: messages are stored in FIFO queue. Source [3]

Fig. 2 The publish/subscribe interaction paradigm decouples consumers and producers in terms
of space, time, and synchronisation [3]

1. Queuing system, where messages are concurrently pulled by consumers (Fig. 1).
Such model is often described as point-to-point queuing. In such case, it is not
defined by the element’s structure, which element is retrieved by a consumer—it
depends on the predesigned order in which the elements are stored in the queue.

2. subscription-based exchange solution, allowing groups of consumers to subscribe
to groups of publishers, resulting in a communication network or platform, or a
message bus (Fig. 2).

Suchbus or queuing systemhas to be able to scale in termsof geographical distance
as well as in terms of devices or applications served. Jones et al. define the role of the
queuing system as a distribution point for information sent from the publishers to be
distributed to the necessary subscribers and allows applications continue operation
while waiting for data from other locations [5].

The middleware layer, often referred to as a ‘glue’ between different system
components, allows communication between them. The modern requirement is
to overpower the limits of point-to-point communication, and, moreover, to do
it in a nonsynchronous fashion. This is also referred to as a time-, space-, and
synchronisation-decoupling [3], and is especially important, given the fact, that the
distributed systems now involve thousands of entities, which may be distributed
throughout vast geographical distances, and whose behavior and even location may
vary in time.

This paper describes the effects of scalability and high availability (HA) improv-
ing solutions usingRabbitMQsoftware as amiddleware. RabbitMQ is an open source
message broker and queuing server that is becoming more and more popular. The
design challenge behind this problem are contrary requirements: the scalability and
other performance-optimization mechanisms are in principle hindered by high avail-
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ability (or even fault tolerance) solutions, which basically put stability and durability
over performance.

The paper is organized as follows: the logical components of middleware system
are presented and briefly explained specifically, scalability, and high availability
solutions are discussed.Next, section describes the experimental topology, evaluation
methods, and tools. The main part includes evaluation results for different message
broker configuration scenarios for scalability and high availability taking into account
the fairness provided to different clients; the experimental results of constructed
systems are described and then concluded in the last section.

2 Clustered Queueing Systems Techniques
and Solutions Overview

In this paper,we consider a queuing systembasedon theAMQPprotocol andmessage
broker. In the core of the message broker architecture are queues; every message
received by the RabbitMQ always is placed in a queue. Messages in queues can
be stored in memory (memory-based) or on a disk (disk-based). Second important
elements of the RabbitMQ are exchanges—the delivery service for messages. The
exchange used by a publish operation determines if the delivery will be direct or
publish-and-subscribe. A client chooses the exchange used to deliver each message
as it is published. The exchange looks at the information in the headers of a message
and selects where they should be transferred to. This way AMQP brings the various
messaging idioms together—clients can select which exchange should route their
messages [6].

The main design concepts revolve around two distinct requirements–that the in-
frastructure should be (1) scalable and (2) highly available.

Scalability is an architectural characteristic which can be defined as a capability
to cope and perform under an increased or expanding workload. A system that scales
well will be able to maintain or even increase its level of performance or efficiency
when tested by larger operational demands. In terms of message queuing, or even
publisher/consumer exchange system, this would mean the possibility of increasing
processing speed or message throughput, user capacity, etc.

HAmeans that the system can deal with its internal failures. Given the availability
(A) formula (Eq.1),

A = MTBF

MTBF +MTTR
(1)

HA aims to minimize downtime and IT service disruption; so the common goal in
HA is to increase Mean Time Between Failure (MTBF) and decrease Mean Time to
Repair (MTTR). HA applications are designed to have a high level of service uptime.
HAsolutionsmay featuremany elements, e.g.: systemmanagement, live replacement
(hot-swap), component redundancy, and failover mechanisms. Common strategy is
to avoid single points of failure in the system. This can be difficult, because demands
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on such systems include not only ensuring the availability of important data, but also
efficient resource sharing of the relatively expensive components.

2.1 Cluster Construction

From the client’s perspective, the middleware system is put under one very important
requirement–sent messages should not be lost under any circumstance. The system is
expected to be operable anytime, which is not HA requirement; it can be understood
as a Fault Tolerance. Contrary to HA, which implies a service level in which both
planned and unplanned outages do not exceed a small stated value [9], fault-tolerant
(FT) systems tend to implement as much component redundancy and mirroring
techniques as possible, in order to eliminate system failures completely (this is of
course from client’s perspective, in fact introducing redundant components will make
component failures occur faster) [2]. The reliable system should accept messages,
but the delivery is another task–it can be delayed or postponed until failure recovery,
so that is not FT requirement after all. But this is valid only if the application can
handle the message delay situation.

For the purposes of this paper, both HA and FT solutions were considered:

1. HA (Active/Passive solution)
in which the downtime of message broker service is expected in case of planned
or unplanned unavailability of primary server. Queues and messages have to be
persistent (disk-based), and message broker can be restarted elsewhere in the
system. Possible solution is to deploy clustering HA solution like pacemaker [7]
in order to manage message broker and restart it (or migrate) when necessary
using available resources.

2. FT (Active/Active solution)
means that the planned or unplanned downtime of message broker does not have
any effect on queuing system. Typically, it is implemented by MB leveraging
clustering mechanism built-in RabbitMQ, which is developed strictly for such
situations, and replicates queues on every RabbitMQ node in the cluster [8].

The constructed message-broker cluster is presented on Fig. 3. RabbitMQ nodes
are providing services to clients that are load-balancedbyexternal solution (Haproxy).
The client emulators publishing or consuming messages were used to evaluate the
performance [4]. A four-node cluster was constructed, with nodes capable of putting
messages to RAM or disk, depending on test configuration.
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Fig. 3 Cluster structure

2.2 Queues Placement in Cluster

The most interesting design opportunity lies within queues placement. The queue
can be single, which means it is located only on one node; or it can be mirrored,
which means more than one node hosts the queue and its messages.

The queue owner node has full information about it; other nodes in the cluster
only know the queue’s metadata and a pointer to the node where the queue actually
is stored. This solution allows to limit storage space requirements and increase per-
formance replicating messages to every node would result in increase of network
and disk load for every node, keeping the performance of the cluster the same (or
worse) [12]. Regardless where publish is made, message is forwarded to the queue
owner node. This leads to main performance-optimization technique: to increase
performance for every added node by spreading queues across nodes [11].

On the contrary to performance-driven requirements for queues, there is a need
for queue to be redundant when the main goal is to achieve high availability and
fault tolerance. If a queue owner node fails, all of the messages within a queue are
gone. An active-active redundancy option is possible; any queue can be mirrored.
The mirrored queue is achieved by creating slave copies of the queue on other nodes
in the cluster. It can be copied on every node, but the designer is able to specify a
subset of nodes in the cluster for a queue to live on (Fig. 4).

There are two flow control mechanisms in RabbitMQ. Both work by exerting TCP
back pressure on connections that are publishing too fast. They are:

1. A per-connection mechanism that prevents messages being published faster than
they can be routed to queues.
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Fig. 4 Queues placement possibilities example

2. A global mechanism that prevents any messages from being published when the
memory usage exceeds a configured threshold or free disk space drops below a
configured threshold.

Described configuration possibilities create an opportunity to design multiple
scenarios, in which specific queues are mirrored to every node, or are mirrored
to specific nodes only; the evaluation of these scenarios should give performance
results and an answer whether it is possible to create the topology that is scalable, yet
maintains High Availability requirements regarding given queue and its messages,
as it was described in [10]. Here, we present a detailed analysis of the fairness
of resource allocation in the messaging system, and propose two architectures that
provide good balance between reliability, fairness, and performance.

3 Extensive Testing Results

3.1 Test Environment

Extensive testing was conducted using different node/queue combinations with or
without mirroring. All of scenarios were tested with commodity-equipped virtual
machines (single core, 4GB RAM, 8GB HDD). The hypervisor host was equipped
with Intel i7 CPU and 32GB RAM. There was no resource overload. Following key
factors have been developed in the process:

1. Placement—means whether the queue is hosted

(a) on the node (“master”),
(b) is being replicated onto the node (“slave”) or
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Fig. 5 Performance of message storing in RAM or disk

(c) is not present at this node, but is instead redirected tomasternode, as described
at Sect. 2.2—such nodes can be described as “empty” or “other”;

2. Whether the given node is storing messages in RAM or disk.

3.2 The Unfairness of Service Operation

The first set of tests have been executed to show the influence of storage configuration
on the Rabbit MQ performance. The tests was executed with six clients and four
cluster nodes configured. A full-mirror queue was created, which means it resided
on one node (“master”) and was replicated to every other node (“slave”), but one
slave was disk-based instead of RAM. The results can be seen on Fig. 5. Connections
to nodes are performing much better when stored in RAM, which is an expected
behavior.

The influence of the location of the queues on particular nodes was analyzed in the
second test, presented on Fig. 6. This time, every cluster node was storing messages
in RAM, but not every node had replicated queue and its messages (means such
node was “other” node). Clients connected to nodes without queue turned out to
be preferred and thus serviced faster than clients connected directly to “master” or
“slave” nodes (where queue is being replicated).

There are two different situations—upper diagram of Fig. 6 shows the queue per-
formance when there are multiple clients sending messages (producers), the second
diagram presents the queue performance when the clients are receiving messages
(consumers). Sending and receiving message rates vary because of load balancing
between cluster nodes—some clients connect with master node, some to the slave
nodes, and some to “empty” or other nodes.

The effect of uneven distribution and unfair client treatment is visible in the com-
parison of results for different number of nodes in the cluster. Increasing the number
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Fig. 6 Examples of the effect
of queues placement on the
nodes

of nodes results in some performance improvement in overall, but in detailed view
it appears that some of the clients have to wait for others to complete, as presented
in Fig. 7. The unfairness especially influences consumers (receiving clients), as seen
on Fig. 8.

Our tests lead to the conclusions that (1) for sending (producing) rates to be fairly
distributed, “master” node should not be serving clients; and (2) if work scenario
contains considerably more producers than clients, queues replication to every node
is performing better.

3.3 Topologies to Optimize the Fairness

In order to create an environment that should remain fair to every load balanced
client, the two topologies shown on Fig. 9 are proposed. The topology on the left
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Fig. 7 Message rates of clients sending to “spread” queue in two-node and three-node cluster. The
effect of clients hitting “empty” node is visible on the lower diagram

Fig. 8 Message rates for clients receiving from multi-node cluster (two, three and four nodes)

is a fair topology for the queues that are mirrored to every node. This is done by
isolating “master” node from clients. For “spread” queues (that are being replicated
only to one other node) the fair topology needs one more node, but promises better
reliability and scalability. Right side of Fig. 9 shows this concept.
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Fig. 9 Proposed topologies to improve fairness for mirrored (on the left) and spread (on the right)
queues system

4 Conclusions

The analysis of the middleware architecture shows that the number of nodes in the
cluster and the configuration of data replication amongst them has large influence on
the processing speed offered for the clients. The time required for a client to publish
or receive message from a analyzed Rabbit MQ systemmay differ significantly when
the client is connected to different nodes in the cluster. The queues have one master
node, may be mirrored (to slaves), but not necessarily everywhere (there can be
“empty”, or “other” nodes). The results show that RabbitMQ-implemented cluster
is unfair to clients, depending on which node they get connected to. When sending,
“other” nodes are favored, when receiving, “other” nodes and “masters” are favored.

The topology with full-mirrored queues (replicated on every node) is not scal-
able horizontally (adding more nodes), as our tests show. Based on the available
RabbitMQ distribution (3.3.0), the “spread” queues topology did not perform as ex-
pected. Message rates were unstable especially for consumers. Erratic behavior of
spread queues scenario points to full-mirrored queues as much more stable solution,
but “spread” queues scenario gives also promising results.

Acknowledgments This work is partially supported by NCBIR INNOTECH Project K2/HI2/21/1
84126/NCBR/13, The EffectiveManagement of Telecommunication Networks Consist of Millions
of Devices.

References

1. M. Altherr, M. Erzberger, S. Maffeis, iBus - a software bus middleware for the Javaplatform, in
Proceedings of the International Workshop on Reliable Middleware Systems, (1999) pp. 43–53

2. P. Buchwald, TheExample of IT Systemwith Fault Tolerance in a Small BusinessOrganization,
in Internet Technical Development and Applications 2, (Springer, Berlin, 2012), pp. 179–187



Evaluation of Fairness in Message Broker System … 417

3. P.T. Eugster et al., The Many Faces of Publish/Subscribe. ACMComput. Surv. 35(2), 114–131
(2003)

4. K.Grochla, L.Naruszewicz, Testing andScalabilityAnalysis ofNetworkManagement Systems
Using Device Emulation, in: Computer Networks (Springer, Berlinm, 2012), pp. 91–100

5. B. Jones, S. Luxenberg, D. McGrath, P. Trampert and J. Weldon, RabbitMQ Performance and
Scalability Analysis, project on CS 4284: Systems and Networking Capstone, Virginia Tech
(2011)

6. J. O’Hara, Toward a commodity enterprise middleware. ACM Queue 5(4), 48–55 (2007)
7. Pacemaker, A scalable High Availability cluster resource manager (2014), http://clusterlabs.

org/. Accessed 18 Jan 2014
8. RabbitMQ documentation (2014), http://www.rabbitmq.com/documentation.html. Accessed

21 Jan 2014
9. M. Rostanski, High AvailabilityMethods for Routing in SohoNetworks, in Internet - Technical

Developments and Applications 2 (Springer, New York, 2011), pp. 154–152
10. M. Rostanski, K. Grochla, A. Seman, Evaluation of highly available and fault-tolerant middle-

ware clustered architectures using RabbitMQ, in Proceedings of FEDCSIS (2014)
11. M. Salvan,Aquickmessage queue benchmark:ActiveMQ,RabbitMQ,HornetQ,QPID,Apollo

(2013), http://bit.ly/1b1UGTa
12. A. Videla, J. Williams, RabbitMQ in Action Distributed messaging for everyone, Manning

(2012)

http://clusterlabs.org/
http://clusterlabs.org/
http://www.rabbitmq.com/documentation.html
http://bit.ly/1b1UGTa


Erratum to: Information Sciences
and Systems 2014

Tadeusz Czachórski, Erol Gelenbe and Ricardo Lent

Erratum to:
T. Czachórski et al., Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6

The subtitle of the book was incorrect. The correct book subtitle should read:
Proceedings of the 29th International Symposium on Computer and Information
Sciences.

The online version of the original book can be found under
DOI 10.1007/978-3-319-09465-6

T. Czachórski (&)
Polish Academy of Sciences, Gliwice, Poland
e-mail: tadek@iitis.gliwice.pl

E. Gelenbe Æ R. Lent
Imperial College London, London, UK
e-mail: e.gelenbe@imperial.ac.uk

R. Lent
e-mail: r.lent@imperial.ac.uk

© Springer International Publishing Switzerland 2014
T. Czachórski et al. (eds.), Information Sciences and Systems 2014,
DOI 10.1007/978-3-319-09465-6_43

E1

http://dx.doi.org/10.1007/978-3-319-09465-6
http://dx.doi.org/10.1007/978-3-319-09465-6


Author Index

A
Abul, Osman, 305
Akgul, Yusuf Sinan, 61
Aleçakır, Kemal, 259
Amar, Patrick, 387
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