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Introduction

Katharina Anna Zweig, Wolfgang Neuser, Ingo Scholtes, Volkmar Pipek,
and Markus Rohde

Abstract Software has in many cases become a part of a socio-technical system
that needs new modeling approaches to understand the interaction between IT-
systems, the individual, organizations, and the society at large.

Socioinformatics

This book combines the entries to our workshop on Socioinformatics at the 43rd
annual meeting of the German Informatics Society (Gesellschaft für Informatik) in
Koblenz.

The term socioinformatics is rather new and may thus need some explanation:
In the early days of computer science, software was mainly a simple product which
made a well-known process faster and less error-prone. For example, without word
processing software, all texts had to be written by hand or typed on a typewriter;
every mistake required to start all over again. Software enabled the typist to simply
erase the wrong letters, leaving the rest of the document intact. Today, collecting
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viii Introduction

data and processing it digitally is so fast that processes emerge that have no
equivalent to the processes of the pre-computer era, for example the decentralized
organization of a power-grid fueled by renewable energy sources. IT-systems thus
have an unprecedented influence on us as individuals, on the organizations we are
embedded in, and on society at large—together we build a so-called socio-technical
system; these systems have to be carefully designed to make them acceptable
for humans. Jörg Dörr’s entry with the title “Towards Acceptance of Socio-
Technical Systems: An Emphasis on the Requirements Phase” (Chap. 10) focuses
on how requirements engineering can help to build better systems. But designing
software for these socio-technical systems also requires new models, as proposed
in the entry “Integrated Modeling and Evolution of Social Software” (Chap. 6)
by Arnd Poetzsch-Heffter, Barbara Paech, and Mathias Weber. The interaction
between IT-systems and humans is largely determined by human behavior—thus,
a socioinformatician needs to understand human constraints. Janet Siegmund and
Sven Apel’s entry on “The Human Factor in Computer Science and How to Teach
Students to Care: An Experience Report” (Chap. 2) summarizes their experience in
teaching a course on empirical studies in software design. These first three entries
are mainly concerned with software engineering aspects of creating socio-technical
systems.

The following entries focus on technical systems that support social processes.
The entry by Kai Fischbach, Oliver Posegga, and Martin Donath with the title
“Using Weighted Interaction Metrics for Link Prediction in a Large Online Social
Network” (Chap. 5) shows that knowing the frequencies by which users of an online
social network interact helps to predict new links. These methods can be used to
introduce persons to each other to facilitate new friendships, thus supporting a social
process which would normally be mediated by a common friend. Jean Botev’s
entry with the title “Anonymity, Immediacy and Electoral Delegation in Socio-
Technical Computer Systems” (Chap. 9) gives an overview on software that supports
collective decision making. Finally, Michael Seufert, George Darzanos, Ioanna
Papafili, Roman Łapacz, Valentin Burger, and Tobias Hoßfeld discuss “Socially-
Aware Traffic Management” (Chap. 3) which uses social knowledge to create better
document distributions in peer-to-peer networks.

The last section of the book contains five entries that are focusing on the co-
evolution of society and software and on the possible mutual influence of IT-systems
and organizations. Ingo Scholtes, René Pfitzner, and Frank Schweitzer in their
entry “The Social Dimension of Information Ranking: A Discussion of Research
Challenges and Approaches” (Chap. 4) discuss how social processes (like tagging
and rating information) help to rank large amounts of documents but also how
these processes create new incentives and might change social processes in turn.
In his entry with the title “Towards a Principle of Socio-Technical Interactions:
Embracing Cultural Issues of Enterprise Culture Through a Concept of Enterprise
Activities” (Chap. 1), Sebastian Bittman models the interaction of human and
mechanical agents, based on Max Weber’s theory of social action. Valentin Burger
et al. in their article on “Social Network Analysis in the Enterprise: Challenges and
Opportunities (Chap. 7)” focus on the question of how enterprise software changes
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the way workers can be evaluated, while Sean P. Goggins and Giuseppe Valetto
in their chapter on “Assessing the Structural Fluidity of Virtual Organizations and
Its Effects” (Chap. 8) elucidate how IT-systems support the building and evolution
of virtual organizations, where organizations can cooperate in a highly dynamic
manner. Finally, Wolfgang Lenski, in his entry “Morals, IT-Structures, and Society”
(Chap. 11), sketches a philosophical framework describing how morality, society,
and IT-structures mutually influence each other.

The workshop and this proceedings has shown that there are many aspects of
today’s IT-systems which intertwine them heavily with how we, as humans, live our
daily lifes. The organizers of the workshop hope that the workshop will become
a regular meeting place for all computer scientists, sociologists, psychologists,
lawyers, and philosophers who want to understand this field at the intersection of all
of the aforementioned disciplines, a field called Socioinformatics.



Chapter 1
Towards a Principle of Socio-technical
Interactions – Embracing Cultural Issues
of Enterprise Culture Through a Concept
of Enterprise Activities

Sebastian Bittmann

Abstract Due to the increasing importance of Information Technology, the execu-
tion of actions in the context of enterprises requires more than in the last decades,
the alignment between concerned actors and additionally the cooperation between
them, in particular human and mechanical agents. However, through the progressing
automation and autonomisation of information technology, the cooperation with
mechanical agents is still necessary. To embrace specific consequences of such
developments, a theory of action in enterprise environments will be developed
on the basis of MAX WEBER’S theory of social action, which explains enterprise
actions of agents in an enterprise. Enterprise actions are not only oriented towards
the interaction with other agents in the social system, but consider additionally the
requirements that were formulated for the agent by the enterprise management.
Despite these requirements, agents are able to contribute to the enterprise culture by
varying and adapting their actions. In this way, every agent contributes not only to
the economic, but also to the social and cultural capital. By introducing IT systems
as autonomously acting agents, the balance between economic, social and cultural
capital is endangered. Any kind of creativity will be prohibited by unambiguous
instructions and the execution of fully automated actions is completely oriented
towards to enterprise strategy, without considering important social and cultural
factors. Thereby, this paper introduces and discusses a general conception of
socio-technological interactions within enterprises. Specifically, the concept of such
enterprise actions will be used to illustrate how enterprise culture evolves and how
it is threatened by strict and standardised socio-technological interactions.
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2 S. Bittmann

1.1 Introduction

Business process specifications generally describe the organisational behaviour of
an enterprise [7, 12, 25]. In particular, this scheme gained importance in interdis-
ciplinary collaboration as a research field as well as practical applications, through
emergency of alignment possibilities, especially between the business perspective
and the required development of IT to support business processes [5, 24]. Recently,
this development is promoted by the necessary alignment of activities, which
cannot be aligned through collaborative work. Through the usage of information
technology to execute business processes, two kinds of performing agents can be
identified. In addition to the classical agent, which is the human individual and
the employee, coexists the mechanical agent, manifested in program code. This
agent deserves the label ‘agent’ today even more than in the previous decades, since
it is efficiently able to identify work orders autonomously and to react to them.
Through the increasing capability of IT systems to adapt to their environment and
the growing digitalization, it is now rarely required of human agents to specify
work orders and thus to conform the orders to currently existing specifics, given
that IT systems can autonomously estimate the effort and process the orders [22].
By means of the progressing development of information systems it is possible to
specify rules for machines to autonomously carry out their work without any human
cooperation [18]. Nonetheless machines are potentially dependent on preliminary
work of human agents, as well as human agents are potentially dependent on
preliminary work of machines. Thus there are two different types of agents in an
enterprise, which cooperate according to the paradigm of the business process [7] to
achieve the enterprise objective. But both of them can be completely autonomous in
their work and none of them is in any way instrument for the other one. Figure 1.1
illustrates the emergence of the mechanical agent within the enterprise through the
exclusion of the human agent from task accomplishment. The IT evolves from a
mere instrument to an autonomous agent, not any longer used for a specific task
accomplishment, but now independently responsible for own tasks.

The interaction between the human and mechanical agents has to be investigated
with respect to social and cultural phenomena, such as the enterprise culture
[11]. Hereby is in question the formation of such enterprise culture without the
opportunities of creative freedom, which enables an increase in cultural and social
capital with the help of unplanned actions [15]. The latter of the paper is structured
as follows. Initially the theory of social action by MAX WEBER will be introduced in
Sect. 1.2. Section 1.3 presents an extension of Weber’s theory with a specialization
of social action into a theory of enterprise action. Following this, it is illustrated
which factors influence these enterprise actions. Later on the enterprise actions are
analysed with regard to the two types of agents introduced in the previous paragraph.
This analysis will be conducted using the previously discussed business process
models to show the specific roles of the agents. The paper ends with a conclusion.
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HumanTask
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Task Technology

Automa�sa�on Autonomsa�on

Mechanical 
ActorTask

Fig. 1.1 Emergence of the automatic actor, with reference to ([13]: p. 16)

1.2 Max Weber’s Theory of Social Action

WEBER defines the term of social action as a special form of human behaviour.
Behaviour is every kind of human activity and can be covert, i.e. not observable
by others, as well as overt. Behaviour comprises, in addition, both omission and
acquiescence. An action, according to WEBER, is a special form of behaviour,
which is associated with a sense. Since this sense is subjective, the actions do not
have to adhere to social norms or other conditions. In fact the attributed meaning
does not have to be meaningful for anyone else than the actor itself. WEBER

motivates the dependency by the experience of an action on the understanding of
the meaning of that particular action, but not on the interpretation of such meaning.
Due to the subjectivity of the sense, the understanding does not have to rely on
rational thinking, but can be built on an emphatic or even artistic-receptive base.
Analogously, social action is for its part a special form of action. The specialization
is manifested in the associated sense of a social action, which has to refer to
the behaviour of other individuals. In this way, the meaning of a social action is
comprised of the interactions between individuals in a social system. Figure 1.2
embodies a visualization of the specialization from behaviour to social action ([26,
27]: p. 4).

Actions, taken by agents of an enterprise, can be equally conceived as social
actions, since they establish a relationship to other agents in the social system of the
enterprise. In the context of enterprises, two perspectives contribute to the formation
of the meaning of actions. On the one hand, social actions in an enterprise relate to
co-workers and colleagues. On the other hand, an agent in an enterprise has to meet
the obligations given by his superiors, which also influences his actions. In every
enterprise, agents have to understand the actions of superiors first, before they can
take their own social actions (managing their day-to-day business). The actions of
superiors will specify schedules and requirements, to which operative actions have
to conform. By fulfilling these requirements, the performing agents inevitably have
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Fig. 1.2 Theory of social
action with reference to [26] Behaviour

Social Acting
(If sense is connected with the 

behaviour of others)

Acting
(If behaviour is based on any sense)

to rely on interaction with other agents, making it necessary to adapt their social
actions to the behaviour of others.

Among other issues, this peculiarity is not considered by the theory of social
action, as it solely refers to a subjective sense. Due to the general applicability of
the theory, it misses a specific context, for which its explanative power leads to a
possible explanation regarding modern enterprise arrangement and therefore misses
a connection to modern enterprise culture. Specifically, the interaction between
individuals and technology is mostly neglected [3], such as the interaction between
individuals through technology [9]. The latter represents one of the most powerful
manners for limiting the respective actions of an individual and therefore has to be
considered in a modern theory of social action, as these considerations lead to new
innovations for enterprises [6], but do have further an extensive impact on society.

However, the meaning of a social action within an enterprise is formed through
consideration of given requirements and through the necessary social interactions
between individuals. Acting in an enterprise therefore involves limiting the possible
actions by respecting the given superior directives. The consideration of both
superiors and those, who interact noticeable within a social system, follows from the
theory of social actions. However, since this separation is not valid in every social
system, it demands the introduction of an extended theory describing enterprise
actions as a special form of social actions.

1.3 The Theory of Enterprise Action

1.3.1 Acting in an Enterprise Environment

The social system of an enterprise is a special one. It can be described as struc-
tural, hierarchical and functional system ([23]: p. 14). Every enterprise comprises
different agents, which are related to each other. In addition these agents are in
a hierarchical relation to each other. Classically those agents involved in planning
tasks are superior to those conducting these tasks. From a functional perspective, the
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enterprise ultimately has to consider its varying stakeholders, such as the customers
and competitors. With this representation of an enterprise, the actions of the agents
have to be oriented towards the enterprise strategy. For the underlying value of
an action therefore one has to consider both the social values of the agent, as
well as the requirements of him as an agent in an enterprise. The fulfilment of
these requirements is in the end motivated through the desire to rise the own
economical capital, represented by the wage. The following Fig. 1.3 illustrates the
conceptualization of enterprise actions.

The predefined actions for an agent are usually economically motivated by
an enterprise. Nonetheless, taking such actions can also be based on cultural or
social values, if these values are encouraging the respective participation in such
enterprise or the commencement of the given predefined actions. However, when
considering individuality at taking actions, conflicts with the own values can arise.
Those conflicts have to be solved with creativity [15]. Two customer consultants for
example have to increase the number of contract formations in their domain to fulfil
the requirements of their enterprises. But since they have different personalities, one
of them might try this in an unobtrusive manner, while the other one pursues a rather
brisk strategy of convincing customers of the formation of a contract. Both of them
are exposed to the values of the enterprise, i.e. to maximize the customer base and
both of them will try to accomplish this objective differently according to their own
values and the respective social context.

As a consequence we identify an individual problem of the agents to harmonize
the values of the social system, i.e. the enterprise, and the own values. The enterprise
culture then emerges from the manifold of single problems of harmonization of the
different agents. In the way that the social actions are in reciprocal exchange with
the enterprise culture, there is also a reciprocal connection between the enterprise
culture and the enterprise actions. An enterprise action is thereby defined as any
behaviour that has to be oriented towards one’s own social values, as well as to the

Fig. 1.3 Conceptualization
of enterprise actions

Enterprise 
Action

Al
ig

nm
en

t
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Capital

Economic 
Capital

Social CapitalCultural Capital
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within Enterprise

(Enterprise Action)
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s

Fig. 1.4 Forms of capital with reference to [4]

predefined values of the enterprise. The purpose of enterprise actions is to increase
economic, social and/or cultural capital (c.f. Fig. 1.4) [4] on the basis of predefined
and personal values.

Although the predefined values of the enterprise are most likely oriented towards
monetary magnitudes or economical capital, the emergence of a positive enterprise
culture does not have to be solely accounted for by the personal values of single
agents (or only by the predefined values of the enterprise). The predefined values can
be either beneficial or harmful for the enterprise culture. Analogously, the values of
the agents can be either beneficial or harmful, since their resulting actions influence
other agents. Altogether both predefined and personal values should complement
and balance each other with the aim of maximizing economic, social and cultural
capital together harmonically. If the predefined and personal values only focus
on the maximization of economical capital for example, the social and cultural
capital would be neglected in the long term. As illustrated in Fig. 1.4, the presented
research abstracts from any economic considerations. This is due two reasons,
firstly, the examination of how economic capital can be gained through social capital
is generally considered by business model research, e.g. [2, 16, 20]. Additionally,
such research is considered with questions of market positioning [21] and therefore
disregards mostly personal values, because while enterprise culture is external to a
single individual, it is not external to the enterprise itself. Secondly, it is assumed
that a structured figuration of culture, implicitly affects the economical chances of
an enterprise, but initially requires a kernel theory, which is proposed by this paper.

1.3.2 On the Specification of Enterprise Actions

Actions will be specified as plans by the enterprise management [8], e.g. as Balanced
Scorecard [17], to provide a basis for the agents to execute the actual actions. With
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Fig. 1.5 Communication of the enterprise related values through the provision of plans for the
execution of actions by agents

this specification of the actions for the agents, the management is able to orient
the actions towards the predefined strategy of the enterprise. Thus such a plan is
the instrument to communicate, on a more specific level, the business strategy and
thereby the enterprise related values that serve as an orientation for the enterprise
actions (cf. Fig. 1.5).

What is needed in the process of specification is a differentiation into plans for
either human or automatic recipients. While the human agent, capable of interpret-
ing a plan with respect to his personal experiences, is able to deal with potential
room for interpretations (in possibly different manners) [14], the automated actions
need strict requirements and guidelines for their execution. Thus for an action that is
supposed to be executed by a mechanical agent, the management needs to specify a
detailed description. This description is manifested in both a conceptual description
from the management and at last in the software systems or more specifically
their program code, which executes the action in the end [19]. Therefore the plan
for human agents can and will leave room for interpretation, while the plan for
a mechanical agent is precisely specified. This explicit relationship between an
automatic action and the original plan can be seen in Fig. 1.5. The human agent
however, given his own non-static interpretations, has always the possibility of
adapting his actions. For even with increasingly specific plans, the enterprise will
have no influence on the covert behaviour of the human agents.
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1.3.3 The Search for a Cultural and Enterprise Value
of Actions

From the perspective of the enterprise actions, the automatic actions are always only
oriented towards the enterprise related values. This is the case, since the provided
descriptions of the actions do not have to be aligned with the personal values of the
agent. Actions executed by human agents on the other hand receive the personal
values of the agents through room for interpretation. The human agent can decide
how he wants to execute an action. The previously mentioned customer consultants
still have the choice of how to advice the customers of their enterprise. Analogously,
actions within an enterprise can be oriented towards the personal values of the
human agents. Asking about the wellbeing of a person before inquiring about the
processing state of an order can strengthen the social recognition of the questioned
one. If this social recognition reversely reacts with other individuals, a respectful
social intercourse can be maintained, which leads to an increase in the cultural
capital of the enterprise. The social recognition of single agents thus becomes to
a culture of mutual recognition within an enterprise.

A mechanical agent is not able to make situational decisions or diverge unex-
pectedly from its instructions. A specific diversion from the automated action
is not possible, since automated enterprise actions rely solely on the enterprise
related values, manifested in program code. With equal treatment of mechanical
agents, qualified by the own task spectrum they have to work on, a reciprocal
dependence between human and mechanical agents is created. Accordingly, human
agents are dependent on machines and programs in the execution of their own day-
to-day business. The communication has to be oriented towards the language of
the mechanical agent at all times, since understanding is here statically defined.
Through this orientation towards the mechanical agent, the human agent is denied to
develop the own personality, gathering experience and in the end making personal
progress, respectively building social capital and contributing to cultural capital.
The language of the mechanical agent to receive commands and make orders has
to become the language of the human actor, whose stasis can only be broken by
external progression or by the exchange of the mechanical agent. A specific situation
is visualized in Fig. 1.6, where a business process model is divided into three
systems, each responsible for an individual activity of the model. Two of the three
activities are already automated and only one activity still relies on the interaction
with a human agent. The human agent receives his work instructions according
to the process model from a mechanical agent, which provides the individual
appointments of various customers in a well-defined format. These appointments
then have to be prioritized. Although the human agent is able to perform this task
freely according to his own creativity, as long as he conforms to the enterprise
related values, in the end his decisions have to be well formalized for the following
activity, where again an mechanical agent is at work.

Based on the well-defined formats for automated activities and the possibility for
the management to instruct the mechanical agents precisely, there is no need for a
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Fig. 1.6 Business process model with automated and partially automated activities

harmonization when only mechanical agents are present. Finding the best form of
executing an action to combine enterprise related and personal values is no longer
required, since there is now just one possible form of the action, which is completely
oriented towards the enterprise related values. This issue can be subsumed by the
upcoming Fig. 1.7, which includes two curves describing the possibility of actions
and their reference to enterprise value by either the human or the mechanical actor.
While it is possible, to let a mechanical actor learn over time, e.g. through machine
learning [1], this benefit will stagnate over time, when no chances are left for
improvement. Furthermore the possibility of machine learning is not necessarily
available, for example by mechanical actors that are part of a production process, as
these actors need to provide the identical predefined level of quality beginning with
their activation. The second curve represents the possible development of actions
by the human actor. With respect to efficiency, in those cases, where a mechanical
actor is available, it will probably surpass the human. However, the human might be
able to question a certain task and might adapt his actions accordingly. For example,
the human could experience obsolete, but prescribed tasks and simplify them. If this
adaptation comes with any value, it probably serves the enterprise. However, this
innovative value decreases by the adaptation of competitors and the possibility of
using a mechanical actor for performing these tasks. The latter could then again
peak an innovation, but the human decision for using such a mechanical actor
remains innovative, while the actions of the mechanical actor will again stagnate
on a certain level of value. However, the value of an action by a mechanical actor
is determined by the action of the human action of deciding for, developing of etc.
these mechanical actors.

Consequently there is no cultural capital and no enterprise culture in an enterprise
that has been subject to a complete automation. The formation of cultural capital
is not possible in largely automated enterprises, since social capital cannot be
converted to cultural capital with only few or even no possibilities of human
interaction. Conclusively, the human action needs to be in continuous rebuttal in
order to gain any value from any action within an enterprise. Therewith, enterprises
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can only change with respect to their environment, if the human actions change.
This defines the superorder of human actions to mechanical actions.

1.4 Conclusion

To illustrate the drawbacks of a progressing automation that focuses solely on
economical capital, the continual loss and first of all the relevance of a culture could
be explained. But instead the actually noticeable consequences of such automation
for an enterprise should be investigated for the purpose of elucidating and conveying
the relevance of this perspective. Enterprises need in the long term competitive
advantages to position themselves in their respective context and to secure the
existence of the enterprise [Por80]. Those competitive advantages differentiate the
own enterprise from competitors on the market. A competitive advantage can only
arise through human agents. Although there can be competitive advantages due to
automated processes, this automation first has to be developed by a human agent.
With the technological possibilities, e.g. due the unlimited number of software
instances, competitive enterprises will adapt their processes to a similar or identical
degree. Thereby, the initial advantage will only result in barriers for entering the
market and the required differentiation at the market has to be settled based on other
characteristics. Facing a complete automation, a consequence would be an exclusion
from the market or the achievement of a quasi-monopoly [21], because without any
cultural capital a further differentiation is not possible. For example, a manufacturer
with a fully automated factory enters the market and acquires cost-, quality- and
time-leadership. As soon as other enterprises copy or imitate this technology, the
need arises to differentiate the enterprises on the basis of other criteria. Since
mechanical agents are only capable of reacting to predictable conditions, human
agents are needed to cope with the altering market. A differentiation and the viability
of an enterprise are thus only given through human agents. Contrary to mechanical
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agents, the human agents of an enterprise cannot be identical to those of other
enterprises and are therefore the only magnitude that is able to account for such
differentiation. The lacking issue of harmonization for mechanical agents due to
their absence of personal values will also miss a contribution to the security of the
enterprise success. For that reason, in addition to the economic capital, the social
capital and cultural capital are absolutely necessary for the competitive viability of
an enterprise.

In the end it is a question of the responsibility that computer sciences have to
bear, if they focus exclusively on the efficiency of an enterprise. We need methods
or extensions of existing methods that facilitate a planning of enterprises beyond
monetary magnitudes. Enterprise modelling for instance, in making fundamental
assumptions about the social system of an enterprise [10], should consider the short-
term nature of success that is purely measured in efficiency. Efficiency through
progressing automation disregards the human being and can thus endanger the
viability of the enterprise. Concluding systems design needs to respect any situation
for which it encounters the exclusion of social interactions by means of replacing
human agent by mechanical agents, whereby, it should not be threatened by specific
humanistic consequences. Moreover systems design human interaction needs to be
perceived as a key stone for planning and design information systems. Regardless
if it is excluded or enabled the consequence have more facets than an economic
perspective.
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Chapter 2
The Human Factor in Computer Science
and How to Teach Students to Care:
An Experience Report

Janet Siegmund and Sven Apel

Abstract The human factor plays a crucial role in software engineering, so
software engineers should pay sufficient attention to it. In this paper, we present our
experience with teaching software-engineering students to care about the human
factor. In particular, we report on a course that we conducted at the University of
Magdeburg, in which we applied explorative and interactive techniques to teach the
basics of human-behavior measurement. In summary, we received mostly positive
feedback of the students, and found that after the course, students are able to
properly take care of the human factor.

2.1 Importance of the Human Factor

In the late 1960s, software developers had to face increasingly complex software,
eventually leading to the software crisis. In part, the crisis was caused by the fact
that software was not developed for humans, but for computers. As Dijkstra phrased
it in his 1972 Turing lecture “The humble programmer”1:

[O]ne programmer places a one-line program on the desk of another and either he proudly
tells what it does and adds the question “Can you code this in less symbols?” [: : :] or he just
asks “Guess what it does!”

In these days, programming was seen as art—understandability or maintainabil-
ity of source code was not the primary concern. Furthermore, usability of programs
was not an issue, because only few, highly trained people worked with computers.
Today, almost everyone uses computers regularly, for example, when using a smart
phone. Even globally dispersed team members can collaborate on a single project

1http://dl.acm.org/citation.cfm?id=355604.361591
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with the help of collaborative software systems. Thus, the role of humans, either
alone or as a group, either as a developer or as a user, is important.

Unfortunately, human behavior is difficult to predict; we cannot easily predict
whether two humans in the same situation behave the same—we cannot even predict
whether one human behaves the same if encountering the same situation twice.
Instead, we need to conduct empirical studies, in which we observe people when
they work with source code or when they use a program, so that we can predict how
new programming languages or tools or features of a program affect the human who
is using it.

However, conducting empirical studies in software engineering is rather
uncommon. Only recently, empirical investigations, especially those that focus
on the human factor, become more and more common. Before that, researchers who
have developed new techniques with the goal of improving comprehensibility of
source code or the usability of user interfaces, often argued only with plausibility
arguments about why the technique or interface is more comprehensible or more
usable. In practice, the claimed benefits may not hold or are difficult to evaluate.

For example, in Word 2000, Microsoft introduced adaptive menus.2 Instead of a
fixed order, menu items arrange according to their frequency of usage, so their order
changes during usage. This way, the designers hoped to increase the efficiency of
using Word, because frequently used menu items were always on top. However,
in practice, this did not work, because with adaptive menus, the location of menu
items appears to be non-deterministic. Thus, users look for a menu item in the wrong
place, and are slower with adaptive menus.

One reason for the reluctance of conducting empirical investigations is that
they require considerable effort and knowledge, which is often not taught during
computer-science education. Thus, researchers often underestimate the effort and
importance of a sound study design, or depend on trained experimenters.

To address this problem, we need to train software-engineering researchers
in empirical methods. Although the call to integrate empirical methods in the
computer-science curriculum is not new [2, 4], empirical methods are only in
few universities part of the software-engineering curriculum, for example, at the
Karlsruhe Institute of Technology (Walter Tichy), Freie Universität Berlin (Lutz
Prechelt), or University of Marburg (Christian Kästner).

We designed and held a course at the University of Magdeburg, which was
initially based on course developed by Christian Kästner at the University of
Marburg, in cooperation with Stefan Hanenberg. For our teaching philosophy, we
changed several aspects of the course, including the order and emphasis of the
material for our course design. In this paper, we report our experience with teaching
empirical methods to computer scientists, for which we adopted explorative and
interactive teaching methods. Our contribution in this paper is twofold:

2http://www.nofluffjuststuff.com/blog/aza_raskin/2007/03/are_adaptive_interfaces_the_answer_/

http://www.nofluffjuststuff.com/blog/aza_raskin/2007/03/are_adaptive_interfaces_the_answer_/
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• We share our experience with teaching experience a course on empirical methods,
including comments of enrolled students.

• We discuss the contents and teaching methods of our course to help other
researchers and teachers in designing a course similar to ours.

Our overarching goal is to raise the awareness of the human factor in software-
engineering education as well as software engineering in general. Furthermore, we
want to initiate the path toward a common course description and teaching material,
so that software engineers can properly address the human factor in software
engineering.

2.2 Content of the Course

In this section, we present the content of the teaching course, which we held at the
University of Magdeburg in the winter term 2012/2013, and which we will hold at
the University of Passau in the summer term 2014. In the course, we have covered
software measurement, the importance of the human factor, systematic planning and
conducting of experiments, as well as quantitative and qualitative methods.

2.2.1 Software Measurement

In this part, we have covered typical computer-science topics, that is, topics, that
the typical student has encountered during his/her education at the University of
Magdeburg. We have started with measuring software based on software measures,
because that is close to students’ previous experience. We have introduced different
software measures, such as lines of code and cyclomatic complexity, and let
students compare different software systems based on software measures. During
the measurement process of software, typically no unsystematic measurement error
occurs, that is, the same software, measured with the same tool, always has the same
software measures. In this context, the measurement process is straightforward and
intuitive.

As next step, we introduced performance measurement, that is, students should
measure the performance of software systems. This introduces the concept of
measurement error, as measuring the same software system under the same con-
dition does not necessarily lead to the same results. Thus, to measure one software
system, several measurement runs should be conducted (which is what all students
intuitively did). Furthermore, we did not specify performance further, leaving the
operationalization to the students.
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2.2.2 The Human Factor

Based on these first steps, students have experienced that even without the human
factor, having sound measurement procedures already requires considerable effort.
When the human factor is added, there is even more variation. For example, different
developers have different levels of programming experience, are familiar with
different programming languages or domains, and might prefer one tool over the
other. Thus, different individuals introduce measurement bias, which has to be taken
care of.

Hence, with this first part, we have shown students the necessity for sound
methodological training in empirical research. Even for empirical investigations
without the human factor, such as performance measurements, significant bias can
be introduced. In our course, we continued with introducing a structured way to
conduct empirical research, which we present in the next section.

2.2.3 Conducting Empirical Investigations Systematically

To minimize bias in empirical investigations as much as possible, we need a
structured way to conduct them. To this end, we can divide empirical investigation
into five stages: objective definition, design, conduct, analysis, and interpretation.
Next, we give a short overview of each stage.

Objective Definition. First, during the objective definition, the goal of the
empirical study is defined. This includes stating research hypotheses or questions
and operationalizing the constructs of interest. The research hypotheses drive
the further design and prevent “fishing for results”, that is, playing around with
the data until something interesting is found.

Experimental Design. Second, we need to develop the experimental design,
which defines how we evaluate the hypotheses or how we answer the questions. A
major obstacle in this stage is to control for confounding parameters, which may
severely bias the results. In our experience, handling confounding parameters is
the most difficult and most often neglected part of empirical studies, because
researchers simply are not aware of them.

Conduct. Third, the experiment is conducted. In this phase, despite all careful
planning, numerous things can go wrong. For example, experimenters can
influence participants, participants deviate from their instructions, or there might
be power failures. All deviations should be thoroughly documented.

Analysis. Fourth, the data obtained from the experiment conduct needs to be
analyzed. In our experience, researchers often do not know what to do with data
beyond computing average scores or visualizing data. However, average scores
are not sufficient to answer the question whether a difference is real or whether
data correlate. To this end, we need to conduct statistical tests. Furthermore, we
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teach standard visualization techniques, such as box plots and histograms, which
is important to present the results.

Interpretation. Last, we need to interpret the data, which goes beyond accepting
or rejecting hypotheses or answering research questions. Instead, we need to state
what the results mean. Is a new programming paradigm better for programming
experts, but not for novices? Should we really start teaching programming with
this programming paradigm? Thus, the results need to be put into perspective
beyond the experiment.

In our course, we taught students to follow this procedure when designing
experiments. Next, we introduced quantitative and qualitative methods to measure
the human factor.

2.2.4 Quantitative and Qualitative Methods

To measure the human factor, there are different quantitative and qualitative
methods. For a better overview, we developed a mindmap for students, and showed
them at the beginning of each lecture, where the topic belongs to. In Fig. 2.1, we
show the map.

We started with quantitative methods, because in discussions with fellow
researchers and students, we learned they are more intuitive for computer-science
students than qualitative methods. Specifically, we discussed how to design
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human/technology factor for the empirical-methods course. Elements with a gray background
were omitted in the course, but shown for completeness



18 J. Siegmund and S. Apel

controlled experiments, in which several participants are observed, and in which
only few data points per participants are measured. For example, we explained
how to measure program comprehension based on response time and correctness
for a group of 20 or more participants. In this part, we also introduced typical
analysis procedures and their logic, from descriptive statistics (e.g., mean, standard
deviation, box plots, confidence intervals), to significance testing (e.g., �2 test,
Student’s t test, ANOVA).

After quantitative methods, we introduced qualitative methods, in which few
participants are observed in detail. In particular, we introduced interviews, case
studies, and think-aloud protocols. Furthermore, we discussed analysis techniques
for qualitative data, from grounded theory to card-sorting techniques, including
reliability measures, such as Cohen’s Kappa for interrater reliability.

With teaching these techniques, we enabled students to select an appropriate
empirical method for an evaluation of the human factor, so that students are able
to conduct an empirical study in their Bachelor’s or Master’s thesis.

For the course design, we relied on our experience when discussing empirical
studies with colleagues and students. In particular, we often found that people need
some time to grasp the difficulties of soundly measuring the human factor, so we
decided on the order that we felt is most intuitive for computer-science students.
Furthermore, we selected methods that we often encountered in the literature, so
that students learned a representative set of empirical techniques.

While in this section, we concentrated only on the content we taught, we explain
in the next section the teaching methods, that is, how we ensured that students
understand and apply suitable empirical methods.

2.3 Teaching Methods

Teachers face the problem of getting students to deeply understand and care
about the contents of a course. In Fig. 2.2, we show the six levels of learning, as
described by Bloom and others [1]. At the lowest level (knowledge/remembering),
students take in data, remember it, and recite it. At the second level (understand-
ing/comprehension), students can explain information in their own words. At the
third level (application), students are able to apply information in a new way.
Students at the fourth level of learning (analysis) can break information down into
its parts, and at the fifth level (synthesis/creation), can combine the parts to build
a new structure. At the highest level (evaluation), students can judge the value of
information. In our course, we aim at the highest level of learning, evaluation, so
that students can select an appropriate method for any empirical question.
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Fig. 2.2 Levels of learning according to Bloom [1]

So, how do we achieve the highest level of learning? In our course, we used a
combination of explorative and interactive teaching methods, which we explain in
the next sections.3

2.3.1 Exploration

During the complete course, we let students explore empirical methods for them-
selves, with the goal that they notice the problems when using an intuitive approach.
For example, regarding performance measurement, we divided the students in
groups of three to four students each and let them evaluate the run-time performance
of different sorting algorithms in different programming languages. We did not
explain to students how performance is reliably measured, or how to control for
confounding parameters, but we let them follow their intuition. Afterwards, the
student groups compared their results, and found that no group would trust the
results of another group. We concluded this exercise with a guided discussion
that led to the conclusion that we need sound empirical methods to control for
confounding parameters, so that we get trustworthy and practically applicable
results.

Another explorative method was that students read and discussed papers that
report controlled experiments. Based on these examples, students learned how to
address typical problems of empirical research (e.g., how to operationalize variables,

3There are several books (e.g., [5]) and online sources (e.g., University of Zurich (http://
www.hochschuldidaktik.uzh.ch/hochschuldidaktikaz.html)) that give comprehensive overviews of
explorative and interactive teaching methods.

http://www.hochschuldidaktik.uzh.ch/hochschuldidaktikaz.html
http://www.hochschuldidaktik.uzh.ch/hochschuldidaktikaz.html
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how to control for confounding parameters), as well as how typical pitfalls can be
avoided.

To ensure the highest level of learning, students conducted their own empirical
study. To this end, students could select any question they were interested in
and design an experimental plan to evaluate the question. After feedback on
the experimental plan (to ensure that students would not run into too much
trouble), students conducted the experiment, analyzed the data, and wrote a report
(available on the course’s website: http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/
emcs/2012/). Thus, students experienced themselves the complete process of one
empirical study, which we believe showed them the difficulty of sound empirical
studies, and also sensitized them for the importance of the human factor.

2.3.2 Interaction

Another feature of our course is interactive teaching, that is, involving students in
the lecture, not just presenting them information. In addition to exploration, a lot of
interactive methods exist. That includes asking students during the lecture to suggest
solutions to presented problems, were appropriate, after a few-minutes discussion
with their neighbor (referred to as buzz groups).

To highlight how to involve students in the teaching process, we discuss how
we introduced the systematic procedure to conduct empirical investigations (cf.
Sect. 2.2.3). For brevity, we focus only on the first stage. First, we introduced a
running example, that is, we used the research question Do comments make source
code more comprehensible? as starting point. Then, we started with the objective
definition, in which we introduced the terms independent and dependent variable,
as well as hypothesis. After explaining what an independent variable is, we asked
students to name the independent variable in the example (which is comments).
We explained what operationalization is, and then asked students to operationalize
comments (e.g., comments can either be present or not present, or comments
can be incorrect or correct). We did the same for the dependent variable (i.e.,
comprehension), which can be operationalized with letting participants fix a bug,
and then measure the correctness or response time of the bug fix. The faster the
response time, the better comprehension should have taken place. After defining
the variables, we talked about hypotheses, and that they must be falsifiable, that
is, if they are wrong, we must be able to show that. We asked students to decide
whether the research question is suitable as hypothesis (which it is not, because
it is too unspecific), and then, after a short discussion with their neighbor, give
examples of more suitable hypotheses (e.g., Incorrect source-code comments slow
down program comprehension). For the remaining stages, we used the same pattern,
that is, explaining information to students for 5–10 min, and then asking them to
apply the information right away. This way, they deepened their understanding and
can better memorize information, which is a well-studied phenomenon [3].

http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/
http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/
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We also included other interactive methods, of which we present a couple of
examples, with which we had a particularly good experience in our course. First, we
used black stories/situation puzzles as interactive methods. Situation puzzles are a
game, in which a host explains a situation to the players, and the players have to find
out by asking only yes-or-no questions how this situation emerged. In the course,
we presented students the conclusion of an experiment, for example, that expert and
novice programmers show equivalent program comprehension, and students should
come up with the experiment plan. In this case, there were different source-code
snippets, and several of them contradicted the expectation of expert programmers,
making them as incorrect and slow as novice programmers [6]. This way, students
learned to look at experiments from a different angle, which we believe helped them
to get a deeper understanding.

As second example, we used the interactive methods world café, vernissage,
and student award. In the world café, students designed an empirical study in a
group of about four students for a given research question (e.g., How do students
learn programming?), and prepared a flip chart to present their results to the
other groups, which was then presented (vernissage). This way, students applied
the taught techniques and deepened their understanding in discussions. After the
vernissage, students selected the best experimental design (student award), which
helped them to critically review and understand the experimental plan of the others.

To summarize, with explorative and interactive teaching methods, we ensured
a higher level of learning, compared to the classical way of merely presenting the
information to students. And this is also what our students said in the evaluation,
which is conducted for every lecture (see next section).

2.3.2.1 Evaluation

To ensure high-quality teaching, it is custom at the University of Magdeburg to
conduct an evaluation at the end of the semester. In this evaluation, students can
give comments about what they like and dislike about a course, and how it can be
improved. We received ten answers for our course, which can be summarized as
follows:

1. First, we found that most of the students liked the interactive teaching style,
because it motivated them to analyze the presented information actively (instead
of only listening to information).

2. Second, most students also liked that they could explore information based on
real examples, and that they could try out the empirical methods and analysis
techniques on short examples as well as on their own project.

3. Third, in contrast to the positive feedback, there are also few students who did
not like the explorative part, especially when they had to conduct their own study.



22 J. Siegmund and S. Apel

Despite the negative feedback, we feel confident that our students profit from this
way of teaching. Thus, when we conduct the course again, we will continue using
the explorative and interactive teaching techniques.

Considering the projects of the students, we observed a surprisingly high quality
of studies. For example, one project explored factors influencing personal web-
search behavior. To this end, the students assessed several factors that might
influence web-search behavior, such as experience with using the web, frequency
of using computers or the web, or education, and designed web-search tasks of
different difficulty levels. In the analysis, students correlated the performance in
the web-search tasks with the assessed factors, and created hypotheses based on
their analysis. During all experimental stages, students used the proper methods and
draw the correct conclusions from their results. The complete report is available on
the project’s website (http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/
projekte/FabianAnton.pdf).

Considering the positive evaluation results and the high quality of the empirical
studies, we believe that our course prepares computer-science students well to
soundly measure the human factor in computer science.

2.3.2.2 Course Description

Most university courses require a course description as part of the examination
regulations for a study course. In Table 2.1, we show how we described the course
as example for other teachers.

We suggest to offer the course to graduate students, because the course requires
reading and understanding scientific papers, which is often too advanced for
undergraduate students. Furthermore, we can plan the course for 5 or 6 ETCS,
which translate into 60 h of attending the lecture and participating in experiments,
and 90 (5 ETCS) or 120 (6 ETCS) hours of homework assignment, including the
project. Since in the project, students apply the taught techniques on their own
study, the time students invest for the project should not be reduced, but only the
time for the homework assignment. We recommend that students are familiar with
software engineering, because most of the examples are in this domain. This course
description is intended to help other researchers integrate a similar course at their
university.

http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/projekte/FabianAnton.pdf
http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/projekte/FabianAnton.pdf
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Table 2.1 Excerpt of the syllabus for the empirical-methods course

Issue Content

Course name Empirical methods for computer scientists

Level Master

Teaching 4 h per week

Effort 5/6 ETCS

Recommended
prerequisites

Knowledge on software engineering

Learning goals After this course, students:
• Know empirical methods for evaluating research ques-

tions
• Can assess the validity of scientific statements
• Can apply a suitable empirical method for evaluating

research questions in a bachelor’s or master’s thesis

Content Results in computer science often aim at better quality, lower
costs, better maintainability, or better comprehensibility. To be
able to evaluate these claims, we need to use empirical
methods, which are the content of this course. For illustration,
we use examples from software engineering and programming
languages. Contents include:

• Scientific method, proofs, empirism
• Rigorous measurement of performance, including bench-

marks, case studies
• Controlled experiments with developers
• Statistical background knowledge

Relevant for
examination

• Participation in lectures
• Participation in experiments of other students of this

course
• Evaluating a self-selected research question
• Completing homework assignments
• Oral examination

2.4 Summary

In this paper, we highlighted the importance of the human factor in software
engineering. We argued that one reason for the underrepresentation lies in the
negligence of empirical methods in the computer-science curriculum. We shared our
experience from our course we held at the University of Magdeburg, so that other
researchers are encouraged to introduce a similar course at their university. This
way, we hope to have raised the awareness for the necessity of teaching empirical
methods to computer scientists, and to have helped other researchers to introduce
a similar course at their university. The material of the course is available online
(http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/).

http://wwwiti.cs.uni-magdeburg.de/iti_db/lehre/emcs/2012/
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Chapter 3
Socially-Aware Traffic Management

Michael Seufert, George Darzanos, Ioanna Papafili, Roman Łapacz,
Valentin Burger, and Tobias Hoßfeld

Abstract Socially-aware traffic management utilizes social information to
optimize traffic management in the Internet in terms of traffic load, energy
consumption, or end user satisfaction. Several use cases can benefit from socially-
aware traffic management and the performance of overlay applications can be
enhanced. We present existing use cases and their socially-aware approaches and
solutions, but also raise discussions on additional benefits from the integration
of social information into traffic management as well as practical aspects in this
domain.

3.1 Introduction

In online social networks (OSNs) users voluntarily provide information about
themselves, their interests, their friends and their activities, especially about their
current situation or exceptional events. Additionally, other usage data might be
recorded clandestinely. Nowadays these so called social signals are ubiquitous and
can not only be collected from OSNs (e.g., friendships, interests, trust-relevant
metadata), but also from applications (e.g., messaging or call patterns) and sensors
(e.g., location). Social awareness harvests these signals, extracts useful and re-
usable information (e.g., users’ social relationships, activity patterns, and interests),
and exploits them in order to improve a service.
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Recently in the field of traffic management in the Internet, works were conducted
which utilize social information, for example, to avoid congestion, increase band-
width, or reduce latency. In that context, social awareness links social signals and
information, such as social network structure, users’ preferences and behaviors, etc.
to network management mechanisms. This means that such mechanisms exploit the
information in order to perform efficient network management, content placement,
and traffic optimization to enhance the performance of an overlay application (e.g.,
video streaming, file sharing). As this promising research field has yet got little
attention, this work will provide an insight to this new topic.

In Sect. 3.2, we will define socially-aware traffic management and present the
involved actors. In the remainder of the paper, we focus on use cases in which
the involved stakeholders can benefit from social information. In Sect. 3.3, we
present three use cases (i) content storage and delivery, (ii) service mobility, and
(iii) network security, in which social awareness can benefit involved stakeholders.
Finally, Sect. 3.4 raises discussions on additional benefits from the integration of
social information into traffic management and concludes this work.

3.2 Terminology, Definitions, and Actors

In order to put the description and discussion of socially-aware traffic management
and its use cases on a firm footing, we start with definitions of important terms and
present the involved actors.

3.2.1 Terminology and Definitions

Social signals are any signals which are emitted by persons. In the special case
of Internet services, we consider a social signal to be a signal which is emitted in
the Internet by an end user of an Internet application. Thus in fact, any interaction
of an end user with an Internet service is a social signal. A signal itself contains
no information, but information can be created out of them when evaluated in the
right context. As signals range from simple logins to a service to complex service
requests which might include interactions with other users or the environment,
examples are manifold. In the context of online social networks, these signals
are, e.g., friendship requests and confirmations, indications of interest or liking, or
postings about external events. Another example are location data which are created
by sensors of mobile devices and are transmitted when using an Internet service.

Social information is defined as information about one or more persons, or
their relationships. It is deduced from bringing social signals into an appropriate
context which allows for the generation of new insights about respective users or
relationships between users. For example, evaluating the signals that user A sent a
friendship request to user B, and B’s confirmation of that request, will generate the
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social information the A and B are friends. Evaluating the same signals differently
(i.e., in a different context), will give the information that A and B were online and
used the OSN service at the time the signals were emitted. As another example,
evaluating the location data signals of user C in the context that every second
Saturday the location data is the same, and that there is a football stadium at that
specific location, will create the information that C is a supporter of a certain football
team. Thus, it can be seen that the created information depends on the particular
evaluation of the social signals, and might require additional (external) information
in order to create new social information. Usually, such partial information which
requires external information to generate new social information is called meta
information.

In general, the term social awareness implies the utilization of social information
for a specific purpose. In the context of Internet services, we will consider social
awareness to be the utilization of social information to improve an Internet service.
Social awareness can include the collection of social signals and production of social
information, but also a collaboration with a social information provider (see below)
is possible. Taking provided or generated social information as an input, social
awareness will exploit this information in order to deliver a higher service quality
to end users and/or to provide the service more efficiently.

Socially-aware traffic management is a special case of social awareness, in
which social information is used to improve traffic management on the Internet.
Traffic management are means in order to handle the transportation of data across
the networks. As not only link capacities increase in the Internet, but also traffic
volumes become larger due to new service levels and new applications (e.g., cloud
applications), it is necessary in order to avoid congestion, deliver applications in
acceptable quality, and to save energy, resources, and costs. Traffic management can
be employed by the service itself, e.g., by service quality selection or scheduling of
transmissions, or by the network operators. Their methods typically include, but
are not limited to, prioritization, routing, bandwidth shaping, caching, or offloading.
The utilization of social information shall enable the improvement of classical traffic
management solutions as well as the development of novel traffic management
approaches.

3.2.2 Actors of Socially-Aware Traffic Management,
Their Goals, and Possible Benefits

With socially-aware traffic management, five actors and their goals have to be
considered. Note that each actor can be a separate stakeholder, but stakeholders
can also have multiple roles.

The cloud service provider or application provider provides an Internet service
to end users. The offered service might be running on own infrastructure or
on the infrastructure of a cloud operator. The application provider is interested
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in monetization of offered services which includes reduction of Internet service
provider (ISP) infrastructure and cloud resource consumption costs. Satisfaction of
end users is a crucial issue as it is directly related to the number of customers. To
ensure this goal the Quality of Service (QoS)/Quality of Experience (QoE) require-
ments should be met [8]. If social information is utilized, QoS/QoE parameters
for services may be improved and also new services may be offered. Moreover,
infrastructure costs can be reduced if social information is exploited to increase the
utilization of resources.

The datacenter operator or cloud operator is operating a datacenter/cloud
infrastructure. He offers cloud resources, e.g., storage, computation, to the applica-
tion provider, while he buys Internet connectivity and inter-connectivity of his sites
from an ISP. The cloud provider is mainly interested in monetizing his infrastructure
and reduce his costs. Monetization of infrastructure is done by fulfilling service
level agreements (SLAs) with the application provider and therefore guaranteeing
satisfactory QoS parameters for end users. Reduction of costs, in case of cloud
providers, focuses on best possible utilization of hardware – both resource-wise and
energy-wise. As it depends on ISPs to provide network access, this stakeholder will
seek the best SLA conditions for himself.

The Internet service provider (ISP) is operating a communication network
infrastructure. His main interest is monetizing his infrastructure. This can be
increased by high quality of network services that translates into satisfaction of
cloud operators and also of end users [12]. Supporting new services, possibly
by employing social information, may be attractive for application providers, and
simultaneously makes the ISP more competitive towards end users and cloud
providers. Such new services can also enable reduction of costs by both more
efficient use of own resources and keeping transit link traffic as low as possible.

The end user’s main concern is his own QoE [8], network access cost, and
energy consumption [13]. This stakeholder is rather not involved in other stake-
holders’ interactions, being primarily a client of ISP and application provider. It is
noteworthy, that costs in case of end user often can be expressed by being exposed
to advertisements instead of being involved in the monetary flow.

The social information provider wants to benefit from his social information.
Therefore, he can provide or sell social information to application providers or ISPs
in order for the latters to support optimization decisions, e.g., content placement.

3.3 Use Cases for Socially-Aware Traffic Management

The exploitation of social information may lead in significant benefits for all
involved stakeholders, i.e., ISP, cloud operator, application provider and the end
user. Therefore, three indicative use cases are presented. For content storage and
delivery, three variations of socially-aware traffic management are described, that
are centralized, distributed, or hierarchical content delivery platforms. Moving
towards practical applications, we investigate information spreading in OSNs
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and its employment in socially-aware caching solutions for video streaming, and
we overview existing traffic management solutions that employ social signals to
perform efficiently content placement or pre-fetching. Next, we describe the service
mobility use cases, which involves WiFi offloading, content placement for mobile
users, and service placement. Finally, we provide some insight to a third use case,
i.e., network security employing social information to defend against Sybil and
DDoS attacks.

3.3.1 Content Storage and Delivery

Internet traffic has increased manifold in the last few years. Drivers for this increase
include inter alia the increased popularity of video streaming applications (e.g.,
YouTube, NetFlix), the emergence of a multitude of new overlay applications such
as online storage (e.g., Dropbox, Google Drive) and online social networks (e.g.,
Facebook, Twitter), the high increase of mobile devices (e.g., smartphones, tablets)
and the upcoming trend of moving both storage and computing capacity to the
cloud which allows more, even smaller players to enter the market [4]. Concerning
video as a key application contributing largely to the overall IP traffic, video and
specifically user-generated content (UGC) sharing (e.g., home-made videos) has
evolved to a major trend in OSNs. Three variations of the content storage and
delivery use case are described where social information is employed to achieve
efficiency in content delivery, in terms of either content placement or pre-fetching.
Moreover, we present work in literature which analyze content spreading in OSNs
and show already existing socially-aware caching solutions for video streaming.
Finally, we briefly overview related works which employ social awareness in order
to handle the huge traffic volumes generated by video sharing over OSNs.

3.3.1.1 Exploitation of Social Information by a Centralized Content
Delivery Platform

We consider a use case inspired by the evaluation scenario described in Traverso
et al. [24]. Specifically, we consider an OSN having users around the globe who
share videos via the OSN which are stored in third-party owned online video
streaming platform such as YouTube. This content can be viewed by their online
friends, their friends’ friends, etc. through the Friend-of-Friend (FoF) relationship.

In order to meet the content demand by users of the video streaming platform,
who are located worldwide, the video platform is operated on a geo-diverse system
comprising multiple points-of-presence (PoPs) distributed globally. These PoPs are
connected to each other by links, which can either be owned by the entity that also
owns the PoPs, or be leased from network providers. Each user is assigned and
served out of his (geographically) nearest PoP, for all of his requests as depicted in
Fig. 3.1.
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Fig. 3.1 Content delivery in geographically distributed PoPs (Source: inspired by Traverso et al.
[24])

Placing data close to the users is an approach followed by most content delivery
networks (CDN). Therefore all content uploaded by a user A is first uploaded to the
nearest PoP, i.e., PoPA. When content is requested by another user B, the nearest
PoP to B, i.e., PoPB , is contacted and if the content is available there, the request
is served. The content can be already present at PoPB , if content was first uploaded
there or was brought there by an earlier request. If the content is not available in
PoPB , then a request is made to PoPA and the content is brought to PoPB .

In such as setup, social relationships between the users of the OSN can be taken
into account to predict where a piece of content will be requested next, i.e., by
which PoP. For instance, it is expected that due to their social relationship, users of
the online social network will request a piece of content that a friend of them, e.g.,
user A, has uploaded to the video platform with higher probability than users that
have no social relationship with A.

The so-called social awareness involves the exploitation of such social
information (e.g., social graph, social relationships among users, behavior patterns,
login time, time spent in the OSN) in order to predict where and by whom an
uploaded video will be consumed. Such predictions can be employed to develop
socially-aware mechanisms such as TailGate proposed in Traverso et al. [24] that
will enable pre-fetching of the uploaded video in various locations (e.g., PoPs).

3.3.1.2 Exploitation of Social Information by a Distributed Content
Delivery Platform

An alternative use case involves the dissemination of video content in a peer-to-
peer (P2P) fashion among an OSN’s users, taken from Li et al. [15]. We consider
again an OSN, whose users are scattered around the globe and upload videos, i.e.,
UGC to an online video streaming platform like YouTube. This content, similarly to
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the scenario described in the previous section, can be viewed by their friends, their
friends’ friends, etc.

End users, also called peers, download parts of the file, e.g., chunks or blocks,
and are considered to be able to re-upload them to another peer. Additionally, a
proxy server is considered to orchestrate the content dissemination as a P2P tracker
or to participate in it. In the latter case, the proxy server is connected to the content
provider, which is an end user in case of UGC. Moreover, multiple proxy servers are
considered to be also distributed globally and each one of them to have a specific
domain of influence, e.g., an ISP’s domain, an Autonomous System (AS).

The initial content provider uploading a video to the proxy server, the proxy
server itself, and the peers participating in the dissemination of that particular video
are considered a swarm. Furthermore, the video parts exchange among peers is
performed based on some specific peer and chunk selection policy. As mentioned
before, placing video chunks close to the end users is an approach followed by most
CDNs as it leads to lower latency and stall time, and thus high QoE for end users.
Therefore, social information can be extracted from OSN by the video platform
owner, so as to predict by whom a video uploaded to the proxy server will be viewed.
These users can be preferably included in the dissemination swarm. Once they want
to access the video, they have lower delay (thus, a better QoE) because part of the
file is already on their device.

According to Traverso et al. [24] and Li et al. [15], direct friends (1-hop friends)
and friends of friends (FoF or 2-hops friends) of a user C have high probability
(more than 80 %), to watch a video uploaded or posted by C. Social information,
such as users’ interests, e.g., sports or music, prove to be also important, as users,
which have a FoF relationship with C and share the same interests, are highly likely
to watch a video uploaded by C.

3.3.1.3 Exploitation of Social Information by a Hierarchical Storage
Platform

Another interesting use case of applying the knowledge derived from OSNs
is improving the internal decision making algorithms in advanced distributed
hierarchical storage management systems.

Hierarchical Storage Management (HSM) is an approach to manage high volume
of data in the way that data are categorized and moved between storage types to
reduce the storage cost as well as to optimize an access and the energy consumption
of data storage management. A hierarchy level is assigned to a storage media. The
first level is represented by high-speed high-cost devices destined for data set that
is frequently accessed by applications. Other data, for example older and thus less
popular, can be automatically moved to a slower low-cost storage media.

Usually, three levels of storage hierarchy are defined, as illustrated in Fig. 3.2.
The first level is a high-speed systems, such as hard disk drive array, the second one
is slower, such as optical storage, and the last one may be implemented as magnetic
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Fig. 3.2 Storage tiers in HSM along with performance and cost trends (Source: inspired by
Ganley [9])

tape drives. As the technology of the first level is the most expensive the size of it is
smaller than the storage sizes of other levels.

HSM can be also interpreted as a tier storage technique, although sometimes
storage specialists see differences between them [29]. The basic difference seems to
be the way how datasets are accessed. In case of HSM, inactive data are moved to
the levels of slower storages and can be accessed directly again only after migrated
back to the first high-speed level. On the contrary, the tier approach allows fetching
data from any tier any time.

Nowadays, when the amount of data is rapidly growing, HSM offers a sub-
stantial benefit from managing storage devices efficiently, especially in large-scale
networks, storage and computational environments, such as clouds. In particular,
a common deployment scenario involves resources of a cloud residing in remote
geographical locations, while end users perceive its resources as a consistent pool
available for allocation (e.g., IaaS model [17]). This operation is highly related to
the so-called service mobility discussed in Sect. 3.3.2.

Moreover, one cloud operator may utilize storage resources or assign specific
works to another cloud operator, e.g., in the context of a cloud federation, to achieve
e.g., load balancing, reduction of his individual energy consumption, etc. In order to
optimize these operations of data migration, social signals can be exploited by the
cloud operators so as to predict not only the amount but also the where and when of
future demand. As a result, end users will experience better QoE, i.e., faster access
to data, while the cloud operators will achieve more accurate utilization of their
storage hierarchies (tiers) and in consequence lower energy consumption.
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3.3.1.4 Understanding Information Spreading in OSN
for Utilization in Traffic Management Algorithms

Social awareness can be used in different ways to improve content delivery. To
exploit the information within OSNs it is important to understand how information
is spread, and how to identify important nodes in the social graph and the
relationships with their friends.

In Bakshy et al. [2], the authors investigate the influence of posts by tracking
the diffusion of URLs in Twitter and show that content that is connected with good
feeling and interesting content is more likely to be propagated. They also find that
the users that have most influence are also the most cost-effective. Hence, influential
users post relative rarely, but if they do, the content is of high interest.

In Ruhela et al. [19], the authors collected data from five different sources
and investigated the temporal growth and decay of topics in the network and the
geographical and social spread of the topics. Besides identifying different classes
of temporal growth patterns and time zone differences in popularity, they find
that the social cohesion of users interested in specific content is greater for niche
topics. Hence, they propose to use semantic information about the topic to assess
the temporal growth, use time-zone information to predict the breakout of popular
topics in a specific region, and use social network predictors for niche content. To
distribute the content and use cache capacities effectively we need good replica
placement algorithms.

Next, in Wittie et al. [28], the authors inferred the network structure of Facebook
performing crawling, packet captures, and network measurements. Due to high
locality of interests they state that service providers could profit a lot from locality
to save traffic on intercontinental paths. Proposed solutions are regional caches or a
CDN that connects a global network of server farms at different ISPs to bring the
content close to users.

Finally, in Wang et al. [27], the authors explore how patterns of video link
propagation in a microblogging system are correlated with video popularity on the
video sharing site, at different times and in different geographic regions. Then,
they design neural network-based learning frameworks to predict the number and
geographic distribution of viewers, in order to deploy a proactive video sharing
system. The evaluations show that their frameworks achieve better prediction
accuracy compared to a classical approach that relies on historical numbers of views.

3.3.1.5 Existing Socially-Aware Caching Solutions for Video Streaming

Socially-aware caching tries to predict future access to user generated content (e.g.,
videos) based on information from OSNs. Hints shall be generated for replica
placement and/or cache replacement.

In Sastry et al. [21] the classical approach of placing replicas based on access
history is improved. Therefore social cascades are identified in an OSN, and
declared affiliations of potential future users (i.e., OSN friends of previous users) are
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Fig. 3.3 TailGate’s generic distributed architecture for video delivery (Source: Traverso et al. [24])

added. In Scellato et al. [22] standard cache replacement strategies are augmented
with geo-social information from OSNs. Again social cascades are analyzed to
recognize locally popular content which should be kept longer in the cache.

Apart from the increasing popularity of video sharing over OSN, another
significant characteristic of content dissemination on top of OSNs that need to be
taken into consideration is the long-tailed nature of content, i.e., UGC such as home-
made funny videos, etc. Below, some solutions are briefly presented and discussed
that focus and address the long-tailed nature of video delivery over OSNs.

In Traverso et al. [24], the authors propose TailGate which derives and uses
social information derived from OSNs, such as social relationships, regularities in
read access patterns, and time-zone differences for predicting where and when the
content will likely be consumed, in order to push the content where-ever before
it is needed. Thus, exploiting the derived social information, long-tail content is
selectively distributed across globally spread PoPs, while lowering bandwidth costs
and improving QoE. In particular, bandwidth costs are minimized under peak based
pricing schemes (95th percentile), but the approach is also beneficial for flat rate
schemes.

For the analysis of TailGate, the authors considered the scenario depicted in
Fig. 3.3. Specifically, they consider an online video delivery service with users
across the world, operated on a geo-diverse system comprising multiple PoPs
distributed globally. Each of these interconnected PoPs handles content for geo-
graphically close users. In particular, when UGC is created, it is first uploaded to
the geographically closest PoP, and then it can be distributed to other PoPs.

In Li et al. [15], the authors identify the fact that the deployment of traditional
video sharing systems in OSNs is costly and not scalable. Thus, they propose
SocialTube, a peer-assisted video sharing system that explores social relationships,
interest similarity, and physical location between peers in OSNs. Specifically,
SocialTube incorporates three algorithms: an OSN-based P2P overlay construction
algorithm that clusters peers based on their social relationships and interests, an
OSN-based chunk pre-fetch algorithm to increase the video prefetch accuracy
to minimize video playback startup delay, and a buffer management algorithm.
The social network-based P2P overlay has a hierarchical structure that connects a
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Fig. 3.4 SocialTube’s P2P overlay structure based on social relationships and interests (Source:
Li et al. [15])

source node with its followers, and connects the followers with other non-followers
(Fig. 3.4).

Moreover, in order to reduce the video startup latency, the social network-based
pre-fetching algorithm is employed. This algorithm dictates that when a source node
uploads a new video to a centralized video server, the source also pushes the prefix,
i.e., the first chunk, of the video to its followers. Additionally, it is pushed to the
peers in the interest clusters matching the content of the video, because there is a
high probability that it will be requested to be watched, since followers watch almost
all videos of the source.

In Zhou et al. [31], the authors examined crawled data from Facebook and
observed that a significant fraction of Internet traffic contains content that is created
at the edge of the network, i.e., UGC. Moreover, they observed that users are
in general significantly more interested in the content that is uploaded by their
friends and friends-of-friends, while traffic local to a region is produced and
consumed mostly in the same region, which is contrary to the case of traditional
web content. Furthermore, they argue that while caching the most popular 10 % of
traditional content would allow to satisfy at least half of all requests, this caching
technique would perform significantly worst for content with a more even popularity
distribution.

Therefore, they propose WebCloud, a content distribution system for OSNs that
works by re-purposing client web browsers to help serve content to others, and
which tries to serve the request from one of that user’s friends’ browsers, instead
of from the OSN directly. WebCloud is designed to be deployed by a web site, such
as the provider of an OSN, to be compatible with the web browsers (no plug-ins) of
today and to serve as a cache for popular content.

The authors claim that WebCloud trying to keep the content exchange between
two users within the same ISP and geographic region, to reduce both OSN’s and
the ISP’s costs. WebCloud emulates direct browser-to-browser communication by
introducing middleboxes, which are called redirector proxies (Fig. 3.5). The proxy
determines if any other online local user has the requested content and if so, fetches
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Fig. 3.5 Content sharing in WebCloud, where Alice first informs the proxy of locally stored
content. When Bob requests content from the proxy, the proxy fetches it from Alice and delivers it
to Bob, thereby keeping the content exchange local (Source: Zhou et al. [31])

the content from that user’s browser and transmits it to the requestor. Should no
local user have the content, the browser fetches the content from the OSN.

3.3.2 Global Service Mobility

In today’s Internet, services and applications have to be seamlessly available to
end users at any time and location. Especially mobile users, i.e., users who access
services by means of mobile devices from any location, pose severe challenges for
mobile service providers, cloud operators and application providers.

3.3.2.1 Exploitation of Social Information for WiFi Offloading
and Service Placement

New services have ever increasing network requirements which strain current
mobile networks, and feed the desire of network operators to offload traffic to WiFi
networks. On the other hand, application providers rely more and more on the cloud
concept, which allows moving services within or among datacenters worldwide,
and thereby foster the mobility of services. Both approaches can benefit from the
utilization of social information, as well as data related to the location of the end
user.

Location information can be retrieved easily either from the mobile network
provider, from services (e.g., [19]), or from end users. Location data are often
used by applications, and even shared by end users, e.g., as meta-information of
postings, or as explicit postings of locations in OSNs or in specialized services like
Foursquare.1

1https://foursquare.com

https://foursquare.com
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This allows for the monitoring of such social signals and facilitates the creation
of mobility patterns for different users. One step beyond, these patterns can be used
to predict the location of a user in the future. These predictions can be also used to
improve the content delivery described above in Sect. 3.3.1 for mobile users. Both
pre-fetching and caching algorithms will achieve a higher accuracy which improves
the cache hit ratio for mobile users, and thus, improves users’ QoE. In the following
we will present other aspects of global service mobility, such as WiFi offloading and
service placement.

Offloading data to WiFi networks has already been in the focus for some years,
and can be considered as providing fast and energy-efficient Internet access for
mobile end users. Offloading traffic using WiFi networks can save between 75 and
90 % of the energy for network transmissions compared to 3G connectivity only
[10]. At the same time, the risk of network caused stallings may be reduced by
increased data rates on WiFi, improving the QoE of the end user.

Service placement is a generalization of content placement, i.e., instead of
only placing content at the appropriate caching locations (cf. Sect. 3.3.1), whole
services are placed. This includes the creation, termination, and migration of virtual
machines which are running the service. Especially cloud services which are based
on the elasticity of clouds can benefit from such placement. The description is
mainly based on Biancani and Cruschelli [3].

Service placement is interesting both from ISPs’ and application providers’
perspectives. Application providers are interested in maintaining a good ratio of
revenue and costs. An optimal placement of a service among a number of cloud
providers or own datacenters can help optimizing costs as well as meeting end users’
QoE requirements. However, the optimal placement of services is also in the interest
of the ISP to reduce his operational costs, as a disadvantageous service placement
can increase traffic from outside the provider’s AS. Thus, both stakeholders could
collaborate, e.g., by using an ALTO [1] style approach.

The placement of service will be optimized by taking into account social
information, e.g., where services may be popular in specific regions or for which
specific groups. Such information can be aggregated from different sources, i.e.,
from a direct cooperation with OSN applications and end users, or from the ISP who
might exploit its aggregated knowledge on users interests and mobility patterns. A
side effect of these new possibilities is an expected improvement of the perceived
network quality on end user devices. This is achieved by locating services closer to
the end user, reducing the delay, and improving the network throughput.

3.3.2.2 Existing Socially-Aware Solutions for Service Mobility

Fon2 started a WiFi sharing community in 2006 by offering a home router device
with a separate shared WiFi network which could be accessed by every community

2http://www.fon.com

http://www.fon.com
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member. Similar approaches are the hotspot databases Boingo3 and WeFi,4 and
Karma5 which adds social reciprocity to WiFi sharing. Also the research community
investigated incentives and algorithms for broadband access sharing [16], and
architectures for ubiquitous WiFi access in city areas [20, 26].

Valancius et al. [25] propose a distributed service platform, called Nano Data
Centers or NaDa, based on tiny (i.e., nano) managed “servers” located at the edges of
the network, i.e., in users’ premises. With NaDas, both the nano servers and access
bandwidth to those servers are controlled and managed by a single entity, typically
an ISP. The role of the nano servers can be played by ISP-owned devices like Triple-
Play gateways and DSL/cable modems that sit behind standard broadband accesses.
Such gateways form the core of the NaDa platform and can host many of the Internet
services today operated in datacenters. ISPs can easily employ NaDas by providing
new customers with slightly over-dimensioned gateways, whose extra computation,
storage, and bandwidth resources are used to host services, all of which will be
totally isolated from the end user via virtualization technologies.

Home router sharing based on trust (HORST) [23] is a mechanism which
addresses the data offloading use case and combines it with mechanisms for content
caching/pre-fetching and content delivery. HORST establishes a user-owned Nano
Data Center (uNaDa) on the home router and sets up two WiFi networks (SSIDs) –
one for private usage and one for sharing. The owner of the home router shares
the WiFi credentials with trusted users via an OSN application and can also
request access to other shared WiFis. As HORST knows the location of the users
and the WiFis, it can recommend near shared WiFi networks, and automatically
request access and connect the users for data offloading. HORST combines content
placement for mobile users with data offloading and uses social information in order
to predict which content will be requested by which user. As HORST also knows
about the current and predicts future users of each shared WiFi from location data,
the uNaDa on the home router can be used to cache or pre-fetch delay-tolerant
content which will be delivered when the user is connected to the WiFi.

QoE and Energy Aware Mobile Traffic Management (QoEnA) [14] is a mech-
anism focused on the improvement of QoE, at the same time reducing the energy
consumption on mobile devices by intelligent scheduling of network traffic which is
generated on the mobile device. It is based on QoS maps, user mobility prediction,
energy models, and QoE models. Thereby, QoEnA schedules traffic which is
generated on the mobile device to different connections or locations in order to
improve the QoE of the end users while reducing the energy consumption of the
mobile device.

Social information can also be used for routing and content placement in mobile
ad hoc networks. In Costa et al. [5], a routing framework for publish-subscribe

3http://www.boingo.com
4http://wefi.com
5https://yourkarma.com

http://www.boingo.com
http://wefi.com
https://yourkarma.com
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services is described. In such a service, messages (or content items) are tagged with
topics and shall be routed to users that are interested in these topics. In the presented
framework, predictions of co-locations are based on metrics of social interactions,
because socially bound hosts are likely to be co-located regularly. For each message,
a best carrier is selected based on interests, mobility, and co-location prediction, to
whom the message is forwarded. The presented socially-aware approach is shown
to have advantages in terms of message delivery, delay, and overhead.

Dinh et al. [6] work towards socially-aware routing for mobile ad hoc networks.
They present an algorithm to identify modular structures in dynamic network
topologies based on interactions, and merge them to a compact representation of
the network. This compact representation is well suited for dynamic networks and
allows for a faster computation of routing strategies compared to state-of-the-art
algorithms.

3.3.3 Network Security

OSNs can provide valuable social information that can be employed to come up
against malicious users and their behavior which leads to large scale attacks, e.g.,
sybil or DDoS attacks which are described below.

Social information about trust between users can be used both for the self-
protection of the OSN and for the protection of other services or applications. This
information can be either extracted from the OSN itself, or by creating a graph of
trust among the end users of a service or application, i.e., by employing a system in
which each user has the ability to create relationships of trust with other users.

In both approaches, users can be represented as nodes of a social graph where an
edge between two nodes implies a both-way relationship of trust.

A sybil attack [7] occurs when a malicious user takes on a large number of
identities and pretends to be multiple, distinct users/nodes. When these sybil nodes
collude together and comprise a large fraction of systems identities, the attacker
gains significant advantage in a distributed system. For example, sybil nodes can
work together to distort reputation values, out-vote legitimate nodes in consensus
systems, or corrupt data in distributed storage systems.

In order to avoid sybil attacks, the social activity of various nodes as well as their
social relationships can be examined in order to verify fake profiles and identify
potential malicious nodes in a system. Based on the fact that a social network is fast
mixing [18] the social graph can help to reveal malicious users, while this becomes
easier as the number of fake (malicious) identities increases. This is due to the
fact that it is difficult for a malicious user to establish multiple social relationships
between the sybil nodes and real users.

According to Yu et al. [30], sybil nodes form a well-connected subgraph that has
only a small number of edges connected to honest users, as depicted in Fig. 3.6.
These edges are also called attack edges to the honest network.
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Fig. 3.6 The complete social graph consisting of the honest network, the sybil network, and the
attack edges connecting these two networks (Source: Yu et al. [30])

As a counter-measure, SybilGuard [30] exploits this property of the social graph
to identify sybil nodes by finding this small cut and by bounding the number of sybil
nodes a malicious user can create. SybilGuard relies on a special kind of verifiable
random walk in the graph and intersections between such walks. These walks are
designed so that the small cut between the sybil region and the honest region can be
recognized and used to identify malicious users.

A Distributed Denial of Service attack (DDoS) is another use case, which occurs
when multiple systems usually controlled by one malicious entity (e.g., botnets)
flood the bandwidth or resources of a targeted system, e.g., a server, in order to
make the system unavailable to its intended users.

A similar solution to SybilGuard can be developed against DDoS attacks. The
social graph can be used by OSNs or third-parties (e.g., video streaming platforms,
or banking institutions) to reveal fake profiles and identify potentially malicious
users. In a DDoS attack, a malicious entity may be in control of multiple systems
belonging to real users, e.g., by means of trojan horses, and therefore making it
unable to detect these problematic profiles through the social graph.

We can overcome this obstacle by observing/monitoring the social behavior/
activity of end users; whenever significant changes appear in their activity (e.g., high
increase of requests for video viewing), the user should be added in a “suspects’
list” implying that some or all of his requests are being denied. Additionally, the
same solution can be used in applications or systems which do not contain social
information. This can be achieved by asking users to sign up with a social network
account or by encouraging them to declare other users in the system that they trust or
are socially connected to. Maintaining such a suspects’ list, we may avoid or relieve
the impact of a DDoS attack.

Nonetheless, there are open issues to be addressed by future research. For
example, there is the possibility that also honest users are included in the suspects’
list, and thus get denied of the service. Moreover, there is a trade-off between
the efficiency of the monitoring of the social behavior of users against the high
monitoring effort.
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3.4 Conclusions and Discussions

The research field of socially-aware traffic management opens new perspectives
for improved service delivery in the Internet like the discussed use cases content
storage, global service mobility, or network security. Nevertheless, the utilization
of social information introduces new interdisciplinary research challenges, such as
the monitoring of social data, the processing and storage of these data, as well as
the integration into existing systems. From the network traffic management per-
spective, it is unclear how to realize and deploy socially-aware traffic management
solutions. In particular, the design and implementation of socially-aware networking
functionalities involves several stakeholders of the service delivery chain, like the
social information provider, Internet service providers, cloud operators, application
providers, and finally the end user. Hence, there must be an incentive-compatible
network management mechanism [12] which satisfies the requirements of involved
stakeholders (e.g., high QoE for end users, low traffic/congestion in ISPs’ links,
lower energy consumption in datacenters where services run), and which is based on
well-defined open protocols as currently defined by the IETF ALTO “Application-
Layer Traffic Optimization” Working Group in Alimi et al. [1]. Furthermore,
a seamless integration of those socially-aware mechanisms into today’s Internet
applications and network management is desired. Such architectural and conceptual
challenges are currently developed in the FP7 SmartenIT6 for a tighter integration
of network management and service functionality to offer a large business potential
for all players involved. An initial architecture with incentives as integral part is
presented in Hausheer and Rückert [11] which follows a modular concept and
existing standards and proposals.

From a social data analysis perspective, there are also some practical aspects
addressed in order to obtain, maintain, and update social signals from existing
platforms due to the huge amount of existing data. While social data can be utilized
for various use cases, the monitoring of the data differs in terms of temporal and
spatial scale. Different sources for social information can be taken into account
and it has to be decided which information to be retrieved from which source and
when. Depending on the actual use case, it may be necessary to consider aggregated
information, single or selected users, or even the entire OSN topology. Moreover,
the monitoring frequency may address different timescales (hours, days, months).
In general, there is a trade-off between accuracy and costs of social information,
which may be adjusted by appropriate (temporal and spatial) sampling methods.
This means that the social monitoring has to be customized for a specific data
source from which relevant data is fetched. Then, preprocessing, aggregation, and
analysis of the data is necessary before sending the resulting social information to
traffic management elements in a system. Especially the design of such algorithms,

6The FP7 project SmartenIT (FP7-2012-ICT-317846) “Socially-aware Management of New
Overlay Application Traffic combined with Energy Efficiency in the Internet” is running from
Nov 2012 to Oct 2015. More information is available at http://www.smartenit.eu

http://www.smartenit.eu
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e.g., to identify relevant nodes in the network responsible for video cascades,
and the computational complexity have to be addressed, since scalability is one
of the key issues of socially-aware traffic management. Finally, besides those
technical challenges, privacy is another major challenge which has to be ensured
and integrated in the solution space.

For overcoming the emerging challenges, the tight coupling between social
data analysis and the resulting traffic management solutions is required, while
socio-informatics is foreseen as a driver to establish an interdisciplinary research
community in that interesting domain.
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Chapter 4
The Social Dimension of Information Ranking:
A Discussion of Research Challenges
and Approaches

Ingo Scholtes, René Pfitzner, and Frank Schweitzer

Abstract The ability to quickly extract relevant knowledge from large-scale infor-
mation repositories like the World Wide Web, scholarly publication databases or
Online Social Networks has become crucial to our information society. Apart from
the technical issues involved in the storage, processing and retrieval of huge amounts
of data, the design of automated mechanisms which rank and filter information
based on their relevance (i) in a given context, and (ii) to a particular user has become
a major challenge. In this chapter we argue that, due to the fact that information
systems are increasingly interwoven with the social systems into which they are
embedded, the ranking and filtering of information is effectively a socio-technical
problem. Drawing from recent developments in the context of social information
systems, we highlight a number of research challenges which we argue should
become an integral part of a social informatics research agenda. We further review
promising research approaches that can give rise to a systems design of information
systems that addresses both its technical and social dimension in an integrated way.

4.1 Introduction

From a computer science perspective, the study of information systems has long
been focused on technical challenges arising in the storage, management and
processing of large amounts of information, as well as in the efficient retrieval
of those pieces of information that match certain criteria. One possible reason is
that most of the information systems which have traditionally been studied, like
e.g. electronic commerce applications or expert systems, are centrally managed. In
such centrally managed systems, strict policies regarding the quality, reliability and
structure of stored information can be imposed. By this, the problem of identifying
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relevant information could effectively be deferred to users, by requiring them to
provide reasonable query criteria. The emergence of global-scale information repos-
itories like, e.g., the World Wide Web (WWW), scholarly publication databases
or Online Social Networks (OSNs), has considerably changed this situation. Not
only have these systems given rise to a superabundance of information; the fact
that they are not centrally managed also comes with the challenge that much of
the information is of questionable credibility and quality. As a result, in addition to
mere technical issues of storing, processing and querying such large-scale systems,
mechanisms which allow to rank and filter information based on their relevance
or the reputation of their source have entered the focus of research. During the
last decade, such ranking and filtering methods have become vital for the success
of large-scale information repositories: One could hardly imagine a World Wide
Web without network-based ranking mechanisms like those at work at the heart
of search engines [5]. Similarly, the overabundance of information in other areas,
like e.g. scholarly publications has led to the development of ranking and filtering
methods, and personalised recommendation schemes that aim at assisting users in
the identification of relevant information.

An important feature of most of today’s knowledge spaces is that they are
created, organized and consumed in a distributed, and collaborative fashion by
groups of humans interacting on increasingly short time scales, a process commonly
subsumed under the umbrella of social computing or social information processing.
The questions how humans discover and navigate information spaces, why they
create links between pieces of information, and by which collective processes
certain pieces of information become popular or are seen as most relevant are crucial
for models underlying ranking and filtering mechanisms. Not only do they affect the
ability of individuals or organizations to retrieve information. They are also of prime
importance for society as a whole since notions of relevance in networks of linked
information (a) are increasingly influenced by social processes and (b) can be an
important driver of social dynamics themselves. The resulting feedback between
the social and the information layer of collaborative knowledge spaces questions
to what extent current information ranking measures – although being computed
algorithmically – can actually be seen as objective. As a consequence, the design of
information systems and the definition of information ranking methods has a social,
political and ethical dimension that is often underestimated even though it crucially
affects our knowledge society [17, 20].

Although it is clear that the social and the information layer of collaborative
knowledge spaces are inherently coupled and thus inseparable, the question how
the ranking and retrieval of information is influenced by the structure and dynamics
of the social systems that create and consume them has been addressed partially at
most. In this chapter, we thus highlight some of the resulting research challenges
and introduce research directions that seem suitable to address them.
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4.2 The Emergence of Social Information Systems

According to the Encyclopaedia Britannica, in the context of computer science
an information system is “an integrated set of components for collecting, storing,
and processing data and for delivering information, knowledge, and digital prod-
ucts” [41]. This notion is focused on the technical components, i.e. the hardware,
software, storage and communication technologies involved. From this perspective,
the Internet, as well as the numerous Web-based services built on top of it, are
globally distributed information systems that consist of millions of servers, that
are connected via telecommunication facilities and exchange information via well-
defined protocols. An important development that can be observed since roughly one
decade and which has mainly been due to the widespread adoption of Web-based
technologies, is that information systems are becoming increasingly participatory
or collaborative: in modern systems users play an active role not only as information
consumers, but also as producers, editors or reviewers. A particularly prominent and
successful example is the online encyclopedia WIKIPEDIA, which is collaboratively
written, edited and maintained by millions of contributing users. When applying
the above definition of information systems to WIKIPEDIA, one observes that –
due to its focus on technical components – it falls short of considering its most
important component: the huge number of collaborating users and the mechanisms
and processes by which they coordinate. In other words, it is not (only) the technical
components that define modern information system like WIKIPEDIA, it is rather
a unique combination of an underlying technical infrastructure – in the case of
WIKIPEDIA the MediaWiki software – with the users and collective social processes
that produce and evaluate information and link it to each other. By means of these
processes, humans become an integral part of information systems, rather than being
mere consumers. Similar examples for information systems in which humans and
their social interactions are not only an important, but the crucial component, can be
found. Online Social Networks (OSNs) like TWITTER, FACEBOOK and DIGG,
or the Blogosphere are examples. But also the system of scientific peer review
and publication is crucially shaped by the interactions of its users. Building on
the engineering-centered definition given above, we thus extend the notion of an
information system to include this social layer and introduce the following, more
systemic, notion of a social information system:

A social information system is an ecosystem of hardware, communication
technology, software services, and interacting humans that collects, stores,

processes, evaluates and delivers information and knowledge.

In a social information system, the interactions between its users are a crucial
factor for its functioning. At the same time, in most systems these social interactions
are mediated via online communication mechanisms provided by the underlying
technical infrastructure or communication system. As such, the social interactionsin
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these information systems are – much like technical components, protocols and
algorithms – at least to a certain extent influenced by engineers and designers.

The main purpose of any (social) information system is to satisfy the information
need of its users. In the case of WIKIPEDIA, this can be the retrieval of an article
containing a specific fact or reference the user was looking for. In Web search
engines, it generally is a particular web page containing the information the user
was searching for. In other systems, like Online Social Networks, the need of a
user is generally not actively expressed in terms of a query. Here, information
propagation rather follows a push model, i.e. information is proactively distributed.
A general problem arising due to the overabundance of information, is that the
volume of information that could potentially match the need or interests of a user
is too large, thus requiring a selection what to display to the user. The utility of a
social information system for users can be expressed as the extent to which this
selection matches their need. In the following, we briefly introduce information
ranking, filtering and recommendation mechanisms which are frequently applied
to maximise the utility for users. In particular, we comment on the social dimension
influencing these mechanisms, thus setting the stage for the challenges that will be
introduced in Sect. 4.3.

4.2.1 Information Ranking: The Social Dimension

Most of today’s large-scale information systems are uncurated, meaning that
information (a) can be added by a vast number of users and (b) that this information
is typically not required to follow a given semantic model, like, e.g., the use of a
certain terminology, a given set of keywords or other semantic annotations. The
retrieval of relevant information based on a search of keywords in such repositories
introduces a number of challenges. First of all, differences in the use of terminology
as well as language ambiguities limit the precision of search results. Secondly, due
to the low barrier for users to enter information, it often is of uncertain quality
and reliability. And finally, due to the vast amount of information, for almost any
keyword the number of information pieces matching a search is too large to be
explored by the user. These characteristics require to impose a ranking on the search
results, which is ideally based on the likelihood that a given piece of information
matches the particular information need of a user. The simplest possible approach
one can think of, is to rank results according to the number of occurrences of
the search term in a given document. Clearly, such a ranking is not optimal, as
(a) the ranking of a document with respect to a given search term can easily be
manipulated and (b) it totally neglects other dimensions of relevance, like, e.g., the
trustworthiness or reputation of its source.

Decades before the World Wide Web became popular, various hypertext envi-
ronments have been proposed which allow to easily cross-link information and
which thus provide means to tackle these challenges. In particular, it has been
argued that the link structures of such systems allow to infer knowledge about the
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semantics of information and to make statements about the reputation of a source
based on the number of documents that refer to it [8]. These early works have
laid the foundation not only for the popularity of the World Wide Web [3], but
also for the widespread adoption of graph-based methods in the ranking of search
results [11, 19] which eventually gave rise to popular Web search services like
ALTAVISTA or GOOGLE [5]. Even though its importance for the ranking of search
results in GOOGLE is nowadays widely overestimated, the PAGERANK algorithm
is a particularly well-known example for such a graph-based algorithm. Here the
reputation of a particular document is recursively computed based on the reputation
of the documents that link to it [27]. Clearly, this is only one particular metric for
the centrality or reputation of nodes in a graph and numerous other methods have
been investigated during the last decades [26].

A particularly interesting aspect of these graph-based methods is that they
inevitably make assumptions about the semantics of a link between two pieces of
information. In the case of PAGERANK, where the reputation of a source is – to
a certain degree – passed on to the documents to which it refers, the assumption
is that the formation of a link is a statement of trust in the credibility of the
information referred to. The more other users trust a particular source, and the
more high-reputation documents refer to it, the higher its reputation. As such, the
use of this measure is implicitly connected to a model of how users form links
between documents. If this model actually applies, whether it is changing over
time and to what extent the strategic behavior of users targeted at improving the
ranking of their documents impacts this model is currently not clear. Today’s search
engine providers acknowledge these issues and try to address them by a continuous
refinement of ranking methods. Reportedly, major search engine providers like
GOOGLE update their ranking algorithms several hundred times a year, continuously
responding to optimisation strategies of users. In addition, interventions in which
certain privileged employees can manually degrade the algorithmically computed
reputation of individual sources that are suspiciously highly ranked are being used to
counter these strategies. These questions and current problems highlight that graph-
based rankings cannot give a conclusive answer to the question of the reputation of
a source of information, unless they are aligned with a substantiated model for the
social processes that influence the formation of links.

In addition to the question what is the reputation of a source of information,
significant additional efforts are currently being undertaken to improve the precision
of search results based on a profiling of users. The interaction with any information
system necessarily leaves digital traces that are increasingly being used to improve
and personalise the ranking of information in future requests. To give a simple
example, a user searching for the term “jaguar” and who exclusively clicks on results
related to the animal, is likely to be interested in the animal also in future requests
containing the term “jaguar”. Even more, such information about the interest profile
of a user can then be used to rank results of a new search query “beetle” in such
a way, that information about insects are ranked higher than information about the
car. These current developments highlight the fact that the relevance of information
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is not something that can be defined globally. Increasingly, the notion of relevance
depends on who is searching for the information and it may even change as a user
interacts with the system.

4.2.2 Social Information Filtering

In addition to the approaches discussed above, explicit social mechanisms are
increasingly being introduced in a number of information systems. For this,
information about the social context of users are typically being used as they
have recently become available due to the widespread adoption of Online Social
Networks. Here,it is assumed that users connected via a social tie are – at least
in some respect – similar to each other, a sociological concept usually referred to
as homophily. In addition to using the profile of a given user for the ranking of
information, this concept suggests to additionally take into account the profile of
their peers. Referring again to the previous example, a user who is connected to a
number of other users that are interested in wild cats, may see corresponding results
ranked higher when searching for the term “jaguar”. Similarly, one can consider
approaches where pieces of information that are – for some reason – popular among
a large fraction of the population, generally ranked higher for other users as well,
thus further enforcing their popularity.

Above, we have summarised current developments in the ranking of information
based on the reputation of the source and the interests of users. We have further
argued that the amount of information matching almost any possible search criterion
is continuously rising. Hence, and due to the fact that users very rarely even
look at those search results that are not ranked among the first, any ranking of
information can effectively also be seen as a filtering of information. As a result,
those documents consistently ranked last or those scientific publications published
in the lowest-ranked journals will effectively be filtered out from the collective
attention of users. Considering that much – if not most – of the information
available in information systems like the World Wide Web is of interest only to
a negligible fraction of users, one is tempted to question the model of global
information spaces which – as they contain all information – require more and more
sophisticated filtering techniques to extract those information relevant for a certain
user or in a given context. One may propose instead a model consisting of numerous
local spaces, across which only the most relevant and important information can
propagate globally. It is essentially this model, which has recently resulted in Online
Social Networks becoming increasingly popular as a general source of information,
thus justifying to view them as social information systems [2, 6, 21, 22, 25]. Stories,
pictures and news posted by users about their hobbies, interests or their life in
general are generally of interest only to a local audience that reaches a few steps
at most into the social network of a user. However, a user may still occasionally
provide information that is of interest to a wider audience or, rarely, even to
the whole population. Explicit propagation mechanisms like, e.g., a Retweet on
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TWITTER or a Like on FACEBOOK allow users to propagate such information, thus
allowing them to reach a larger audience. From the perspective of a prospective
recipient of information, most of the information he encounters typically originates
from within his closest social circles. At the same time, highly popular information
originating from sources farther away is still likely to reach the user.

The appeal of this approach is the underlying idea that – by means of recom-
mendations and explicit propagation mechanisms – the filtering of information is
effectively left to the collective intelligence of users, rather than being computed
centrally. Clearly, the arguments made above about graph-ranked methods apply
here as well: Whether such a system works well and what exact notion of relevance
applies to information that propagate far in the social network crucially depends
on the social interactions between users. Both the evaluation and the design of
such systems should thus be based on a sound model for the behavior of users.
Even though certain advances have been made recently in the are of agent-based
modelling, such models are not available for most of today’s social information
systems. Their initial design is thus mostly based on experience and gut feeling
rather than scientific evidence, possibly fine-tuning interaction mechanisms based
on observations made at run-time. In the offline world humans in a crowd often
behave different from single individuals, thus giving rise to emergent collective
behavior that is often difficult to anticipate or predict. Similar collective phenomena,
and how they can be related to and influenced by individual behavior, need to be
considered in social information systems. In today’s social information systems,
such phenomena frequently lead to surprising peaks of collective attention to
particular users or pieces of information. They further influence how we consume
information, how we perceive their importance and how we allocate our attention.
Understanding the underlying mechanisms is hence of crucial importance.

4.3 Research Challenges

Based on the developments outlined in Sect. 4.2, in this section we will discuss a
number of resulting challenges not only for computer science, but also for sociology,
the study of complex systems, psychology and the philosophy of technology, thus
justifying an interdisciplinary research agenda in social informatics.

4.3.1 Risks of Personalisation: The Filter Bubble

An important trend that can currently be observed in information systems is a shift
in the notions of relevance that are being used for the ranking of information.
Increasingly, the relevance of a piece of information is not defined in a global sense.
The increasing availability of data on personal characteristics of users rather leads
to a shift towards personalised notions of relevance, i.e. a piece of information may
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be relevant to one users, but less relevant to others. For this purpose, user profiles
and social structures are being analysed and machine learning techniques are being
applied and tuned to match the ranking and recommendation of information as
closely to the users’ preferences as possible. Product recommendation algorithms
for example “learn” patterns in the buying behavior of customers in order to later
recommend similar products in such a way that the probability of a purchase is
maximised. Not only are these approaches based on the previous buying behavior
of a particular customer, but also on the behavior of other customers with similar
preferences.

As machine learning algorithms need data to be trained with, their dependency
on prior user behavior is a concern particularly for the filtering and ranking of
information. It has been argued that an increasing application of such filter methods
will lead to – what has been termed – the filter bubble [28]. The filter bubble
is an increasing limitation in the diversity of information users are exposed to,
confining them mainly to those parts of the space of available information which,
based on their previous behavior, matches their preferences. Once the amount of
recommended information or products is large enough to completely consume the
attention of a user, the chance of finding information that is not predictable from
past behavior vanishes. A recent study of this potential problem [14] has revealed
that the level of personalisation in the ranking of information in current major
search engines is rather moderate. However, by means of an increasing integration
of social features by major search engine providers, as well as the integration of
data from large-scale social networks in novel search services, this problem is likely
to aggravate in the future. Furthermore, through the spreading of information in
social networks, even today users are consuming more and more information that
has effectively been filtered by their social network [2, 6, 25] and which is thus
less and less likely to extend and challenge their existing views. This development
can not only change how individual users consume information, it can also affect
the ability of forming substantiated opinions about issues of societal importance. It
can further foster sociological and psychological effects like social reinforcement,
group thinking, in-group biases and peer pressure. As such, the resulting limitation
of information diversity can severely affect society. A research of such tendencies
from the perspective of sociology and social psychology is utterly needed for an
informed design of mechanisms in social information systems.

4.3.2 Discriminatory Effects of Information Filtering

Above, we have summarised risks associated with what one may call an “over-
personalisation” of information systems, which can hinder a serendipitous discovery
of information, and thus effectively shield off users from opposing perspectives.
A related but different challenge is due to the fact that, apart from the actual
information content produced by humans, a plethora of data on personal char-
acteristics of the producer is becoming available in modern social information
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systems. Already today, data on users are becoming widely available that include
their patterns of activity, their social and geographic context, age, gender, ethnics
or even high-resolution mobility patterns. At the same time, data on the usage of
information content by other users are increasingly being used to define quantitative
proxies for the relevance – or even quality – of information. A natural result of
this development is a recent stream of works investigating correlations between
personal characteristics of users and the relevance and quality of information they
provide. For new content provided by users, Big Data and predictive analytics
techniques can then be combined to predict the potential quality or relevance of
content, based on who has provided it. One may argue that any human assessment
of the credibility of information is naturally taking into account its source, thus
resulting in a prejudicial valuation which is also present in the offline world. On
the one hand, prejudicial valuations which are based on prior experience with
particular individuals can be attributed to the natural human tendency to build trust
or distrust in their peers. On the other hand, prejudicial valuations which are merely
based on personal characteristics like the age, gender, ethnics, geographical origin,
or group membership of unknown individuals must be considered discriminatory.
The ongoing push to a stronger filtering of information is likely to result in an
increasing use of ranking methods that not only take into account who is the source
of a piece of information, but also data on personal characteristics. This raises
the important question which features of individuals can, or should, be used in
the ranking of information, and under which conditions social information systems
become discriminatory and thus unethical. Answering these questions of machine
or algorithm ethics clearly goes beyond the capability of computer science, thus
calling for a social informatics research agenda that integrates competence from the
social sciences as well as from the philosophy of technology.

4.3.3 Effect of Information Filtering on Social Organisations

Increasingly available data on the social layer of social information systems
can – and will – be used to refine information filtering mechanisms. Having
discussed potential discriminatory effects that can negatively impact users of such
systems, one can further consider potential effects of social information systems
on social organisations. As an example, consider project management tools which
are frequently used to foster collaboration and collectively process information in
distributed software development projects. A particular type of such tools are issue
tracking systems like e.g. BUGZILLA, which allow to submit and track information
on software defects and to coordinate the efforts of software developers to fix them.
Especially for software projects with a very large user base, it is common for
software development teams to be overloaded with information that eventually turns
out to be irrelevant for the processing of software defects [4,40]. As a consequence,
a number of works have studied how features of the actual information content can
be used to filter and rank information in a way that mitigates overload and thus
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improves team efficiency [1,7]. In a recent study focusing on Open Source Software
(OSS) projects, relations between the social embedding of users and the quality of
information that they contribute have been investigated [40]. Findings suggest that a
filtering of information which is merely based on the social embedding of users can
outperform methods focusing on actual information content. Due to their reliance
on part-time contributors with highly heterogenous capabilities and experience, the
influence of user experience and reputation is likely to be particularly pronounced
in OSS projects. As such, a ranking of information based on experience, reputation
and social embedding of its source clearly bears a lot of potential. However, as
argued above, it also entails discriminatory effects which are likely to particularly
affect new and unexperienced members of an OSS community. A devaluation of
information contributed by such new members can negatively affect their motivation
and impair opportunities to learn, get feedback and gain experience. As such,
introducing such ranking measures can have a devastating effect on the ability of
a community to integrate and educate new contributors, thus impacting the structure
and dynamics of their social organisation. Apart from this, admittedly extreme,
scenario of how information systems may affect social organisation, more subtle
examples exist in many of today’s social information systems: Most systems which
have explicit representations of a social network, not only prompt their users to
provide information about their social relations. Based on methods which allow
to predict future links in growing social networks [23], most of these systems
actively suggest or recommend which social contacts users may be interested in.
Hence, rather than merely monitoring the evolution of social structures, information
systems have already started to actively shape the fabric of our society. What are
the societal effects of this influence? Does it strengthen homophily? Does it affect
group behavior or societal phenomena? Answering these questions is crucial for the
mechanism design in future social information systems.

4.3.4 Epistemic Feedback in Social Information Systems

Summarising the challenges above, we are in a rather remarkable situation: informa-
tion systems continuously collect large amounts of data on individual and collective
human behavior, which – by means of large-scale statistical analyses – are used
to tune predictive models that facilitate information ranking, personalisation and
filtering. By this, information systems are likely to influence the very aspects of
human behavior they are trying to model. Predictive models which are used to
recommend links in online social networks are tuned using data on link formation
processes, that are likely to change under the influence of link recommendation
schemes. Similarly, ranking mechanisms naturally feed back on the social systems
that collaboratively create information spaces. Network-based ranking schemes
inevitably make – either implicit or explicit – assumptions about the semantics of a
link: for citation-based measures of scholarly impact, a citation to a scientific article
is typically interpreted as a statement of value that increases its reputation or impact.
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Similarly, the number of hyperlinks pointing to a web site is thought to increase the
reputation of a source. However, these links are not static. They are continuously
created by humans, whose behavior is influenced by their ability to find information
and their perceived importance. Being highly ranked can lead to an increase of
citations to an article, or an increasing number of hyperlinks to a web page, thus
reinforcing the ranking. However, the semantics of links that are the reason for an
initial high ranking is likely to be quite different than of those links that result from
a high ranking. As such, behavioral changes of humans in response to information
ranking schemes can shift the semantics of links, invalidating ranking methods and
requiring them to be updated and adjusted continuously. A related phenomenon
can prominently be observed in the evolution of web search engines: By means
of search engine optimisation strategies, commercial web site owners continuously
strive to optimise their ranking, for instance by means of a strategic optimisation
of hyperlinks. To discount for this behavior and to maintain a meaningful ranking,
search engine providers continuously – and often secretly – update their ranking
and filtering algorithms. It is tempting to interpret this complex coupling between
social and technical systems as epistemic feedback, i.e. a feedback resulting from
information systems that continuously measure and model social systems and social
systems which respond to this modeling by means of a behavioral change. This
feedback calls for a systemic perspective on the modeling and design of social
information systems.

4.4 Towards a Systems Design of Social Information Systems

The challenges summarised in the previous sections highlight the need for a systems
approach both to the design and quantitative analysis of social information systems.
Such an approach necessarily integrates both the social and the technical layer of
information systems and – as pointed out in the previous section – requires expertise
beyond computer science. Complex systems theory is a particularly promising
conceptual framework which – like for other types of interwoven systems [38] –
can facilitate the systems design of social information systems. In the following, we
specifically highlight three lines of research that are currently pursued in the study of
complex systems and discuss their relevance in the context of information ranking.

4.4.1 Data-Driven Modeling of Social Systems

A crucial prerequisite for a reasonable design of socio-technical systems, is to
improve our quantitative understanding of large-scale social systems. A promising
development in this direction is the increasing adoption of data-driven modeling
approaches, which are facilitated by the availability of large data sets on individual
and collective human behavior. Not only does this approach allow to further test
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and develop sociological theories in ways that were unimaginable before. It also
allows to improve our understanding how human behavior (i) influences and (ii)
is being influenced by interactions mediated by information and communication
technologies. To give an example, the use of modern text classification and statistical
analysis techniques has recently allowed to model how emotional expressions influ-
ence the spreading of information, and thus their perceived importance [10, 31, 37].
It is interesting to study whether such models can foster our understanding of the
emotional dimension of popularity, attention and relevance in social information
systems, and whether they can be applied to improve information ranking and
filtering schemes.

Another interesting research direction is the agent-based modeling of social
behavior [35]. Models capturing the search and exploration behavior of users, and
how it is influenced by ranking and filtering schemes, could possibly be used to
study how users collectively consume information, thus addressing the challenges
introduced in Sect. 4.3.1. Appropriate agent-based models can be used to study
conditions for the emergence of detrimental collective behavior [24, 29, 30]. They
can further be used to investigate possible countermeasure, like, e.g., a conscious
and cautious introduction of noise in search results or recommendations. While such
strategies may decrease the efficiency of information retrieval for individual users,
they can possibly result in a better collective exploration of available information.
Clearly, the potentially resulting transition from individual to collective utility of
information systems introduces interesting further questions: What incentives do
private providers of information systems have to introduce such mechanisms? Will
it foster the perception of search engines and information systems as public utility
of significant societal importance?

4.4.2 Complex Networks as Macroscopic Approach
to Complex Systems

Apart from models which focus on the behavior of individual agents in social
systems, another interesting, and highly active, line of research focuses on the
complex network topologies formed by interacting humans or interlinked pieces of
information. On the one hand, stochastic models for such complex networks provide
a simple macroscopic approach to study basic topological features and hence better
understand the characteristics of complex systems. On the other hand, network-
analytic measures developed in the field of complex networks have proven useful
to study particular empirical network topologies and answer important questions
like, e.g., which users in a social network are most central or which piece of
information in an information network is most relevant. Due to the availability
of data both on information networks and social networks, this perspective is
likely to play a key role in the definition of future ranking methods. Current
relevant research addresses, for instance, novel network-based ranking algorithms,
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which – rather than computing a single, global ranking of nodes – provide a
personalised ranking which can differ based on the perspective of a particular other
node in the network [11, 15, 18, 39]. While most of these approaches are limited
to static networks, time-varying network topologies, so-called temporal networks,
have recently entered the focus of research [16]. Among those works, the question
how the order of interactions in complex networks affects dynamical processes was
recently addressed [32, 33, 36]. In the context of information systems, these works
open new perspectives for the development of network-based ranking and clustering
mechanisms that not only take into account the structure of complex networks, but
also their temporal ordering [36].

Finally, considering possible cornerstones for a social informatics research
agenda, a remarkable characteristic of the complex network perspective is that
it provides a methodological framework that has long been used in sociological
research. Studies of how humans route and retrieve information through their social
circles used the network perspective, and have highlighted the importance of so-
called weak ties, contacts outside the closest social circles of an individual (so-called
strong ties). Sociological studies have shown that such weak ties are essential
for the propagation of relevant information and for efficiently “navigating” social
networks [12]. Linking strong ties to the filter bubble surrounding users in social
information systems, it is tempting to relate this sociological finding, as well as its
network interpretation, to the serendipity of information systems. Similar like the
original study of weak ties, a detailed analysis of the importance of particular social
structures for the spreading of information – and thus the filtering of information
imposed by the social network – is important. In particular, it seems crucial for
information systems to not undervalue information originating from sources with
whom users seemingly have not much in common or with whom they maintain only
loose contact. These may be exactly those weak ties through which – occasionally –
the most valuable information enters a user’s social circles, even though in most
other cases information may be only of marginal relevance.

4.4.3 Multiplex Modeling of Socio-Technical Systems

Above, we have outlined that the theory of complex networks is being used both
(i) to define relevance measures for networked information systems and (ii) to
better understand the structure and dynamics of social systems and the flow of
information there within. Developing into a kind of “lingua franca” that allows to
model information systems and social systems in the same mathematical framework,
the question arises whether network theory can be a used to analyze the combined
system as well. Dealing with two networks, a network of interlinked information
and a network of social relations, a so called interdependent network perspective
seems to be appropriate for this purpose [9]. From a graph theoretic point of view, an
interdependent network is a combination of two separate network layers, in which
nodes are additionally connected by links that span across layers. Two prominent
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a b

Fig. 4.1 Citation and collaboration network of authors at a computer science conference. (a)
Citations between authors (b) Coauthorship between authors

examples are (i) hypertext systems like the World Wide Web (information layer)
and Online Social Networks (the social layer) or (ii) citations between scientific
papers (information layer) and collaboration networks of scientific coauthorships
(social layer). An example for a multi-layer network of scientific collaborations
and citations is shown in Fig. 4.1 for a major computer science conference. Here,
nodes in each layer represent authors that either cite each other (a) or collaborate
with each other on a paper (b). Identical nodes are placed at the same position
in the two network layers. A comparison of the two network layers reveals a
significant overlap between these structures. It is mainly authors that are close in
the collaboration network, who cite each other and vice-versa. Especially in the
case of scientific citations, which are often used to rank scientific articles, individual
scientists or even institutions, the importance of taking a multi-layer perspective to
these networks becomes apparent. Such a perspective has recently been used to
provide interesting insights. In [34] the interlinked system of scientific publications
and scientific coauthorships was considered. Based on the common assumption that
citations are a direct measure of scientific success, this study was able to show that
in a data set of more than 100,000 publications, citation success of publications
can be predicted with high precision using only information on the social network
generated by collaborating authors. This result provides evidence that in social
information systems the social aspect can have considerable implications on the
structure of the information network. Furthermore, the interlinked network per-
spective provides opportunities to define novel network-centric relevance measures
which can possibly take into account both the social and the semantic layer of a
system [13], thus allowing to define more reasonable ranking measures.
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4.5 Conclusions

Looking back to the last century, it is clear that the history of computer science
as a field of research is closely coupled with the development of information
systems, and their widespread adoption in society. Over the decades, challenges
involved in the contemporary use of such systems have significantly contributed
to the development of database systems, formal languages, hardware technologies,
computer networks, and machine learning to name only a few areas. One of the
grand challenges involved in the design of future information systems is that
they will be tightly interwoven with social structures and phenomena. As such,
information systems will not only be influenced by the ways how humans and
society use them, they also shape collective human behavior and thus societal
developments. In this chapter we have argued that this development questions
some of the approaches to information filtering and ranking that are being used
in today’s large-scale information systems. The increasing importance of their
social dimension necessitates a dialogue between computer science and the social
sciences, which is facilitated by recent advances in the data-driven modeling of
social systems and their study from the perspective of (multi-layered) complex
networks and complex systems. We are thus looking forward to an exciting era
of interdisciplinary research on social information systems which, apart from being
challenging scientifically, can have a significant beneficial impact on our society.
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Chapter 5
Using Weighted Interaction Metrics for Link
Prediction in a Large Online Social Network

Oliver Posegga, Kai Fischbach, and Martin Donath

Abstract There has been a considerable amount of recent research on the link
prediction problem, that is, the problem of accurately predicting edges that will
be established between actors in a social network in a future period. With the
cooperation of the provider of a German social network site (SNS), we aim to
contribute to this line of research by analyzing the link formation and interaction
patterns of approximately 9.38 million members of one of the largest German online
social networks (OSN). It is our goal to explore the value of users’ interaction
frequencies for link prediction based on metrics of local structural similarity.
Analyzing a random sample of the network, we found that only a portion of the
network is responsible for most of the activity observed: 42.64 % of the network’s
population account for all observed interactions and 25.33 % are responsible for
all private communication. We have also established that the degree of recent
interaction is positively correlated with imminent link formation – users with high
interaction frequencies are more likely to establish new friendships. The evaluation
of our link prediction approach yields results that are consistent with comparable
studies. Traditional metrics seem to outperform weighted metrics that account for
interaction frequencies. We conclude that while weighted metrics tend to predict
strong ties, users of SNS establish both strong and weak ties. Our findings indicate
that members of an SNS prefer quantity over quality in terms of establishing new
connections. In our case, this causes the simplest metrics to perform best.
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5.1 Introduction

A common way of analyzing complex systems is to model them as networks.
Entities of a system can be represented as nodes and their relationships can be
converted to edges. For example, the nature of scientific collaborations can be
studied by mapping authors to nodes and their collaborations to edges. The topology
of the resulting graph can then be used to gain insight into the underlying system’s
mechanics. This method has been used for a long time across several scientific
disciplines, including biology, physics, economy, computer science, and sociology.
The popularity and success of this approach eventually led to the emergence of a
new scientific discipline, network science, which is dedicated to the development
and improvement of methods and techniques to analyze and understand networks in
general [5, 26]. Even though networks in different scientific domains can exhibit
fundamental differences in their structural properties [22], the growing number
of well-defined tasks, methods, and problems related to their general analysis is
adaptable for many of them.

One of these problems has received a considerable amount of attention: namely,
the link prediction problem. In general, it can be described as the problem of
predicting the likelihood of occurrence for all as yet nonexistent or unknown edges
in a network. For social networks, the problem has been defined by Liben-Nowell
and Kleinberg as follows: “Given a snapshot of a social network at time t, we seek
to accurately predict the edges that will be added to the network during the interval
from time t to a given future time t’.” [15].

This problem is relevant to many scientific communities [17], but it has become
of particular interest to those focusing on networked systems comprising social
actors. Finding good solutions to the problem requires a proper understanding of
the process of link formation, which reflects the decision of individuals to engage in
social interactions. Considerable research has been dedicated to this straightforward
yet difficult to understand process and its effect on overall network properties. Some
scholars have taken a macroscopic approach and analyzed longitudinal datasets,
seeking to shed light on the development of global network properties over time
(e.g. [13, 14]). Others have been microscopic, striving to identify patterns of link
formation [12, 2, 14, 23]. It is as part of these efforts that Liben-Nowell and
Kleinberg defined the link-prediction problem. In their analysis of co-authorship
networks, they gained insight into the effect of structural network properties on the
likelihood of future link formation. Motivated by their work and the growing need
to understand the mechanisms behind the evolution of networks, a large variety of
approaches to this problem has been developed [29, 17].

The interest in the topic is reinforced by the constantly growing number of social
network sites (SNS) and large online social networks (OSN). Boyd and Ellison
[6] account for the launch of 11 major SNS from 1997 to 2002 (e.g., LiveJournal,
Friendster) and 29 launches (e.g., Facebook, Twitter, and YouTube) between 2003
and 2006, a trend that indicates the increasing popularity and cultural relevance
of such sites. According to their definition, a SNS is a web-based service that
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allows individuals to construct a profile including a visible network of connections
to others. While many of these SNS provide different features and target different
social groups, they all share a common goal: growth. Once they reach a critical
mass, network effects facilitate further growth.

While such effects are of major importance to SNS, they come with downsides.
First, a rapidly growing number of community members require a scalable and
reliable technological infrastructure, which involves high costs. Second, and even
more important for our work, it strongly requires mechanisms to make the platform
easy to use for its members. One important aspect of a social network site’s ease
of use is its ability to reduce search costs and increase transparency for its users
by enabling them to find new friends easily (i.e., people with whom they wish to
connect). A common way to achieve this is to recommend an individual list of
likely connection candidates to each user. Such a list’s value to a user depends
on the relevance of the recommended candidates. If it contains a high number of
relevant suggestions, users are likely to establish connections with some of them and
thereby contribute to the network’s internal growth. The problem of making relevant
suggestions to a user can be referred to as the link recommendation problem [3, 24,
25], which is a closely related to the link prediction problem. Hence, accurate and
scalable link prediction algorithms can provide a direct value to SNS operator, by
making their platforms easier to use and more valuable for members.

In short, finding good solutions for the link prediction problem in social networks
is important from a theoretical and practical perspective. At the same time, finding
good solutions is not easy – especially in large social networks, where we typically
observe an odd ratio of the average number of friends per user to the total number
of members in the network (i.e., large social networks are sparse). Moreover, the
phenomenon of social interaction is highly complex. As Watts [27] described, it is
the result of the history of interactions between a large numbers of heterogeneous
individuals, their behavior, and their interdependent decisions; understanding them
by focusing exclusively on structural network properties is difficult.

In this work, we focus on improving local similarity metrics used in neighbor-
based link prediction approaches that have been discussed by Liben-Nowell and
Kleinberg [15] and Lü and Zhou [17]. We argue that traditional versions of
such metrics are designed only for unweighted networks, and hence are usually
applied to simple social graphs, ignoring a large portion of additional network data
generated by SNS. Accordingly, we modify traditional metrics and apply them to
a social network site’s interaction graph [28], which is generated from direct user
interactions. In addition, we take weighted variations of this graph into account
and apply modified versions of traditional metrics to those variations. We conduct
an empirical experiment in cooperation with the operator of a large German SNS
to test the performance of this approach. Our findings are consistent with the
results of related studies. The traditional metrics seem to dominate over the more
complex variations we used. When applied to a weighted combination of the social
and interaction graph, the metrics Adamic/Adar [1] and Resource Allocation [17]
seem to perform best, followed closely by the metric Common Neighborhood. In
alignment with Lü and Zhou [16], we draw the conclusion that weighted metrics
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tend to predict strong ties, whereas users of SNS establish both strong and weak
ties, as described by Donath and Boyd [7].

The remainder of this manuscript is organized as follows. In Sect. 5.2, we provide
background information on similarity-based link prediction and present the metrics
used for our experiment. Section 5.3 is dedicated to introducing the setup and
methodology of our experiment. In Sect. 5.4, we present our results, beginning
with a brief overview of the dataset’s general properties, followed by a performance
evaluation of the metrics. In Sect. 5.5, we discuss the results and reflect on them in
the context of our initial theoretical considerations. We discuss potential limitations
in Sect. 5.6 and, finally, draw our conclusions in Sect. 5.7.

5.2 Theoretical Background and Related Literature

As described above, the focus of this work is on metrics used for link prediction in
large online social networks based on SNS. Such networks differ from networks
based on other platforms, such as message boards or e-mail systems. In those
networks, there is typically only one type of user interaction that is translated into
edges of a corresponding network (e.g., mutual engagements in a board conversation
or e-mail communication). In contrast, SNS offer their members more than one
way of interaction. Actors typically have access to a variety of interaction-enabling
features: they can befriend each other, communicate privately and publicly, update
their status messages, interact in and with groups, attend events, and make use of
many more features with which to engage in social interaction. Accordingly, one
could argue that within a SNS there is, in fact, more than one network to analyze
since each feature could be understood as a source for a single network with its
own characteristics. Taking a closer look at data collected from Facebook, Wilson
et al. [28] address this topic. While they are primarily interested in understanding
the real-world relevance of SNS-based interaction, they introduce the concept of the
interaction graph (IG) and compare it to the social graph (SG).

A social network site’s social graph is generated from mutual connections
between pairs of actors (often referred to as friendships). Edges of this graph are
naturally unweighted, undirected, and persistent, that is, they are not subject to any
kind of natural decay. As Donath and Boyd [7] describe, connections represented
by edges in this graph are not necessarily related to a mutual focus or interest of the
actors involved. According to them, the overall costs of creating this type of edge
are low and, hence, people tend to add many friends that include even those with
whom they do not share a deep relationship. This is the primary reason Wilson et al.
[28] look for better indicators of real-world relationships in SNS and ONS.

In doing so, Wilson et al. [28] introduce the interaction graph, which is generated
from interaction data (e.g., private or public communication). Following their
definition, it is a subgraph of the social graph that contain the same set of nodes, but
only those edges that have been subjected to a minimum number of n interactions
during a time interval [t, t0]. Hence, in contrast to the social graph, edges of the
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interaction graph are subject to decay. By definition, this graph is unweighted and
undirected, but it can be adjusted to account for both edge weights and directions.
Wilson et al. find significant differences in the structural properties of the social
and interaction graphs. Their findings suggest that the total number of friends with
whom one genuinely interacts seems to be limited.

This finding indicates that the costs of adding and maintaining connections in the
interaction graph are higher than in the social graph – an observation consistent
with the findings of Hill and Dunbar [11], who report that people are limited
in their ability to maintain a large number of active relationships. Other studies
show similar results (e.g., [23, 14]). Another central finding of the work of Wilson
et al. is that the interaction graph seems to provide richer information about social
relationships between network members than the social graph. This finding is
reinforced by Gilbert and Karahalios [9], who find that communication-based events
(i.e., interaction graph-based information) are better predictors of strong ties [10]
than traditional structural features (i.e., social graph-based information).

Summarizing the above, many studies conclude that users’ interaction patterns
provide rich insights into their relationships. Such insights differ from those gained
by analyzing the social graph. We adapt the distinction between the SG and the IG
to explore the quality of link prediction based on the IG and combinations of both
graphs, since simple approaches to link prediction, especially structural similarity-
based algorithms, usually focus exclusively on the SG.

Further, we extend the concept of the IG by considering its weighted version,
which we refer to as the weighted interaction graph (WIG). Like the IG, it is a
subgraph of the SG. In contrast to the IG, the WIG’s edges are weighted with
all interactions between the corresponding actors during the time interval under
consideration. Accordingly, the WIG carries more information than the original
IG, making it more interesting for our link prediction approach. However, the IG
and WIG completely neglect the information carried by the SG. Hence, we also
experiment with a simple combination of the SG and the WIG, that is, a combined
graph (CG). In a first approach, we construct the CG by initializing it with the SG,
where we consider each edge to be weighted with a weight of 1. Subsequently, we
merge this graph with the corresponding WIG by adding the edge weights of edges
that are present in both graphs.

Before we present our experimental setup to evaluate the performance of our
approach, we provide background information on similarity-based link prediction
and the corresponding metrics.

In our approach, we focus on link prediction using structural similarity-based
algorithms [17, 15] and neighbor-based similarity metrics, largely because of their
high computational efficiency and the low amount of information they require to
make valuable predictions. More important, this approach gives us full control over
the amount of information used for the prediction, thus allowing us to compare the
quality of predictions derived from the SG with predictions derived from the IG and
their combination.

Similarity-based algorithms follow the basic assumption that two nodes of a
network are more likely to establish a future connection if they are close or, in terms
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of their structural properties, similar to each other. Such similarity, or proximity,
can be quantified using proximity metrics, which can be utilized to assign a score
to each pair of unconnected nodes in a network. Pairs of nodes can be sorted and
ranked based on such scores. Furthermore, the top-k (where k is typically a number
between 10 and 100) ranked pairs can be classified as the most similar actors, which
are assumed to be most likely to share a future connection and, hence, are predicted
to be future acquaintances.

The proximity metrics used by similarity-based algorithms can be categorized
by the type of information they require. One category of metrics focuses on nodal
attributes (e.g., demographic information, such as gender, age, or geographic loca-
tion). Other so-called structural similarity metrics focus exclusively on topological
information. Such metrics have been subject to the fundamental work of Liben-
Nowell and Kleinberg [15], who further divided them into path- and neighbor-based
metrics. Liben-Nowell and Kleinberg tested several of these metrics on scientific
collaboration networks and compared their performance to random predictions,
concluding that even simple structural similarity metrics are capable of producing
valuable predictions. This, it turns out, is particularly true for the neighbor-based
metrics, which are the simplest metrics considered.

Neighbor-based metrics exhibit a limited perspective on the network. When used
for link prediction, such metrics neglect pairs of actors separated by a path with a
length above 2. In other words, they consider only pairs of actors with at least one
mutual friend. The set of mutual friends is also referred to as neighborhood. While
the restriction to this minimal distance seems to be strong, many studies show that a
major portion of newly established links connects actors who have been sharing at
least one mutual friend [14]. In fact, the phenomenon behind this observation, called
triadic closure, is well known and has been studied in many networks [12, 21].

To allow for a more precise presentation of the neighbor-based metrics discussed
in this work, we first introduce a mathematical notation consistent with the one
used by Liben-Nowell and Kleinberg [15]. Given a set of nodes V and a set of
edges E, we denote the corresponding graph by G(V, E). Unless stated otherwise,
we assume that G(V, E) is unweighted and undirected. Since we are working with
social networks, nodes are also referred to as actors or friends and, depending on
the context, edges are referred to as friendships or connections. Given a node v 2 V,
we formulate the set of its neighbors (i.e., all nodes directly connected to v) as
�(v). Hence, the degree of a node can be written as j�(v)j. We proceed with the
introduction of five well-known neighbor-based metrics, which we use as baseline
metrics for our experiment.

Common Neighborhood (CN) is the most basic of the neighbor-based metrics.
Given two nodes x, y 2 V, it describes their similarity in terms of mutual neighbors.
Using this metric for link prediction in social networks reflects the assumption that
two actors are more likely to become friends when they already have a high number
of mutual acquaintances [20]. The corresponding formula for CN is:

CN D j� .x/ \� .y/j
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Jaccard’s coefficient (JC), a similar metric, resembles a normalized version of
CN. The number of friends shared by two actors is divided by the number of friends
connected to one or the other actor:

JC D j�.x/\� .y/j
j� .x/[� .y/j

Preferential Attachment, another well-studied metric, is a fundamental compo-
nent of several models of network evolution [4]. It has been subject to the studies of
Newman [19] and inhibits the assumption that nodes with a many connections have
a higher likelihood of being involved in future link formation. It is defined as:

PA D j� .x/j � j� .y/j

Adamic/Adar (AA) is a similarity metric that aggregates the number of shared
features between two nodes of a network [1]. In addition, it considers rare features to
be more valuable. In terms of social networks, this means that the metric diminishes
the value of mutual friends with a many connections and considers those with a few
connections to be more valuable:

AA D
X

z2� .x/\� .y/

1

log .j�.z/j/

Resource allocation, a very similar yet differently motivated metric, was intro-
duced by Zhou et al. [30]. It values rare common neighbors even more than AA and
performs well; depending on the type of network, it can exceed the performance of
CN and AA [17]. They defined it as follows:

RA D
X

z2� .x/\� .y/

1

j�.z/j

The application of the CN, JC, PA, and AA metrics has been studied extensively
on social networks. We use them as a baseline to benchmark the performance of our
approach. We also consider the relatively newer RA, since it has performed well on a
variety of networks. However, to the best of our knowledge, it has not yet been tested
on a large online social network comparable to the one we use for our experiment.

Some of these metrics have been adjusted to work on weighted graphs to improve
their performance by capturing multiple edges between nodes of a network [18, 16].
Murata and Moriyasu tested weighted versions of CN, AA, and PA on the network
of the Japanese Yahoo! Answers (a Question-Answering Bulletin Board (QABB))
and showed that weighted metrics outperform their unweighted versions. Based on
this work, Lü and Zhou [16] tested weighted versions of CN, AA, and RA on the
USAir transportation network, the neural network of the worm C. elegans, and the
CGScience co-authorship network. In contrast, they found an inferior prediction
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performance for the weighted versions of the considered metrics in all networks
except for the neural network.

We adapt some of the weighted metrics proposed by Lü and Zhou [16] for our
own experiment. In addition, we consider a weighted version of PA, which has been
introduced by Murata and Moriyasu [18]. Finally, we present a weighted version of
JC, which we developed for this experiment.1 The metrics are represented by the
following mathematical formulations, where x, y, and z are nodes of an undirected,
weighted graph with edge weights w(x, y) and s(x) D P

z 2 � (x) \ � (y)w(x, z) denotes
the weighted degree of node x:

WCN D
X

z 2�.x/\�.y/

w .x; z/ C w .z; y/

WAA D
X

z 2�.x/\�.y/

w .x; z/ C w .z; y/

log .1 C s.z//

WRA D
X

z 2�.x/\�.y/

w .x; z/ C w .z; y/

s.z/

WPA D s.x/ � s.y/

WJC D
X

z 2�.x/\�.y/
w .x; z/ C w .z; y/

s.x/ C s.y/

In this section, we introduced five well-known neighbor-based metrics, dis-
cussed their origins, and explained their weighted variants. While the studies on
weighted metrics we reviewed try to improve prediction performance on several
types of networks, they pay little attention to the underlying network specifics.
In the following section, we describe the application of the weighted metrics
to a set of graphs that accounts for actors’ interaction frequencies in terms of
private communication, and provide overall details on experimental setup and
methodology.

1While we stick to the notation WJC because of the analogy to JC, we note that the JC metric has
a more complex background. This version does not necessarily comply with its initial intention.
We are interested primarily in the analogy of its interpretation, and hence this is merely a formal
issue and of no further relevance for our work.
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5.3 Methodology

In cooperation with a large German SNS operator, we evaluate the performance of
the metrics discussed above on the different graphs (i.e., the SG, IG, WIG, and CG)
in an experimental setup similar to that designed by Liben-Nowell and Kleinberg
[15]. We were granted access to a snapshot of the platform’s complete SG, taken
on June 8, 2011. Moreover, we were allowed to track 49 types of events triggered
by user interactions (e.g., writing a message, establishing a contact) for a 60-day
period between June 8 and August 6, 2011. To perform our experiment, we split this
timeframe into two periods of equal length, training and test (see Table 5.1). We use
the data from the training period to predict future link formations for a randomly
chosen subset of actors in the test period.

Therefore, we use the logged interaction events, including the creation and
deletion of edges in the SG, to update the initial snapshot of the SG at t0 to the end
of the training period t00. Subsequently, we create the IG, WIG and CG as described
in the previous section and set the parameter t to t0 and n to 1. Accordingly, all
three graphs are generated from 30 days of interaction. As mentioned earlier, a
SNS provides a large variety of features from which one could derive an interaction
graph. In our scenario, we focus on a very common SNS feature to derive our graphs,
that is, private communication.2 Consequently, two actors share an edge in the IG
when they have established a mutual friendship on the SNS and communicated at
least once (n D 1) during the training period (t D t0). Moreover, the weight of an
edge in the WIG reflects the sum of messages exchanged between two actors during
the respective interval. The CG comprises nodes and aggregated edges from the SG
and WIG.

To make our predictions for the test period, we pick a random sample S of 15
users from all users that have been active members of the SNS throughout the period
of observation. More precisely, we draw our sample from all actors with at least five
friends at the end of the training period and who establish at least five additional
friendship connections during the test period.

We now ask the following question: Given an actor s 2 S, who are the k most
likely candidates Cs to establish a connection with s in the SG during the test period?
Like Backstrom and Leskovec [3], we define the set of candidates as Cs D Ds \ Ls,

Table 5.1 Intervals Interval Parameter Date

Training t0 June 8th , 2011, 00:00:00 CEST
t00 July 7th , 2011, 23:59:59 CEST

Test t1 July 8th , 2011, 00:00:00 CEST
t01 August 6th , 2011, 23:59:59 CEST

2The SNS we analyzed enables private communication between users by providing an integrated
direct messaging system through which users exchange text messages via a web-based interface.
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where Ds refers to the set of destination nodes to which s will establish a connection
in the test period; Ls denotes the set of no-link nodes an actor will not befriend in the
test period. In other words, our goal is to pick k actors from Cs, capturing as many
actors from Ds as possible.

To reduce the computational complexity, we restrict each set Cs to actors who
share at least three common neighbors with s. Since actors with a low number of
common neighbors are unlikely to establish a future link with s, we do not expect a
significant loss in prediction accuracy due to this restriction [3].

After identifying all candidate nodes, we compute CN, JC, AA, RA, and PA for
each pair of users (s, c) with c 2 Cs on the SG and IG. Similarly, we proceed for the
weighted versions WCN, WJC, WAA, WRA, and WPI on the WIG and CG. Whenever
we apply a metric M to a graph G, we refer further to the result as MG. For example,
CNSG refers to the metric Common Neighborhood when it is computed based on the
social graph.

As a result of this scoring procedure, we receive one score for each pair (s, c) for
each metric and the respective graph to which it has been applied. In the next step,
we sort each list in a descending order and rank the pairs of actors accordingly. For
each user s, we now have 20 sorted and ranked lists of candidates – one for each
computed metric.

Finally, we define the top k entries of each list to be our predictions for the test
period. We discuss the results for k 2 f100, 50, 20g based on the following metrics.

To compare the prediction performance of the metrics considered, we need a
method to evaluate the performance for each metric. Such a metric has to deal with
two problems. First, we must expect a skewed distribution of negative and positive
predictions – the applied algorithms are likely to create considerably more negative
than positive predictions. In addition, the number of link formations observed during
the test period will probably be much smaller than the number of link formation
candidates. Second, each of the sample users considered creates an individual
number of friendships during the test period. To evaluate the metrics across users, a
suitable performance measure has to be robust with respect to the different number
of positive and negative observations for each sample user.

The area under the curve (AUC) metric fulfills the criteria: it is a performance
indicator typically used to evaluate prediction results. It can be derived from
receiver operating characteristics (ROC) curve. Such a curve is a visualization of
a metric’s true-positive and false-positive rates. Accordingly, it is independent from
the number of observed link formations and candidates per user.3

Based on the results of our experiment, we calculate the true-positive and false-
positive rates for all of the 20 top k predictions for each of the sample users S. Next,
we use the corresponding ROC curves to compute the individual AUC values and
calculate average AUC per metric for each value of k.

To evaluate a metric’s overall performance, we check whether a metric is able
to achieve an average AUC greater than 0.5. If so, that metric is capable of scoring

3For more information on the topic of ROC analysis, we refer to Fawcett [8] and Lü and Zhou [17].
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better than a random predictor. Accordingly, we conduct a one sample t-test for each
metric, testing it against a value of 0.5. We use a confidence level of 95 % and report
the resulting significance.

5.4 Results

This two-part section presents our results. In the first part, we provide descriptive
statistics. In the second part, we give a full presentation of our experiment’s results.

The initial SG comprises 513,419,650 edges between 7.4 million unique actors.
In total, the graph contains 9.38 million actors. It is worth noting that the data
suggest that 21.11 % of all known actors have 0 friends at t0. Furthermore,
the average platform user has approximately 110 friends. Users are limited to a
maximum of 4,000 friends.

During the entire observation period, we logged 521,583,014 interactions. Within
the 60 days of observation, 4.0 million users took part in at least one interaction and
2.7 million of those sent at least one private message. Thus, 42.64 % of all users
were responsible for all interactions observed in 60 days and 25.33 % produced all
outgoing private messages during that period.

Among the logged interactions, 11,690,430 friendships were established and
2,789,371 friendships were deleted. Some 87 % of all created friendships were
formed between users who already existed in the initial snapshot of the SG. We
took a random sample of 1,000 recently established friendships from the test period
and found that 84 % of all new friendships are formed between actors with one
or more common neighbors. Moreover, 80 % of all those new friendships are
established between actors with a minimum of three common neighbors. Since we
required all candidates Cs to have at least three common neighbors with a sample
user s, this implies that we neglect approximately 20 % of all link formations that
can be predicted using neighbor-based metrics. Additionally, we used the sample
above to compute Spearman’s rank correlation coefficient for the number of private
messages sent by a user during the training period and the number of friendships
established by the same user during the test period. We find a significant correlation
of 0.528 between both variables, indicating that private communication frequencies
are capable of predicting future link formations.

The users in our sample S established 241 friendships among 71,715 candidates
C. Accordingly, they befriended 0.336 % of all considered candidates within the
30-day test period.

In Table 5.2, we present the average AUC values for all CN metrics and their
top 100 predictions. We skip reporting the full results for the top 50 and top 20
predictions because they are similar to the results reported below and, in most cases,
were not significant.

We find that CNSG performs well and, with an AUC of 0.597, significantly
better than a random predictor and the modifications discussed. CNIG and WCNWIG,
perform slightly worse. The combined graph version WCNCG performs comparably
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Table 5.2 avg. AUC for CN AUC SD Sign.

CNSG 0.597 0.082 0.001
CNIG 0.554 0.061 0.005
WCNWIG 0.560 0.097 0.037
WCNCG 0.597 0.139 0.021

Table 5.3 avg. AUC for JC AUC SD Sign.

JCSG 0.591 0.080 0.001
JCIG 0.560 0.064 0.004
WJCWIG 0.561 0.097 0.035
WJCCG 0.582 0.125 0.027

Table 5.4 avg. AUC for AA AUC SD Sign.

AASG 0.597 0.086 0.001
AAIG 0.563 0.070 0.005
WAAWIG 0.571 0.094 0.014
WAACG 0.599 0.140 0.019

to CNSG. Accordingly, we find that predicting edges in the SG by focusing
exclusively on the IG or WIG does not increase the performance of CN. Moreover,
predictions based on the WIG seem to outperform those based on the unweighted IG.
This pattern is consistent across all k 2 f100, 50, 20g, but only CNSG is significantly
different from 0.5 for all values of k.

We report the results for Jaccard’s Coefficient in Table 5.3. Similar to CN, the
traditional version of this metric (JCSG) and its modification on the combined graph
(WJCCG) perform significantly better than a random predictor. We find further that
JCIG and WJCWIG show a slightly worse performance, but still better than a random
predictor. Only JCSG shows an AUC value significantly different from 0.5 for all
values of k.

Adamic/Adar shows AUC values close to 0.6 for its social graph version
AASG and the combined graph version WAACG (see Table 5.4). Furthermore, AASG

produces significant results for the top 100, top 50, and top 20 predictions. WAACG

becomes non-significant for the top 20 approach. As already observed for Common
Neighborhood and Jaccard’s Coefficient, the IG and WIG versions of Adamic/Adar
exhibit lower AUC values than the corresponding SG and CG variations and become
non-significant for top 50 and top 20 predictions. Interestingly, for the top 50 and
top 20 predictions, AAIG and WAAIG perform almost identically, suggesting a rather
low performance for predictions based exclusively on properties of the IG structure.

Resource Allocation shows AUC values greater than 0.6 for RASG and WRACG

(see Table 5.5) – the highest values observed in our experiment. While both per-
formances are not significantly different from each other, they produce significant
results for all top k predictions. Like AAIG and WAAWIG, RAIG and WRAWIG fail to
produce significant results for k 2 f50.20g.
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Table 5.5 avg. AUC for RA AUC SD Sign.

RASG 0.606 0.091 0.001
RAIG 0.553 0.053 0.002
WRAWIG 0.570 0.074 0.003
WRACG 0.610 0.116 0.003

Table 5.6 avg. AUC for PA AUC SD Sign.

PASG 0.498 0.034 0.859
PAIG 0.504 0.051 0.782
WPAWIG 0.522 0.061 0.197
WPACG 0.509 0.042 0.450

Table 5.6 shows the results for Preferential Attachment. They suggest that PA
does not perform significantly differently from a random predictor for all versions
considered, showing AUC values very close to 0.5 for all values of k. In contrast
to all other metrics, PA does not seem to lose but rather seems to gain a small
degree of performance when moving from the SG to the IG. Considering weighted
interaction seems to improve performance even more, while the combination of
weighted interaction and the social graph information in the combined graph seems
to decrease performance. Accordingly, we find that PA is the only metric of our set
to perform better on the IG and WIG than on the SG and CG.

5.5 Discussion

The results presented in the previous section indicate that neighbor-based link
prediction metrics perform well. Four of the five baseline metrics – Common Neigh-
borhood, Jaccard’s Coefficient, Adamic/Adar, and Resource Allocation – show a
stable prediction quality above random for all k 2 f100, 50, 20g. Only Preferential
Attachment fails to produce valuable predictions. While all the neighbor-based
metrics score rather close to each other, Resource Allocation and Adamic/Adar
show the best results. Common Neighborhood and Jaccard’s Coefficient follow
closely. Even though the relative difference in the metrics’ performances cannot
withstand statistical tests, it remains stable for all top k predictions; a larger sample
size would be required to improve the statistical accuracy of a relative comparison of
the metrics. Our findings are consistent with those of Liben-Nowell and Kleinberg
[15] and Lü and Zhou [17].

Compared to the baseline metrics, their applications to the IG prove to cause
a loss of prediction quality. Four of five metrics lose a considerable amount of
performance due to the loss of the SG’s information. Again, Preferential Attachment
works differently. In contrast to the other metrics, PA gains performance on the IG –
without producing significant predictions. Most of the metrics lose their significance
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for top 50 and top 20 predictions. Accordingly, considering only mutual interaction
partners does not seem to be a promising approach to improve traditional link
prediction.

Applying the weighted counterparts of the five baseline metrics to the weighted
interaction graph has a similar effect. Except for Preferential Attachment, all metrics
perform worse than their original versions. However, using the WIG for link
prediction seems to work better than using the IG for all metrics considered, with
the exception of PA.

The CG seems to be a more solid data source for the weighted neighbor-based
metrics. All of them perform comparably to that of the baseline metrics. RA and AA
seem to work especially well on the CG. Even though RA and AA perform minimally
better on the CG than on the SG, the SG versions exhibit a better stability for smaller
values of k. Considering the small differences in the performance of the CG- and the
SG-based metrics, we find that using the CG does not improve the prediction quality
to a significant degree.

As described by Wilson et al. [28], the IG represents rather strong connec-
tions between actors, whereas the social graph includes both strong and weak
connections. Accordingly, when using IG-based metrics, we implicitly favor in
our prediction pairs of actors with a strong indirect connection. The comparably
low performance of IG and WIG metrics suggests that users of SNS befriend a
considerable number of users, with whom they share a weak indirect connection.
This also explains the good performance of CG-based metrics. Combining the WIG
with the SG seems to compensate for the overrating of strong indirect connections,
allowing the metrics to account for weak ones as well. Lü and Zhou [16] arrive at
similar results. As already mentioned in Sect. 5.2, they applied weighted metrics
to a variety of networks and concluded that the consideration of weights causes
a bias towards strong tie predictions, and hence reduces the prediction quality by
neglecting weak ties. In fact, Donath and Boyd [7] find that the cost of establishing
new friendships on SNS are low. Hence, users tend to establish new friendships
without considering the quality of the indirect connections to their targets. Our
observations suggest this is true for the network considered. When it comes to
establishing friendships in social networks based in social network sites, actors seem
to favor quantity, not quality. This causes the simplest metrics to outperform more
complex ones.

Despite these findings, interaction-based information has its value. We find that
a considerable amount of actors in the analyzed network can be considered inactive
and that activity is highly concentrated. We also find that the amount of recent
interaction is correlated with the amount of link formation in the near future.

Beyond the scope of this work, it would be interesting to take a closer look
at the construction of the combined graph. It provides a good starting point
to adjust the degree to which interaction-related information is utilized in the
prediction. In addition, a replication of this study with a larger sample size and
comparable networks would be desirable to increase the overall validity. Moreover,
one could analyze the number of identical predictions made by the metrics discussed
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to determine whether the weighted metrics are capable of capturing otherwise
neglected friendship establishments.

5.6 Limitations

Before we conclude, we want to provide a brief summary of the most important
limitations of this work.

First, we analyzed only one network. To increase the validity of our results, it
would be necessary to replicate them on similar networks of large social network
sites.

Second, our observation period was limited to 60 days. A longer observation
period would enable a more detailed analysis of actors’ interaction histories. Based
on those histories, it would be possible to consider the dynamics and evolutionary
aspects of user activity. Moreover, a longer test period would cover a larger number
of link formations. In addition, observing user interaction for more than 60 days
would decrease the degree of seasonal effects on our observations.

Third, it was necessary to limit the analysis to private communication. While we
find this to be the primary form of interaction in the network studied, there are other
forms of user interaction that could be of value to our approach. Accordingly, our
results and findings are limited to a subset of activity. Considering other forms of
activity is mandatory for further validation.

Finally and most important, the sample used in this work is small and has to be
extended to ensure the validity of our results.

5.7 Conclusion

To improve traditional neighbor-based link prediction approaches, we questioned
the value of using weighted metrics on variations of the social and interaction graphs
of social network sites.

In cooperation with a German SNS operator, we performed an empirical
experiment to compare the performance of traditional link prediction metrics with
their weighted counterparts on different graphs generated by the SNS.

As a result, we find that traditional metrics applied to the social graph show
the highest prediction quality. Our findings suggest that SNS users prefer quantity
over quality in terms of establishing new connections. This results in the simplest
metrics to perform best. They outclass more complex metrics that rely exclusively
on interaction-related information. Our findings are consistent with existing studies.
Furthermore, we find that despite the low performance of our metrics, a user’s
recent activity has a significant effect on his/her establishment of friendships in the
near future. This is an important insight that highlights the relevance of previous
interaction in the process of link formation.
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Chapter 6
Integrated Modeling and Evolution
of Social Software

Arnd Poetzsch-Heffter, Barbara Paech, and Mathias Weber

Abstract Social networks, public and private media, administrative and business
processes are based on a multitude of interconnected information systems. These
growing software infrastructures, called social software in the following, get more
and more entangled with everyday life and the processes of the society. Social
software and society together form complex sociotechnical systems. In this paper,
we describe how such sociotechnical systems can be modeled in a way that
integrates social and software processes. The models can be reflective in the
sense that they include the processes for their own modification. This way, system
evolution can be expressed and studied as part of the model.

6.1 Introduction

The growth of the World Wide Web is one prominent indicator for an increasingly
strong interconnection of the real and virtual world. In this paper, we look at specific
forms of such interconnections and argue that they have consequences for engineer-
ing future software infrastructures and, in particular, that extended modeling and
evolution techniques are needed. We model sociotechnical software systems, STSS
for short, as discrete systems that integrate the real-world stakeholders, processes
and artifacts with the software processes and software artifacts. The models cover
both runtime behavior and evolution steps. They can be reflective in the sense that
they include the processes for their own modification. The goal is to provide a basis
for a precise description of STSSs and for their evolution.

Since the beginning of programming, software has been used for many, quite
different purposes. In particular, we distinguish between system software con-
trolling the computer hardware and application software addressing the needs of
users. Application software is often further classified into single-user applications,
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embedded systems, and information systems. Traditionally, the focus of software
engineering was on the analysis and design of the behavior of the software
systems. With the growth of the information systems and their interdependence
with the environment, techniques to understand and model user behavior and system
environments became more and more important and an integral part of requirements
engineering [4].

In the last 20 years, information systems together with the global communication
facilities have become a crucial part of the infrastructure of the modern world.
As information infrastructure, they link the different data sources and sinks
together, stretch across many organizations, allow to realize systems of systems,
have very large, heterogeneous user groups, and are increasingly intertwined with
the processes of our societies. Accordingly, software engineering has developed
methods for taking aspects into account that are not part of the running software
system itself. For example, modern methods for stakeholder modeling go far beyond
the classical role separation into customer, developer, and user and cover many
aspects of who decides on the software and who is using it in which way [10].
Other aspects are the treatment of access control and ownership (see e.g. [14]).
Even closer to our topic are so-called software eco-systems in which software
product developers and third party developers collaboratively develop and evolve
large software systems (see [7]). The engineering challenge will be to also include
other social processes into the picture.

The relationship between social cooperation and software as an important
infrastructure is investigated e.g. in [20]. They write: “We seek to explore the
development and design of infrastructure; our main argument will be that a social
and theoretical understanding of infrastructure is key to the design of new media
applications in our highly networked, information convergent society.” In [16],
Pipek and Wulf build on the concept of infrastructuring and develop an integrated
perspective on the design and use of information technology for IT infrastructures
within organizations. Monteiro et al. [13] argue for a more open approach of
computer-supported cooperative work (CSCW): “Information infrastructures are
characterized by openness to number and types of users . . . , interconnections of
numerous modules/systems : : :, dynamically evolving portfolios of (an ecosystem
of) systems : : :”

Existing and future social cooperation and processes will be built on the
infrastructure consisting of an increasing number of interconnected information
systems. Existing examples are trans-organizational information systems, confer-
ence systems, social networks, and other platforms, e.g., for urban management,
crowdsourcing, and open source software development. For the future, we expect
that also many administrative, legal, and political processes will be supported by
software. In summary, this leads to an infrastructure for such social activities, called
social software in the following, that combines data management, collaboration
(possibly according to well-defined processes), communication, rights and identity
management, and further aspects (as shown below). That is, we take a fairly broad
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view on social software.1 For two reasons, the management and evolution of the
resulting STSSs will become more and more complex:

1. Technical: The software part of the SSTS consists of many heterogeneous
information systems.

2. Sociological: Whereas nowadays the responsibility for software development
and maintenance is mostly in the hand of one organization or company, it will
become more common that the responsibility will be shared among several
parties, i.e., organizations, companies, or other legal entities.

In this paper, we describe a new integrated model for the design and multi-party
evolution of social software. The main focus is on

– The modeling of aspects belonging to the environment of the software
– The relationships between the modeling entities
– The modification and evolution steps

We first characterize specific features of social software (Sect. 6.2). Then, we present
and illustrate our model (Sect. 6.3). In Sect. 6.4, we consider the model-based
evolution of social software. Section 6.5 concludes.

6.2 Social Software and Its Characteristics

Social software supports processes among real world stakeholders. The processes
might consist of well-defined collaboration steps or might just be some open
cooperation. As for business processes [21], such processes can be described in
terms of

– The stakeholders (individuals, organizations) and their relationships
– The basic activities and tasks performed by the stakeholders
– The data and artifacts managed and produced by the processes
– Policies and rules governing the ownership, access, and modification rights

The mentioned policies and rules might only be designed for the social software
under consideration. For example, in Wikipedia, they are under the control of the
organization running Wikipedia. However, in social software that is deeper linked
into existing processes of the society, the rules might be decided by stakeholders
outside of the software development and maintenance cycles. In particular, changes
in legal regulations or laws can directly call for modifications of the software
systems supporting the related administrative processes.

Characteristics. From a technical point of view, social software is essentially
about distributed communication and information systems that support coordinated

1E.g. compared to [18].
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behavior in form of partially predefined, adaptable processes ([21] explains four
different degrees of framing). The interesting characteristics of social software are
of a nontechnical nature:

– Stakeholder communities: For social software, it is often crucial that they trigger
the formation of stakeholder communities (e.g., Wikipedia with only one author
or a crowdsourcing platform with only one user do not work). This community
building is a voluntary process in contrast to, e.g., enterprise resource planning
systems where the use is enforced by organizations.

– Heterogeneous stakeholders: Social software can span different organizations
and typically has many groups of stakeholders. The stakeholders might be
involved in development, use, and evolution of the software; but there might also
be stakeholders that do not know at all about the social software (e.g., committees
deciding on relevant regulations).

– Infrastructure: Social software shares properties with other kinds of technical
infrastructure. In particular, it is intended to be long-living and to evolve in
mutual interdependence with the surrounding conditions in society.

– Compliance: To support social processes that are based on, extend or combine
existing administrative, legal, or business processes, the rules and regulations of
these processes are defined by committees or bodies outside the influence of the
software development. Modification of the rules might break the compliance of
the software with the regulations.

These characteristics are not meant to yield a sharp classification into social and
other software. And we do not expect that for every social software all of the criteria
are of crucial importance (e.g., compliance is not so problematic for Wikipedia).2

But the aspects get more complex in the context of social software.
Thus, we argue here that these aspects should play a more prominent role in the

engineering and evolution of social software and that extended modeling techniques
are needed. The central argument is that these four characteristics result in new
challenges at the interplay between society and software. Let us look at some of
these challenges:

– If stakeholder communities are important, then the systems have to support
mechanisms for flexible adaptation to stakeholders’ needs. However, managing
such adaptations is a challenge, because many of these systems have very large
user groups and, more importantly, may have many stakeholders that would like
to participate in decisions on the adaptation.

– A simple role separation into user, developer, and customer is no longer adequate
or possible. In particular, users can modify data that affect the work of others
(like e.g., in Wikipedia), can grant access rights to other user groups (like e.g.,
in controlled forms of open source software development), and might even
participate in the evolution of the social software (cf. [9]). Thus, a more detailed

2Except maybe for copyright regulations.
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and dynamic management of rights and policies to handle conflicts is needed.
Whereas in classical software engineering resolution of conflicts among user
groups is essentially part of the requirements engineering, social software needs
policies and mechanisms to also resolve conflicts at run time (e.g., Wikipedia
needs a mechanism to accept articles).

– If a software system can run into compliance problems, the parties (i.e.,
committees, bodies, organizations, etc.) deciding on the rules underlying the
software should be considered as stakeholders and should be “warned” that
modification of the rules might entail expensive modification of the software.
More importantly, if a software system realizes processes based on regulations
of several, so far independent parties a process for joined decision taking for
these parties has to be set up as part of the software life cycle management.

We are interested in modeling of social software for which such challenges have
to be met simultaneously. In particular, we assume that there is no central decision
body and that the software is managed in a distributed way.

Examples. An example of multi-party social software is Hochschulstart, an ongo-
ing project that is aiming to build a system for the application and enrollment
of students at German universities. The system focuses on subjects where the
universities only offer a limited number of places. The system allows students
to apply at several universities. Each university independently decides about its
applications according to its local rules. If a student is admitted by a university
and accepts the offer, his/her possibly successful applications at other universities
are canceled. Places that become available by such cancellations are offered to
other applicants. Hochschulstart is a multi-party system that has suffered from the
large number of universities and ministries involved in the requirements analysis
and development (see [12]). It also illustrates the compliance problems as well as
the resulting development challenges. Another prominent example of a multi-party
system that has been much discussed in the German public is the electronic health
card (Elektronische Gesundheitskarte).

In the following, we will use a fictitious campus management system, called
FCMS, to illustrate aspects of our model. The system realizes the management and
support of the courses and exams:

– FCMS is a multi-party system, because the university departments are fairly
independent in deciding on the courses that are offered and on the study plans,
whereas the university decides on the examination regulations which itself have
to be consistent with the university law on the state level.

– FCMS should be flexible in handling many different aspects, e.g., enrollment into
courses, examination administration, project management, student progress, etc.
and be adaptable to new aspects (e.g. online exams).

– FCMS illustrates compliance as the software has to comply to the underlying
rules and regulations.

FCMS also illustrates another important aspect, namely the continuous transi-
tion from completely manual, paper-based management (as in the old days) to
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sophisticated computer support that allows optimal management of lecture halls,
minimization of course overlaps, and checking whether the cancellation of a course
might endanger the study plans of a larger number of students.

6.3 An Integrated Model for Social Software

To meet the sketched engineering challenges, we need a better understanding of
SSTSs. In particular, we have to emphasize the relationships between the aspects
directly related to the software (the software itself and the data managed by
the software) and those aspects in the social environment that are relevant for
development, use, and evolution of the software (stakeholders, legal regulations,
policies, etc.). To achieve this, we model SSTSs as reflective transition systems. The
model integrates the processes that are supported by social software interacting with
users with the processes that are performed manually by the involved stakeholders.
Figure 6.1 outlines the modeling elements and their associations as a UML class
diagram.3 SSTSs are modeled as closed and modifiable systems, i.e., the model

– contains all relevant information for the dynamic behavior of the sociotechnical
system (closed), and

– supports mechanisms for modifying all parts of the system.

The basic entities of such systems are stakeholders, data, processes, and artifacts.
Artifacts are specific models, descriptions and software defining the possible states
and allowed behaviors of the system as explained below. The meta-model essentially
extends the system concept model of [15] by the artifacts in order to capture the
evolution of the artifacts as part of the system evolution.

System states and semantics. Before we further motivate the different model
entities and investigate their relationships, let us consider the semantical idea
underlying the approach. A sociotechnical system is modeled as a (complex) state
transition system. The states have four components:

– The current stakeholders, their roles, and relationships: A state change could be,
e.g., that a new user is registered, that users change their role or enter a new
group, that a software company stops working for the system, i.e., is no longer
a stakeholder, etc. The stakeholders and their relationships must conform to the
stakeholder model. If changes should be done that do not conform to the current
stakeholder model, the stakeholder model must be modified first.

– The current data: The data can be complex and distributed; it can be managed
manually or by computers. It must conform to the data model; data changes must
maintain the integrity constraints of the data model.

3For better readability, we use different line formats for associations and emphasize the directions
of the associations by arrowheads.
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Fig. 6.1 A meta-model for modeling sociotechnical systems

– The current artifacts: as shown in Fig. 6.1, we assume at least seven artifacts:
the stakeholder and data model, a description of the policies, a list of relevant
legal regulations, the process models, the description of the software architecture,
and the software itself. The artifacts belong to the state. State changes on the
artifacts modify the structure and behavior of the STSS. In particular, software
maintenance and evolution steps correspond to artifact modification (as discussed
below).

– The currently executing processes with their current execution states: a process
is manually performed or software-supported (see Fig. 6.1). It consists of one or
several tasks. The tasks and processes are performed by a stakeholder and have
to conform to a process model.

We assume that state changes can only happen by executing a task, i.e., a task can
modify the data (normal behavior of an information system), the set and grouping
of the stakeholders and the artifacts. Tasks can be executed concurrently, but we
assume that they have the ACID properties, i.e., they are executed atomically
in an isolated way, maintain consistency of the system model, and guarantee
durability [8].
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It is important to understand the sociotechnical nature of the system model. In
general, the different entities can be part of the real world and/or be part of the
virtual world managed by the social software. For example, certain stakeholders
might not be managed by the software whereas others are an important aspect of
the software functionality. In our FCMS, e.g., the faculty councils are considered to
be stakeholders as they decide on legal regulations4 underlying and influencing the
FCMS; they are not treated in the FCMS software. On the other hand, enrolled
students are both part of the real world and of the virtual world “realized” by
the FCMS software. Similarly, a process can be performed by some stakeholders
without any computer support (manual process) or by software.

Stakeholders. In our model, a stakeholder is an individual, group, or organization
that is relevant for the regulations, development, use, and evolution of the sociotech-
nical system. Thus, similar to [2], we take a fairly broad view.5 Stakeholders of our
FCMS are, e.g.,

– Users: students, professors, research assistants, administrative personal, etc.
– System administrators, managing the social software
– Developers: partially in an external company, partially in the university
– Financier: typically the departments and the university
– Regulation authorities: deans, faculty council, university senate, etc. as they

define the regulations underlying some of the FCMS’s processes
– System specific committees, e.g. to manage the evolution of the FCMS

The stakeholder model does not depend on other entities of the system, but is used
in the other models; e.g., stakeholders trigger and perform processes. They are the
owners of data and artifacts where the ownership relation also expresses a form of
responsibility. We do not favor a specific technique for stakeholder analysis and
modeling. A possible approach is described in [11].

Processes and tasks. The system activities are performed by processes. A process
consists of tasks where a task describes an atomic transition in the system. We
assume that all processes have to conform to a process model/description.6 That is,
we require to describe even the manual processes, at least if they comprise tasks that
modify the state of the system. Process descriptions can be very simple (consisting
just of a single task) and abstract (just a name or informal sketch what they do).
Of course, they can also be very detailed. The tasks are associated with the policies
that they have to respect. A process and its tasks are performed by one or several
stakeholders. The stakeholders must have sufficient rights to perform the tasks as
defined by the policies.

Processes have very different impact. They can change user data in the system.
They can add or remove stakeholders. They can modify the software architecture

4Such as the form of study plans.
5Different from [2], we relate the stakeholders to an STSS and not to a product.
6We use the terms “process model” and “process description” synonymously.
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and the software (for maintenance or evolution). They can also modify all other
artifacts. For example in the FCMS, there might be processes for changing the
offered courses of a department or for modifying study plans. Typically, the
stakeholders of such processes are legal entities, for example the faculty council.

Data and artifacts. The data captures the information that is needed to execute the
manual and software processes. The data model describes the structure and integrity
constraints for that data. In addition to ground data, the data model can cover meta-
data or reify some aspects/parts of the other models. E.g., the data model might
express part of the stakeholder model to manage users or it can be used to maintain
the dynamically changing ownership relations.

In social software, it is important to clarify who has the right to access and modify
which parts of the data and which artifacts. This is not only important during normal
execution, but in a multi-party setting also for maintenance and evolution. Our
integrated modeling approach addresses this requirement in the following way:

– The subjects, sometimes also called principals (cf. [17] and [1]), that can have
rights are stakeholders and are thus modeled by the stakeholder model.

– The entities that can be accessed and modified are data elements, artifacts, and
the groups and roles of stakeholders.

– As a basis to formulate policies, we model an ownership relation between
stakeholders and the data elements and artifacts (see the “owns” association in
Fig. 6.1). For the processes and tasks, the performs association also expresses
ownership. Thus, we assume that every entity in the system except for the
stakeholders has an owner. The owner can be considered to be the responsible
stakeholder for the entity.

– The concrete access and modification rights are formulated as policies. The tasks
being the only entities that perform accesses and modifications have to respects
these policies.

– As policies are artifacts of the system, they are subject to change.

In practice, policies can be of a quite different nature. Some of them are closely
linked with the stakeholder and data model. For example in FCMS, there might
be policies defining who is allowed to enter the grades for a specific course. Other
policies are of a more general nature. For example, the policies defining the rights to
modify the stakeholder model or the legal regulations. There could also be policies
that allow the transfer of rights from one stakeholder to others (cf. e.g. [22]). Policies
built on stakeholder models and are important for security in social networks (see
e.g. [6]) and in e-commerce software (see e.g. [5]).

Policies and processes have to be consistent with legal regulation (cf. Fig. 6.1)
that are typically decided and managed by committees and boards that are outside
the development of the social software. In our integrated model we consider the
legal regulations as artifacts within the model and the committees and boards as
stakeholders. This allows us

– to make the consistency requirements between the policies, processes and
regulations explicit and
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– to model the modifications of the regulations as processes that are part of the
sociotechnical system.

The software architecture and the software itself are also artifacts of the model. The
software implements some of the processes and has to conform to the process model
(and the underlying regulations if any). Consequently, it also has to respect the
policies. Software maintenance and evolution corresponds to artifact modification
and is thus an integral part of the modeled sociotechnical system.

Integration and integrity. The models of STSS are integrated in a static and
dynamic sense:

– Static integration means that the different entities and artifacts of the model refer
to each other. For example, stakeholders perform tasks, tasks respect policies,
and policies are expressed using roles of the stakeholder model.

– Dynamic integration means that the approach integrates normal execution,
maintenance, and evolution (cf. Sect. 6.4).

The integration enables the precise formulation of dependencies and integrity con-
straints among the entities and artifacts. In particular, it allows reflective modeling.
For example, a policy can grant the right to modify itself to one of the groups
mentioned in the stakeholder model. Thus, the artifacts become first-class objects
of the evolution process. This is similar to legislative systems that comprise laws
about processes on how to modify the law.

6.4 Evolution of Social Software

Social software and the surrounding sociotechnical system are subject to change.
We distinguish three kinds of changes and relate them to our modeling approach:

– Normal execution corresponds to the use of the social software. It only affects
the data, the state of the processes and the stakeholders (data might be modified,
processes make progress, users might be added or removed from the system). It
does not touch the artifacts.

– Software maintenance corresponds to those changes that only affect the software
and those parts of the artifacts that are related to the software. E.g., software
maintenance can change the data model w.r.t. the data managed by the software.
Software maintenance corrects errors, adapts to the technical platforms (e.g., a
new operating system) and improves performance, usability or other nonfunc-
tional attributes.

– Evolution refers to mutual changes of software and its social environment; for
example, supporting additional processes by software, reacting to new or differ-
ent functional requirements, possibly affecting all artifacts of the sociotechnical
system.
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Many authors do not distinguish between software maintenance and evolution (see
e.g. [19], Sect. 4.3.4.) or use the terminology in a slightly different way (see, e.g.,
[3]). Evolution here means that the social environment and the software changes at
the same time.

Evolution is complex, in particular if an agreement between different stakehold-
ers has to be reached (multi-party). In our model, evolution can be modeled as an
(internal) process of the sociotechnical system. To illustrate how evolution can be
handled in our model, we consider two different scenarios:

– Planned evolution: We can use our model to incorporate anticipated evolution
processes as part of the process model. For example in the FCMS, we might
foresee future modifications of the examination regulations. We can define
a (mainly manual) process how changes of the regulations are implemented
by adapting the software. In particular, we can establish specific stakeholders
(typically groups of employees) who drive this process and develop and deploy
the software updates. Another example of planned evolution is a process that
collects user feedback and requests for new features, organizes a committee to
decide which requests should be realized, and triggers the implementation. Of
course, such planned processes can be (partially) supported by the social software
itself.

– Unplanned evolution: In our model, unplanned evolution means that the (current)
process model does not have a process tailored to handle the desired evolution
steps. Unplanned evolution can be supported in a more or less structured way:

� Unstructured: The process model supports a process that essentially enables
the modification of all entities, in particular all artifacts, in an arbitrary way. Of
course, only specific stakeholders should be allowed executing this powerful
process. This corresponds to superuser rights in the area of operating systems.

� Structured: The process model supports a process that permits to extend
the process model by a new process for the (unplanned) evolution steps.
A structured approach is in particular appropriate if many stakeholders are
involved in the evolution.

In summary, our model supports evolution of STSS in ways that meet the specific
needs of the evolution scenarios. The model of the sociotechnical system provides a
framework for designing evolution steps and for better mastering the complexity of
evolutions.

6.5 Conclusion

We described an approach to model sociotechnical systems as closed, discrete, and
reflective systems that integrate the software and its social environment. Like with
self-modifying programs, the models comprise the artifacts that describe the system
as part of the system itself. By modifying these artifacts, the system can change
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its structure and behavior. The self-modifications allow expressing the planned and
unplanned system evolution in a controlled and flexible way. To achieve this, it is
not enough to have rules describing how social software works and how it can be
evolved. We also need rules about the evolution of the rules.

In the current stage, the approach is meant as a step towards a better understand-
ing of STSSs and as a mental background for software engineers that aim to analyze
development and evolution steps of social software.
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Chapter 7
Social Network Analysis in the Enterprise:
Challenges and Opportunities

Valentin Burger, David Hock, Ingo Scholtes, Tobias Hoßfeld,
David Garcia, and Michael Seufert

Abstract Enterprise social software tools are increasingly being used to support
the communication and collaboration between employees, as well as to facilitate
the collaborative organisation of information and knowledge within companies. Not
only do these tools help to develop and maintain an efficient social organisation, they
also produce massive amounts of fine-grained data on collaborations, communica-
tion and other forms of social relationships within an enterprise. In this chapter, we
argue that the availability of these data provides unique opportunities to monitor
and analyse social structures and their impact on the success and performance
of individuals, teams, communities and organisations. We further review methods
from the planning, design and optimisation of telecommunication networks and
discuss challenges arising when wanting to apply them to optimise the structure
of enterprise social networks.

7.1 Introduction

We are currently witnessing a rapidly increasing adoption of technical systems in
numerous aspects of everyday life. In particular, the widespread use of information
and communication technologies in which interactions and collaborations between
humans are an integral part has led to the rise of so-called socio-technical systems.
A defining characteristic of these systems is that they consists of interwoven social
and technical layers, which both are crucial for their functioning. Many examples
for such socio-technical systems, like, e.g., social media platforms, collaborative
web applications have recently gained popularity. The popularity and success of
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these platforms has resulted in the adoption of similar technologies in an enterprise
context. Specifically, enterprise social software tools are increasingly being used
to support the collaboration between employees, as well as to facilitate the
collaborative organisation of information and knowledge. Notable examples include
groupware systems, collaborative information spaces like Wikis or Blogs, instant
messaging, project and knowledge management platforms and – increasingly –
social networking services specialised for an enterprise context. While these systems
serve different purposes, they have in common that they generate massive amounts
of fine-grained data on collaborations, communication and other forms of social
relationships between employees. On the one hand, the availability of such data
introduces severe privacy issues and thus raises a number of ethical challenges
that urgently need to be addressed. On the other hand, such data provide inter-
esting opportunities to gain insights into the structure and dynamics of the social
organisation of an enterprise. Not only can important individuals be identified that
otherwise may go unnoticed, a monitoring of evolving social structures by means
of quantitative measures may also help to identify problems and take adequate
countermeasures. A study of quantitative performance indicators – which are often
available in an enterprise context – can furthermore provide unique insights into the
effect of social structures on the success and performance of individuals, groups and
projects.

In this chapter, we argue that the monitoring and optimisation of enterprise social
networks provide interesting perspectives for a social informatics research agenda.
Intuitively, one could argue that an optimisation of social networks is not easily
possible, since they emerge in a self-organised way and thus cannot be influenced or
designed. While this is true in many social systems, knowledge from the planning,
design and optimisation of telecommunication networks can nevertheless be used
to analyse the efficiency and resilience of social networks. Furthermore we argue
that – through a targeted structuring of teams, the introduction and configuration of
communication and collaboration tools as well as the design of corporate policies –
the evolution of social networks in an enterprise can – at least to a certain extent –
be influenced and shaped. Knowledge from network design may thus be utilised in
emerging social organisations to improve resilience and to optimise their efficiency.
Similarly, decisions in the design of socio-technical systems can influence the
structure of social organisations into which they are embedded.

This chapter is structured as follows: In Sect. 7.2 we provide an overview of
measures used in the analysis of complex networks, and interpret their meaning in
the context of enterprise social networks. In Sect. 7.3, we show how one can use
these measures to monitor the structure and evolution of social networks extracted
from socio-technical systems. Section 7.4 introduces basic notions used in the
optimisation of communication networks and discusses how these approaches can
be used in the context of social networks. We further highlight research challenges
arising in the modelling, analysis and optimisation of enterprise social networks.
Highlighting links between research in the fields of network planning and design
and social informatics – which are currently not well integrated – we conclude in
Sect. 7.5.
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7.2 Quantitative Analysis of Complex Networks

The increasing availability of data that allows to reconstruct networks of interactions
between elements in complex systems has led to a massive surge of interest
in the quantitative analysis of complex networks. During the last few decades,
a comprehensive set of measures has been introduced, which allow to quantify
characteristics of complex networks. Referring to available reference books for
more details [10, 17], in the following, we provide a brief overview of these
measures and interpret their meaning in the context of enterprise social networks.
We particularly categorise measures into node-centric measures, which are targeted
at capturing characteristics of individual nodes, as well as network-centric measures,
which capture systemic properties of complex networks. In the following, we refer
to a network G D .V; E/, which consists of a set V of nodes as well as a set
E � V � V of links that interconnect nodes. In the context of enterprise social
networks, we commonly assume that nodes represent employees or co-workers
within an enterprise, while links between them are thought to represent some form
of social interaction, like, e.g., an exchange of information, a conversation across
E-Mail, instant messaging or voice communication services, or the collaboration in
the context of a particular project. The ability to automatically reconstruct enterprise
social networks require data on these interactions to be recorded, which typically
implies that they are mediated via some type of technical system. However, the
increasing adoption of modern wearable computing and sensing technologies high-
lights scenarios where networks can also be constructed from direct interpersonal
communication between employees as well as their mobility traces [11].

For the remainder of this section, unless stated otherwise, we assume that
networks are undirected, i.e. a link .v; w/ between two nodes v and w implies
that the reverse link .w; v/ exists, in which case both links can be conveniently
represented by a single undirected link. Even though the number, frequency or
intensity of recorded social interactions can often be used to establish a notion
of link weights, for the sake of simplicity, we further assume that networks are
unweighted, i.e. the weight or strength of all links is the same. A simple example for
such an undirected, unweighted network – representing social interactions between
members of a software development team – is shown in Fig. 7.1.

7.2.1 Node-Centric Metrics: Centrality and Topological
Embedding

A basic task in the analysis of complex networks is to quantify the importance – or
centrality – of individual nodes, as well as how they are embedded in the overall
topology. In the following, we thus give a brief overview of different measures that
have been proposed for this purpose, and how they can be interpreted in the context
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Fig. 7.1 An example network G D .V; E/ consisting of a set of nodes V and links E � V � V

of enterprise social networks. For their interpretation, it is important to consider the
semantics of links and the resulting meaning of the network topology in the given
context.

Node degree. A particularly simple measure which is often used to capture the
importance of a node is its degree, which is defined as the number of direct
neighbours to which it is connected. A natural tendency of (social) networks
occurring in many contexts is that they exhibit heavy tailed distributions of node
degrees, implying that there are a few nodes whose degrees are magnitudes larger
than the degrees of the majority of nodes in the network. In the context of enterprise
social networks where links represent collaborations, an exchange of information
or communication, the degree of nodes can be used as the most basic proxy
for the popularity or importance of the persons they represent. While heavy-tail
degree distributions arise naturally in social networks, they can be used to evaluate
the centralisation of the social organisation of collaborating teams. Furthermore
it has been argued that the cognitive capabilities of humans pose a limit to the
number of stable inter-personal social relations [2]. Thus, structures in which
most of the links are concentrated on only a few nodes, can indicate situations
in which central employees are being overburdened by communication, This can
possibly have negative consequences for the efficiency of a social organisation.
Furthermore, random networks with heavy-tail degree distributions have a tendency
to be vulnerable against the loss of high-degree nodes, meaning that the network can
be disconnected even though only a small fraction of its most connected nodes are
removed [1]. As such, the degree of centralisation of an enterprise social network
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in terms of node degrees can be seen as a simple proxy for the resilience of a social
organisation against the loss of its most connected members.

Path-based centrality measures. A different set of measures for the importance
of nodes in a network are those which are based on the topology of shortest paths
between nodes in a network. One important example is the betweenness centrality
of a node v, which is defined as the number (or fraction) of shortest paths between
any pair of nodes that pass through node v [4]. Similarly, the closeness centrality of
a node v is defined based on the average distance of a node v from any other node
in the network. To obtain a measure of centrality in which higher values indicate
more central nodes, the inverse of the average distance is typically used, meaning
that a node with closeness centrality 1 is directly connected to any other node, while
its closeness centrality tends to zero, as the average distance to other nodes tends
to infinity. Instead of the average distance to all other nodes, one can alternatively
study the maximum distance of a node v to any other node in the network, which
is called its eccentricity. The betweenness and closeness centrality of nodes in an
example network, as well as their eccentricity is depicted in Fig. 7.2a–c.

While nodes with high degree have a tendency to be important also in terms
of path-based centrality measures, this correlation does not hold necessarily. Nodes
with high degree can still be in the periphery of a network in terms of their average or
maximum distance to all other nodes, meaning that they have small eccentricity and
closeness centrality. Conversely, nodes with small degree can nevertheless reside
at the core of a network through which many paths pass, meaning that they have
high betweenness centrality. Path-based centrality measures thus capture a different
dimension of topological importance and can thus play an important role in the
monitoring, analysis and optimisation of enterprise social networks. In particular,
individuals with high betweenness centrality may go rather unnoticed as they are
not necessarily in contact with many colleagues. Nevertheless, their loss will have
considerable impact on the flow of information, as it will change a seizable fraction
of shortest paths between other nodes in the network. Furthermore, individuals with
high betweenness centrality often play the role of mediators, which interconnect
different parts of an organisation and bridge information between different com-
munities. At the same time, a highly skewed distribution of betweenness centrality
can be interpreted as a sign of high centralisation, which potentially poses a risk
for efficiency and resilience of social organisations. While betweenness centrality
captures shortest paths passing through a node, closeness centrality and eccentricity
focus on the length of paths starting or ending in a node. As such, they capture
how individuals are able to receive and propagate information travelling across
shortest paths: Individuals with high closeness centrality can be seen as good
information spreaders, since they can propagate information throughout the network
most quickly. Nodes with small closeness centrality on the other hand are on in the
periphery of a social organisation, thus receiving information – on average – later
than others. Similarly, for nodes with high eccentricity there exist other nodes in the
network that can only be reached via long paths. Individuals that play a central role
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Fig. 7.2 Overview of node-centric metrics in an example network. The score of each node
is depicted by its colour (red: low, yellow: medium, blue: high). (a) Betweeness centrality.
(b) Closeness centrality. (c) Eccentricity. (d) Eigenvector centrality. (e) Clustering coefficient.
(f) Coreness

in a social organisations should thus – in general – exhibit high closeness centrality
and small eccentricity.

Clustering coefficient. Apart from different dimensions of importance introduced
above, another important characteristic of nodes is how they are embedded into
the topology of a network. One interesting aspect is, for instance, whether the
neighbours of node v are also connected to each other, or – in other words –
whether triads .v; x/; .v; y/ around a node v are closed. To quantify this property,
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the clustering coefficient of a node v is defined as the fraction of pairs of neighbours
x and y of v for which a link .x; y/ exists. The clustering coefficient of nodes
in a sample communication network is visualised in Fig. 7.2e. In the context of
enterprise social networks, several different interpretations for the presence of nodes
with high clustering coefficient are possible: First of all, naturally evolving social
networks are known to have a – compared to random networks – high average
clustering coefficient. At the same time, they exhibit a small diameter that is
due to so-called weak ties which bridge the local cluster structures around nodes.
Social networks with such a combination of high clustering coefficient and small
diameter are usually called small worlds. Different from general networks with
low diameter, small worlds typically have the property that they are navigable for
humans, i.e. individuals are able to locally route information along short paths
without global knowledge about the network topology. One property that enables
individuals to quickly identify neighbours which lie on short paths to a given target
is funneling, i.e. the fact most short paths pass only through a small set of neighbours
which have connections outside local cluster structures. As such, the clustering
coefficient of enterprise social networks can be used to quantify aspects that
influence their navigability, an important property for the routing of information.
Being aware which colleagues represent weak ties to other communities (and which
thus transcend local clustering structures) is likely to be important, e.g. in order
to quickly identify which colleagues have a particular expertise or work on similar
projects, even if they are not directly connected to an individual. Furthermore, a high
clustering coefficient of a node can be used as a proxy for the impact of removing
this individual from a team: For a node v with high clustering coefficient, most of v’s
neighbours can still communicate or collaborate with each other even if v is removed
from the network. Similarly, a high clustering coefficient can help to mitigate the
overload of a central node v, since communication between two neighbours u and w
can alternatively bypass v via a direct link .u; w/.

Coreness. Another aspect of the embedding of individual nodes into the
topology of a network is captured by their coreness. The k-core of a network
is defined as the largest subgraph of a network, in which each node has a
degree of at least k. Based on this decomposition in different k-cores, the
coreness of a node is the maximum k-core to which it belongs. The coreness
of nodes in the example network is shown in Fig. 7.2f. In particular, the
k-core of a network is the largest connected component which is left when
repeatedly removing all nodes with degree smaller than k. As such, the k-core
decomposition of a network, as well as the coreness of nodes, plays an important
role in the analysis of resilience of social network structures against cascading
processes. The presence of k-cores with high k in an enterprise social network can
be related to its ability to withstand turnover of employees, as well as potential
cascades or network effects potentially triggered by individuals leaving a company.
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7.2.2 Network-Centric Metrics: Resilience and Efficiency

Apart from measures that address the importance and topological embedding
of individual nodes, an important further contribution of network theory is the
provision of aggregate, network-centric measures that can be used to capture
systemic properties of complex networks. In the following, we briefly introduce a set
of network-centric measures that can be related to two particular systemic properties
of complex networks: their resilience against failing nodes or links as well as their
efficiency in terms of information propagation. We then interpret them in the context
of enterprise social networks.

Network size, compactness and average degree. The simplest possible aggregate
quantities of a complex network are the number of its nodes and edges. Based on
these quantities, the compactness of a network can be defined as the ratio between
the number of edges and the number of edges that could possibly exist in a network
with the same number of nodes. The average degree is defined as the average of the
degrees of all nodes. For networks with scale-free, heavy-tail degree distributions,
the average degree is – in general – not a good representation for the typical degree
of connectivity in the system. In such networks the degree of most nodes is in fact
much smaller than the average, while a few nodes have degrees orders of magnitude
larger than the average degree. In social networks where the average degree is a good
representation of the typical degree of connectivity, it allows to analyse which of the
individuals have more or less connections than the typical node. The compactness
of a network – or of different of its subgraphs – is an interesting measure to evaluate
one aspect of the group cohesiveness of a social organisation. While social networks
with high compactness exhibit a high level of cohesiveness, they are likely to run
into scalability issues as the network grows. In general, large-scale social networks
which support efficient information exchange are expected to be sparse, meaning
that their compactness is relatively small.

Diameter and average distance. As argued in Sect. 7.2.1, a further important
characteristic of a network topology is its diameter, which is defined as the
longest shortest path between any two nodes in the network. Similarly, the average
distance gives the average length of shortest paths between any pair of nodes. Both
quantities play an important role in the analysis of enterprise social networks, since
they quantify how efficient individuals can communicate across shortest paths. A
large diameter indicates the presence of at least one pair of individuals that are
connected only via a long path. Even worse, a large average distance indicates that
the characteristic length of shortest paths between individuals is large. Enterprise
social networks supporting efficient information flow between employees are thus
expected to exhibit short average distance and diameter.

Measures of connectivity. Capturing the resilience of a network, its node (or
edge) connectivity is defined as the amount of nodes (or links) that have to be
removed before it falls apart in different components. Both notions of connectivity
are illustrated in the network shown in Fig. 7.3, which has a node connectivity of one
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Subgraph 2Subgraph 1

2-edge-connected

1-vertex-connected

Fig. 7.3 Illustration of the difference between edge-connectivity and vertex-connectivity

and a link connectivity of two (assuming that both subgraphs have higher node and
link connectivity). Since each node is connected to a network by at least one link,
the link connectivity of a network is always at least as high as its node connectivity.
A different approach to quantify the connectivity of a complex network is in terms
of its algebraic connectivity, a measure which is defined as the second smallest
eigenvalue in the spectrum of eigenvalues of a networks’ Laplacian matrix.1 The
algebraic connectivity can be seen as a generalisation of a network’s connectedness,
where connectedness captures whether all nodes in the network belong to a single
connected component. An algebraic connectivity of zero indicates that the network
is disconnected, while connected networks exhibit non-zero values. For connected
networks, the actual value of algebraic connectivity has been shown to reflect
how “well-connected” the network is. In particular, a large algebraic connectivity
indicates (a) high node and link connectivity, and (b) small diameter, while small
values indicate the opposite [3, 16, 18]. In the context of enterprise social networks,
node, link and algebraic connectivity are important approaches to quantify both
their resilience and efficiency. Node and link connectivity is crucial for resilient
social organisations, since the failure of low connectivity nodes or links can severely
impact the network structure, for example, by a separation of communities. The
node and link connectivity of networks can be used to identify such critical nodes
and links. Furthermore, networks with node and link connectivity exhibit small cuts
in the topology, which – apart from being a threat to resilience – can be interpreted
as bottlenecks that inhibit the diffusion of information. Combining both node and
link connectivity and diameter, algebraic connectivity can be used as a measure
which jointly captures the efficiency of information flow in a social organisation as
well as its resilience: First of all, a large value of algebraic connectivity indicates
that all individuals can communicate with each other via short paths. However, it
also shows that there are no bottlenecks in the sense that a large fraction of paths
necessarily pass through a small set of nodes or links. Algebraic connectivity can
thus be interpreted as a measure for the cohesiveness of a social organisation.

1The Laplacian matrix L of an undirected network is commonly defined as L D D � A, where
A is the usual binary adjacency matrix of the network and D is a diagonal matrix where diagonal
elements contain the degree sequence of the network.
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7.3 Mining Socio-Technical Systems: Application
of Network-Theoretic Measures

The measures introduced in Sect. 7.2.2, as well as their interpretations provided
above, highlight interesting opportunities for the monitoring and analysis of enter-
prise social networks. In practice, data which are suitable to construct and analyse
such social networks can come from a variety of social software used in an enterprise
context, including social networking tools, collaboration platforms, messaging
systems or project management tools. In this section we exemplify this approach
using a data set of time-stamped collaborations obtained from a web-based project
management tool used by distributed software development teams. In particular –
utilising data on Open Source Software communities which have previously been
used in the studies [6, 15, 19, 20] – we exemplify some of the metrics introduced in
Sect. 7.2.2 and provide a complementary, in-depth analysis of the social organisation
of two projects that are the GENTOO project and the ECLIPSE project.

7.3.1 Monitoring Open Source Software Communities

A particularly important and widely used class of enterprise social software that
allows to construct social networks are project management tools which support the
collaboration, communication or task-allocation in distributed teams. In the context
of distributed software development teams, issue tracking tools are an important
example which allow to report, prioritise and filter reports about software defects,
as well as coordinate the efforts to solve them. Such tools are widely used not only
within an enterprise scenario, but also in Open Source Software (OSS) projects.
Since these tools are publicly available to users and contributors of the project, it is
possible to extract rich data on the evolving social organisation of these projects.
In the following, we thus utilise these data as a proxy to study evolving social
structures of humans collaborating on a project. We particularly focus on OSS
projects which use BUGZILLA, a popular issue-tracking tool which is widely used in
the development of both open source and commercial software projects. While the
same data set has been used in [19] to study 14 OSS communities, here we provide
detailed results for two major OSS communities: The first is GENTOO a project
developing a LINUX-based operating system. The second project is ECLIPSE, which
develops and maintains one of the most popular integrated software development
environments.

Our approach is based on a construction of evolving social networks based
on time-stamped interactions between team members that are recorded in the
BUGZILLA installation of a project. All recorded interactions within BUGZILLA

evolve around bug reports, which typically contain a collection of information
about a particular software defect. Here, we make use of so-called Assign and
CC interactions, which have a special semantics in the context of issue tracking:
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A CC interaction between a team member A and B implies that A forwards
information about a bug report to team member B . An Assign interaction between
A and B means that A assigns the task of resolving a bug (e.g., by providing a
software fix or workaround) to another team member B . In the following we take a
maximally simple perspective and say that any interaction between A and B implies
that A is aware of B , thus allowing us to construct a network of collaborating
team members. In particular, we consciously sacrifice the additional semantics
of different interaction types, as well as their potential implications for the role
of individuals, for the sake of simplicity. Since all interaction events recorded in
BUGZILLA have precise time stamps, we can further construct time slices Œt; t C ı�

of social networks by only taking into account interactions happening between time
stamps t and t C ı. Using a window size ı of 14 days and an increment t ! t 0
of 1 day, we perform a sliding window analysis, eventually obtaining a sequence of
evolving collaboration networks covering the periods Œt; t C ı�; Œt 0; t 0 C ı� and so
forth. Figure 7.4 shows two example networks constructed from 14 day time slices
of the GENTOO project. Nodes in this network represent team members who have
been active in the project’s BUGZILLA installation within a period of 2 weeks.

Having constructed sequences of collaboration networks for a project allows
to apply network-centric measures, thus capturing characteristics of the project’s
social organisation. Figure 7.5 shows the evolution of six metrics introduced in
Sect. 7.2.2 for the project GENTOO. Figure 7.5a, b show the number of nodes and
links in the largest connected component of the collaboration networks spanning a
period of 2 weeks. One observes significant changes in the number of nodes and
edges, highlighting two remarkable phases of growth between December 2003 and
February 2006, as well as between June 2010 and April 2012, when our data collec-
tion stopped. In addition, a phase during which the number of nodes decreased can
be observed between January 2006 and June 2008, followed by a phase of stagnation
between June 2008 and June 2010. The number of links representing interactions
between team members qualitatively follows the dynamics in the number of active
nodes. The number of nodes and links highlights a non-stationary level of team

a b

Fig. 7.4 Two collaboration networks of the GENTOO community, constructed from interactions
recorded over a period of 14 days in mid 2007 and mid 2009. (a) 2007. (b) 2009
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Fig. 7.5 Evolution of network measures capturing social organisation in the GENTOO project.
(a) Number of nodes. (b) Number of edges. (c) Compactness. (d) Average clustering coefficient.
(e) Degree centralisation. (f) Algebraic connectivity
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activity and can thus help to interpret the dynamics of other characteristics that are
typically affected by the network size. As argued in Sect. 7.2.2, the compactness of
a network is a simple size-independent measures which can be interpreted as a par-
ticularly simple proxy for the cohesiveness of a social organisation. In the GENTOO

community, we observe a first phase of decreasing compactness between December
2003 and February 2006, which coincides with the first phase of growth. After a
phase of stagnation and moderate increase between February 2006 and March 2008,
the compactness of the social network doubled around March 2008, indicating an
increase in cohesion. The average clustering coefficient shown in Fig. 7.5d shows a
similar dynamics. A first phase lasting until February 2006 shows a remarkable
decrease of the average clustering coefficient. During a second phase between
February 2006 and March 2008, the average clustering coefficient is remarkably
small. The increasing compactness starting in June 2008 was accompanied by an
increasing embedding of nodes in densely connected clusters. In Fig. 7.5d, the phase
between February 2006 and March 2008 is particularly noteworthy. One can get a
clearer picture of the processes shaping the social organisation during this phase by
considering additional network-centric metrics. Figure 7.5e shows the evolution of
degree centralisation, a measure defined based on the distribution of node degrees.
A value of one represents a maximally centralised situation in which all nodes are
only connected to a single central node, while a value of zero represents a situation
where all degrees of nodes are equal. The degree centralisation shows a remarkable
dynamics, exhibiting a highly centralised phased between mid 2005 and March
2008, with centralisation quickly dropping around March 2008. An interview with
past and current members of the GENTOO issue tracking team performed in [15]
revealed that – between mid 2005 and March 2008 – most of the work associated
with the processing of bug reports was done by a single team member. Following a
dispute with other team members, and being overburdened with tasks, this central
member left the project unexpectedly in March 2008. Following this event, the
community actively took efforts to reorganise the bug handling process, which is
likely to be the reason behind the increasing compactness and clustering coefficient.
The evolution of algebraic connectivity depicted in Fig. 7.5f shows a high variability,
with a slightly increasing trend between the end of 2005 and the beginning of 2008.
Interestingly, the reorganisation of the community following the loss of the central
contributor was accompanied by an observable decrease of algebraic connectivity
until mid 2010, after which it increased significantly.

Two collaboration networks illustrating the difference in social organisation
during the presence of the central contributor between 2005 and 2008, compared
to the time after she left are shown in Fig. 7.4a, b. It is tempting to relate the obvious
changes in the social organisation discussed above with changes in the performance
of the bug handling process during the same period. A study of bug handling
performance in the GENTOO community has recently been presented in [15]. It
shows that the performance in terms of number of reported/resolved bugs, as well
as in terms of the time taken between the submission of a bug report and the first
response of a community member, show an interesting dynamics that is likely to be
correlated with the evolution of social organisation. In particular, here it was shown
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the performance of the GENTOO bug handling community generally increased until
early 2008. A rapid increase in the response time as well as in the number of open
bug reports can be observed at the time when the central contributor left, followed
by a phase of stagnation until early 2011 after which performance increased again.

Applying the same measures as above and highlighting differences in the
dynamics of social organisation, we now turn our attention to the project ECLIPSE.
Figure 7.6 shows the evolution of six network-centric measures over a period
of almost 10 years. A first remarkable observation is a pronounced periodicity
in the number of nodes and edges, as well as in compactness and the average
clustering coefficient. Both the number of nodes and edges in the collaboration
network experience a steep increase of up to 500 % roughly once a year. While we
cannot make definite statements about the underlying reasons, it is likely that this
periodicity is related to the project’s release cycle, which aims at one release per
year. This increase in activity is associated with increases in both the compactness
(Fig. 7.6c) as well as the clustering coefficient (Fig. 7.6d). A further remarkable fact
is that – while slight periodic peaks can be observed – compared to the GENTOO

project – degree centralisation remains at a rather moderate level also in phases of
high activity. One may interpret this as a sign of a healthy social organisation, in the
sense that an increase of activity is associated with an increase of cohesion, rather
than an unproportionate burdening of a few team members.

7.3.2 Analysing Resilience in Online Social Networks

Online social networks are socio-technical systems in which users interact through
an online medium, overcoming some of the limitations of verbal face-to-face com-
munication. To improve user experience, the technological component of an online
social network is subject to be changed and redesigned, introducing modifications
in the fundamental way in which individuals communicate. The impact of such
changes in a social system is not trivial, as user reactions are coupled to each other.
A technological change, such as a new user interface, can trigger some users to leave
the social network, which can decrease the quality of the experience of its friends.
This mechanism leads to cascades that can potentially lead large amounts of users
away from the social network.

Users leaving a social network can be modelled through a decision process, in
which a user receives a benefit and a cost associated with being active in the network.
In terms of social interaction, the benefit perceived by a user comes from its contacts,
either in the form of information, or as attention. The benefit of a user increases with
the amount of active friends, and decrease every time a friend becomes inactive.
Costs do not necessarily need to be economic, they can also include the time spent
in a social network, or the opportunities lost by not using other platforms. This cost
can be increased due to changes in the user interface, or due to service limitations,
threatening the cohesion of the network as a society. This model allowed us to
analyse the cascades of users leaving the network [5], which stop in subsets of the
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network that corresponds to the k-cores explained in Sect. 7.2.1. Thus, the k-core
decomposition of a social network allows us to measure its social resilience, i.e.
how does the network withstand external shocks and stresses.

We empirically analysed the social resilience of a variety of online social
networks, through their k-core decomposition. Such empirical analysis, including
large sites like Facebook, MySpace, and Friendster, showed that the topology of
these networks can vary a lot in terms of resilience, calling for methods that can
increase this desired property. For example, friendship links can be recommended
in a way such that links that increase coreness are encouraged, or changes can be
introduced gradually to limit cascades of departing users.

These results show that a quantitative analysis of data on enterprise social
networks can provide interesting insights into the evolving social organisation of
teams, projects or communities. In the case of the GENTOO project, our results
show that a monitoring of degree centralisation and average clustering coefficient
may have been used as an early indicator for a detrimental evolution of social
structures. Furthermore, it is at least conceivable that a targeted optimisation of the
network’s resilience against the loss of its most central node may have prevented
downstream problems with the performance of the bug handling process. In the
following chapter, we thus review approaches from the planning and design of
telecommunication networks, and discuss their possible application to enterprise
social networks.

7.4 Network Planning and Design: Application to Enterprise
Social Networks

Analogously to enterprise social networks, the overload or loss of nodes can severely
impact telecommunication networks. Therefore, telecommunication providers mon-
itor their networks to allow for an early identification of emerging problems and
to take appropriate measures to mitigate their impact on performance. The most
important goals of these interventions are to optimise resilience of the network
against failing nodes or links, but also to balance load across links and nodes in
order to avoid congestion and overload of single nodes which may significantly
decrease the performance and efficiency of the entire network – similar to the
GENTOO project. Typical interventions include the addition of nodes or links to
increase resilience, the rewiring of links or an adaptation of link capacities to
optimise traffic flows, or the addition of special functionality nodes to manage or
monitor regions of a network. In more general terms, network planning and design
refers to the process of designing the topology of telecommunication networks in a
way that optimises some notion of value, while keeping costs as small as possible.
In the following, we will sketch how network optimisation is achieved in general
in the context of telecommunication networks. We then we apply it exemplarily
to a collaboration network extracted from the GENTOO Open Source community
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and summarise research challenges arising when wanting to optimise and influence
social network structures.

7.4.1 Network Optimisation

In general, the optimisation of network topologies consists of the following three
steps: In a first step, an optimisation objective has to be defined based on a
notion of value defined for particular network topologies. Depending on the context
and the associated objective this value can be defined based on different, not
necessarily correlated, typically network-centric measures. To give an example, if
resilience is to be optimised, one may utilise the average coreness of nodes or the
(algebraic) connectivity of the network, while one may chose the average shortest
path length, if the latency of communication as to be optimised. In the context of
enterprise social networks, the value could, e.g., be defined based on measures
capturing communication efficiency, resilience or aspects which influence work
atmosphere, thus seeking to balance different aspects by means of a multi-objective
optimisation. In general, in the following we assume that the value of a network
can be defined as a function of the network topology, which uses the topological
structure, node properties, and link weights to quantify the value of the network
in a particular context. As second step, an adequate degree of abstraction has to
be found to model the telecommunication network for the optimisation process.
There is a wide range of different abstraction levels reaching from simple adjacency
and distance matrices over partial or complete lists of all possible routing paths
up to object oriented representations of each single link and node. The chosen
model is one of the essential influence factors for the thirds and final step: the
actual optimisation. Probably most optimisation methods known in science and
engineering can and have already been applied to network optimisation, including,
e.g., (mixed integer) linear programming approaches, different heuristics such as
simple greedy mechanisms, simulated annealing, evolutionary algorithms, and – if
computationally feasible – the exhaustive evaluation of the entire search space of
optimisation options. Each of these methods has advantages and disadvantages, in
particular concerning the optimality of the results, the computational complexity
of the optimisation, and the capability to handle large network topologies. But
they have in common that they aim at maximising the value of the network while
balancing it with the associated costs.

7.4.2 Application to an OSS Collaboration Network

In Sect. 7.3, we have seen that a monitoring of network-centric measures capturing
resilience (like, e.g., degree centralisation) or aspects that influence communication
efficiency (like, e.g., algebraic connectivity) can provide valuable insights into the
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changing social organisation of software development teams. Furthermore, we have
argued above that these aspects are important criteria which are typically accounted
for in the design and planning of telecommunication networks. In the following, we
briefly describe methods used in network optimisation and discuss their potential
applications in the context of enterprise social networks. We further use one
snapshot of the collaboration network extracted from the GENTOO community
during a period of 4 weeks in May 2002 to illustrate their application in social
networks.

Routing Optimisation. To save operational costs the network infrastructure and
resources need to be highly utilised without overloading single entities. To cope
with the daily dynamics of traffic, resources need to be added in peak hours. This
can be achieved by flexible resource allocation and dynamic routing. Although many
mechanisms have been investigated to use network resources efficiently, routes in
the Internet are still static in many cases. Especially in case of link or node failure,
alternative routes that have to carry the traffic of the broken connections are likely
overloaded. The aim of routing optimisation is to balance the load on the links of
a network [8]. To add resilience, routing is further optimised such that the load is
balanced in case of link or node failure. In companies load balancing is important
to unburden central employees. It is also reasonable to route, or assign tasks in such
a way that information flow is resilient against node or link outages. That means
that the workload is still balanced among employees if worker fails. Assuming
that each node produces the same amount of tasks, the load on the communication
channels can be estimated. To balance the load on the communication channels we
consider the 2-core of the communication network, since there exist no alternative
links for stub nodes. Stub nodes are nodes that are connected only with one link
to the large component to the graph. Figure 7.7a shows the link load in the OSS
network if routing is not optimised. The edge colour depicts the utilisation of a link.
If routing is not optimised, the links from 22 to 86 and from 22 to 105 are highly
loaded, probably resulting in an overload of the involved individuals. Furthermore, if
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Fig. 7.7 Illustration of different routing layouts in the GENTOO collaboration network. The color
and the strength of the edges depicts the load on the link (red: high, yellow: medium, blue: low).
(a) Unoptimised routing. (b) Optimised routing
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individual 105 fails all tasks forwarded by node 22 would have to be completed by
node 86, which significantly burdens the central contributor. To optimise routing,
load is taken from the overloaded links and shifted to alternative routes. In this
example load is shifted to node 62. In enterprise social networks, shifting load
could be realised by delegating tasks to a different set of workers. Thus, the load
is balanced among the paths in the network. If node 105 fails, the tasks originating
from node 22 or one of its neighbours, are still shared by node 62 and 86. The load
on the links with optimised routing is depicted in Fig. 7.7b.

Controller Placement. In communication networks controllers are needed for
authentication, authorisation and connection establishment, but also for dynamic
network control adding network functions and rerouting. To monitor network
flows efficiently and to be able to access and control all routers in the network
efficiently, it is important to place the controllers strategically. In telecommunication
networks this process is called controller placement [7]. “Controller placement”
can be applied to companies in the sense that workers are chosen as controllers
to efficiently spread information or to promote workers which will take a lead in
assigning tasks and delegating responsibilities. This type of “promotion” is actually
an important mechanism in the bug handling communities of Open Source Software
communities, since it is typically only a small set of privileged individuals which is
allowed to assign tasks to other community members or developers. If the GENTOO

network is considered, and it is assumed that community has the capacity to promote
three workers, the question is which workers to choose. Figure 7.8a shows the
collaboration network of the GENTOO project. Three controllers – highlighted by
a larger node size – are placed in the network in a way that optimises the maximum
latency from each node to the nearest controller. Here, nodes 3, 64 and 86 are
selected. Node 86 is the central contributor in the GENTOO community and has
direct access to a large part of the community. Nodes 3 and 64 are less important, but
nevertheless central, nodes covering different parts of the community. Figure 7.8c
shows the nodes that are assigned to each of the three controllers. The number of
worker assigned to nodes 3 and 64 is small compared with the much larger amount
of workers assigned to node 86. That means node 86 would be responsible for many
members in the community, which puts a high load on this central contributor.
To unburden this central contributor, responsibilities can be delegated to different
members, in a way, that each leader is responsible for an equal amount of members
in the community. In Fig. 7.8d the controller placement is optimised for lowest
load imbalance. Three controllers are placed and associated to a subgraph, such
that the load is balanced equally among the leaders. Now, each of the controllers is
responsible for 35 or 36 nodes, hence the number of workers assigned to each leader
is much more balanced. The drawback is, that the path length and thus the latency
on the communication channels between the leaders and their assigned workers can
be higher. This can be seen in Fig. 7.8b that shows the latency to nodes for the case
of an assignment that optimises load imbalance.

Network planning. Another possibility for the optimisation of communication
networks is network planning, i.e. changing the topology of a communication
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Fig. 7.8 Illustration of best controller placements according to different metrics. (a) Lowest
maximum latency. (b) Lowest load imbalance. (c) Assigned members (lowest max. latency).
(d) Assigned members (lowest load imbalance)

network. While in telecommunication networks, adding nodes can easily be accom-
plished by setting up hardware, in the context of enterprise social networks this
would mean the addition of individuals (i.e. by hiring or transferring between
groups). While this is not generally impossible, in the following we focus on
targeted interventions by means of adding links, which can be achieved in a social
organisation in much easier way, e.g. by asking people to collaborate or influencing
enterprise social software in a way that it suggests contacts or communication. The
addition of links in a social network can bring several improvements, however at the
cost of additional expenditures. By adding a link between two persons, i.e., making
them direct friends in the network, the path lengths between the existing friends of
both persons might decrease leading to a shorter average path length in the network.
Another benefit is that additional links can reduce the risk of a disconnection of
a person or subnetwork from the rest of the network. A potential increase of the
average coreness of nodes can be used as one possible measure to quantify the
resulting increase in resilience.

Figure 7.9 exemplarily visualises the improvement reached by adding additional
links to the GENTOO collaboration network. In Fig. 7.9a all possible options of
adding a single link to the network have been compared regarding the decrease in
average path length (right y-axis) and the increase in average coreness (left y-axis).
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Fig. 7.9 Visualisation of the improvement reached by adding additional links to the network.
(a) Exhaustive evaluation of all options to add one link. (b) Trade-off between two objectives
when adding one link. (c) Stepwise addition of further links in a greedy manner

The optimum links according to both objectives have been highlighted. Two main
findings can be observed: First, there is a high optimisation potential but the
improvement reached by adding a link highly depends on the chosen link. Second,
the best links to add regarding the optimisation of average path lengths (which can
be seen as a proxy for communication efficiency) do not correspond to the best
ones regarding the average coreness (which can be interpreted as a measure for
resilience). In Fig. 7.9b another visualisation is shown that substantiates the latter
finding. For all options to add a single link, on the x-axis the average coreness
resulting from adding this link is shown, while on the y-axis the resulting average
path length is shown. Each symbol in the plot corresponds to one or several links
that lead to the same values on x- and y-axis. The highlighted symbols show the
Pareto-optimal results regarding both metrics. Looking at Pareto-optimal results is
a formal way to identify trade-offs in multi-criteria optimisation.

Finally, to look at the possible improvements when adding several links, a simple
experiment has been conducted regarding the average coreness in the network.
Subsequently, more and more links were added to the network. In each step of



116 V. Burger et al.

the iteration, all options to add a single link were tried and the option leading to
the best improvement was chosen. Figure 7.9c shows for up to 100 added links the
reached improvement in terms of average coreness. The linear relationship between
resilience and cost highlights a trade-off to be decided by the network provider – or
the company when looking at enterprise social networks.

7.4.3 Optimising Enterprise Social Networks: Research
Challenges

Realising resilience in enterprise social networks and applying mechanisms from
the design and planning of telecommunication networks poses a set of research
challenges. These challenges arise from the scale of enterprise social networks, the
applicability of the mechanisms, but also from the temporal dynamics of the network
topology. In particular, it is not yet well researched how to model enterprise social
networks and how to apply the well-known network communication methodology in
the domain of enterprise social networks. In this section, several research questions
are discussed, whether and how social network analysis may be beneficial to identify
and react to problems in the enterprise in advance. Further, we will address the
optimisation of an enterprise social network to improve resilience, effectiveness,
and job satisfaction. However, beyond the technical aspects, the derived models
and applied mechanisms also lead to ethical issues, which we discuss in a separate
paragraph.

Modelling Social Systems. Social network structures in enterprises can be mod-
eled in many ways and an appropriate representation has to be chosen depending on
the relations and interactions within the company. For example, links can be created
which resemble boss-of -relations (i.e. hierarchical structure) within a company
or communicates-with-relations (i.e. actual communication structures) within the
enterprise. Each network will have a specific structure depending on, e.g. enterprise
hierarchy or communication flows, some of them are better suited for one company
than for another. Thus, the question arises how to model the social network structure
which is useful to identify problems or to optimise the network.

In every company there are persons which are more or less important. How
should these personal attributes be modelled and how can their the workload and
productivity be quantified? How can team work be integrated into the model? A
company does not only need workers who are very targeted and finish one task
after another. A company also needs workers that spend time socialising, finding
new contacts, and connecting people. Such workers are essential for an efficient
working atmosphere. How can their contribution be quantified? Which mixture of
personalities is best for the company? Central nodes, for instance, are important to
connect persons from different departments and to spread information, but might
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also suffer from high workload and stress. How can important nodes be identified?
How can overloaded workers be detected and unburdened?

If an important person leaves the company, is ill for several weeks, or is moved
to a different department, it can have bad consequences for the company like less
effectiveness or productivity. What approach can detect and quantify such pending
problems? If an enterprise has capacities to employ new workforces, the question is
how new nodes are integrated, i.e. to which persons they are linked in the network?
Are there other means to change the structure of the enterprise social network?
Facilities (e.g. staff rooms) or events (e.g. company outings) support the dialogue of
employees which are not directly working together. Thus, new links are created in
the social network which foster serendipity and creativity especially when people of
different disciplines get together. How can these means be modelled? How can the
effect of such means be quantified?

Optimisation Capability. When optimising enterprise social networks with
resilience mechanisms new challenges arise from the size of enterprise social
networks, the temporal dynamics of the network topologies, but also from the
means of modifying the network. Existing communication network heuristics for
optimal solutions are typically limited to static networks, which – as has been
shown in a recent line of research on temporal networks [9, 12, 13] – can differ
significantly from actual communication flows that are due to the temporal ordering
of interactions. Moreover, the difference in the structure between communication
networks and enterprise social networks makes it difficult to apply common
heuristics. Approaches such as routing optimisation, resilience analysis, or network
planning are especially efficient in networks where the average node degree and
connectedness of the network is already quite high. Furthermore, if personal
interests and preferences of the employees are dominant and cannot or must not
be influenced, the network structure is fixed. Other mechanisms, such as different
message routing, can still improve the resilience of the social network. Instead of
just processing plenty of requests, a new working directive could instruct central
nodes to forward requests to different communities. Thus, load is taken of the central
node and collaboration is enabled between the communities. Finally, compared to
telecommunication networks, in social networks it is often more difficult to change
or add links or nodes. Here again new challenges arise. Which real-world human
resource actions resemble which communication network optimisation? What (side)
effects occur when applying such actions in an enterprise? Does the gain of such
actions exceed their costs? How do employees’ personal attributes change when
such actions are enforced?

Ethical Issues. Finally ethical issues have to be considered. It is important to
understand that the analysis does not deal with abstract nodes but with humans.
Thus, it remains an open issue if a person can be judged by the structure of its
social network projection. Moreover, in order to assess personal properties like
work capacity or interaction capacity, working behaviour will have to be measured
and captured in statistics. However, complex human personalities cannot be fully
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assessed by such statistics and a supervised working environment will induce
changes in attitude and behaviour of workers.

If the social network graph is based on the communications within an online
enterprise social network tool (e.g. email communication or Intranet platforms)
where network structure and interactions can be easily obtained, different com-
munication or collaboration channels, like face-to-face communication, cannot be
captured. The question arises to which extend people are then discriminated who do
not extensively use such a tool? Also [14] stated that “in contrast to conventional
office software, micro-blogging implies social interaction and self-disclosure. This
applies to social software in general. As a result, bringing applications like micro-
blogging into the workspace goes beyond traditional technology acceptance theory.”

When analysing an enterprise social network, workers might be identified whose
working capacity is insufficient. Then, the optimisation of the network can lead
to dismissal or demotion of workers. Moreover, forced human resource actions
like moving persons to another department might have complex impacts on the
employees’ motivation. Also other resilience means might encounter employees’
resistance. For example, the expected establishing of connections between different
workers might not be accepted as it overrides the workers’ own preferences for
selecting social peers. Thus, it remains an open question which actions can – and
should – be enforced by the company without running into ethical issues.

7.5 Conclusion

The resilience and efficiency of communication networks is a major topic in
the network research communities both studying social and telecommunication
networks. With the rise of collaboration platforms in enterprises social network
structures on top of technical systems emerge which reflect the social organisation
of an enterprise. Therefore it is tempting to utilise known results and insights
from the optimisation of telecommunication networks. This maybe helpful for
enterprises to improve their human resource management by pre-emptively taking
load of busy and central workers and improve the social network structure to
increase information diffusion and to accomplish a healthy work environment. The
main contributions of this chapter are (a) to summarise network-theoretic measures
and interpret their meaning in the context of enterprise social networks, (b) to
illustrate how enterprise social networks can be monitored by showing an example
from OSS communities, and (c) to demonstrate approaches from the optimisation
of telecommunication networks and to apply them to a real-world collaboration
network.
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Our results highlight new technical, scientific and ethical challenges which arise
when wanting to monitor and optimise enterprise social networks. Combining
expertise from the modeling and analysis of complex networks, the design and
optimisation of telecommunication networks, as well as from the social sciences,
the emerging interdisciplinary field of socio-informatics has the potential to address
these challenges.
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Chapter 8
Assessing the Structural Fluidity of Virtual
Organizations and Its Effects

Sean P. Goggins and Giuseppe Valetto

Abstract A major advantage of Virtual Organizations (VOs) is flexible member-
ship and participation. VO members are able to join and leave VOs at will, and
can change whom they collaborate with at any point in time. Such flexibility
may make VOs more efficient in the completion of collaborative work than
traditional organizations. However, efficiency is only one of several measures of
organizational performance; and flexibility in a virtual organization includes both
how VO structures may be more fluid and adaptive, and how VO leadership
emerges and evolves throughout the VO lifecycle. The aim of this chapter is to:
(1) define and quantitatively assess the actual flexibility of participation in VOs,
through a social network index that we call structural fluidity; and (2) measure the
relationship between fluidity and performance in the work carried out within the VO.
These are essential insights for the development of theories to guide the formation,
development and dissolution of VOs, and teams that emerge around VO work. To
accomplish these aims, we will apply a methodological approach and ontology for
the study of VOs that we have used in over a dozen published studies, and refer
to as Group Informatics. Our approach enables a comprehensive, interdisciplinary
inquiry into the relationship between structural fluidity and performance in diverse
VOs. Specifically, we will examine VOs in software engineering, disaster relief,
online learning and public discourse communities that emerge through social
media. We will apply Group Informatics to the design, development and testing of
empirically and theoretically grounded algorithms for measuring VO fluidity and
performance in each context, which will result in new theoretical advances that
enable sophisticated analysis of the resulting data.
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8.1 Introduction and Motivation

One of the contexts of human activity that has been most deeply impacted by the
prevalence and ubiquitous presence of Information and Communication Technology
(ICT) has been without doubt the workplace. This is hardly new or surprising, since
it had been predicted for decades that “office automation” would represent one of
the first areas where computerized tools would fulfill their potential, and would
revolutionize habits and practices.

Besides bringing along tremendous gains in individual productivity, the ICT
revolution has also profoundly changed the concept of the office as an orga-
nizational locus. It has introduced ever-increasing degrees and sophistication of
Computer-Supported Cooperative Work (CSCW); with that it has enabled the
breaking of the physical, geographic and firm boundaries, and has helped construct
novel technology-supported contexts for coordination and teamwork, which can be
created ad hoc to help collaborators to get together and get things done. This is the
promise of Virtual Organizations (VOs), and, in recent years, we have witnessed
the rise of VOs in a large number of different domains, ranging from software
engineering to education, and disaster response.

Virtual Organizations (VOs) have flexible membership and participation, as the
barrier for members to be able to join and leave a VO is very low (in many cases
they can do so at will); moreover, members can adapt with respect to whom they
collaborate with at any point in time [52, 37]. This potential for flexibility is regarded
as an intrinsic characteristic of VOs, and a differentiating factor vis-à-vis more
traditional types of organizations. From such flexibility should descend that the
organizational structure that can be observed in a VO can be more fluid than that
of a traditional organization.

With this chapter we define the concept of structural fluidity of a VO in a
way that can be measured quantitatively. Intuitively, structural fluidity is an easy
concept to grasp, as an indication of participation, role and leadership changes
within the organization over time. The reason why structural fluidity is an important
concept to quantify and investigate lies in one of the basic assumptions underlying
the interest in VOs, that is, that the flexibility implied by higher degrees of
fluidity is an advantage. More specifically, one major expectation is that the greater
structural fluidity in VOs is accompanied by higher performance in the completion
of analogous work, when compared to more traditional forms of organization
[4, 55, 58]. This extends from established understanding of the relationship between
higher organizational adaptability and higher likelihood for an organization to
survive over time [10].

However, the relation between indicators of structural fluidity and organizational
performance has not yet been carefully examined, or proved. In fact, categorical and
static qualifications of “how virtual” a VO is are discussed in the literature (based
on a composite of attributes such as time zone difference, geographic dispersion,
culture and work practice differences), but are not sufficient, per se, to explain
variations in VO performance [11].
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Our research agenda on the topic of structural fluidity is articulated according
to a twofold objective: (1) develop methods to quantitatively assess the flexibility
of VOs by means of the definition of an index of the structural fluidity of an
organization. (2) investigate relationships between said fluidity index and context-
specific performance indicators for the work carried out within such VOs.

A quantitative index of structural fluidity could shed light on whether VOs
tend to be indeed more flexible than comparable traditional organizations, and to
differentiate among diverse VOs designs and categories, in terms of their observ-
able flexibility in allowing and accommodating structural changes. Furthermore a
structural fluidity index would enable us to observe whether there are significant
relationships between structural fluidity and performance. That is the ultimate goal
of this kind of research: performance analysis is one principal application of a
fully developed theory of Virtual Organizations [59], since it would provide a much
needed insight to further the development of theories, practices and tools to guide
and support the life cycle of VOs throughout their formation, development and
dissolution.

8.2 Approach Outline

In this Section, we briefly introduce the challenges of investigating structural
fluidity, and outline how they can be addressed.

We maintain that a foundation for the investigation of structural fluidity is the
analysis of electronic traces that are made available by VOs by their very nature,
since they can be captured and persisted from the collaborative tools that enable
VO members’ behavior. Studies that leverage those traces abound; among them, [9,
23, 26, 27, 32, 40, 57] offer some demonstrative examples of analyses that can be
applied – and of insights that can be gleaned – which are similar to some techniques
we envision to investigate structural fluidity.

Whereas, as we discuss further below, trace-based measures of performance
tend to be context-specific and must be adapted to the work domain of each
VO, we conceptualize a structural fluidity index as a composition of four general
characteristics, which can be all made available from the social network fabric of a
VO. One major characteristic we identify is leadership and, more precisely, changes
in leadership, since at specific junctures a flexible VO can promote the rise of
different leaders in different organizational positions, and exercising different types
of leadership. Furthermore, the measurement of fluidity will also include macro-
properties of the VO and its social network, including size, group count, and
membership volatility. We will also take into account trends over time of those
macro-properties, for instance, the participation trajectory of the VO, since a VO
that tends to accommodate more and more new members is likely to provide for
greater opportunities of diverse and emergent collaborations. The last characteristic
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denoting VO fluidity is a micro-property which becomes evident at the local level
in the network, that is, the variability of the ego-network of each VO member at
different moment in times, since we postulate that a high level of fluidity of the VO
results in more free movement of its members in between and within smaller groups
(both formal and informal), which in turn effects the variability of the members’
“neighborhood”.

Although all of the above properties can be analyzed by leveraging electronic
trace data of interaction and work, there are several challenges associated to that
kind of socio-technical analysis. First, the electronic trace data alone is not usually a
complete record of participant interactions [34, 28, 29, 30]. Second, the relationship
between these traces and performance requires systematic evaluation [1]. Third,
organizational flexibility as measured through the fluidity of the social networks
detectable from electronic trace data is difficult to ground both theoretically and
empirically solely in analysis of those traces [34, 28, 29, 30]. Fourth, although
features, like leadership and leadership changes, can easily be extracted from the
social network of a VO, what organizational relationships should be mapped in
the social network, and how, may vary significantly across domains and contexts,
as shown in many field studies, such as [9, 25, 23, 31, 36, 3, 28, 29, 30];
correspondingly it is not obvious how each network relates to both structural fluidity
and performance. Fifth, although the characteristics that we have identified above
as contributing to a structural fluidity index can be – individually – relatively easily
computed and analyzed, the extent to which each needs to be considered and its
“weight” in such an integrated index is not necessarily self-evident; in fact, it may
vary depending on the specificity of an individual organization or an organization
domain, which calls for contextualization of the index-building procedure.

For all of those reasons new methodological approaches to VO research are
required to address these challenges. We have started to address the challenges
listed above with a method and ontology for the study of virtual organizations
that, which we refer to as “Group Informatics” [28, 29, 30]. A principal tenet of
Group Informatics is the focus on the small group as the unit of analysis in the
field, in recognition of the central role that small groups play in organizational
change [33, 35], societal change [19], and ICT use [53, 24]. Another tenet – as
we have already mentioned – is the rooting of the analysis in the electronic traces
of the interactions that are mediated by the computerized environment of the VO.
However, an additional factor is the contextualization of traces with respect to the
socio-technical properties of that environment, such as artifact types, members’
characteristics, or interaction attributes and meta-data. The contextualization step is
important in recognition of the fact that VOs are not a single, uniform construct,
but include a set of organization types, which exhibit varying degrees of, for
instance, virtuality, stability, and expected duration [11]. For example a VO like
Wikipedia exhibits highly formalized structures and processes [6, 39], whereas the
long tail of VOs typically lack that level of formality. Finally, Group Informatics
seeks the integration of quantitative and qualitative methods of analysis, to allow
for triangulation of findings and thus augment explanatory power. A thorough
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discussion of the Group Informatics approach and how it can shape the investigation
of structural fluidity is offered further below, in Sect. 8.6.

8.3 Related Work

8.3.1 Structural Metrics for Virtual Organizations

To work toward closing gaps in our understanding of structural change in VOs
over time, we synthesized the following four core measures of organizational
change from the literature: (1) VO leadership (degree and betweenness centrality);
(2) VO membership (who is participating); (3) VO subgroups (what groups ‘move
together’); and (4) Changes in VO organization size and structure (network level
statistics). To understand the fluidity of a VO, it is necessary to analyze changes in
each of these factors over time, and to work toward a synthesis of these factors into
an overall indicator of structural fluidity.

Leadership is an individual measure. Understanding how leadership evolves
in a VO is a key pathway for understanding structural fluidity. This includes
measurement of VO leadership, made through social network analysis (SNA) from
two well-established and complementary perspectives. The first is degree centrality,
which is a measure that identifies people in the center of the action by counting the
connections people have with others. In directed network analysis, connections in
and connections out are measured separately and referred to as “in degree” and “out
degree” centrality. Central people are either the formal heads of an organization,
or central players in the informal organization; people regarded by their peers
as possessing attributes that lead them to be referred to a lot. The second way
leadership is identified through SNA is through a statistic referred to as betweenness
centrality [21]. There are a number of derivatives of this statistic that have been
used in different contexts [8, 20], and this measure is incorporated as a component
of a methodological approach designed to facilitate valid network analysis from
electronic trace data [26].

Betweenness identifies people who sit between groups in a larger organizational
context. In a software VO, these are the people who facilitate the integration of code
from multiple software teams, or cross a range of topics in online discussions [3, 23,
43]. Betweenness centrality is also referred to as brokerage, indicating that a person
is a mediator between two other groups or categories of people in a transaction.

There are two main measures of structural change at the organization level that
are used in prior literature on distributed work. First, there are changes to the
size and composition of the social connections within an organization [47–49].
Second, a number of studies of VOs in OSS examine social network constructs
of core membership, periphery membership and overall network centralization
([14–16]; Kevin [13]). Prior work does not, however, examine these measures of
organizational structure over time.
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8.3.2 Measuring Change in an Organization Structure

Structural fluidity is conceptually similar to change detection in virtual net-
works. Change detection research focuses on identifying change in social networks
composed either entirely of computational agents in the case of simulations or
entirely of real people in the case of applied studies. This work contributes to
our understanding of the differences in these types of networks and limitations of
existing network analytic techniques for detecting change. McCulloh [44] defined a
set of statistical control charts capable of detecting statistically significant changes
in social networks. Control charts demonstrate validity in controlled, software agent
networks, but have yet to be demonstrated as valid in the analysis of change in social
networks involving actors in physical or virtual organizations composed of humans.
The challenge with detecting change in human networks is that these networks
change a lot; therefore, finding actionable, meaningful changes with computation
alone becomes difficult.

To mitigate these challenges, McCulloh’s [44] work, and the work of others
examining longitudinal statistics for social network evolution are primarily focused
on highly structured organizations like the military. In these types of organizations,
comparisons across smaller social aggregations may provide immediate information
about changes in leadership structure in a platoon. To build understanding of
how smaller, decentralized social groups (with no obvious or formal leadership)
interact through technology requires research methods that reflexively analyze and
triangulate trace data with findings from content analysis, interviews and other
qualitative methods [23].

Projects on GitHub provide a new, data rich site for examining organizational
change where there is not an a priori structure like one finds in military organi-
zations. VOs on GitHub are emergent virtual and decentralized organizations that
generate electronic trace data reflecting a significant portion of the social, task and
information behaviors of participants.

Other studies describe organizational practices qualitatively, or examine
trace data computationally. For example, Geiger and Ribes [22] propose trace
ethnography as one possible methodological approach, but, like Stahl’s [53]
extensive ethno-methodologically informed analysis of electronic trace data shows,
the approach does not scale to large conversations or longitudinal studies of VOs.

In contrast, computational analysis of trace data is demonstrated to be effective
for identifying clusters of interaction or keywords from large corpora of data [39].
The main critique of computationally focused analysis of trace data is that often it
makes a limited account of social science theories and is not triangulated with data
describing the underlying social phenomena. Livne, Simmons, Adar and Adamic
[42], for example, contrast network and linguistic analysis of Twitter data during an
election cycle in the US, showing the network model as nominally more predictive
of the outcome than the language model. Both models, however, are built around
a binary choice between two candidates, and were only nominally more predictive
than simple selection of an incumbent (88 % for the network model vs. 81 % for the
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incumbent status model). These and other computational social science studies that
do not fully incorporate social science theory in their framing [12, 56] make a more
limited contribution to our understanding of how behavioral data about people can
be used to describe organizational change.

To measure structural fluidity, some combination of methods from social science
[22, 26, 38, 53], prior studies in a particular context [14] and computational methods
(Goggins, Valetto, Mascaro, & Blincoe, Published Online First; [46]) are required.
An integrated approach will overcome known issues of validity and theoretical
coherence associated with the computational analysis of electronic trace data [34].

8.3.3 Measuring the Performance of a Virtual Organization

Measuring performance is contextual, since performance is necessarily defined
in a domain-specific way. Consequently, it is hardly possible to come up with
generalizations that can be applied to Virtual Organizations within diverse domains.
However, having ways to measure performance is of course a paramount concern
for those VOs that structure themselves and operate as communities of practice [60],
or – according to [5] – network of practices.

We review hereby domain-specific performance indicators in Software Engi-
neering, Online Learning, Disaster Relief and Social Media, which are among the
most often studied fields where VOs are deployed and operate. Those are also
the fields in which our own interest lies, in terms of experimental and fieldwork
aimed at establishing, understanding and structural fluidity assessment vis-à-vis VO
performance.

8.4 Software Engineering

Concepts of performance in a software development organization are generally tied
to either the quality of the product, or the effectiveness of the process. For our
purposes, many product-derived performance metrics are scarcely actionable, as
they become available post hoc, or at least out of band. For example, the number of
residual defects is a major quality factor for a software release, but it is only known
after exhaustive in-house testing, or following post-release customer feedback;
that is the reason why software engineering research has spent a lot of effort on
predictive models that attempt to proxy and anticipate the actual defects, their count,
or their density within specific modules of the software product [2, 63]. Other often-
used indicators that are used for instance in a prominent VO model like Open Source
Software (OSS) projects include adoption [51], or maturity [18, 61] of the software
product. The extraction of metrics for all of these indicators typically requires a long
observation period.
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Metrics that predicate upon the effectiveness of the software process encompass
aspects like the organizational health or efficiency. Health metrics are, again,
used extensively to analyze OSS. They try to conceptualize the performance of
an open source community as its ability to thrive and attract a continued influx
of contributions (and contributors), and focus on the numbers of participant in
the VO in different recognizable roles ad their trends over time [18], or look
at characteristics and patterns within the social network of the VO [13, 15, 62].
Efficiency metrics look at the issue of productivity by evaluating the ability of the
VO members to fulfill project tasks quickly and correctly. They originate from a
modality of work organization and assignment that has become prevalent in large
and distributed software development organizations, in which the atomic units of
work are Change Request (CRs), which are posted in a public, computer-mediated
place (among the most popular tools implementing those CR repositories there are
Bugzilla, Jira and GitHub) either by members of the project or external actors (for
example, end users of the software). CRs are collectively triaged by the VO for
relevance and priority, and then assigned to specific VO members, or self-assigned.
The literature – see for instance [9, 45, 65, 64] – proposes a variety of efficiency
indicators that can be derived from the timeline and workflow of the CRs that enter
the system, including the rate of CR resolution over time; the turnaround time of
CRs; the number of CRs that remain open or unassigned; the rate at which code is
contributed to resolve open CRs; or the number of such code contributions that get
accepted and incorporated in the project code base vs. the number of contribution
that do not pass quality assurance and are rejected.

8.5 Disaster Relief

Disaster response is a different specific context than software engineering, but
has analogous concerns with performance, process and coordination behavior.
Measurement of performance in the use of Internet during a disaster is not yet
prevalent, but the research to date, including our own [28], demonstrates that
information quality and the presence of coordination behavior are two important
factors that contribute to the usefulness of these media during a crisis. This extends
Palen et al.’s [50] vision for the future of disaster management, which leverages the
use of ICTs by focusing on the potential of members of the public during disaster
situations. They suggest that supporting the public and enhancing their ability to
make good, timely decisions can reframe disaster relief as a socially distributed
information system [50].

Bui et al. [7] developed a framework for conceptualizing the types of issues
that emergency relief workers must overcome, suggesting that the central issues in
disaster relief management are information, coordination and the effects of disaster
relief work on workers [7]. Information issues include information distortion and
inconsistencies that must be reconciled. Coordination among governments and
NGOs can be problematic due to government reluctance in releasing information
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with potential security implications and communication incompatibilities, including
both language and technology [7].

Measurement of performance in the use of Internet during a disaster is not yet
prevalent. However, research to date, including a framework developed by Bui
et al. [7] as well as our own investigations [28, 29, 30], reveal that information
quality and the presence of coordination behavior act as important factors that
contribute to the usefulness of these media during a crisis. Information quality issues
include distortions and inconsistencies that must be reconciled, and lack of effective
coordination behaviors among governments and NGOs can present problems due to
communication incompatibilities, including both language and technology [7], and
governmental reluctance to release information with potential security implications.
These identified factors extend Palen et al.’s [50] vision for the future of disaster
management, which leverages the use of ICTs by focusing on the potential of
members of the public during disaster situations. They suggest that supporting
the public and enhancing their ability to make good, timely decisions can reframe
disaster relief as a socially distributed information system [50].

Bui et al. [7] developed a framework to conceptualize the categories of issues that
confront disaster relief workers, suggesting that the central issues in disaster relief
management are information, coordination behavior and the effects of disaster relief
work on workers [7].

8.6 Methodology

One component of our work to date is the development of a methodology and
ontology for conducting research involving electronic trace data. Performance
and structural fluidity are our specific concerns in this chapter. To address these
questions the more general problem of ensuring a connection between existing
theory, research questions and the structure and meaning of electronic trace data
is important for ensuring the validity of research [34]. Group Informatics proposes
a systematic approach to ensuring a deliberate connection between trace data, theory
and research questions. Connecting requires reflexivity between the human review
of how individuals, teams and organizations are functioning and computational
approaches to the trace data they leave behind in the technologies.

8.6.1 Overview of the Group Informatics Method

With Group Informatics, we have developed a comprehensive methodological
approach and ontology for the study of virtual organizations [28, 29, 30]. The
concept of interaction is central to Group Informatics, but we are interested in
the contextualizing of member interactions, by operationalizing Dourish’s view
of context as a dynamic construct [17]. Therefore, our approach calls for the
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Fig. 8.1 Model overview of group informatics

contextualization, aggregation and weighting of member interactions, according to
an ontological model that comprises four core components: (a) artifacts, (b) inter-
actions, (c) context, and (d) people. Each of those components has dimensions and
relationships with the other components.

The four components in Fig. 8.1 contribute to into a network of contextualized
interactions, which are weighted and can be decorated with additional attributes
(meta-data), and which are bound to vary over time. Contextualized interactions
may be either interactions between members, or interaction of members with
artifacts, in which case artifacts are regarded as boundary objects around which
interactions occur [54, 41]. The network of contextualized interactions represents
social phenomena within the VO, and we can ask research questions of them and
investigate them by means of network analysis methods; in [26, 27], we exemplify
the analysis approach enabled by the Group Informatics model, and show how
it applies to the question of identifying emergent and informal groups within
larger VOs in two diverse cases from the software engineering and online learning
domains.

Figure 8.2 conceptualizes how interactions are aggregated and weighted. The
aggregations and weights are not computational choices; they are choices based on
developing a qualitative, grounded understanding of how people are interacting with
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Fig. 8.2 Model for context adaptivity derived from electronic trace data of interactions

each other in the system that generates trace data. Such an understanding emerges
from interviews, surveys, and systematic, ethnographic observations of online teams
and organizations, as described in Goggins et al. [26, 27].

8.6.2 Conceptualizing and Measuring Structural Fluidity

Structural fluidity is a measure of organizational change. As the dynamics of a VO
are self-organized (or at least originated from a mix of directed and self-organized
changes), we want to leverage the methodological approach of Group Informatics
and its contextualized networks to first measure multiple facets of structural fluidity,
and then compose them in a single statistical index.

Some motivations for having a structural fluidity index are: to assess analytically
that an organization is evolving; to what extent (how much) it is evolving; and what
the trend of this evolution is over time. Our ultimate goal, however, goes beyond
observation, and aims to answer the following research question: to what extent
does structural fluidity correspond with performance in VOs? For that, we
want to associate this measure of organizational change to measures of performance
across different kinds of VOs.

To attack the problem, we use contextualized networks and apply on them
network-analytical metrics like degree centrality. Network statistics capture primary
facets of an organization structure and its dynamism; among them, measures of
leadership, membership volatility, the size, group count and participation trajectory
of the VO. The extent of movement of members between and within qualitatively
and quantitatively identified groups, which are sometimes referred to as neighbor-
hoods in Social Network Analysis. Representing the structural dynamism of virtual
organizations is then connected to studies seeking to understand how contributors
and leaders measure performance.
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8.7 An Example from Software Engineering on GitHub

Using prior studies of OSS and organizations, we proposed and evaluated a set of
factors to measure the structural fluidity of VOs, and operationalized those factors
in a case study of one GitHub project. We identified the type of work performed
as a potential covariant for understanding structural fluidity in virtual software
organizations more comprehensively. The role of the type of work warrants ongoing
study.

We demonstrate that the rails/rails project on GitHub has dynamic, distributed
leadership; fluid membership; non-static subgroups, both measured from an indi-
vidual viewpoint (ego networks) and at the VO aggregate level; and variations in
the rate of new participation. Together, these factors suggest a type of structural
fluidity in the rails/rails organization that is not previously operationalized in open
source software development or organization studies. Our fine-grained analysis of
contribution type illustrates that individuals take on different work during different
time periods.

Our findings lead us to consider three specific areas for continued empirical study
of virtual organizations and the development of VO theory. First, our observations
offer a starting point for the development of an index of VO structural fluidity,
conducive to comparative studies of VOs. Second, we suggest considering how
VOs that demonstrate a high degree of structural fluidity may be thought of
more like “impromptu collaborations” than traditional organizations. Third, we
argue that, unlike non-virtual organizations that employ traditional knowledge from
management to effectively scale up, VOs present an opportunity for scalable,
innovative organizations to embrace an approach more influenced by values of
anarchy than hierarchy.

8.8 Quantifying Structural Fluidity

The design of collaborative computing systems is a recognized wicked problem
[22]. Understanding the uptake and use of context specific technologies and
practices is similarly challenging. Working toward the development of techniques
that can offer a comprehensive, comparative measure of VO change is therefore
useful for designers and VO stakeholders.

The feasibility and importance of developing a synthetic index of structural
fluidity emerges from our findings. We proposed a set of factors that can signify
structural fluidity and that are associated with quantitative measures that can be
observed directly from qualitative analysis of trace data. Some of those factors are
“macro”, i.e., regard the organization as a whole: these include the total number of
participants (network size), the number of newcomers, and changes in subgroup
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composition. Other factors are “micro”, i.e., regard individual VO actors, and
characteristics of the corresponding network position: these include measures of
degree and betweenness centrality, and measures of dissimilarity of the ego network
of an actor. Both macro- and micro- measures can be observed repeatedly over time,
so that it is possible to construct a set of time series (one for each of the factors
considered).

In a socio-technical system like a VO, it is unlikely that the values obtained from
those repeated observations are independent. One way to conceptualize fluidity is
that – although an observation of a factor at any given time is not independent from
the accumulated history of the subject (either an actor in the organization, or the
organization at large) – the time series of the observations taken as a whole should
not show significant patterns, including stability, trends or periodicity. Rather, the
more fluid the structure of the organization, the more random the time series should
look. Our Ljung-Box tests illustrate the type of randomness expected.

This is consistent with the idea that in a highly fluid VO collaborations are
impromptu, and past collaborations may not repeat in the future, and do not
necessarily dictate how future collaborations shape up. We hypothesize that routine
organizational change is a premise for many VOs. Measuring that change and
drawing comparisons then becomes essential. One method to assess whether the
VO being studied shows fluidity is the use of statistical tests of randomness for the
corresponding time series. For instance, the Ljung–Box test can be used to refute the
null hypothesis of randomness; its Q statistics measures, so to speak, the “lack of
randomness” of a time series, with higher Q values (when coupled with significant p
levels) meaning that the time series is further away from randomness. In our terms,
though, high Q values signify a lack structural fluidity. We do indeed observe such
low structural fluidity among a small set of contributors in sustained leadership and
coordination positions. However, most of the organization is highly fluid.

By assessing the randomness (or lack thereof) of the time series for each of
the factors we have proposed and explored in this paper, we quantify how much a
VO is structurally fluid “according” to that factor. This creates a multi-dimensional
criterion for assessing the fluidity of VOs.

Moving from these multiple dimensions towards a unified indicator of the
structural fluidity of organizations will require further work to discern which factors
provide the most reliable and valid indicators of structural fluidity. We should
also investigate what relationships may exist between the various factors, and their
measures. There is ample space for further research in this area; for instance, our
observations of differences and variability of type of work in GitHub, once fully
developed, could become a key for validating the explanatory power of each factor,
and the relationships between those factors. We regard our current work as a starting
point for examining structural fluidity in individual VOs, and for comparing VOs.
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8.9 Impromptu Collaborations: A Path to Theories
of Structural Fluidity

Rails/rails has nominal central control in the “merger” role, but a growing number
of contributors emerging through GitHub’s pull request process. These widespread,
diverse collaborations are much more spontaneous, ad hoc, and at times short-lived
than traditional organization forms or bureaucratic organization forms like those
found in Wikipedia. We suggest that it is possible that GitHub appears to support an
organizational model that is neither hierarchical nor tribal in its form.

Rails/rails exhibits a small set of people in hierarchical leadership roles –
called mergers – who do the work of building and distributing code (the product).
Beyond contributors in those narrow roles, leadership is highly fluid. We do not
observe hierarchy; and the volume of productive work makes managed anarchy
seem implausible, yet not wholly inconsistent with what our data illustrates. The
development of better VO theories will, we think, result from examination of socio-
technical environments like GitHub, and openness to a range of unconventional,
post-organizational research questions. Structural fluidity, applied as an index across
VOs, has a potential to demonstrate its value in this kind of research, in terms
descriptive utility.

We present these findings recognizing important limitations and insights. With
regards to limitations, the focus on a single VO in GitHub is not generalizable to
other VOs, though our ongoing studies suggest rails/rails is similar to many GitHub
VOs, just on a smaller scale. This is an exploratory, proof of concept examination of
the idea of structural fluidity that lays groundwork for the development of reliable
and valid measures of differences in VOs. We show evidence of structural fluidity
and explain the role of different types of leadership across a number of indicators
that lead us to propose an index to support the ongoing study and measurement of
VOs.
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Chapter 9
Anonymity, Immediacy and Electoral Delegation
in Socio-Technical Computer Systems

Jean Botev

Abstract Collective decision-making is a key concern for every social group; the
clarity, effectiveness and participatory characteristics of the process are central to
democratic societies and procedures.

Networked computer systems in general and the increasing attention to social
aspects in their purpose and design offer the individual novel means for participa-
tion, but also entail specific systemic problems. These can be either variations of
existing general sociological and political issues, or arising also from the system’s
characteristic technical design and structure. This article provides an overview
of systems for collective and dynamic decision-making with their peculiarities,
focusing on the three core interacting aspects: anonymity, immediacy and electoral
delegation.

9.1 A Brief History of Delegated Voting

Political decision-making is a complex process, not only when individually con-
templating simple binary decisions, but specifically when turning multimodal and
-dimensional, i.e., dealing with a range of options in a larger group of individuals.

Since the dawn of Athenian democracy, various participatory approaches, mostly
based on specific voting processes and encompassing different levels of directness,
have been developed, proposed and applied.

One such way of facilitating the collective decision-making process is delegated
voting, also known as proxy voting. In this voting method, the individual participants
to a balloting procedure with regard to a certain question or issue can choose to
delegate their vote to another participant so that a vote can be cast for them in their
absence, also including the possibility of abstention or invalidity.

While the idea of delegated voting—as deployed currently—dates back to the
nineteenth century [3] with its telecommunications-aided form initially described as
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a concept already in the late 1960s [10,13], today’s networked computer technology
enables its realization without logistic restrictions altogether, thus increasingly
blurring the concepts of direct, participatory democracy and indirect, representative
democracy, as well as implicit and explicit voting.

9.2 Key Factors in Electoral Delegation

A recent experimental study reveals that endogenously implemented electoral
delegation works well with preliminary communication between the individual
participants, leading to overall efficient and equitable results [5].

However, it is important to note that not only the initial communication between
delegator and (potential) delegatee is decisive, but in large-scale, dynamic socio-
technical systems there is also a permanent feedback loop between the two, and the
actual decisions themselves feed back on the constituents in the system, as well.

This low-level reflexivity is both interesting and challenging in itself, but when
it occurs on a global scale networked computer system such as the Internet with
potentially geographically and temporally decoupled users, it adds another layer of
complexity to the overall dynamics of the process.

In addition to the actual delegation process, the two key factors anonymity and
immediacy discussed in more detail in the following need to be considered in the
analysis of specific socio-technical systems.

Exploring these aspects and their often circular interdependencies with regard to
decisions, behaviors, communication and other processes is an essential building
block both in and for the design of socio-technical computer systems, both if
including explicit voting and delegation mechanisms or not.

9.2.1 Immediacy

The formation of hierarchies is an integral part of the delegation process. An
important aspect for the dynamic bottom-up formation of efficient hierarchical
structures is the combination of meritocratic characteristics and immediacy of the
delegation, i.e., the amount of time between granting and withdrawing deciding
votes for both the agenda setting and the actual decision-making, which allows for
the fine-grained transition between participatory and representative modes.

9.2.2 Anonymity/Pseudonymity

In current socially aware systems, the role of anonymity and/or pseudonymity
is highly controversial. Traditionally, electoral anonymity implies freedom from
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persecution and freedom of speech while legitimization is taken care of by an
external authority which is cut out from the decision-making process as such. In
engineered networked computer systems that explicitly involve social structure,
however, also the authorization or legitimization becomes critical as it is a part of
or at least directly connected to the system itself, causing potential for misuse both
internally and externally—a dilemma that needs to be resolved in order to establish
the necessary level of acceptance with regards to the perception and use of such
systems and the credibility of the obtained results.

9.3 Existing Participatory Systems

Most socio-technical systems have a participatory character and therefore involve
voting procedures. These are often limited to a majority or counting vote without the
possibility of delegation, such as for conflict resolution in version control systems
or bug tracking in collaborative software development. In Bugzilla, for instance, the
voting feature provides a number of votes to users which they can allocate to bugs
as they deem appropriate [2].

More complex collective decision-making involving delegation as outlined in
Sect. 9.1 can be found in dedicated systems. With the proliferation of social
networking and Internet use in general, the design and potential of such systems
was discussed already at an early stage, such as in [4, 9]. Currently, research efforts
in that area mainly focus on security aspects [14] and on the integration of social
network information with participatory systems to allow for an improved efficiency
of the decision-making process.

Recent proposals include the Smartocracy [12] project that suggests implicit
delegation by combining existing social graphs with the delegation process, con-
ceptually following the idea of so-called mental maps [6] in order to algorithmically
form a traceable decision network. Another approach is taken for instance in [1],
where the concept of viscous democracy is discussed. Here, information from social
networks is used for calculating scores that further influence the voting power also
within an ongoing delegation.

However, a series of web-based participatory systems is already successfully
deployed. They are mainly used for general discussions, polling and generic voting
predominantly in the context of political parties or initiatives, and, more specifically,
in community management and the organizational sector. Once a submitted issue or
topic reaches a critical interest level among the users of the system and thus gains
the necessary momentum, when crossing this predefined threshold the users begin
the voting and delegation process. At the end lies a decision that ideally will be
acted upon or at least in some way influence actual policy-making.

In Germany, there are essentially two main software platforms in use for online
collaborative decision-making which are maintained and supported by different



142 J. Botev

non-profit organizations: Adhocracy1 from the Liquid Democracy e.V. and Liquid
Feedback2 operated by the Interaktive Demokratie e.V./Public Software Group.

The latter platform is used for running the German Pirate Party’s internal forum
for debate, which at the moment constitutes the largest deployed system of that
kind with more than 10,000 members and almost 19,000 initiatives or proposals
structured into roughly 3,500 topics [11]. However, many other parties, initiatives
and organizations covering a wide political and social spectrum run their own
platforms using similar technologies.

While some recent studies dedicated to liquid feedback and the concept of liquid
democracy [7, 8] also discuss aspects and mechanisms such as the transitivity
of delegation and its effect on topic selection and agenda-setting, a quantitative
analysis of deployed systems as well as the connections and cross-effects between
the various constituents remain largely unexplored.

9.4 Perspectives

Taking into account these considerations, this article intends to highlight the
importance of the way socio-technical networked computer systems and their users
interact with each other and contribute to their interdisciplinary understanding.

Electoral delegation as a central mechanism to enable and facilitate the decision-
making process is already well established. Still, many related aspects in dynamic
systems are not fully understood yet.

An important issue to investigate in this regard is how and to what extent the
increased immediacy in such participatory systems affects the users. The inherent
higher dynamics, i.e., more frequent revocations and reallocations of the delegation
appear to intensify the pressure on the delegatees.

Preliminary analyses also indicate that some notions might prove to be actually
counterintuitive. For example, anonymity and pseudonymity in closed or restricted
systems with a single account per user appear to have only a limited temporal effect,
with a Hawthorne-like reactivity setting in soon after.

The understanding of the complex dependencies and interactions between these
and other constituents is crucial both in and for the design of any type of socio-
technical system. While there is a large body of work on traditional political and
socio-economical systems, we are only beginning to connect all the dots and to
master the processes underlying novel socio-technical networked computer systems
and their intrinsic challenges.

1http://www.adhocracy.de
2http://www.liquidfeedback.org

http://www.adhocracy.de
http://www.liquidfeedback.org
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Chapter 10
Towards Acceptance of Socio-technical
Systems – An Emphasis on the Requirements
Phase

Joerg Doerr

Abstract This paper discusses some essential reasons why socio-technical systems
do not get the acceptance by end-users that is typically needed for a successful usage
of the systems. One major prerequisite to achieve sufficient acceptance is to ensure a
specific treatment of end-users, and stakeholders in general during the requirements
engineering phase. The paper illustrates examples how requirements engineering
activities for current as well as for future applications can help to increase the
acceptance of socio-technical systems.

10.1 Introduction

In the development of socio-technical systems, the requirements engineering phase
is essential for the later acceptance of the systems by its stakeholders. Important,
especially non-technical aspects of the system such as ethical, legal, as well
as cultural aspects can be identified in this phase and serve as an important
requirements basis for the further system development. Furthermore, they serve as
the basis for quality assurance, i.e., are the baseline to evaluate a socio-technical
product before it is released to its end-users.

The discipline of Requirements Engineering as sub-discipline of Software
Engineering is established in academia since about 20 years [1]. Nevertheless, we
can find a multitude of socio-technical systems in our society that find no or only
low acceptance at its end-users. The reasons for this are discussed in the following
by taking the perspective of industry-related reasons as well as academia-related
reasons.
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Although we can see an increasing usage of requirements engineering methods,
techniques and tools in the recent years, there is still a low spread of requirements
engineering techniques and methods in industry. Additionally, if requirements
engineering is performed in industry, it is often treated with a rather technical
perspective. This means that only few approaches in industry make use of methods
that have a strong emphasis on stakeholder analysis, or integrate with user centered
design [2]. Rarely, a structured stakeholder analysis is used. A third reason for
low acceptance is the low spread of end-user centricity in general throughout the
software development lifecycle. E.g., the usage of personas [3] during all stages of
software development in the offices of software engineers can help to propagate the
paradigm of end-user centric development.

In academia, we can find few approaches that combine user centered design
approaches with traditional requirements engineering approaches. Even though
the disciplines of requirements engineering and usability engineering have many
activities, principles and even produced artifacts in common, one can rarely spot
scientific papers that integrate both worlds such as [4–6]. A second reason that leads
to systems of low acceptance is the fact that the field of user experience is still in its
infancy and needs to advance faster to provide more methodological guidance to the
software engineering communities. Finally, we see a lot of socio-technical systems
that basically have a large subset of members of our society as end-users, but only
few of them are involved into the system development during the requirements
engineering phase. Those “representative end-users” are then identified and involved
in the requirements engineering during product development. All others do typically
not have any possibility to influence the software development. With the advent of
social media, new approaches such as the usage of crowd-sourcing in requirements
engineering and enabling the end-users to provide direct requirements [7] should
be researched more intensively. The remainder of this paper emphasizes the use
of requirements engineering activities for current and future applications: the use
of concepts like task-oriented requirements engineering to increase acceptance for
current systems and an outlook on how to use crowd-sourcing in requirements
engineering for future applications.

10.2 Using RE to Increase Acceptance for Current
Applications

In this chapter, two essential principles for requirements engineering that can
increase the acceptance of socio-technical systems are outlined: the deployment of
a holistic view on requirements engineering, taking technical, business and end-user
concerns into account, and the usage of task-orientation, exemplified by means of
the TORE approach.
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Fig. 10.1 Essential stakeholder perspectives on socio-technical systems

10.2.1 Using a Holistic View During RE

One key challenge in modeling the requirements of socio-technical systems that
shall provide high acceptance of end-users is to take into account the differ-
ent perspectives on the socio-technical system: Basically, one can distinguish
the requirements from a business, an end-user, and a technical perspective (see
Fig. 10.1). If too much emphasis is given to technical solutions, and modeling
focuses on the IT system only, important aspects of the organizational context or
the end-user requirements are often neglected. This is one major reason for the
perception of insufficient business – IT alignment and also low acceptance of the
system by end-users and business stakeholders. Therefore, requirements models of
socio-technical systems need to represent information from all three perspectives.
During elicitation and integration of this information, the necessary interdisciplinary
working of the teams is frequently perceived as a major obstacle for efficient
modeling. In practice, smooth interaction between these three perspectives based on
integrated requirements modeling is a key success factor for efficient and effective
requirements engineering that can lead to higher acceptance of the final system.

10.2.2 Using Task-Orientation in RE

About 10 years ago, the TORE (Task- and Object-oriented Requirements Engi-
neering) approach for modeling interactive systems emerged as a result of a
systematic analysis of existing approaches for modeling interactive systems [8].
This approach was updated in recent years to cope with the challenges of modeling



148 J. Doerr

Fig. 10.2 Concepts in the TORE framework

complex socio-technical systems. The description of TORE in this paper is modified
version of the description of TORE in [4]. TORE is a decision framework, which
encapsulates decisions on four different levels of abstraction that typically have to
be made during requirements engineering for socio-technical systems (see decision
points in Fig. 10.2). The decisions correspond to requirements concepts that can
be modeled for a socio-technical system. They are independent of concretely used
requirements processes or notations, allowing high applicability in many different
contexts. For each concept, it is typical that a requirements specification contains
artifacts that model information about these concepts. The concepts of TORE will
be described in detail in the following.

At the Goal & Task Level, the first decision point is Supported Stakeholders.
Deciding which stakeholders should be supported by a system to be developed is
usually one of the initial decisions to be made and an essential one to ensure that all
intended stakeholders will accept the future product. Stakeholders are analyzed with
regard to the previously mentioned business, technical and end-user dimensions.
Notations used to model this decision are typically stakeholder maps as used in [9]
(see also Fig. 10.3), stereotypical user descriptions such as personas [10], or simple
role descriptions.

The second decision point is to capture which Stakeholder’s Goals exist and shall
be supported by the system. Understanding the stakeholder’s goals is essential to
reach high acceptance. It is the first abstraction level to justify all future interactions
and system functions of a socio-technical system. The functions themselves and how
they are implemented must be clearly motivated by indirect or direct traces back to
the stakeholder’s goals. TORE models goals of organizations (business goals) as
well as goals of users (individual goals). Typical notations used for modeling goals
are notations used in methods such as KAOS [11], i* [12], or simple AND/OR
goal refinement trees. Typically, the functional goals are refined into Stakeholder’s
Tasks. In a simple system, the Stakeholder’s Tasks include the tasks of the users,
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Fig. 10.3 Basic techniques like the stakeholder onion model can support acceptance during
requirements engineering

while in complex business information systems, this decision point is the hierarchy
of business processes.

At the Domain Level, each Stakeholder’s Task is then refined into its As-Is
Activities, i.e., the description of how tasks and business processes are currently
performed without the system to be developed. The knowledge about the current
situation makes later development stakeholders aware of where the end-users come
from and what they are used to and what will be completely new system concepts.
This is essential to plan for change management if essential process steps are
changed. This is often neglected in many system development approaches. In
contrast to the As-Is Activities, the To-Be Activities describe the tasks or business
processes as they should be carried out when the system to be developed is in
place. The typical notation used to model the As-Is and To-Be Activities are process
modeling notations such as BPMN [13], EPCs [14], or UML Activity diagrams [15].
By modeling the System Responsibilities, one then determines which of the To-Be
Activities are performed automatically, and which are performed only by humans,
respectively by humans using system support. Often, the To-Be Activities and the
System Responsibilities are determined at the same time. Furthermore, Domain
Data determine which data is handled on the Domain Level, respectively within the
To-Be Activities. Typical notations for modeling the Domain Data are ER Diagrams
or UML class diagrams.

At the Interaction Level, the Interactions define for all system-supported To-Be
Activities what the concrete usage of a system by a human should look like. This
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is an essential activity to reach high usability of the system. The interaction of
the human with the system is often left as implicit decision to the development
stakeholders. Especially if the development stakeholders are not used to the domain
or do not have a clear impression of the future end-users, inappropriate decisions
will be made for this decision point. So we see it as essential to make these decisions
explicitly during the requirements phase. Typical notations used to model decisions
of this decision point include Use Cases [16] or other scenario techniques. For all
System Functions that are identified during the To-Be Activities and Interactions,
the System Functions then describe the corresponding details (visible behavior,
input, output, etc.). Furthermore, the Interaction Data determine the data used in
Interactions and System Functions. Hence, they are typically a refinement of the
Domain Data, using similar notations. With regard to early UI design, the UI-
Structure is a first logical grouping of functions and data, but with neither a detailed
layout nor a modality decision. Typical notations used to document these decisions
are workspaces as proposed in [17].

As explained before, TORE already offers strong integration of usability con-
cerns into the requirements models to increase acceptance. Nevertheless, require-
ments for other important qualities such as performance, maintainability, or porta-
bility need to be modeled in order to create high-quality socio-technical systems.
We depicted the need for such models with the Non-Functional & Cross-Cutting
Aspects decision point as an extension of the classical TORE framework in Fig. 10.2.
Furthermore, Constraints for the system development as well as Policies such as
Business Rules need to be documented. More detailed information on TORE in
general can be found in [8].

10.3 Outlook: Using RE to Increase Acceptance for Future
Applications

We see a class of socio-technical systems emerging that has a massive number
of end-users. Examples from the private domain are social networks. With the
advent of so-called smart software ecosystems, we will also see more and more
information systems with several thousands of end-users emerge. Examples are
information systems in smart cities or networked systems that include data from
transportation systems. Potentially, all citizens are end-users of such systems.
To increase the probability that these systems will reach high-acceptance, new
requirements engineering techniques, especially for the evolution of such systems
can be used. We foresee that for that purpose, crowd-sourcing will take place to
support requirements elicitation. On the one hand, automatic data will be collected
from the end-users’ usage of the system (respecting privacy issues). We call this
approach also mining-based requirements engineering (cf. Fig. 10.4) and the data
will be (semi-)automatically processed. From that hypothetic requirements will be
proposed and validated. On the other hand, end-users will be motivated to provide
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Fig. 10.4 Usage of mining-based and crowd-based RE to increase acceptance of future systems

intentional and direct feedback (e.g., via videos, pictures or textual requirements)
[7] to gather requirements. Finding an efficient way to integrate this information
into the modeling artifacts of our current systems for these kinds of complex socio-
technical systems will be a major challenge in future research.

10.4 Summary

In this paper, we argued that the requirements engineering phase is an essential
phase to achieve high end-user acceptance for socio-technical systems. But even
though the discipline of RE is around for about 20 years, many systems with low
acceptance exist. We argued that this is due to the fact that research, especially
in the area of user experience and also the intertwining of end-user centricity
and requirements engineering is still to advance. On the other hand, existing RE
techniques have not made their way to industry. Based on this, this paper provided
a short description of two basic principles for RE that can help to achieve higher
acceptance: a holistic perspective on RE, taking into account business, end-users
and technical stakeholders on the one side and the task-oriented requirements
engineering paradigm with the TORE approach as example on the other side. For
future application systems, we envision that crowd-sourcing can help to achieve
higher acceptance. For this, mining-based RE approaches can be combined with
crowd-based feedback approaches.
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Chapter 11
Morals, IT-Structures, and Society

Wolfgang Lenski

Abstract Based on Neuser’s conception of knowledge (Neuser, Wissen begreifen.
Zur Selbstorganisation von Erfahrung, Handlung und Begriff. Springer, Heidelberg,
2013) a new characterization of morals is given which transfers the structure
of knowledge to morals. This transformation is designed in a way such that
the dynamic role of the inner functionalities is preserved. As a consequence a
methodology evolves which explains the rise of morals in a society and at the
same time identifies the factors that govern its internal dynamics. Especially, the
influences of it-structures and technologies on the rise and change of morality can
then be clearly understood. This approach thus prepares the conceptual grounds for
questions of orientation, self-reassurance, and self-positioning of a society in view
of the technological development.

11.1 Introduction

In the literature as well as in political or social disputations there are many concerns
on the influence of computer science on society or on social or individual behaviour,
respectively. Already in the 1970s of the last century Weizenbaum [22] hinted at
the impact of it-structures on society. More recently, Grimmelmann [4, p. 1758]
for instance stated with respect to the social development in a quite critical sense
that “We are all regulated by software now”. In pursuing this point Schneider [19,
p. 290f] annotated that we all are inevitably concerned with the impact of it-structure
on society and consequently appeals common responsibility for future conditions of
social life. In the same line of argument Paech and Poetzsch-Heffter [14] recently
emphasized the importance of it-applications for the social and organizational
change. In [18] Rohde and Wulff hint at the socio-technical dual nature of it-
artefacts and request that already their design should take this nature into account.
Orwat et al. [13] note that software “increasingly establishes the rules of human
interactions” [13, p. 628] and demand that still pending activities should be based on
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a thoroughly performed exploration of the effects of such an extensive penetration
of every day and professional world.

All these statements reflect sensitivities in science and society that are indeed
crucial for the internal dispositions and the self-reassurance of members of a polity.
Hence it is not surprising that all the statements urgently demand for a clarification
of principles of self-constitution of men in the light of these sensitivities. There are
thesis on the kind of their intertwining, though. “Moral knowledge is learned in
social relationships.” may be read, e.g., in [19, p. 289]. In view of methodological
reflections Orwat et al. suggest that the sociological instrument of institutional
research be used to investigate “which insights about implications and options of
shaping can be obtained from this research field” [13, p. 628]. But actual scientific
enterprises focusing on the kind of mutual relationships based on a well-founded
scientific methodology and providing insight into the dynamics of social change are
rare. On the other hand, such scientific explorations as a solid ground for subsequent
disputations on consequences for societies are considered to be urgent. This paper
intends to contribute to these needs.

What are structures of the internal disposition of an information society? Which
methods are adequate to describe influences people are facing in the information
age? What promotes the social acceptance of information technology and its
derivates? What are the driving forces of its dynamics? These are the types of
questions that will be addressed in the following. The very nature of these questions
already indicates that the main focus will be on the interrelation between aspects of
computer science, (information) technology, and society. More concretely, special
emphasize will be given to the impact of computer science to social phenomena. It
will turn out that philosophical reflections on the internal constitution of ‘informed’
societies—along with the kind of individual attitudes and dispositions that may be
identified therein—will constitute the main key for a well-founded answer to all
these questions.

So the problem addressed is to investigate how and in which ways computer sci-
ence and society interact and influence each other. In the course of our investigations
we will present concepts and structures that throw a new light on this very topic.
More precisely, it is intended to identify fundamental structures and clarify basic
phenomena that constitute and rule dependencies between these areas. Moreover,
the very mechanisms of mutual influences and dependencies will be made explicit.
As a result the kind of interaction will not only become intelligible but will also
provide insight into its driving forces.

11.2 Socio-Informatics

Although an analysis of social phenomena along with the involvement of structures
from computer science will play a central role, the present study is not meant to
contribute to research in a field that could be called ‘computational sociology’. More
concretely, it is not our interest to apply computational or other methods stemming
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from the field of computer science to solve problems of a sociological nature.
Instead, the specific area of interest is to investigate the influences of information
technology and computer science methods to social phenomena. It will turn out that
the most promising approach will originate from the perspective of a philosophical
reflection involving aspects of social acceptance and evaluation. This approach will
provide a conceptualization to describe the changes in social contexts that evolve
from the application of it-structures and computer science methods.

Following a suggestion of Müller and Wahlster, we will rather adopt the notion of
informatics than computer science in this context, since “Informatics is more than
just computer science and incorporates the impact of services on society, where
individuals interact with information technology.” [10, p. 521]. Hence the intention
of this paper is to contribute to socio-informatics—a comparatively new sub-field
of informatics whose main research interest has been characterized by Rob Kling
as “the interdisciplinary study of the design, uses and consequences of information
technologies that takes into account their interaction with institutional and cultural
contexts” [7].

But what should be the key concept and the main methodology to study this field?
Müller and Wahlster—although well addressing the kernel of the problem—dampen
our expectations. They continue as follows: “This however, cannot be maintained
with an ‘Internet of Things’, where physical entities interact with computers and
Big Data transforms known concepts of learning and adaption.” [10, p. 521]. Hence
according to [10] no solutions for the problems posed above may be expected
neither from methods exploring big data nor from it-structures forming the basis
for subsequent physical products. Similarly, Kling’s statement is rather a program
than a methodological guideline for analyzing tools.

In such a situation it is generally wise to look for the most fundamental aspect that
is brought in into socio-informatics from the participating areas, i.e. from the side
of sociology in our case. The key concept of sociology is instantiated in the most
influential book that essentially contributed to establish sociology as a scientific
discipline: Max Weber’s Wirtschaft und Gesellschaft. Grundriss der verstehenden
Soziologie [21]. In the very beginning of the first chapter Max Weber characterized
the main concern of sociology as follows:

‘Sociology’ is a word which is used in many different senses. In the sense adopted here
it means the science whose object is to interpret the meaning of social action and thereby
give a causal explanation of the way in which the action proceeds and the effects which
it produces. By ‘action’ in this definition is meant the human behavior when and to the
extent that the agent or agents see it as subjectively meaningful: the behaviour may be
either internal or external, and may consist in the agent’s doing something, omitting to
do something, or having something done to him. By ‘social’ action is meant an action in
which the meaning intended by the agent or agents involves a relation to another person’s
behaviour and in which that relation determines the way in which the action proceeds. [20,
p. 7].

The crucial concept in the characterization of the subject of sociological interest
is thus action. But it is not only pure action; it is “subjectively meaningful action”—
a person’s behaviour. Hence socio-informatics is essentially about the impact of
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informatics or computer science (applications) on social phenomena with respect to
personal—or as we will see later on—individual behaviour.

In the following we will argue that we may well end up with most valu-
able conceptions in the field of socio-informatics, if we enrich the sociological
perspective—based on ‘pure’ actions—by a philosophical one. More concretely,
we will complement pure actions with judgements. The main goal of this paper is
then to demonstrate that by doing so we will indeed gain a new perspective on socio-
informatics that may show most fruitful fine-structures of its inner constitution.

Now there are two special dimensions of judgements that play a role in our con-
text: we could judge (possible) actions according to the categories helpful/unhelpful
or successful/unsuccessful, respectively, i.e. according to epistemic categories. But
we could also value actions via the distinction good/bad or acceptable/refutable,
respectively, i.e. according to moralistic (or ethical) dimensions.

In this context it is highly significant that with Neuser’s approach [11] a new
conception of knowledge enters the scene which exactly pursues this perspective.
It develops a new perspective on actions which is not of a sociological nature
but follows the helpful/unhelpful or successful/unsuccessful line. Being not of
a sociological nature by constitution, Neuser’s approach nevertheless provides a
powerful tool to analyze social dynamics as well as a description methodology
for the emergence of actions in a society. Basically only coping with knowledge,
Neuser’s approach could well constitute the key concept for studies on the influence
of informatics on morals in a society, too. This paper is meant to contribute to
exactly this topic.

11.2.1 Mass Phenomena

Another phenomenon deserves attention in view of the aims of this paper. In
many areas certain types of aggregations (“masses”) have properties or show
behaviour that are not a compilation of properties of the behaviour of the individual
participants. Instead, other models making use of properties which are unique to
the mass are much more effective or even solely appropriate and productive. To
illustrate this kind of relationship the following list mentions a few typical cases:

• Evacuation models
In evacuation scenarios the personal behaviour of individuals is totally irrelevant
for the superior goal to study the movement of the group. Instead, an efficient
evacuation of a great number of people in specific critical situations, e.g., in case
of fire, is best be simulated by the flow of a viscous fluid. This model is known
as the people-fluid analogy (cf., e.g., [8, p. 559]).

• Thermodynamics
In the field of thermodynamics it is well known that warmth is based on
the velocity of particles but it is not computable by procedures based on the
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individual velocity along with their directions in space. As a consequence,
a statistical approach is used instead of causal methodologies.

• Mathematics
Even in mathematics we find a variant of a mass phenomenon: the reals cannot
be constructed out of the rationals by finite constructions like, e.g., the rationals
can be constructed out of the natural numbers—they are incommensurable with
the rationals as the ancient Greek mathematics formulated the matter. In modern
mathematics the reason for this incommensurability is obvious: a strong form of
infinity is inevitably involved into the constructions of reals—be it via Cauchy-
sequences, Dededkind cuts, or the like. Always essentially infinite sets are
involved which must satisfy additional properties (cf., e.g., [17, ch. 12]).

• Computer science
In computer science it is commonly agreed that existing methods to handle and
analyze data are not sufficient in case of huge bulks of heterogeneous data that
should be handled in short time under a coherent perspective: big data [6]. There
is a demand for new methods (cf. also [12]) to exhibit new insights into abstract
phenomena with the potential to change the living conditions of (groups of)
persons dramatically.

A common feature of all these examples is provided by the fact that individual
deviation has not necessarily an impact onto the whole. In the evacuation scenario
an individual pursuing a different escape solution has no impact on the mass—at
least as long as its behaviour does not result in what could be called a ‘perturbation’
inside the fluid affecting a greater number of others.

11.2.2 Morals and Ethics

Ethics is one of the basic disciplines of (practical) philosophy. Its main concern is
reasoning on (systems of) values or norms, respectively, arguing for their validity
or attempting to provide a justification of their normative claims. Its intention is to
provide a theoretical framework of general principles resulting in an orientation in
the ‘world’ and to judge possible actions accordingly.

In view of social issues ethics is an area of pure philosophical considerations
with an impact on social problems. It reflects on social problems and provides
orientation for the members of a society independent of specific social conditions.
This implies that no forms of empiricism is traditionally associated with ethical
considerations or even involved in discourses on the topic.1 As a consequence, the
relationship between ethics and society is one-directional; society may well address
ethical problems and demand answers but their treatment is a matter of Philosophy.

1It does not withstand that sometimes examples taken from everyday’s life are used to illustrate
philosophical issues but they are meant just to complement the theoretical discussion.
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In contrast to ethics morals is meant to describe the values as well as the
forms of commonly accepted behavior in a society, a polity, or in a social (sub-)
system like, e.g., a peer group. A study about these subjects may well be a matter
of sociological research investigating social practices, attitudes, etc. Interestingly
enough, the approach developed in this paper will contribute to questions of this kind
insofar as the internal driving forces of the rise of behaviour are made transparent
and hence could be subjected to respective studies.

One fundamental difference between ethics and morals is especially important
in our context. Being a philosophical discipline ethical problems are examined
by philosophical reflection. Insofar ethics can in no way be viewed as a mass
phenomenon—it cannot arise from the study of a new perspective on a huge amount
of individual behaviour. The consequence is important: it must rather be considered
as an area that influences society than being a compilation or a mass phenomenon
arising from individual actions of its members.

The situation is different for morals. Morals may indeed—at least under some
special circumstances—be described as a mass phenomenon consisting of indi-
vidual actions in a polity. On the other hand, it can hardly be compilated out of
individual activities or personal stances in a cumulative or statistical sense. So there
is a principal gap between the detection of some morals and their basis in personal
behaviour. In view of this situation the concern of socio-informatics is on morals
rather than on ethics. Especially, the rise of morals through attitudes along with
investigations on influence factors especially stemming from it-applications may
well constitute a point of interest of socio-informatics.

This very area of interest may now well be associated with Neuser’s new
conceptualization of knowledge. The aim of this paper is to demonstrate that the
most central aspects of the conceptualization developed by Neuser—and basically
intended for a different purpose—may well be applied to the relationship between
morals and actual social behavior. Interestingly enough, Neuser’s approach essen-
tially relies on it-structures. This ties computer science, it-applications, morals, and
theories of knowledge closely together.

11.3 Conceptualizations of Knowledge

In order to understand Neuser’s fundamentally new approach it is helpful to compare
it with other philosophical conceptions of ‘knowledge’. The most prominent one
goes back as far as to Platon and hence outlasted nearly 2,300 years of critical
reflection. It remained unchanged in its essential parts and is thus still the basis
for modern philosophical considerations on the topic.
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11.3.1 The Classical Approach

In the final parts of the Platonic dialogue Theaitetos [16] the concept of knowledge
receives special attention and is discussed by Socrates and Theaitetos. The first point
to emphasize is that according to Platon knowledge is based on subjective belief.
Likewise, no further disputation is given to the fact that this belief must be true in
order to qualify as knowledge. These two specifications are immediately accepted
by Socrates and his dialogue partner Theaitetos and thus are not discussed further.
In addition, the two partners also immediately agree that these two characterizations
still must be considered as being insufficient to capture the concept of knowledge in
an adequate way. A personal belief that turned out to be true just by chance should
not be considered as knowledge! For example, a pure guess that later on turned
out to be true would hardly be considered as pre-existing knowledge—despite the
fact that it became a true belief, i.e. does actually meet the conceptual requirements
given so far. This leads to the conviction that knowledge would require a justification
(cf. [16]).

The result is the so-called jtb-theory (‘justified true belief’ theory) of knowledge
which constituted the basis for any conceptual assignation up to the twentieth
century. It is worth mentioning, however, that the third condition (justification)
turned out to be an extremely crucial one which hardly could be fulfilled in total
and so became a topic of discussion up to nowadays.

Modern characterizations of knowledge haven’t changed the overall specification
much besides the fact that the view of subjects along with their gnosis of the ‘world’
as developed since Descartes has left its marks on the matter. So instead of justified
true belief the characterization now reads as follows (see, e.g., [1, p. 39]):

A subject S knows the proposition p iff (i) S believes in p

(ii) p is true

(iii) S’s belief is justified.

Hence besides the subject-centered re-organization of the description the essen-
tial contents remains unchanged in principle. Insofar the modern characterizations
share the main problems of the classical conception of knowledge:

• Platon need not discuss truth in this context, because he could rely on his own
conception. But in order to use his description outside of the context of the
Platonic dialogues a specific conception of ‘truth’ is required.

• Any justification must rely on some other previously accepted knowledge.
However, no forms of absolute knowledge constituting the grounds for every
specific knowledge can be found.

Besides these well-known problems some other characteristics of this conception
deserve special attention. They are obviously presupposed by Platon as there is no
further discussion about them in the Theaitetos.
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• The belief must in the first place be something that can be true or false. In other
words sharp criteria of fulfillment can be applied to its content.

• Knowledge must completely be accessible to conceptual reflection. Hence at
least the contents of those beliefs that qualify as knowledge must be expressible
in a suitable language representing conceptual relationships. Otherwise the
question of justification would be senseless which, however, is not the case in
the Theaitetos. So knowledge has the form of a proposition.

• The underlying belief as the carrier of knowledge is bound to a subject—an
individual. It either originates from a human’s mind or is acquired by a person.
In case it is acquired it is then necessary to appropriate its contents, i.e. to make
it one’s own (cf. [9] for a further description of this process).

• Although knowledge is bound to a subject, justification refers to something
beyond merely subjective dispositions. A such it must gain recognition via
structures whose grounds are not solely subjective such as, e.g., forms of
rationality.

• The kind of justification must be accessible to the subject, though, e.g., by
being rational and realizing the rational arguments of the justification. Hence
the origination of the subjective belief must in principle be an object of further
inspection as well or at least be reliable in some sense that has gained general
recognition (cf., e.g., the externalist or causal theories of knowledge [1, p. 45ff]).

Summarizing these points we find that knowledge in the Platonic sense is related to
a human subject. It describes conceptual relationships for which precise satisfaction
criteria do exist which are external to but comprehensible by the subject having the
belief.

11.3.2 Neuser’s Conception of Knowledge

Neuser’s conception of knowledge [11] is totally different from the approaches that
have emerged in history so far. The basis of his conceptualization are actions. Insofar
Neuser’s approach shares the basic constituent with sociology. This is at the same
time the reason why his kind of conceptualization may be re-contextualized in social
structures as we will see in the following.

But in contrast to the sociological perspective ‘action’ in the sense of Neuser
is primarily subject to subsequent reflection and not simply understood as a form
of behaviour to be studied from the position of an observer. Just in the contrary,
the entanglement with reflexive structures is the main characteristics of Neuser’s
specification. In Neuser’s understanding actions do not necessarily need to be
actually performed; it is sufficient that in principle they could be performed.
In addition, action is not just something that happens but must deliberately be
performed by an entity. As such it meets the basic disposition of the philosophical
theory of actions going back to Davidson [2].
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Beyond this pure basis there are important differences between Neuser’s and
Davidson’s perspective on ‘action’, though. As a causal theory Davidson’s interest
concentrates on explanations of actually performed actions. Moreover, whereas in
Davidson’s approach actions react on desires, Neuser’s conception is closely tied to
experiences as well—a feature which makes it also different to the conceptualization
of ‘concept’ provided by the Peircean pragmatics [15]2 which on the other hand
shares the relation to (possible) actions with Neuser’s conception.

Now the perspective of reflection goes along with conceptual relationships
connected with actions. The key concept in this context is experience. Opposed to
actions, experiences are conceptually interpreted entities. But Neuser’s conception
of ‘concept’ does mean something clearly dissimilar to classical understandings.
Concepts according to Neuser’s approach are not ‘clear’ and ‘distinct’ like with
Descartes and are not abstractions from concrete entities completely characterized
by their foundational specification (the ‘proprium’) like with Aristotle. Concepts are
also not truth-functions like with Frege and with modern logics.

Concepts in Neuser’s theory consist of three inner components:

• An explicit content of meaning which comprises the immediate content.
• An implicit or latent content of meaning which annotates the history of the

concept as well as its position in relation to other concepts.
• Valuations which are inevitably associated with each concept.

What simply happened while performing an action is turned into experience only
in case it is grasped by a concept [11, p. 76]. These conceptual explanations
constitute the ground structure of experience [11, p. 77]. Especially, concepts are
prior to experience insofar as they incorporate functionalities that turn the outcome
of actions (incidences) into experiences [11, p. 79].

As concepts are not precise, comparable consequences of actions can be inter-
preted through slight variations of the implicit content. This is the way in which
conceptual development occurs: it is the result of a slight variation of the interpre-
tation of previous experience applied to a new situation. It can then constitute the
basis for new experiences or just being ignored when not considered as successful
or otherwise promising (cf. [11, chapter 2]).

Coming back to knowledge, according to Neuser knowledge is interlocked with
actions in a irreducible and indispensable way. Knowledge is the mutual determina-
tion of concepts, experiences and (possible) actions. We do know something in case
we have the option to derive an action out of the known [11, p. 71]. Knowledge
thus mediates between concepts, experiences, and actions insofar as knowledge
makes experiences suitable for actions via their related concepts [11, p. 76]. Hence
knowledge may be understood as the activation of past experiences for future
actions. It necessarily involves concepts as they incorporate the functionality to turn
actions into experience. The following figure illustrates this situation (Fig. 11.1):

2Cf. especially the so-called pragmatic maxim in [15, p. 293].
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Fig. 11.1 Neuser’s conception of knowledge

11.3.2.1 Individuals and Common Knowledge

So far the theory only describes individual actions and their relation to individual
knowledge, concepts, and experiences. But there are more dimensions involved:
communication and social mediation via shared experiences. Individuals primarily
share their experiences with others [11, p. 80]; they communicate about their
experiences and not at first sight about their concepts. They thus constitute a
community of shared experiences rather than a communicating community.

This sharing of experiences give rise to a super-structure of knowledge called
common knowledge [11, p. 95ff]. The inner constitution of this super-structure of
knowledge—the common knowledge—reflects in principle the inner structure of
individual knowledge.3

But the relation between (individual) knowledge and common knowledge is
twofold: An individual participates in the common knowledge and communicates
its own experiences which might then give rise to similar experiences by other
members of the community. This sort of influence, however, is not predictable.
It essentially depends on overall dispositions of the community. In times when
most individual experiences are more or less successful und in fact yield the
desired or expected outcome the probability of infections of more tremendous
variations is rather neglectible. But in more critical times when a huge amount of
members of the community are seeking for new experiences—new solutions for
urgent problems—new (successful) experiences more easily find their way into the
common knowledge such that others get informed and subsequently try to turn it
into their own experiences.4 It is essentially the same process that is meant when
talking about the so-called ‘killer applications’ in technology.

Hence the relation between (individual) knowledge and common knowledge is
best described as a mass phenomenon of the type discussed above, i.e. one that can-
not completely be explained on the basis of the respective individual constituents. At
one hand individual actions contribute to the common knowledge but the contents of
the common knowledge does not in a functional sense depend on the properties of
the conceptually relevant individual actions. Especially, individual variations do not

3There are slight differences that are not important, though. For example, incidences (the ‘results’
of actions) do not play a role in common knowledge.
4Cf. especially [11, chapter 2] for a more detailed description of this process.
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immediately effect the common knowledge. Changes in the common knowledge
must rather be seen as an evolving process of local variations which may or may
not ‘infect’ the common knowledge, i.e. result in a wave of changes eventually
inspiring a certain amount of participants of the community to respective new
experiences. In addition, change depends on several independent factors such as,
e.g., the internal disposition of the community towards the willingness to changes,
the internal communication structure, the way individuals actually propagate their
ideas, their authority and social status in the community, the propagation reach of
stimulations, etc. So change can most probably rather be described than actually
predicted. Common knowledge thus has its own dynamics which is different from
the development of individual knowledge. Figure 11.2 describes this relationship:

Now summarizing the points mentioned so far it turns out that all the deficiencies
of the classical approach are surmounted by Neuser’s approach. At first, Neuser’s
conception is totally independent of classical theories of knowledge. Especially, the
crucial condition of the other approaches—justification—is no longer present in this
new context; it is simply not an issue of Neuser’s theory and thus rendered obsolete.
Finally, knowledge is no longer propositional.

11.3.2.2 Influences of Computer Science, Technologies,
and Views of the World

Besides individual sharing of experiences, concepts, and (possible) actions there are
other sources of influences to common knowledge, though. With respect to these
sources of influence even the acting individuals only play a passive role insofar this
kind of influence is not an outcome of any form of individual actions at all. So two
totally different types of influence structures on the common knowledge must be
kept separate: one stemming from conceptualized experienced individual actions
and another one stemming from some external sources.

The latter ones—sources of influence totally independent from individual
actions—must again be subdivided into two different influence spheres. The first
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Fig. 11.2 Neuser’s conception of common knowledge
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one originates from the overall self-assurance of the position of men in relation to
the ‘outside world’ (which itself must be seen as the result of a reflection on ‘what
there is’) together with the way he experiences this relation. It is the question how
people themselves understand their bare being in the ‘world’ they experience. This
self-assurance restricts the way which ‘moves’ can be made at all in the actions
game, i.e. the possible estimated reach and sense of one’s own actions.

In the Middle Ages, e.g., truth was in its totality only recognizable by God—
knowledge in its essence was principally inaccessible to men. In finding truth the
task then was to understand God’s wisdom as good as even possible—despite the
fact that men never could actually succeed, because the principles lying behind were
hidden and not accessible to men. Hence to gain true knowledge in the sense of the
Platonic conception was considered as impossible in general and hence attainable
only in parts and in principally restricted form.5

In the modern era since Descartes this kind of self-assurance has totally changed.
The subject itself has entered into the center of epistemic experiences of the
‘world’. As a consequence, truth, for example, is no longer only recognized and
recognizable by God. Instead, the justifications as part of the knowledge conception
must be realizable and judgeable by the subjects themselves. They are the new
instances for which validity must be shown. As a result of this self-repositioning
new forms of actions get into the reach. These are initially tested by a few at first
followed by a continuously increasing number of people until they become common
experience. This is the first way in which general presuppositions influence the
common knowledge.

The second kind of influence stems from a totally different source. The respective
line admittedly also goes back to views of the ‘world’. But this time it is not the way
in which subjects understand the ‘world’ and their own position with regard to it—it
is not the epistemic view. Instead, it is the ‘world’ in the way it is captured by the
sciences as the basis for subsequent methodological treatments. The most prominent
role in view of possible impacts on society without any doubt play computer science
and information technology structures. So these are the areas that deserve special
attention in the following.

In every scientific fields and especially in computer science and informatics,
however, it is not the ‘world’ in its unrestricted totality that is actually captured by
the respective science. Instead, the intended and envisaged application along with
theoretical interests and possibilities as well as principles of design pre-structure
the treatable aspects of the whole. Accordingly, the whole variety of the being
is reduced to those aspects that are in the focus of interest and that at the same
time can be handled in a technological and methodological sense. ‘What there is’ is
beforehand specified by (pre-structured) ontologies and what is treatable depends on
the initial structures and design principles used to grasp certain aspects of interest

5As a side-effect this self-conception gave much authority to the institution that was considered
(and widely accepted) as the legitimate authority to proclaim God’s wisdom and his unbounded
and limitless knowledge.
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out of the totality of the unrestricted being. So it is not the totality of the ‘world’
but a restricted, pre-structures view of the ‘world’ that constitutes the basis for
subsequent it-based functionalities. But those functionalities are the ones that finally
contribute to and at the same time pre-determine our actions, experiences, and
conceptualizations, i.e. our knowledge.

Again, this can happen in two ways: either in form of a direct impact on possible
actions or mediated via technologies. In any case they span a space of possible
actions which most probably will finally also be used. If we now want to make use of
possibilities offered by computer science applications, our possible actions remain
bound to the underlying design principles and information technology structures.
For example, we cannot use a structured database for a request that does not meet
(and cannot be derived from) its internal organization.

On the other hand we get finally acquainted to the possibilities offered by the
respective structures and find some of them useful such that we start to use them
quite frequently. In other words, we appropriate the given possibilities6—which
are in turn based on the initial structures the being has been equipped with—and
transform them into actions. Those actions in turn will then lead to new experiences
(for example some facilitations of life) along with new concepts. Now propagating
and communicating these new experiences together with the concepts will motivate
others to facilitate their life in a similar way. So we may then ‘infect’ others, i.e.
motivate them to share our experiences to the benefit that had been promised and
associated with it.

Similar phenomena happen for the technologies that derive from it-structures in
a more or less hidden way. They enable activities or facilitate actions that otherwise
would be quite hard ones or even impossible. It’s the form of propagation that finally
results in new actions via enabling technologies. But exactly this way they constitute
an impact on society (Fig. 11.3).7
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Fig. 11.3 Influences on common knowledge

6For this concept of appropriation cf. [9].
7Figure 11.3 includes [3].
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We may now summarize as follows: it-structures and derived technologies pre-
determine the way in which we orientate in the ‘world’. They admit or enable
actions we finally find at least useful and won’t miss in the future. However,
those it-structures stem from a specific perspective onto the ‘world’. Once such a
perspectivation has penetrated the social behaviour it shows persistence and cannot
easily be overcome.8 Moreover, the entities that are considered to exist therein are
also just the result of an initial design decision. So the most important impact on
society is given by the way in which the ‘world’ is represented in the structures of
computer science and in information technologies.

An Example

The following example on illness may illustrate this situation: Common knowledge
includes conceptual descriptions of diseases which in turn include hints for suitable
treatments. This is, e.g., taught during medical training at the universities. The
basis for such treatments are successful healings—besides others—performed and
documented by clinical studies. All this together constitutes common knowledge
inside a society.

If now a person feels ill, it may consult a doctor. After identifying the disease the
doctor prescribes a treatment, e.g., some pills to be taken, according to the canonical
treatments associated with the concept (the disease the person is suffering from)
which hopefully will eventually show the desired result.

But there are other influences. The world wide web contains a huge collection
of more or less reliable descriptions of diseases along with suggested cures as well
as personal experiences associated with illnesses, cures, and medications. From this
source the person may already deduce hints on the specific kind of disease he/she is
suffering from along with experiences with different kinds of treatments (but he/she
better does not exclusively rely on these). If at the first glance the illness is not
tremendously severe, instead of consulting a doctor the person probably chooses
among the suggested treatments (and hopefully gets rid of his ailments).

In addition, there exist huge databases on medical care. All (known) diseases
are catalogued and described according to classification systems such as the
International Statistical Classification of Diseases and Related Health Problems
2010 (ICD10) (see, e.g., [5]). Software engineers have designed an appropriate
database structure and functionalities to operate on these. So finally every disease
is captured, catalogued and related to standard medical treatments. Other medical
systems such as computer tomographs are designed to detect diseases that otherwise
hardly can be detected at all and thus have extended the range of possible actions,
i.e. treatments in this case. All these structures capture aspects and phenomena
that are considered central, represent elementary properties of diseases, treatments,
evaluations, etc. in suitably organized information systems and finally organize

8It is more probable that it will be superseded by a subsequent technological application.
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Fig. 11.4 An example of medical care

all this staff in a technical and administrative way. Imaging methods are ready
to support the doctors in their diagnosis as well as in their attempt to detect the
most promising and successful treatment (which in turn may also be performed by
suitable technologies).

Computer (science) driven systems thus have a tremendous influence on the
health system of a society. Medical subsystems either suggest treatments to the
doctors or do even apply the suggested treatments by themselves. So the doctors
need not only rely on their personal experiences and education but also get support
from structures mediated by computer science along with respective technologies
(Fig. 11.4).

11.4 A New Theory of Morals

A new theory of morals is now easily gained on the basis of the new conceptu-
alization of knowledge due to Neuser. Only a few parameters have to be adjusted
accordingly. The basis, however, remains still the same: actions. But besides expos-
ing the outcome of actions—their incidences—to (epistemic) reflection9 moralistic
categories such as good/bad or acceptable/refutable may be applied with equal
right. So in parallel with epistemic experiences the individuals make moralistic
experiences. This is just another dimension associated with (the result of) actions
which does not conflict with the epistemic view. Instead, this two perspectives may
well live together giving rise to just two different perspectives onto the same entities
(the incidences being the result of actions).10

Instead of contributing to a range of options how to act successfully in the
‘world’,11 the individual exposes the results of his actions to moralistic categories,

9Experiences are conceptually interpreted entities.
10Cf. also Sect. 11.2 above.
11Cf. Neuser’s conception of ‘concept’.
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i.e. how to act responsibly in the social context. Furthermore, instead of contributing
to concepts (“conceptualizing”) such moralistic experiences contribute to what
could be called (individual) norms, i.e. the totality of experience an individual
considers as acceptable. On the other hand it is this inventory of accepted expe-
riences that leads to the judgement of (the outcome of) actions—whether they are
considered as good or bad, acceptable or refutable. So Neuser’s knowledge theory
admits a re-contextualization according to another one of the basic dimensions of
human evaluations (cf. also Sect. 11.2):

• According to the dimensions true/false or successful/unsuccessful
• According to the dimensions good/bad or acceptable/refutable.

Such an individual norm may be understood in parallel to a ‘concept’ in Neuser’s
theory. Especially, it can be viewed as bearing the following inner constitution
(which is an exact structural copy of the conceptualization of ‘concept’):

• An explicit content of evaluation
• An implicit or latent content which relates to the history of the norms as well
• Valuations (being, however, of a different kind namely according to the dimen-

sions of good/bad or acceptable/refutable instead of helpful/unhelpful or suc-
cessful/unsuccessful).

In parallel to Neuser’s theory of knowledge we may also state a ‘normative drift’
as the result of slight variations performed by different people or by one and the
same person at different times. It is just a slight local change that—in case it can be
bundled with a whole variety of such local changes—eventually may well result in
a rather global behaviour of members of a society (Fig. 11.5).
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It is then not surprising that the common morals arises by just the same
mechanisms as in Neuser’s conceptualization of knowledge. No changes are actually
necessary at this point. We may just apply the same internal mechanism that
turns individual knowledge into common knowledge. Because of the structural
coincidence between these fields, the same driving forces can be applied to this
area—practically without any change. So the inner constitution of Neuser’s theory
of knowledge yields a theory of morals as well. Hence it has a certain universal
nature beyond the original specification.

The result may be viewed as a theory of morals instead of a theory of knowledge.
However, the influence of it-applications and representation structures developed in
computer science to morals is basically the same as in the field of knowledge.

11.5 Conclusion

It has been demonstrated that a structural re-interpretation of Neuser’s conceptu-
alization of knowledge yields a new characterization of (individual and common)
morals. This re-interpretation still relies on the basic structures of Neuser’s theory.
Hence it essentially involves social phenomena, e.g., in form of infections of and
communication about types of actions. As this theory of morality is influenced by
it-applications and structures designed by computer science it is also a contribution
to the still evolving field of socio-informatics.

As a consequence of the present explication we can also show that the demands
cited at the beginning indeed are met. The theory of morals based on Neuser’s
theory of knowledge demonstrated that it-artefacts indeed inherit a socio-technical
dual nature. Their influence on society can be viewed as a multiple paralleled
appropriation of enabled actions whose carriers are the it-artefacts. The importance
of it-applications for the social change is explained via the impact of it-applications
on new forms of actions which result in a variation of the internal structure first
on individual and subsequently on common knowledge. By transforming the whole
approach to morals common responsibility is related to common morals (which may
well be combined with requirements of an ethical nature). Especially, the explication
given above demonstrates the penetration of every-day and professional change.

Finally, this paper demonstrates that beyond a mere conceptualization of knowl-
edge Neuser has at the same time proposed a mechanism that is applicable to
different contexts as well. The only conditions to make this mechanism work are
very elementary ones: any re-interpretation of the internal constitution and the
driving forces of the dynamics must be grounded on actions and judgements or
evaluations, respectively. ‘Concept’ may then be seen as the embodiment of these
judgements/evaluations equipped with two forms of connectedness to incidences as
the result of actions: judging/evaluating them and at the same time being the result
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of such judgements/evaluations thus constituting a ‘mutual determination of such
embodiments, experiences and (possible) actions’.12

If we even dispense of forms of judgements or evaluations, we end up with just
noting the bare occurrence of performed action, i.e. without further qualification.
This way the given model incorporates the basic constituent of sociology.13 So it
may well be the case that Neuser’s approach turns out to be fruitful in sociology as
well. But this must then be the subject of a different investigation.
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