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Abstract. This paper presents an automatic method to build a Chinese emotion 
lexicon based on the emotion corpus Ren-CECps. The method includes word 
extraction and emotion classification. Firstly, sentences are parsed to extract 
candidate emotional words. By making use of the words co-occurrence in the 
corpus, we get the similarity between words. And then Support Vector Machine 
(SVM) is adopted to classify the candidate emotional words. Experiment on the 
manual labeled words has shown that our classification method achieved high 
precision. Finally we apply our method on unlabeled corpus to get emotional 
words. 
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1 Introduction 

Currently, the number of blogs, network comments and other texts on Internet is in-
creasing every day, and these texts contain huge amount of information. How to 
quickly recognize the emotional information on characters, events, products, etc., 
becomes a hot research topic in the field of natural language processing and affective 
computing [1, 2, 3, 4]. 

Emotion lexicon plays a very important role in textual emotion classification and 
recognition. The General Inquirer was developed at Harvard and is a lexical database 
that uses tags to carry out its tasks. It contains about 3500 entries and each entry con-
sists of a term and a number of tags. The two tags Positive and Negative express va-
lence [5]. MPQA Subjectivity Cues Lexicon is created from the Multi-perspective 
Question Answering (MPQA) Opinion Corpus, and the lexicon contains 2718 positive 
words and 4912 negative words [6]. SentiWordNet is developed from WordNet. It is 
formed by conducting emotion classification and labeling the positive weight and 
negative weight of the terms in WordNet [7]. 
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As to Chinese emotion lexicons, HowNet has published a set of emotion words, 
such as the degree words, positive emotion words and proposal words1. But there are 
no relatively complete Chinese emotion lexicons with precise emotion categories. The 
manual assignment of emotion categories and intensities needs a great amount of 
labor and time cost. In order to support the task of emotion recognition in text, this 
paper proposes an automatic approach to build a Chinese emotion lexicon with pre-
cise emotion category. We present a new algorithm of building a Chinese emotion 
lexicon; the process of our method includes word extraction and emotion classifica-
tion by making use of the words co-occurrence in the corpus. 

The rest of this paper is organized as follows: Section 2 presents a review of meth-
ods for building emotion lexicon. Section 3 introduces the emotion corpus Ren-
CECps 1.0. Section 4 describes the main algorithm for building emotion lexicon. 
Section 5 is the experiments. And in Section 6, we come to a conclusion and present 
some future work. 

2 Related Work 

There are mainly two methods to build emotion lexicon: lexicon-based method and 
corpus-based method. Lexicon-based method is to extend the set of emotional labeled 
words by synonyms and antonyms relations in dictionaries. Corpus-based method is 
to calculate the similarity between words according to words’ co-occurrence and use 
words semantic similarity computation tendencies. 

Li J and Ren F proposed a method to automatically build Chinese emotion lexicon 
with emotional intensity marked by the use of Tongyici Cilin and HowNet [8]. The 
advantage of this method is that the initial mass of the existing dictionary words, thus 
avoiding dependence on the basis of the word. 

One approach to creating Chinese emotion lexicon is to use a semantic lexicon, 
such as WeiPing Liu et al. [9]. They use Chinese emotion words to create a basic 
emotion dictionary for the different areas. Based on the Chinese word similarity cal-
culation method, proposes a method of calculation the emotional weight of a Chinese 
word.  

Xu Ge et al. [10] described an algorithm based on graph theory and multiple re-
sources to build emotion lexicon. The advantage of the method is used four methods 
when constructing the similarity matrix; the final result is a weighted sum of the four 
methods, which improves the accuracy of the similarity matrix. The disadvantage is 
dependencies of the reference corpus. 

Rohwer R et al. [11] proposed an automatic approach of creating lexicon by ana-
lyzing statistical data obtained from the corpus. According to the obtained statistical 
data, words are clustered. Calculating mutual information between the given words 
and words in the corpus, the most common words in the corpus is clustered by using 
information theory joint cluster method. 

                                                           
1 http://www.keenage.com/html/c_index.html 
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The above methods are to construct dictionary for given words, the method pro-
posed in this paper is automatically extracting words from the corpus, and to deter-
mine the emotional category of this extracted words. 

3 The Emotion Corpus Ren-CECps  

The corpus we used in this experience is Ren-CECps1.0. It is a Chinese blog emotion 
corpus with manual annotations for linguistic expressions of emotion. The frame of 
emotion annotation includes four levels (document, paragraph, sentence and word). 
For each level, Eight basic emotion classes (surprise, sorrow, love, joy, hate, expect, 
anxiety, and anger) are used in the emotional expression space model. Emotion of 
each level is represented by an 8-dimensional vector: where is a basic emotion class 
contained in the level, the values of  range from 0.0 to 1.0 (discrete) [12]. The anno-
tated files are organized into XML documents. And we can extract emotional key-
words from them. The corpus now contains 1487 articles. 

4 The Method 

In this section, we present our method of automatically extracting words from Ren-
CECps1.0 corpus, and classifying the emotional category of the extracted words. The 
method has two basic principles; one is that the emotion words mostly exist in some 
specific syntactic dependencies, the other is that the emotion words co-occurred in 
one sentence always has the same emotion category if the sentence doesn’t contain 
any negative modifiers [13]. 

Based on these principles, we first divide the corpus into two parts, the first 1000 
articles are used to extract the seed emotion words, the remaining articles are used to 
extract the candidate emotion words, and we select feature words from the seed 
words. Then we get the co-occurrence of the candidate words and the seed words 
from the corpus and compute the similarity based on the co-occurrence. All seed 
words and candidate words have characteristic value of each feature.  

4.1 Extracting Candidate Emotional Words 

To extract candidate emotional words, Stanford Parser is used to parse sentences. 
After parsing sentences, we observe the dependencies of words in sentences and find 
that the emotional words exist mostly in some specific syntactic dependencies. The 
dependencies include adverbial modifier (advmod), adjectival modifier (amod) and 
relative clause modifier (rcmod). 

Stanford Parser is a statistical parser that works out the grammatical structure of 
sentences. The parser provides Stanford Dependencies output as well as phrase struc-
ture trees. Typed dependencies are otherwise known grammatical relations. The 
grammatical relations outputted by Stanford parser are arranged in a hierarchy, rooted 
with the most generic relation, dependencies. The hierarchy contains 48 grammatical 
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relations and includes grammatical relations for NPs (amod – adjective modifier, 
rcmod - relative clause modifier, det - determiner, partmod - participial modifier, 
infmod - infinitival modifier, prep - prepositional modifier)[14].  

After parsing, we choose the selected grammatical relations and extract the words 
that may be emotion words as the candidate emotional words in our method. For ex-
ample, the Chinese segmentation sentence: “我 很 开心 ，你 喜欢 这 份 礼物 。
(I am very happy that you like this gift.)” The dependencies parsed of this sentence 
are that “nsubj(开心-3, 我-1), advmod(开心-3, 很-2), conj(喜欢-5, 开心-3), dobj(开
心-3,你-4), dep(开心-3, 喜欢-5), det(礼物-8, 这-6), clf(这-6, 份-7), dobj(喜欢-5, 礼
物-8)”. We extra “开心 (happy)” from advmod dependence and “礼物 (gift)” from 
det dependence as candidate emotional words. 

4.2 Calculating the Similarity between Words 

Our method of building an emotion lexicon is based on corpus. And the approach of 
computing two words’ similarity is relied on the co-occurrence number of words.In 
the computing co-occurrence number procedure, we set each sentence as an inde-
pendent window and find if there is co-occurrence of words in the window [15]. Fi-
nally we get the number of word pairs and the number of words appeared alone in the 
whole corpus. 

The similarity calculation algorithm used in our method is Jaccard. The Jaccard 
similarity is a common index for binary variables and is computed as following  
formula. 

Jacsim=num(A*B)/(num(A)+num(B)-num(A*B))              (1) 

In the formula, and is respectively the presence number of word A and B in the 
corpus, is the co-occurrence number of word A and word B in the corpus [16]. 

5 Experiments 

In this section, we mainly introduce experiment preparation, evaluate our algorithm 
using the manual labeled words from the bottom 487 articles and summarize the  
experimental results. 

5.1 Preprocessing 

In order to be consistent with the emotional corpus’ category, the lexicon we con-
structed includes eight basic emotion categories. The seed words are extracted from 
the top 1000 articles of the corpus. To select the feature words, we rank the seed 
words according to the words’ number of occurrences and keep the top 15 words of 
each category as feature words. To extract candidate words, we parse the sentences in 
the segmentation articles using Stanford Parser. If the sentence doesn’t contain the 
negative dependency, we extract the words in advmod, amod and rcmod dependencies 
as candidate words. 
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The process to obtain high quality emotional seed words is as follow:  

Step1: We extract the emotional key words and their emotion vector.  
Step2: We compute the average emotion vector of each word and get 6752 emotion 

words with emotion vector.  
Step3: We select a threshold β. If vector of a word has a value more than β, we put 

the word to the category that the value more than β indicates and this category is the 
domain category of the word.  

In order to select an appropriate threshold, we calculate the number of words that 
have one, two or three domain categories on different threshold. Experimental data is 
the 6752 words obtained on the previous step. The results are as follows: 

Table 1. The number of emotion words on different threshold 

β N1 N2 N3

0.4 4260 268 8 
0.5 3153 91 0 
0.6 1697 24 0 
0.7 671 6 0 
0.8 127 2 0 

 
In the table, we find 0.6 and 0.7 can be selected as an appropriate threshold. Ob-

serving the emotion words and their vectors, we find some words have emotion inten-
sity value just big than 0.6, and emotion category of the word is obvious. Such as “美
满(happy) (0,0,0,0,0.67,0.31,0,0)”, “贼(thief) (0,0,0,0.6,0,0,0,0)”. So we choose 0.6 
as the threshold, this can provide more data for subsequent experiments. 

Step4: According to the intensity value, we rank words in each category and save 
about the preceding 50 words in each rank list as seed emotion words. 

5.2 Experimental Settings 

Our method uses SVM model [17] to predict the emotion category of candidate 
words. We calculate the similarity between seed words and feature words as feature 
values and constitute the training file. At the same time, we calculate the similarity 
between candidate words and feature words as feature values and form the testing file.  

In order to examine the effectiveness of SVM classification method, we classify 
tagged words in the last 487 articles of the corpus and obtain a high precision. After 
examining, we predict the candidate words’ category using our method. Then we 
delete the words that don’t have co-occurrence words that the words’ category is the 
same with the classification result. 

5.3 Experimental Results 

The Seed Emotion Words and the Feature Words 
The seed emotion words and the feature words respectively contain 493 words and 
120 words. Table 2 lists the seed emotion words; table 3 lists the feature words. 
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Table 2. The seed emotion words 

Anger 气愤(indignant) 生气(angry) 争吵(quarrel)  … (60 words) 
Surprise 大吃一惊(surprise)难以置信(incredible)惊讶(confound)…(55 

words) 
Sorrow 惨剧(disaster)悲痛(grieved)悲伤(sad)绝望(despair)…(67 words) 
Love 尽善尽美(perfect)热爱(love) 珍爱(cherish)… (66 words)  

Joy 欢天喜地(joy)欢呼(cheer)高高兴兴(happy)…(67 words) 
Hate 深恶痛绝(hate) 谩骂(diatribe) 厌恶(disgust) … (58 words) 
Expect 期待(expect)希望(hope) 祝愿(wish) 追寻(pursue)… (57 words) 

Anxiety 恐惧(fear)忐忑不安(uneasy) 烦躁(irritable)… (63 words) 

Table 3. The feature words 

Anger 争吵(quarrel)批评(criticism) 抱怨(complain)…(15 words) 
Surprise 莫名其妙(surprise) 不可思议(incredible) … (15 words) 
Sorrow 忧伤(sad)伤感(sorrow)绝望(despair)…(15 words) 
Love 爱人(lovers)珍贵(precious)偏爱(preference)… (15 words) 
Joy 快乐(happy) 高兴(joy) 幸运(lucky) … (15 words) 
Hate 恨(hate) 贪婪(greedy) 无耻(shameless)  … (15 words) 
Expect 希望(hope) 期待(expect) 渴望(desire) … (15 words) 

Anxiety 恐惧(fear) 担心(worry) 惊慌(panic) … (15 words) 
 
The candidate words that we parsed from the sentences of the rest 487 segmenta-

tion articles using Stanford Parser. We extract the nouns, verbs and adjectives words 
in advmod, amod and rcmod dependencies from the sentences that don’t contain the 
negative dependency as candidate words. After deleting the stop words and the words 
that the seed words list contained, we get 5,131 words as candidate emotion words. 

Using the Manual Labeled Words from the Bottom 487 Articles to Test Our 
Classification Method 

Table 4. The experimental results of labeled words in the last 487 articles 

category number of manual la-
beled words 

number of correctly 
classified words 

Accuracy 

Anger 6 2 33.33% 
Surprise 0 0 / 

Sorrow 34 16 47.06% 
Love 168 105 62.50% 
Joy 25 16 64.00% 
Hate 34 13 38.24% 
Expect 11 4 36.36% 
Anxiety 103 53 51.46% 

total 381 209 54.86% 



 Construction of a Chinese Emotion Lexicon from Ren-CECps 631 

 

In this section, we use the manual labeled last 487 articles of the Ren-CECps cor-
pus. The number of labeled words that have emotional intensity more than 0.6 in the-
se articles is 664. We use the seed words’ characteristic value file as the test file, and 
we get the similarity of the manual labeled words and the feature words from the  
remaining articles, organized the testing file. We find 381 words that have co-
occurrence with the seed words. After classifying, we find 209 words have been  
classified correctly. Table 4 lists the number of each category, the number of correctly 
classified words and the accuracy rate of each category. 

Results of Extracting the Candidate Emotional Words and Classification 
Our method extracts candidate words from the unlabeled last 487 articles of the Ren-
CECps corpus. Using the method described in 4.1, we get 5131 candidate emotional 
words. After calculating the words co-occurrence with feature words and their feature 
value, we finally get 762 words that have co-occurrence with feature words and  
classify the 762 words. 

For the emotion words co-occurred in one sentence always have the same emotion-
al category if the sentence doesn’t contain any negative modifiers, we delete some 
candidate emotional words from the 762 words. If a candidate word’s co-occurred 
words don’t contain any word that the emotional category of the word is the same 
with the word’s classification results. Finally we get 229 emotional words. Table 5 
lists the emotional words got from the unlabeled last 487 articles of the Ren-CECps 
corpus. 

Table 5. The emotional words got from the unlabeled last 487 articles 

Category words 
Anger 错误(error) 生活(life) 折磨(torture) … (18 words) 
Surprise 感动(moving) 大叫(shouted) 眼睛(eye) … (11 words) 
Sorrow 错过(miss) 悲哀(sorrow) 痛(pain) … (36 words) 
Love 宝贵(precious) 微笑(smiling) 旅途(journey) … (23 words) 
Joy 享受(enjoy)浪漫(romantic)烦(bother) 自然(nature) … (48 words) 

Hate / 
Expect 重生(rebirth)花朵(flower)梦想(dream)伤害(hurt)…(64 words) 

Anxiety 后遗症(sequela) 灾难(disaster) 急(emergency) … (29 words) 

5.4 Analysis of Experimental Results 

In this section, we analyze the accuracy of results in chapter 5.3.3 and cause of words 
misclassification.  

The Accuracy Analysis  
We manual pick out the right words for each category. The accuracy is listed in  
table 6. 
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Table 6 shows the accuracy for each category. Correctly classified words are the 
words that all annotators mark the words are correctly classified. The accuracies vary 
from 36.36% to 50.00%, and the average value is more than 40%, this value is con-
sidered as good performance for an eight classification experiments. According to 
table 4, we find that the classification method can get a better performance than the 
result showed in table 6. The reason maybe we extract some neutral words or some 
words only have emotions in some context. 

Table 6. The accuracy of our method 

category number of clas-
sified words 

number of correctly 
classified words 

Accuracy  

Anger 18 9 50.00% 
Surprise 11 4 36.36% 
Sorrow 36 16 44.44% 
Love 23 9 39.13% 
Joy 48 20 41.67% 
Hate 0 0 / 
Expect 64 24 37.50% 
Anxiety 29 11 37.93% 
total 229 93 40.61% 

Problem Analysis 
The main reason is that we extract some neutral words as candidate words and these 
words have been classified, such as “生活 (life)”, “眼睛 (eye)” and “自然 (nature)”. 
This kind of words always simultaneously occurs with some modifying words and is 
extracted according to the grammatical relation. 

Another important reason for words misclassification is that emotion category of 
some words is determined by the context. For example, “花朵 (flower)” is a neutral 
word. But in sentence “青少年是祖国的花朵 (Teenagers are flowers of the mother-
land) 。” The word “花朵 (flower)” is an emotion word that means expectation. In 
another sentence “花园里盛开了五颜六色的花朵  (Colorful flowers are in full 
bloom in the garden) 。” The word “花朵 (flower)” is an emotion word that express 
someone’s love of flowers. 

Besides, some emotion words are misclassified. For example, “伤害 (hurt)” is an 
emotion word in sorrow category, but we classified it into expect category; “烦 
(bother)” is an emotion word in anger category, but we classified it into joy category. 

6 Conclusion and Future Work 

In this paper, we present a method of building a Chinese emotion lexicon; the process 
of our method includes word extraction and emotion classification by making use of 
the words co-occurrence in the corpus. The lexicon we built contains words and their 
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emotional category. A major disadvantage of our method is that error classified word 
cannot be automatically removed. In future, we will do our efforts on this respect. In 
addition, we will continue to explore more information such as emotional intensity 
and one word with multiple categories to improve our lexicon. 
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