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Abstract. The general image super-resolution reconstruction (SRR) methods 
based on sparse representation utilizes the one-stage high and low resolution 
dictionary pairs to reconstruct a high resolution image, and this method can not 
restore much image detail information. To solve this detect, two-stage high and 
low resolution dictionaries are explored here. The goal of exploiting the two-
stage dictionaries is to reconstruct the difference image between the original 
high resolution image and the reconstructed image obtained by using the one-
stage dictionaries. In learning two-stage dictionaries, the difference image is 
used as the high resolution (HR) image, and the first-order and second-order 
gradient feature images of the one-stage reconstructed images are used as the 
low resolution (LR) images. Then, the two-stage dictionaries are learned by K- 
singular value decomposition (K-SVD) method. In test, an artificial and a real 
LR image are used, and simulation results show that, compared with other 
learning-based methods, our method proposed has remarkable improvement in 
PSNR and visual effect.    
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1 Introduction 

At present, image super-resolution reconstruction (SRR )methods based on learning  
have been the research hot [1-2]. The latest learning based method is that proposed by 
Yang et al [3-4] denoted SC-SRR method, here SC is the abbreviation of sparse cod-
ing. The theory of SC-SRR is that the coefficients of high resolution (HR) images can 
be represented by using those of low resolution (LR) images [5-7]. This method can 
restore certain high frequency details of images, but the reconstructed results have 
certain block effect to some extent. To restore much image details and improve the 
quality of reconstructed images, on the basis of SC-SRR, the two-stage HR and LR 
dictionary learning is proposed here. The one-stage HR and LR dictionaries are 
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learned by SC-SRR method. Utilizing the one-stage reconstructed image as the HR 
features, as well as the first order and the second order gradient features of the one-
stage reconstructed image as LR features, the two-stage HR and LR dictionaries can 
be learned by the K- singular value decomposition (K-SVD) method [8-10]. In test, an 
artificial and a real millimeter wave (MMW) image are utilized. Compared with other 
learning-based methods, simulation results show that our method has great improve-
ment in image structural similarity and visual effect. 

2 Sparse Representation Based SRR Method 

Let the matrix N KD ×∈ℜ （ n K<< ）be an over-complete dictionary of K prototype 

atoms, and supposed a vector Nx ∈ℜ can be represented as a sparse linear combina-
tion of these atoms. Thus, this signal x can be approximately written as  

2

2
min , . .

ps
s s t x Ds ε− ≤  . (1)

where Ks ∈ℜ represents the sparse coefficient vector [5], 
p

⋅ and 
2

⋅ denote respec-

tively the pl  and 2l  norm. Assumed that hx  and lx  denote respectively a HR and 

LR image patch vector, according to Eqn. (1), hx can be approximated by the equa-
tion of hh sx D≈ , and lx  can be approximated by hl hT T sx x D= ≈ , here T  is the 
mapping matrix. Thus, the LR dictionary lD  can be calculated by l hTD D= . Name-
ly, the HR image patch hx can be restored by using the equation of hh sx D= . Com-
monly, for an image I , to improve the quality of reconstructed images, it is randomly 
sampled L times with p p×  patch, denoted by matrix { }1 2, , , N L

LX x x x ×= ∈ℜ , 

thus, the dictionary D  is learned from X , and the optimized problem is described 
as 
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subject to 
2

2
1kd ≤  ( 1,2,3, ,k K=  ), kd  is the kth atom of the dictionary D , and 

S denotes the sparse coefficient matrix.  

3 Training Two-Stage Dictionaries  

3.1 SC- SRR Based One-Stage Dictionary Pairs Learning 

The one-stage HR and LR dictionary pairs are trained here by Yang’s SC-SRR me-
thod [4-5]. This problem  by generalizing the basic SC scheme as follows [4-5] 
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Further, to guarantee the compatibility between adjacent patches, Yang et al mod-
ified the optimization problem of Equation (3), which is written as follows [6-7] 
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Where Eqns. (3) and (4) are subjected to ( )
2

:, 1h kD ≤ and ( )
2

:, 1l kD ≤  

( 1,2,3, ,k K=  ). Parameter P  extracts the region of overlap between current target 
patch and previously reconstructed high-resolution image, and F  is a feature extrac-
tion operator. Given the optimal solution *s , the HR patch can be reconstructed as 

*ˆ hhx sD= , and the patch ˆhx  is put into the HR image 1ˆ hX  set.  

3.2 Two-Stage Dictionary Pairs Learning 

Assumed that the original HR image is denoted by hI , and it can be represented 

as 1ˆh eI II= + , where eI  is the difference image between the HR image hI  and the 

one-stage reconstructed image 1Î . The goal of training two-stage high and LR dictio-

naries is to reconstruct the difference image and make it appreciate eI . Here, the train-
ing of two-stage dictionaries are mainly generalized as follows: 

Step 1. Ascertaining the HR image patch set 2hX . The difference image eI is used as 

the HR image. Randomly sampled eI  image L  times with d×d pixels, the HR 

image patch set { }2 2 22
1 2, , ,h h hh

Lx x xX =   with the size of 2 Ld ×  can be obtained.  

Step 2. Ascertaining the LR image patch set 2lX . Because the high frequency infor-
mation of LR images has important effect on predicting detail information of HR 
images, for the one-stage reconstructed image 1Î , four one dimension gradient filters 

[19] are used to improve the prediction precision of HR images’ details. Utilizing four 
gradient filters, the first order and second order gradient information of 1Î , distribut-

ing in vertical and horizontal direction, can be obtained. Therefore, the four gradient 
feature images obtained are used as the LR features of the two-stage LR dictionary. 
For each gradient feature image, the image patch random sampling method is the 
same as that utilized in Step 1 so as to obtain a LR image patch set with 2 Ld ×  size, 

denoted by { }2 2 22
1 2, , ,l l ll

rg rg rg rgLx x xX =  ( )1,2,3,4r = , which represents respectively the 

first order horizontal and vertical gradient feature image patch set (i.e., 2
1
l
gX  and 

2
2
l

gX set), and the second order horizontal and vertical gradient feature image patch set 

(i.e., 2
3
l

gX  and 2
4
l

gX set),  . And then, connected each gradient feature image patch 

set in order, the  total LR image patch training set { }2 2 2 2 2
1 2 3 4; ; ;l l l l l

g g g gX X X X X=  can be 

obtained.  
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Step 3. Selecting the high frequency features. Because the human visual system 
(HVS) is sensitive to image edge features, the high frequency features are selected as 
cluster features. For an original HR image hI , its high frequency features are obtained 
by using contourlet transform method [20-21]. Here, the number of contourlet de-
composition layer is set as 2, thus each layer has four high pass sub-band images. For 
each layer, the fusion image of four high pass sub-band images is first considered, and 
each layer’s fusion result is denoted by 1f

hI  and 2f
hI . And then, the fusion be-

tween 1f
hI  and 2f

hI are considered again, and this high pass sub-band images’ fusion 

result between each layer is denoted by f
hI . Further, f

hI  image is segmented into 
M image patches by using the fixed d d×  sub-window, and the cluster sample set of 

high frequency features { }1 2, , ,hf hf hf hfMx x xX =   with 2 Md × size are obtained.   

Step 4. Defining classified marking vector and cluster center of high frequency fusion 
feature set hfX . Set the threshold Δ  , for { }1 2, , ,hfhfi hf hf hfMx x x xX∀ ∈ =  , if the 

variance of hfix , denoted by ( )var hfix , is smaller than Δ , then the set satisfying the 

condition of ( )var hfix < Δ  is defined as the smooth set hfsX , conversely the remain-

ing hfix  elements comprise the feature set hffX . Utilized K-means method, the sam-

ple set of K classes and the K cluster centers can be obtained.  

Step 5. Classifying the HR and LR set 2hX ′  and 2lX ′ .  The class label of the HR 

and LR vector 2h
ix  and 2l

ix  are determined by iφ . Thus, the 1K + class HR and LR 

sample set can be obtained, denoted respectively by 

{ }22 2 2 2
1 2 1, , , ,

hh h h h
K KXX X X X += ′′ ′ ′ ′  and { }22 2 2 2

1 2 1, , , ,
ll l l l

K KXX X X X += ′′ ′ ′ ′ . 

Step 6. Training the two-stage HR and LR dictionary pairs. The two-stage LR dictio-
nary 2lD  corresponding to 2lX ′  is trained by K-SVD algorithm. Utilized the LR 

coefficient matrix KS  and the HR training set 2hX ′ , the two-stage HR dictionary 
2h

kD  can be learned by 
22 2 2argminh h h

k k k k F
SD X D= −′ . Combined 2h

kD  and 2l
kD , the 

two-stage dictionary pairs { }2 2,h l
k kD D can be obtained. 

4 Experimental Results and Analysis 

4.1 SRR Results Using One-Stage Dictionary Pairs 

In test, five natural images with 512×512 size were used. Each original image was 
sampled randomly with 8×8 image patch 10000 times, thus the HR image patch set 
denoted by 1hX  with 64×50000 size was obtained. For each HR image, using a point 
spread function (PSF) filter and the down-sampling method, the corresponding LR 
image can be obtained. For example, a test image called Elaine and its LR version 
was shown in Fig. 1(a) and Fig.1(b). At the same time, the real LR image, namely the 
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MMW image, was also shown in Fig.1(d). Using the same image patch sampling 
method, the LR image patch set denoted by 1lX  with 64×50000 size could be ob-

tained. Let 1hX  and 1lX to be the training samples of SC-SRR, it can be obtained the 

one-stage HR and LR dictionary pairs, denoted by 1hD  and 1lD with 256 atoms.  

 

 
   (a) The original Elaine image (b) The LR image 

(c)  The original  toy gun image (d) MMW image 

Fig. 1. The original images and corresponding low-resolution versions 

And for given LR dictionary 1lD  and the LR image patch feature vector{ }1lix , the 

LR coefficient vector{ }1lis can be learned by the following form  

211 1 11
12

1
arg min

2
ll l ll

i i iis
ss x sD γ= − + . (5)

Utilizing the LR coefficient 1l
is  and the HR dictionary 1hD , the reconstructed HR 

image patch 1ˆh
ix  can be solved by 1 11ˆh lh

i ix sD= , further, replaced 1ˆh
ix  to the corres-

ponding location in 1Î , 1Î  can be reconstructed. Here, considering the paper’s 

length, only the reconstructed examples of Elaine LR version and MMW image were 
given shown in Fig.2. Clearly, LR images’ contour has been reconstructed, however, 
LR images’ many details are not still restored, at the same time, the restored image 
edge is very blurred from visual appeal. Especially, for the MMW image restored by 
the one-stage reconstructed process, the background noise is not reduced well. 

 



282 L. Shang and Z.-l. Sun 

 

 
(a) Elaine image (b) MMW image 

Fig. 2. SRR images obtained by using one-stage high and LR dictionary pairs. (a) Recon-
structed Elaine image. (b) Reconstructed MMW image. 

4.2 SRR Results Using Two-Stage Dictionary Pairs 

In this stage, for each reconstructed image 1Î , its high frequency feature set { }hfix  

can be obtained by contourlet transform with 2 layers and 4 directions, then the class 
of hfix  can be determined by K-means cluster method. And the four order gradient 

images of 1Î  are used as the LR feature set { }2l
ix , and its class is defined by that of 

{ }hfix  . Then, according to the threshold Δ , the high frequency feature set { }hfix  is 

divided into the feature set { }hffix and the smooth set { }hfsix .  The class of image 

patches in the set { }hfsix  is marked as the 1K +  class, and the corresponding LR 

feature image patch can be represented by LR dictionary 2
1

l
KD + . For feature set{ }hfix , 

the class is defined by the form of 
2

arg mini
k

hfi kk x c= − . Thus, the set 2l
ix  can be 

represented by using the i thk −  dictionary 2
i

l
kD . Further, the LR sparse coefficient 

vector 2l
is  can be obtained by the equation of 

222 2 22

12

1
arg min

2 i

ll l lh
i i ik is

ss x sD γ= − + ., 

the two-stage reconstructed image 2Î  can be computed by the following form: 

2Î ( ) ( )
1

22
1ˆ

i

TT lh
ii i ikii

R sR R DI
−

   + =      
. (6)

where iR  is the ith image patch of the extracted image, and it is converted a column 
vector in solving the optimization of Eqn.(6). 

And utilized Eqn. (6), the two-stage reconstructed images could be obtained. In the 
same way, considering the paper’s length, only the reconstructed results of Elaine LR 
image and MMW image were given as shown in Fig.5 by using our method.In the 
same way, the reconstructed results of Elaine LR image and MMW image were given  
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(a) Elaine image (b) MMW image 

Fig. 3. SRR images obtained by using the two-stage high and LR dictionary pairs. (a) Recon-
structed Elaine image. (b) Reconstructed MMW image. 

as shown in Fig.3 by our method. Compared Fig.3 and Fig.2, from the visual effect, 
the edge of the reconstructed Elaine image shown in Fig.3 (a) is clearer than those 
shown in Fig.2 (a), and much detail information is restored. And for reconstructed 
MMW image, much background noise in Fig.3 (b) has been reduced greatly.   

In order to further differentiate the performance of different SRR algorithms, for 
reconstructed natural images, the PSNR measurement criterion is used to estimate the 
equality of reconstructed results. For the reconstructed MMW image, it is measured 
by using the relative SNR (RSNR) criterion. The calculated values of PSNR with 
different algorithms were listed in Table 1. And for the MMW image, the computed 
RSNR values were shown in Table 2. 

Table 1. PSNR values of restored images using different algorithms (LR images were 
processed by PSF filter with Gaussian variance 2 and downsampling with the extracted scale 3) 

          Algorithms 
Images 

Our method SC-SRR K-SVD Noise images 

Elaine 20.53 19.26 18.14 4.97 
Lena 21.55 19.37 18.21 5.66 
Boat 20.78 18.46 17.72 5.34 

House 22.62 21.53 19.17 7.83 

Table 2. RSNR values of restored MMW images using different algorithms 

       Algorithms 
Images 

Our method SC-SRR K-SVD MMW image 

Reconstructed 
MMW image 

15.36 14.84 14.63 12.37 
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5 Conclusions 

A novel image SRR method using the two-stage dictionary pairs with class informa-
tion is discussed in this paper. The one-stage HR and LR dictionary pairs are learned 
by SC-SRR method. And the two-stage HR and LR dictionaries are trained by K-
SVD algorithm. In test, the restoration effect of our method is testified by using five 
highly degraded natural images and a real MMW image. Experimental results show 
that, compared with methods of K-SVD and SC-SRR, our method indeed has clear 
improvement in PSNR for natural images and in RSNR  for the MMW image, and 
has better image structures and visual effect. 
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