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Preface

The International Conference on Intelligent Computing (ICIC) was started to
provide an annual forum dedicated to the emerging and challenging topics in
artificial intelligence, machine learning, pattern recognition, bioinformatics, and
computational biology. It aims to bring together researchers and practitioners
from both academia and industry to share ideas, problems, and solutions related
to the multifaceted aspects of intelligent computing.

ICIC 2014, held in Taiyuan, China, during August 3–6, 2014, constituted
the 10th International Conference on Intelligent Computing. It built upon the
success of ICIC 2013, ICIC 2012, ICIC 2011, ICIC 2010, ICIC 2009, ICIC 2008,
ICIC 2007, ICIC 2006, and ICIC 2005 that were held in Nanning, Huangshan,
Zhengzhou, Changsha, China, Ulsan, Korea, Shanghai, Qingdao, Kunming, and
Hefei, China, respectively.

This year, the conference concentrated mainly on the theories and method-
ologies as well as the emerging applications of intelligent computing. Its aim was
to unify the picture of contemporary intelligent computing techniques as an in-
tegral concept that highlights the trends in advanced computational intelligence
and bridges theoretical research with applications. Therefore, the theme for this
conference was “Advanced Intelligent Computing Technology and Ap-
plications”. Papers focused on this theme were solicited, addressing theories,
methodologies, and applications in science and technology.

ICIC 2014 received 667 submissions from 21 countries and regions. All pa-
pers went through a rigorous peer-review procedure and each paper received at
least three review reports. Based on the review reports, the Program Committee
finally selected 235 high-quality papers for presentation at ICIC 2013, included
in three volumes of proceedings published by Springer: one volume of Lecture
Notes in Computer Science (LNCS), one volume of Lecture Notes in Artificial
Intelligence (LNAI), and one volume of Lecture Notes in Bioinformatics (LNBI).

This volume of Lecture Notes in Artificial Intelligence (LNAI) includes 85
papers.

The organizers of ICIC 2014, including Tongji University and North Univer-
sity of China, Taiyuan Normal University, Taiyuan University of Science and
Technology, made an enormous effort to ensure the success of the conference.
We hereby would like to thank the members of the Program Committee and
the referees for their collective effort in reviewing and soliciting the papers. We
would like to thank Alfred Hofmann, executive editor from Springer, for his frank
and helpful advice and guidance throughout and for his continuous support in
publishing the proceedings. In particular, we would like to thank all the authors
for contributing their papers. Without the high-quality submissions from the
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authors, the success of the conference would not have been possible. Finally,
we are especially grateful to the IEEE Computational Intelligence Society, the
International Neural Network Society, and the National Science Foundation of
China for their sponsorship.

May 2014 De-Shuang Huang
Kang-Hyun Jo

Ling Wang
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José Luis Olivares Camacho, and Carlos A. Reyes-Garćıa
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Abstract. Detecting and responding to affective states may be more influential 
than intelligence for tutoring success. This paper presents a software system 
that recognizes emotions of users using Android Cell Phones. The system 
software consists of a feature extractor, a neural network, and an intelligent 
tutoring system. The tutoring system, the neural network, and the emotion 
recognizer were implemented for running in Android devices. We also 
incorporate a novel fuzzy system, which is part of the intelligent tutoring 
system that takes actions depending of pedagogical and emotional states. The 
recognition rate of the emotion classifier was 96 %.  

Keywords: Intelligent Tutoring Systems, Affective Computing, Learning 
Technologies, Artificial Neural Networks, Education. 

1 Introduction 

The rapid advancement of technology in recent decades has allowed imitate science 
fiction since today there are computer systems that can recognize the emotional states 
of people and still react to them with related actions.  

Affective computing is a term coined by Rosalind Picard in 1995 [1] to define a 
field of research that integrates different scientific disciplines, seeking to make 
computers have the ability to behave intelligently, interacting naturally with users 
through the ability to recognize, understand and express emotions. Knowing the 
emotional state of a person provides relevant information about their psychological 
state and gives a software system, the possibility to decide on how to respond to it. 

Research in the area of affective computing aims to create systems to identify and 
respond to the emotions of a user (e.g. a client). Emotions are detected by special 
devices (pc camera, pc microphone, special mouse, neuro-headset, etc.) that can be 
placed in a computer or a person [2]. These devices are responsible for picking up 
signals (facial image, voice, mouse applied pressure, heart rate, stress level, etc.) of a 
user and of sending them to the computer to be processed and then get the resulting 
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emotional state in real time. In the area of education, an affective system seeks to 
change in an individual, a negative emotional state (e.g. confused) into a positive state 
(e.g. committed), in order to facilitate an appropriate emotional state for learning. 

An Intelligent Tutoring System (ITS) is a computer program that incorporates AI 
techniques and pedagogy to provide tutors that know what they teach, who will teach 
and how to teach [3]. An ITS goal is to provide tutoring services that support learning 
[4]. Because the teaching-learning process is a complex area, ITS have support from 
other areas of knowledge such as education, psychology and computer science, which 
are combined to develop robust applications that are efficient tools for education. A 
traditional Intelligent Tutoring System (ITS) reacts from a significant set of 
pedagogical or cognitive strategies (i.e. a wrong answer or a help petition). The latest 
related works on emotion recognition in ITS incorporates different methods 
(hardware and software-based) to recognize student emotions [2, 5, 6, 7].   

In this work, we present a system to incorporate emotion recognition to an ITS 
running into a Mobile Device. We have integrated two methods for selecting the 
learning style and emotional state of a student and to consider them in the ITS 
response. For recognizing the learning style and the affective state, we implemented 
two neural networks. During a training session, the first network (a SOM or Kohonen 
network) used for detecting the learning styles, receives a number of different input 
patterns (the student learning style obtained from an Inventory Learning Style 
Questionnaire (ILSQ), the learning style of three defined courses, and the student’s 
grade in each course), discovers significant features in these patterns and learns how 
to classify the input patterns. The second network (a back-propagation neural 
network), which is used to detect affective or emotional states, is trained with a 
corpus of faces representing different emotional states. The affective and learning 
style recognizers are used into a fuzzy system, which is part of an ITS. 

2 System General Structure and Architecture 

Figure 1 shows the general structure of the system software. We have an application 
for Android devices, allowing the Intelligent Tutoring Systems accessed from mobile 
devices, taking pictures that allow the extraction of facial features and determine the 
student's emotion. The students will access the ITS through the web browser on a 
device with Android operating system, which can be a Smartphone or Tablet with 
Front Camera. The intelligent tutor requests the execution of the application for 
extracting facial features, when necessary. The ITS request is through the web 
browser, and is an invocation to the program installed on the mobile device, which 
takes a picture to obtain features of the eyes and mouth which are submitted to the 
ITS and then to a server with a neural network to determine the corresponding 
emotion, providing such information to the Tutor. Once the emotion is obtained, the 
ITS may take actions that allow students to improve their learning. 
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Abstract. In this paper, we present a fast hypervolume-based multi-objective 
local search algorithm, where the fitness assignment is realized by the approxi-
mating computation of hypervolume contribution. In the algorithm, we define 
an approximate hypervolume contribution indicator as the selection mechanism 
and apply this indicator to an iterated local search. We carry out a range of ex-
periments on three-objective flow shop problem. Experimental results indicate 
that our algorithm is highly effective in comparison with the algorithms based 
on the binary indicators and the exact hypervolume contribution indicator. 

Keywords: multi-objective optimization, approximate hypervolume contribu-
tion, local search, flow shop problem. 

1 Introduction 

The hypervolume indicator was originally proposed by Zitzler and Thiele [14] as a 
measure of comparing the performance of multi-objective evolutionary algorithms 
(MOEAs). It is also a popular metric for the fitness assignment in the design of multi-
objective optimization algorithms. The main purpose of the present study is to inte-
grate an hypervolume indicator into a population-based multi-objective iterated local 
search.  

In single objective optimization, a total order relation can be easily used to rank the 
solutions. However, such a natural total order relation does not exist in multi-
objective optimization. Indeed, there usually does not exist one optimal but a set of 
solutions called Pareto optimal solutions or efficient solutions. The aim is to generate 
a set of Pareto optimal solutions called Pareto optimal set, which keeps the best com-
promise solutions among a set of objective functions. 

In this paper, we define an approximate hypervolume contribution indicator to as-
sign a fitness value to each solution. Then, we integrate this indicator into an iterated 
local search as the selection mechanism so as to obtain an hypervolume-based multi-
objective optimization algorithm. Based on the hypervolume contribution principle, 
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we propose a fast hypervolume-based multi-objective local search algorithm. In order 
to evaluate the effectiveness of the proposed algorithm, we apply it to three-objective 
flow shop problem, which is an extension of benchmark instances of bi-objective flow 
shop problem.  

The rest of this paper is organized as follows: Section 2 is devoted to introducing 
the definitions of multi-objective optimization. In section 3, we briefly investigate the 
indicator-based optimization which is related to the present study. Then, we propose 
the fast hypervolume-based multi-objective local search algorithm in section 4. Af-
terwards, section 5 presents the computational results and the performance analysis of 
the algorithms. Finally, the conclusions and perspectives for the future work are dis-
cussed in the last section.  

2 Multi-Objective Optimization 

First, let us recall some useful notations and definitions of multi-objective optimiza-
tion problems (MOPs), which are taken from [14]. Let ܺ denote the search space of 
the optimization problem under consideration and ܼ the corresponding objective 
space. Without loss of generality, we assume that Z = ℜ୬ and that all n objectives are 
to be minimized. Each x  X is assigned exactly one objective vector z  Z on the 
basis of a vector function f : X → Z with z = f(x). The mapping f defines the evalua-
tion of a solution x  X, and often one is interested in those solutions that are Pareto 
optimal with respect to f. The relation x1  x2 means that the solution x1 is preferable 
to x2. The dominance relation between two solutions x1 and x2 is usually defined as 
follows [14]:  
 
Definition 1. A decision vector x1 is said to dominate another decision vector x2 (writ-
ten as x1 ≻ x2), if fi(x1)  fi(x2) for all i  {1, , n} and fj(x1) < fj(x2) for at least 
one j   {1, , n}.  
Definition 2. x  X is said to be Pareto optimal solution if and only if a solution xi ∈ X which dominates x does not exist.  

Since in most cases, it is not possible to compute the Pareto optimal set in a rea-
sonable time, we are interested in computing a set of non-dominated solutions which 
is as close to the Pareto optimal set as possible. Therefore, the whole goal is often to 
identify a good approximation of the Pareto optimal set.  

3 Indicator-Based Optimization 

The indicator-based optimization principle was initially proposed by Zitzler and 
Künzli [14], which extends the idea of flexible integration of preference information 
by Fonseca and Fleming [10]. They define the quality indicators which are used as a 
measure during the selection process. The quality indicator can be represented as a 
function that assigns each solution a fitness value reflecting its quality. Then, this 
principle transforms a multi-objective problem into a single objective one, since this 
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indicator function induces a total order that can be used to rank the solutions of  
population.  

3.1 Binary Indicator 

Indeed, Zitzler and Künzli [14] proposed the Indicator-Based Evolutionary Algorithm 
(IBEA). In this algorithm, they define two binary indicators  ܫఌ and IHyp, which are 
described as follows:  

,ଵݔ)ఌܫ  (ଶݔ = )௜∈{ଵ,⋯,௡}ݔܽ݉ ௜݂(ݔଵ) − ௜݂(ݔଶ)) (1) ܫఌ (ݔଵ,ݔଶ) (where ݔଵ ∈ ܺ and ݔଶ ∈ ܺ) represents the minimal translation (in the 
objective space) on which to execute ݔଵ so that it dominates ݔଶ (see Fig. 1). Let us 
note that the translation could take negative values.  

 

Fig. 1. Illustration of the ܫఌ indicator applied to two solutions ݔଵ and  ݔଶ (left hand side: no 
dominance relation between ݔଵ and ݔଶ; right hand side: ݔଶ ≻   .ଵ) [2]ݔ

,ଵݔ)ு௬௣ܫ  (ଶݔ = ൜ (ଶݔ)ܪ − ,(ଵݔ)ܪ ଶݔ ݂݅ ≻ ,ଵݔ})ܪଵݔ ({ଶݔ − ,(ଵݔ)ܪ -repre (ଶݔ,ଵݔ) ଵ, IHypݔ denotes the volume of objective space dominated by (ଵݔ) ܪ (2) ݁ݏ݅ݓݎℎ݁ݐ݋ 
sents the volume of objective space that is dominated by ݔଶ, but not by ݔଵ (see Fig. 
2).  

In fact, both indicators evaluate the quality of a solution  ݔଵ with respect to anoth-
er solution ݔଶ . The experimental results showed that IBEA could significantly  
improve the quality of the generated Pareto approximation set with respect to the 
considered optimization goal.  

In [2], Basseur et al. proposed a simple and generic Indicator-Based Multi-
Objective Local Search algorithm (IBMOLS), where the selection mechanism is  
realized based on two binary indicators defined in [14]. This algorithm is easily 
adaptable, parameter independent and has a high convergence rate. The experiments 
show IBMOLS outperforms some classical metaheuristics.  
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Fig. 2. Illustration of the IHyp indicator applied to two solutions ݔଵ and  ݔଶ (left hand side: no 
dominance relation between ݔଵ and  ݔଶ; right hand side: ݔଶ ≻   .ଵ) [2]ݔ

3.2 Hypervolume Indicator 

The hypervolume measure was initially proposed by Zitzler and Thiele [4], which 
could be seen as the size of the space covered or the size of dominated space. In gen-
eral, hypervolume is the n-dimensional space that is dominated by the points (solu-
tions) in a front. A front with a larger hypervolume is likely to present a better set of 
trade-offs to a user than a front with a smaller hypervolume. Inspired from IBMOLS, 
we proposed the Hypervolume-Based Multi-Objective Local Search algorithm 
(HBMOLS), which defines a Hypervolume Contribution (HCS) indicator as the selec-
tion mechanism instead of binary indicators [3].  

In [13], While et al. proposed a Hypervolume by Slicing Objective algorithm 
(HSO) to calculate hypervolume exactly. HSO works by proceeding the objectives in 
a front rather than the points. It divides the n D-hypervolume to be measured into 
separate ݊ − 1  D-slices through one of the objectives, then it calculates the 
hypervolume of each slice and sums these values to derive the total.  

To improve the performance of HSO, Bradstreet, While and Barone [5] presented a 
fast incremental hypervolume algorithm (IHSO), which calculates the exclusive 
hypervolume of a point p relative to a set of points S. IHSO minimizes the number of 
slices that have to be proceeded and orders the objectives intelligently. Then, the ex-
act hypervolume of each point in a set is calculated by repeated application of IHSO.  

However, hypervolume computation is exponential in the number of objectives in 
the worst cases. In order to rank the solutions of population more effectively, Bader 
and Zitzler [1] put forward a new thought: the ranking of solutions induced by the 
hypervolume indicator is more important than the actual indicator values. In other 
words, it is not necessary to compute an exact HC value but to compute an approxi-
mate HC value in high dimensions. Based on this thought, they proposed a fast search 
algorithm (HypE), which uses Monte Carlo simulation to approximate the exact 
hypervolume values. This novel hypervolume-based multi-objective evolutionary 
algorithm well trade off between the accuracy of the estimates and the overall  
computing time budget. 
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4 Fast Hypervolume-Based Multi-Objective Local Search 
Algorithm 

In this section, we present a Fast Hypervolume-Based Multi-Objective Local Search 
algorithm (FHBMOLS), which uses an Approximate Hypervolume Contribution 
(AHC) indicator as the selection mechanism during the search process. The outline of 
this algorithm is illustrated in Algorithm 1.  

 

In Algorithm 1, the individuals of the initial population are generated randomly, 
i.e., each individual is initialized with a random permutation. Then, each solution in 
the population is assigned a fitness value by the AHC indicator (Section 4.2). After-
wards, the entire population is optimized by the Hypervolume Contribution Selection 
(HCS) illustrated in Algorithm 2.  

 

Algorithm 2 shows the pseudo-code of the HCS procedure. In this procedure, a fit-
ness value computed by the AHC indicator is assigned to the solution ݔ∗, which is 
one of the unexplored neighbors of x. If  ݔ∗ is dominated, the fitness values of solu-
tions in the non-dominated set are not modified; if  ݔ∗ is non-dominated, the fitness 
values of some solutions, which are the neighbors of  ݔ∗ in the objective space, need 
to be updated. Then, the solution with the worst fitness value is removed from the 
population P. If this solution is dominated, nothing will be changed in the non-
dominated set; otherwise, we should update the fitness values of the neighbors of this 
solution in the objective space.  
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Furthermore, the local search is executed in an iterative way shown in Algorithm 3, 
the Pareto approximation set PO is maintained and actualized with the solutions 
found by FHBMOLS. Specifically, the FHBMOLS algorithm is used to improve the 
quality of the initial population P and generate a Pareto approximation set A during 
the local search process. After each local search, the random mutation is used to cre-
ate a new initial population for the next FHBMOLS execution. The whole process 
will repeat until a pre-defined running time is reached.  

4.1 Hypervolume Computation 

Hypervolume is described as the Lebesgue measure VOL of the union of hypercubes 
[ܼ௥௘௙,  ,௜ and a reference point ܼ௥௘௙ [6, 7]ݔ ௜] defined by a non-dominated pointݔ
which is illustrated in Equation 3 and Figure 3 respectively.  

(ܲ)݌ݕܪ  = ,௥௘௙ܼ])ܮܱܸ ⋃[ଵݔ ⋯ ⋃[ܼ௥௘௙,  ௡]) (3)ݔ

The hypervolume contribution can be seen as the measure of the space that is only 
dominated by x. According to Equation 3, the hypervolume contribution HypC of a 
solution x to a population P is defined as follows:  

,ݔ)ܥ݌ݕܪ  ܲ) = (ܲ)݌ݕܪ −  (4) ({ݔ}ܲ)݌ݕܪ

Based on the definition of the hypervolume contribution, we define the 
Hypervolume Contribution (HC) indicator, where we distinguish two cases:  

,ݔ)ܥܪ  ܲ) = ቊ ,ݔ)ܥ݌ݕܪ ܲ),  if ݔ is non-dominated−݉ܽݔ௬∈௉,௬≻௫(ܸܱݕ])ܮ, ,(([ݔ ݁ݏ݅ݓݎℎ݁ݐ݋   (5) 

Actually, the HC indicator includes a special case when x is dominated by at least 
one solution of P. An example is illustrated in Figure 4. More precisely, we divide the 
entire population into two sets: one is the set composed of non-dominated solutions; 
the other one is the set composed of dominated solutions (at least dominated by one 
solution in the first set). According to the definition of HC indicator, the fitness  
computation for the dominated solutions depends on the solutions located in the non-
dominated set.  
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Fig. 3. The hypervolume Hyp(P) is the area which is enclosed by a population P (including the 
solutions ݔ௜ , ݅ ∈ {1, ⋯ ,5}), according to a reference point ܼ௥௘௙; The hypervolume of the 
solution ݔଵ is denoted as [ܼ௥௘௙,   .ଵ], which is colored in greyݔ

 
Fig. 4. Left hand side: HC(x,P) of a dominated solution x to a population P: maximum domi-
nance area (grey box) computed between x and y (y > x, y  P). Right hand side: HC(x,P): 
Hypervolume contribution of a solution x to a population P, the area dominated only by the 
solution x is colored in grey (y଴ and yଵ: two non-dominated solutions next to x). ܼ௥௘௙: the 
reference point.  

4.2 Fast Computation of Hypervolume Contribution in Three-Objective Case 

As mentioned in the previous section, hypervolume computation in N-objective case 
(N  3) usually requires high computational efforts. Even in the three-objective case, 
it is very complicated to compute the hypervolume contribution for solutions located 
in the non-dominated set. As shown in Figure 5, the solutions which are incomparable 

 

 
Fig. 5. Left hand side: the non-dominated areas in bi-objective case: ܫଵ and ܫଶ. Right hand 
side: the non-dominated areas in three-objective case: ܫ௝ , j ∈ {1,  ,6}. D: the dominating area 
where x is dominated; d: the dominated area where all the solution are dominated by x.  
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to x can only be located in the non-dominated areas ܫଵ and ܫଶ in bi-objective case 
(see Table 1). In Figure 5, we can see that there are six non-dominated areas of x (ܫ௝, j ∈ {1, ⋯, 6}) in three-objective case (see Table 2).  

Table 1. Dominated and non-dominated areas of solution x in bi-objective case (f(x): the 
objective values of solution x, ݏௗ: the solution in the area d, ݏ஽: the solution in the area D, ݏ௝: 
the solution in the area ܫ௝ , j ∈ { 1, 2}).  

 

Table 2. Dominated and non-dominated areas of solution x in three-objective case (f(x): the 
objective values of solution x, ݏௗ: the solution in the area d, ݏ஽: the solution in the area D, ݏ௝: 
the solution in the area  ܫ௝ , j ∈ {1,  ,6}.  

 

In our situation, we consider using the methods to compute an approximate value 
of the hypervolume contribution for each solution. For this purpose, we propose an 
Approximate Hypervolume Contribution indicator (AHC) and focus on the AHC 
computation in three-objective case. The main steps of AHC computation are present-
ed in detail as follows:  

• Step 1: Fitness computation for ࢞∗ which is dominated:  
If ݔ∗ is dominated, then according to the equation 5,  ݔ)ܥܪܣ∗, ܲ) = ,ݕ])ܮ௬∈௉,௬≻௫∗൫ܸܱݔܽ݉− =                             ൯([∗ݔ )|∗௬∈௉,௬≻௫ݔܽ݉− ଵ݂(ݕ) − ଵ݂(ݔ∗))                                                                  × ( ଶ݂(ݕ) − ଶ݂(ݔ∗)) × ( ଷ݂(ݕ) − ଷ݂(ݔ∗))| (6) 

Other fitness values in P do not need to be updated. More specifically, the fitness 
values of the solutions in the non-dominated set remain unchanged, as well as the 
other solutions.  

• Step 2: Fitness computation for ࢞∗ which is non-dominated:  
If ݔ∗ is non-dominated, then first update the fitness values of the solutions located 
in the dominated set. If ݔ∗dominates some solutions located in the non-dominated 
set, compute their new negative fitness values according to ݔ∗, update the solu-
tions in the non-dominated set. Afterwards, compute the fitness values for ݔ∗ and 
the other solutions in the non-dominated set.  
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Fig. 6. The AHC computation in three-objective case, the two parts A and B are described in 
Figures 7 and 8 respectively 

We compute the hypervolume contribution of  ݔ∗ by using the solutions locat-
ed in the non-dominated set. Among these solutions which are possibly distributed 
in the six non-dominated areas of x, part of them are useful for the AHC computa-
tion. Actually, these useful solutions will slice the hypervolume of x in the three-
dimension space, in order to obtain an approximate value of the hypervolume  
contribution of ݔ∗.  

Now, we give an example to show how to compute the fitness value for  ݔ∗. All 
the neighbors of solution x are illustrated in Figure 6, which are denoted as ݕଵ, ݕଶ, ݕଷ, ݕସ, ݕହ, ݕ଺ and ݕ଻. The point ݔ଴ in Figure 6 is the projection of solution x on 
the plane C. The relation between solution x and its neighbors is summarized in 
Table 3.  

Table 3. The neighbors of solution x in Figure 6 (solutions ݕସ and ݕହ are non-dominated) 

 

 

Fig. 7. The AHC computation in three-objective case: part A, the approximate hypervolume 
contribution of solution x in this part is computed by Equation a 
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The approximate hypervolume contribution of solution x is computed as follows:  

,ݔ)ܥܪܣ  ܲ) = ൫ ଵ݂(ݕଷ) − ଵ݂(ݔ)൯ × ൫ ଶ݂(ݕଶ) − ଶ݂(ݔ)൯ × ൫ ଷ݂(ݕଵ) − ଷ݂(ݕଶ)൯ ⋯ ⋯ a                   +൫ ଵ݂(ݕସ) − ଵ݂(ݔ)൯ × ൫ ଶ݂(ݕ଺) − ଶ݂(ݔ)൯ × ൫ ଷ݂(ݕଶ) − ଷ݂(ݔ)൯ ⋯ ⋯ b                 +൫ ଵ݂(ݕହ) − ଵ݂(ݕସ)൯ × ൫ ଶ݂(ݕସ) − ଶ݂(ݔ)൯ × ൫ ଷ݂(ݕଶ) − ଵ݂(ݔ)൯ ⋯ ⋯ c                          +൫ ଵ݂(ݕ଻) − ଵ݂(ݕହ)൯ × ൫ ଶ݂(ݕହ) − ଶ݂(ݔ)൯ × ൫ ଷ݂(ݕଶ) − ଷ݂(ݔ)൯ ⋯ ⋯ d (7) 

• Step 3: Solution deletion:  
The solution w with the worst fitness value (AHC (w) = ݉݅݊௭∈௉(ݖ) ܥܪܣ, ܲ))) is 
deleted from the population P. If w is dominated, the fitness values of the remain-
ing solutions do not need to be updated. If w is non-dominated, the fitness values 
of the solutions in the non-dominated set need to be re-computed as we do in Step 
2.  

 

Fig. 8. The AHC computation in three-objective case: part B, the approximate hypervolume 
contribution of solution x in this part has three components, which are computed by Equation b, 
Equation c and Equation d respectively 

The AHC computation plays an important role in the FHBMOLS algorithm. By the 
AHC indicator, we compute a fitness value for each solution more efficiently than the 
exact HC computation in [3].  

5 Experimental Results 

In order to evaluate the efficiency of FHBMOLS, we carry out the experiments on 
three-objective flow shop problem. We compare the FHBMOLS algorithm with 
IBMOLS [2] and HBMOLS [3], which are more effective than the classical multi-
objective optimization algorithms such as NSGA-II [8] and SPEA2 [15]. All the algo-
rithms are programmed in C and compiled using Dev-C++ version 2 compiler on a 
PC running Windows XP. Computational runs were performed on an Intel Core 2 
5000B (2  2.61 GHz) machine with 2.00 GB RAM.  
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5.1 Bi-objective Flow Shop Problem 

The Flow Shop Problem (FSP) is one of the most thoroughly studied machine sched-
uling problems, which schedules a set of jobs on a set of machines according to a 
specific order. The bi-objective FSP can be presented as a set of N jobs { ܬଵ, ܬଶ, -Machines are critical re .{௠ܯ ,  ,ଶܯ ,ଵܯ} ௡} to be scheduled on M machinesܬ , 
sources, i.e., one machine can not be assigned to two jobs simultaneously. Each job ܬ௜ 
is composed of m consecutive tasks  ݐ௜ଵ, ݐ௜ଶ,  , ݐ௜௠, where  ݐ௜௝ represents the ݆௧௛ task of the job  ܬ௜ requiring the machine ௝݉. To each task, ݐ௜௝ is associated 
with a processing time ݌௜௝ . Each job  ܬ௜ has a due date ݀௜. Then, we aim to mini-
mize two objectives [4]:  ܥ௠௔௫ (Makespan: Total completion time) and T  (Total 
tardiness).  

The task  ݐ௜௝ is scheduled at the time ݏ௜௝ , two objectives can be computed as fol-
lows [4]:  

 ଵ݂ = ௠௔௫ܥ  ௜௠ݏ}௜∈[ଵ,⋯,௡]ݔܽ݉ = +  ௜௠}   (8)݌

 ଶ݂ =  ܶ = ∑ ,0) ݔܽ݉ ௜௠ݏ + ௜௠݌ − ݀௜)௡ଵ   (9) 

Both of them have been proven to be NP-hard [11, 9]. In addition, all the FSP in-
stances used in this paper are taken from Taillard benchmark instances and extended 
into bi-objective case [12]1. 

5.2 Three-Objective Flow-Shop Problem Instance 

Generally, there are no established benchmark instances for flow shop problem with 
more than two objectives. In our situation, we have to extend bi-objective benchmark 
instances to three-objective case. More specifically, we use two bi-objective instances 
with the same size to generate one three-objective instance. For example, ܥ௠௔௫ and 
T computed for the first instance represent the first two objectives, ܥ௠௔௫ computed 
for the second instance represents the third objective. Furthermore, we denote a three-
objective instance as i_j_III with i jobs and j machines. For example, 50_15_III de-
notes a three-objective instance generated by two bi-objective instances 50_15_01 
and 50_15_02.  

5.3 Parameter Settings 

The proposed algorithm requires to set a few parameters, we mainly discuss two im-
portant ones: running time and population size.  

─ Running time: The running time T is a key parameter in experiments. We define 
the time T for each instance by Equation 10, in which ௃ܰ௢௕ , ܰெ௔௖ and ைܰ௕௝  rep-
resent the number of jobs, the number of machines and the number of objectives in 
an instance respectively (see Table 4).  

                                                           
1 Benchmarks available at http://www.lifl.fr/~liefooga/benchmarks/index. 

html 



22 R.-Q. Zeng and M.-S. Shang 

 ܶ = ே಻೚್మ  ×ேಾೌ೎ ×ே೚್ೕଵ଴଴  (10) ܿ݁ݏ 

T is defined according to the "difficulty" of the instance. Indeed, ௃ܰ௢௕  defines the 
size of the search space, since it is of size  ௃ܰ௢௕!. The roughness of the landscape 
is strongly related with ܰெ௔௖ . We use this formula to obtain a good balance  
between the problem difficulty and the time allowed.  

─ Population size: According to the results obtained in [2], the experiments realized 
previously on the IBMOLS algorithm showed that the best results are achieved 
with a small population size N. We set this size from 10 to 40 individuals by Equa-
tion 11, relative to the size of tested instance (see Table 4).  

 |ܰ| = ۔ۖەۖ
ۓ 10 ∶ 0 < ห ௃ܰ௢௕ × ܰெ௔௖ห < 50020 ∶ 500 < ห ௃ܰ௢௕ × ܰெ௔௖ห < 100030 ∶ 1000 < ห ௃ܰ௢௕ × ܰெ௔௖ห < 200040 ∶ 2000 < ห ௃ܰ௢௕ × ܰெ௔௖ห < 3000 (11) 

Table 4. Parameter values used for three-objective FSP instances (i_j_k represents the ݇௧௛ bi-
objective instance with i jobs and j machines): population size (N) and running time (T) 

 

5.4 Performance Assessment Protocol 

We evaluate the effectiveness of the FHBMOLS algorithm by using a test procedure 
that has been undertaken with the performance assessment package provided by 
Zitzler et al.2.  

The quality assessment protocol works as follows: we first create a set of 20 runs 
with different initial populations for each algorithm and each benchmark instance. 
Afterwards, we calculate the set  ܱܲ∗ in order to determine the quality of k different 
sets ܣ଴, ⋯ , -௞ିଵ of non-dominated solutions (The set  ܱܲ∗ is generated by removܣ
ing the dominated solutions from the union of k different sets, more details can be 

                                                           
2 http://www.tik.ee.ethz.ch/pisa/assessment.html 
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found in [16]). Furthermore, we define a reference point ݖ = ,ଵݓ] ଴ܣ ଶ represent the worst values for each objective function inݓ ଵandݓ ଶ], whereݓ ∪ ⋯ ∪  ,௞ିଵ. Thenܣ
the evaluation of a set ܣ௜ of solutions can be determined by finding the hypervolume 
difference between ܣ௜ and  ܱܲ∗ [16], which has to be as close to zero as possible.  

For each algorithm, we compute 20 hypervolume differences corresponding to 20 
runs, and perform the Mann-Whitney statistical test on the sets of hypervolume dif-
ference. In our experiments, we say that an algorithm ࣛ outperforms an algorithm 

 if the Mann-Whitney test provides a confidence level greater than 95%. The com-
putational results are summarized in Table 5. In this table, each line contains at least a 
value in grey for each instance, which corresponds to the best average hypervolume 
difference obtained by the corresponding algorithm. The values both in italic and 
bold mean that the corresponding algorithms are not statistically outperformed by the 
algorithm which obtains the best result (with a confidence level greater than 95%).  

5.5 Computational Results 

The computational results are summarized in Table 5. In this table, we observe that 
FHBMOLS and HBMOLS both statistically outperform IBMOLS almost on all the 
instances (HBMOLS applied on the instance 100_20_III is an exception). Especially, 
HBMOLS obtains the best results on the first 7 instances except for the instance 
20_05_III, while FHBMOLS obtains the best results on the remaining 9 instances 
from 30_20_III to 100_20_III.  

Table 5. Hypervolume differences of FSP using AHC indicator in three-objective case 

 

Indeed, the population size of the experiments has an effect on the performance of 
FHBMOLS. When the population size is 10, there does not exist enough solutions 
used for the AHC computation, which usually leads to low effectiveness of 
FHBMOLS on these instances. On the other hand, the instance size also has an  
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influence on the performance of FHBMOLS. For the large instances, it often takes 
more time to compute the exact HC values and less time in local search, which obvi-
ously affects the effectiveness of HBMOLS. In FHBMOLS, it is much faster to obtain 
an approximate HC value for each solution, which means FHBMOLS could keep a 
better balance between the HC computation and the local search. That explains why 
FHBMOLS statistically outperforms HBMOLS on the large instances. For this rea-
son, even though the population size is 10, FHBMOLS still obtains the best result on 
the instance 50_05_III. 

6 Conclusions and Perspectives 

In this paper, we have defined an approximate hypervolume contribution indicator in 
order to compare and select a set of non-dominated solutions for multi-objective op-
timization algorithms. We have used the AHC indicator to settle the selection process 
and proposed a fast hypervolume-based multi-objective local search algorithm.  

We have performed the experiments on three-objective flow shop problem, which 
is an extension of benchmark instances of bi-objective flow shop problem. Experi-
mental results indicate the superiority of AHC indicator over two binary indicators ܫఌ 
and IHyp. In comparison with HBMOLS based on the HC indicator, the computational 
results obtained by FHBMOLS are also highly competitive, especially on the large 
instances.  

The performance analysis of FHBMOLS sheds light on the ways to future research. 
One immediate possibility is to apply this algorithm to other multi-objective problems 
such as multi-objective quadratic assignment problem or multi-objective traveling 
salesman problem. Additionally, it would be very interesting to propose more effec-
tive methods to compute the approximate HC values for further improvements of the 
fitness assignment in higher dimensions. 
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Abstract. Recommendation system nowadays plays an important role in 
e-commerce, by helping consumers to find their preference from tens of 
thousands of goods and at the same time bringing large profits to e-commerce 
companies. Till now many different recommendation algorithm have been 
proposed and achieved good effect. In the context Netflix Prize in 2006, Simon 
Funk proposed a matrix factorization-based recommendation algorithm named 
Funk-SVD, which caused a widespread concern about the use of SVD model in 
recommend algorithm. Traditional SVD-based recommendation algorithm 
employs gradient descent algorithm as its optimization strategy. In this paper, we 
proposed a CALA-based algorithm to perform Funk-SVD, taking into 
consideration that CALA, as a kind of reinforcement learning model, has a 
superior performance on continues parameter optimization, especially in a 
unknown environment. As far as we known, the whole concept of CALA-based 
SVD is novel and unreported in the literature. To analyze the new algorithm, we 
tested it on the data set of film rating and achieved an average RMSE of 0.85, 
which is comparable with the former algorithm. 

Keywords: CALA, Learning Automata (LA), SVD, recommendation system. 

1 Introduction 

Today, the recommendation system plays a more and more important role in 
e-commerce. A well-performed recommendation algorithm can accurately predict a 
user’s preference for a certain goods. so to bring in huge profits to the e-company. A 
user-based collaborative filtering (UserCF) algorithm [1], which was proposed early in 
1992, aims to find the ‘nearest’ neighbor of a user, and predict this user’s preference 
based on his/her neighbors' preference. Another item-based collaborative filtering 
(ItemCF) algorithm [2] propose by Amazon Co in 2003, has now become the most 
widely used recommendation algorithm. ItemCF focuses on the similarity between 
items instead of that between users. Association rule-based algorithm[3] is another 
item-based algorithm, which mainly focuses on digging out the potential association 
between two items. Since the context Netflix Prize in 2006, Latent Factor Model 
(LFM)[4]has become a hot spot owning to its high accuracy of recommendation. The 
key point of LFM is to fulfill the blank of the sparse rating matrix using Singular Value 
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Decomposition (SVD)[5], so to predict a user’s rating for a particular goods. 
Traditional SVD-based recommendation algorithm employs gradient descent 
algorithm as its optimization strategy.  

In this paper we propose a novel method to perform SVD, which is based on 
Learning Automata (LA)[6][7]. LA is a self-adaptive decision-making method that 
operates in an unknown random environment and progressively improve their 
performance via reinforcement learning. In each iteration, the automata randomly 
chooses one of the actions according to their probability density distribution, and apply 
the chosen action into the environment. LA uses environment feedback to update the 
action probability distribution and choose the next action for reinforce learning. This 
procedure continues until an optimal action is chosen.LA searches for the optimal 
parameter within the space of probability distribution rather than within the parameter 
space, so it works well as a global optimizer, especially in a random and noisy 
environment. Here we employ a continuous Action-set Learning Automate (CALA), 
which works in a continuous space. Experiment evidence show that the proposed 
CALA-SVD can achieve a good prediction result. 

The paper is organized as follows: Section 2 provides a brief introduction of LA and 
CALA. Section 3 presents the CALA-based solution to perform SVD and its 
application in recommendation system. Section 4 presents the experimental results and 
analysis. Section 5 gives the conclusions. 

2 Learning Automata 

2.1 Introduction of Learning Automata (LA)  

Learning Automata(LA) is a kind of artificial intelligence, which can be viewed in the 
framework of reinforcement learning. A Learning Automata interacts with a random 
environment and try to recognize the optimal action. There have been many researches 
on different type of learning models since 1974, such as parameterized learning 
automata (PLA), generalized learning automata (GLA), and continuous action-set 
learning automata (CALA)[7]. So far LA has been applied to solve many different 
practical problems.  

 

Fig. 1. The structure of LA 
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A typical finite-action LA is defined by a four parameters set{ , , , }p Tα β  in which 

α is the action set 1 2 3{ , , ,... }nα α α α (see Fig.1), p is the probability set of α , 

1 2 3{ , , ,... }np p p p , β denotes the environment feedback which is typically a variable 

between 0 and 1, T is the update scheme of the automata, which decides how the 
probability set 1 2 3{ , , ,... }np p p p will be updated after learning from the environment.  

At time ‘ n ’, LA stochastically choose one of its actions, iα , according to their 

probability distribution, ( )p n , apply the chosen iα into the environment and get a 

feedback, ( )nβ . In a P model LA, ( ) 0nβ =  means a reward from the environment 

while ( ) 1nβ = means getting a penalty. LA will then uses ( )nβ to update the 

probability distribution ( 1)p n + , according to the update scheme T . 

It has been proved that after finite iterations, the probability of one of these actions 
will be very close to 1, while the others will be down to 0. In this scenario we believe 
the LA has converged. If the selected ‘optimal’ action is actually optimal, then we say it 
is correctly converged. Different LA models have different converge accuracy and 
speed.  

2.2 Continuous Action-set Learning Automata (CALA) 

Finite action-set LA works in a discrete domain. If we need to optimize parameter in a 
continuous domain, then we must discretize the continuous space into several small 
intervals, such operation will reduce the accuracy. In fact there is a more satisfying LA 
solution to such models, that is continues action-set Learning Automata (CALA) [8][9]. 

The action probability distribution of CALA obeys a normal distribution 
( ( ), ( ))N t tμ σ . At a certain time t , CALA stochastically chooses a point ( )x t on 

function ( )f x according to the probability distribution. Particularly, both ( )x t  and 

( )tμ will be applied into the environment to get the feedback ( )x tβ and ( )tμβ ,then 

CALA will update ( 1)tμ +  and ( 1)tσ +  according to a certain update scheme.  

CALA use an update scheme as below: 

( ) ( ( ) ( ))
( 1) ( ) (1)

( ( )) ( ( ))
x x t t

t t
t t

μβ β μμ μ λ
ϕ σ ϕ σ

− −+ = +  

2
( ) ( ( ) ( ))

( 1) ( ) [( ) 1] (2)
( ( )) ( ( ))

{ [ ( )]}

x

l

x t t
t t

t t

C k

μβ β μσ σ λ
ϕ σ ϕ σ

λ σ σ

− −+ = + −

+ −
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( ) l l

l

for

for

φ σ σ σ σ
σ σ σ

= ≤
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To avoid non-optimal convergence, we should guarantee that ( )tσ  will not 

converge to 0, so here a parameter 0lσ > (sufficiently small ) is set as the lower bound 

of ( )tσ . 

It is proven [9] that with large probability, ( )tμ  will converge close to the 

maximum point of (x)f  and ( ( ))tϕ σ  will converge close to 
lσ . 

3 Proposed Algorithm 

3.1 Latent Factor Model (LFM) 

So far, many researchers have been done on classic recommendation algorithms, such 
as UserCF , ItemCF and Association Rule-based Algorithm. In the context Netflix 
Prize in 2006, Simon Funk proposed a new recommendation algorithm based on 
Singular Value Decomposition (SVD), which was later named Latent Factor Model 
Algorithm (LFM).Since then the application of SVD in recommendation algorithm 
have attracted a lot of attention. The key point of LFM is to discover the potential 
relevance between user preference and items by digging out the “latent factor”, the 
model is as followers : 

, ,
1

( , ) (3)
F

T
ui u i u k i k

k

preference u i r p q p q
=

= = =  

where F is the number of latent factor, ,u kp denotes the u-th user’s preference on the 

k-th latent factor, ,i kq denotes the relevance between the i-th item and the k-th latent 

factor. Considering that in a real model, a rating system may has some inherent 
property which has nothing to do with users and items, a user may has some inherent 
property which has nothing to do with items, also an item may has some  
inherent property which has nothing to do with users, a modified Bias-SVD algorithm 
was proposed to Simulate the real situation : 

, ,
1

( )) 4( , T
u i u i u i

F

u k i k
k

preference u i b b p p qq b bμ μ
=

= + + + ⋅ = + + +  

where μ is a mean value of all ratings in the training set, ub is the average rating level 

of a particular user, and ib is the average rating of a particular item. To compute 

parameter p  and q , a optimization function in equation (5) is employed. Traditional 

algorithm 

2 2 22
, ,

( , ) ( , ) 1

ˆ( ) ( ) (5)
F

ui ui ui u k i k u i
u i K u i K k

C r r r p q p pλ λ
∈ ∈ =

= − = − + +    

uses Gradient Descent Algorithm to gradually reduce the error, in this paper we will 
present another algorithm to perform this, which is referred to as CALA-SVD. The 
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following experiment proved that the novel algorithm can achieve a good effect and 
CALA can perform well as a parameter optimizer in SVD. 

3.2 Proposed CALA-SVD Algorithm 

In the proposed algorithm, each value which needs training is regarded as an 
independent CALA, a mean value 

, ,p u kμ and a variance
, ,p u kσ is kept for each automata. 

The iteration step of CALA-SVD is showed as followers: 
step1: Initialize each pair ( , ,p u kμ , , ,p u kσ ) and ( , ,q i kμ , , ,q i kσ ) randomly. 

step2: For a certain user u and a certain item i , select ,u kp and ,i kq randomly 

according to their Gaussian probability distribution ( , ,p u kμ , , ,p u kσ ) and ( , ,q i kμ , , ,q i kσ ). 

step3: Calculate the two estimates of ,u ir  respectively: 

, ,
1

, ( )ˆ 6
F

ui
k

i i ku u kp qr b bμ
=

= + + +  

. , ,, ,
1

ˆ ( ) (7)
F

pu i u u k q i k
k

ir b b μ μμ μ
=

= + + +  

step4: Use the environment feedback to update ( ,μ σ ) pair by employing the CALA 

model: 
2
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where parameters C, lσ  and λ have the same meaning as is introduced before in 

section 2. 

step5: Go back to step 2 and iterates until rβ  converges to a sufficiently small 

error. 
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Considering that each value to be trained reflects the relevance between a latent 
factor and an item or a user, it should never be a negative, so we give a threshold to the 
randomly generated ,u kp and ,i kq , once they are out of range [0, ]a , the algorithm will 

‘pull’ them back by reinitiate them, here ‘ a ’ is a positive number.  
Later experiment will show that each CALA can work independently and finally 

achieve a global convergence.                                              

4 Experimental Results 

To evaluate the proposed algorithm, we apply it to the dataset provided by MovieLens,  
whose movie rating data are all gathered from real users. Main parameters of this 
dataset are as follows:  
 

1. User ID ranges between 1 and 6040. 
2. Movie ID ranges between 1 and 3952.  
3. Ratings are made on a 5-star scale (whole-star ratings only). 
4. Each user has at least 20 ratings. 
5. A total number of 1000209 rating pairs is included in the dataset. 

 

Since we aim to get a 6040×3952 matrix as a training result, there is actually a 95.8% 
vacancy left to be filled in the original matrix.   

As a preparation, we divide the dataset into two parts: the training set and the test set. 
The test set includes 500 users’ rating which are randomly selected from the entire data 
set. For each selected user, we randomly select a half numbers of his/her ratings into the 
test set, while leaving the other half in the training set.  

As same as Netflix Prize, here we employ RMSE to evaluate the average error of the 
test results, it is defined in equation (14): 

1 1

1
ˆ( ) (14)

unm

ui ui
u i

RMSE abs r r
N = =

= −  

where m is the user numbers in test set, un is the rating numbers of the u-th user, abs(*) 

is the absolution function and ûir denotes the reconstruction value of the i-th rating of 

the u-th user, while uir is the corresponding true value. 
1

m

u
u

N n
=

= denotes the total 

number of ratings. Table 1 shows the experimental result: 

Table 1. The experimental result 

 RMSE 
CALA-SVD 0.85 

Bias-SVD 0.79 
 
from Table 1 we can see that the novel CALA based algorithm can achieve a 
comparable RMSE with the traditional algorithm. Experiment result proved that it 
makes sense to apply CALA into SVD and recommendation system. Of course, further 
experimental is need to optimize the new algorithm.  
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5 Conclusion 

This paper proposes a CALA-based algorithm to perform Singular value decomposition 
(SVD), and give a example of its application in recommendation system. To analyze the 
performance of the new algorithm, we tested it on the movie rating dataset and get a 
comparable result with the classical Bias-SVD algorithm, which employs gradient 
descent algorithm as optimization strategy. The experimental evidence has demonstrated 
that as a reinforcement learning model CALA can obtain a good convergence when 
applied in SVD. However, this paper does not aim to beat all the old methods proposed 
earlier, but to show that the CALA algorithm can effectively serve as an attractive method 
to successfully perform SVD in a Latent Factor Model and recommendation system. Of 
course there is still large space for further improvement. 
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Abstract. This paper introduces a novel 2-stage classification system with 
stacking and genetic algorithm (GA) based feature selection. Specifically, Lev-
el1 data is first generated by stacking on the original data (called Level0 data) 
with base classifiers. Level1data is then classified by a second classifier (denot-
ed by C) with feature selection using GA. The advantage of applying GA on 
Level1 data is that it has lower dimension and is more uniformity than Level0 
data. We conduct experiments on both 18 UCI data files and CLEF2009 medi-
cal image database to demonstrate superior performance of our model in com-
parison with several popular combining algorithms. 

Keywords: multi-classifier system, classifier fusion, combining classifiers, fea-
ture selection. 

1 Introduction 

Combining classifiers to improve classification performance has been shown to be an 
effective strategy [1-4]. In general, the more the differences in the training sets, base 
classifiers and feature sets, the better the combining output will be since they tend to 
capture different aspects of the classification task. Duin [1] summarized six combin-
ing strategies for multi-classifier system: (a) different initializations, (b) different 
parameter choices, (c) different architectures, (d) different classifiers, (e) different 
training sets, and (f) different feature sets. In a two stage classification model, the 
base classifiers are normally chosen to be significantly difference to each other. To 
train the base classifiers, Ting and Witten [5] developed the stacking algorithm where 
the training set is divided into several equal disjoint parts and each part plays as the 
test set once while the others play as the training set. The output of stacking-based 
algorithms is a set of fuzzy label [2], which gives the posterior probability that each 
observation belongs to an individual class according to each classifier. The set of 
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posterior probability of all observation is called Level1 data. Let N as the number of 
observations, K  as the number of base classifiers and M  as the number of clas-

ses { }Wj . For each observation iX , (W | )k j iP X
 
is the probability that iX

 
belongs to 

class Wj  given by the thk  classifier. The Level1 data of all observations, a N MK× -

posterior probability matrix { }(W | )k j iP X 1,j M= 1,k K=  1,i N= , is defined by: 

1 1 1 1 1 1 1 1

1 1 2 1 2 1 2 2

1 1 1 1
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The Level1 data of an observation X is defined by: 
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Based on stacking, several well-known combining classifiers algorithms were in-
troduced. Kuncheva et al. [2] defined Decision Profile (denoted by ( )DP X ) of an 

observation X  as equal to Level1(X) (eqn. 2) and Decision Template of thi  class 
(denoted by iDT ) as average of Decision Profile of observations in training set where 

their labels are iW . Based on measurement between iDT ( 1,i M= ) and ( )DP X , 

class label of X  is predicted. Merz [11] proposed an algorithm called SCANN which 
first uses stacking result and the true label of learning set to build indicator matrix and 
applied Correspondence Analysis (CA) to that matrix to understand the relationship 
between observation and its class label. Then, K Nearest Neighbor is used to classify 
unlabeled observation on the Level1 data based on output of CA.  

Kittler et al. [18] introduced fixed rules to combine outputs from classifiers. The 
difference between fixed rules and trainable combining algorithms is that fixed rule is 
pre-chosen and does not involve training on Level1 data. Six fixed combing rules 
evaluated in this paper are Sum, Product, Max, Min, Median and Majority Vote.  

Two interesting questions related to multi-classifier system are whether there exist 
a subset of base classifiers and a subset of features that could achieve better classifica-
tion results than the original sets? The first question is classifier selection problem. It 
means that in some situations, system with the elimination of some base classifiers 
may perform better than system with all base classifiers. The second question, which 
is the main subject of this paper, is feature selection. The purpose of this task is to 
reduce the number of features from feature set while still maintaining acceptable ac-
curacy. In fact, some attributes of an object may have low discriminative power be-
cause of their nature and measurement bias. As a result, subset formed by removing 
these attributes may be more discriminative than its superset. 
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2 Recent Work 

2.1 2-Stage Model 

The idea of 2-stage model was published in [6] where K different feature vectors 
extracted from an object is used by K base classifiers respectively. However, extract-
ing K feature vectors from an object is not always feasible so here we propose apply-
ing stacking algorithm to the 2-stage model as illustrated in Fig. 1. In the first stage, 
the dataset is classified by K  base classifiers by stacking and their output is Level1 
data (eqn. 1). Next, the Level1 data is classified by a new classifier (denoted by C in 
Fig.1). Level1 data can be viewed as “scaled results” given by K  base classifiers 
(Level1 data is real value scaled in [0, 1]). 

Our proposed model is very flexible in that the base classifiers can be chosen as 
different as possible (Strategy d) [1] while C is another arbitrary classifier. Here, the 
K base classifiers play the role of generating Level1 data from Level0 data by stack-
ing, and then this new data is classified by C. Our aim is to gain lower error rate in 
comparison to when C is applied directly to Level0 data (classification directly by C), 
best result from all base classifiers, as well as popular combining classifier algorithms 
namely fixed rules, SCANN [11] and Decision Template [2]. 

 

 

Fig. 1. Proposed 2-stage model based on stacking algorithm 

2.2 GA in Multi-classifier System 

Feature selection is an important technique in pattern recognition, data analysis and 
data mining [7]. Generally speaking, methods that transform features to a new domain 
with a reduction in the dimension of feature can be treated as feature selection. There-
fore, strategy to solve this problem is very diverse, for instance, linear transfor-
mations, search techniques and Genetic Algorithm (GA). Here, we review literatures 
about GA for multi-classifier system. 

Kuncheva et al. [4] introduced join and disjoin mechanism for GA approach. First-
ly, chromosome was encoded by { }0,1,..., K  where k (1 )k K≤ ≤  means that feature 

associated with this point is only used by thk  classifier and 0 is otherwise. In the 
second version, classifier encoding was added in the same chromosome with feature 
encoding, in which Venn diagram and integer values were used for feature and  
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classifier encoding, respectively. In Kuncheva’s experiment, the first version was not 
good while the second version is hard to implement since Venn diagram becomes 
more complicated with many classifiers. Nanni et al. [9] employed GA to improve 
SCANN algorithm [11] by building representations where each includes encoding of 
M classes. Gabrys et al. [8] tried to put classifier, feature and rule encoding in a single 
chromosome as a 3-dimensional cube. However, the above 2 approaches are hard to 
implement because of complicated crossover stage. 

In our experiments, error rates of classification task on Level1 data of several data 
sources are not significantly improved compared with that of classification directly by 
C. It motivated us to apply GA on Level1data in order to achieve lower error rate. In 
the next section, we propose a novel chromosome encoding on Level1 data. After 
that, empirical evaluations are conducted on 18 UCI data files and CLEF 2009 medi-
cal image database to compare its performance with several existing algorithms.  
Finally, we conclude with some discussion about future developments. 

3 2-Stage GA on Level1 Data 

As mention above, Level1 data usually has fewer dimension than Level0 data, for 
example, binary classification by 3 base classifiers only generates Level1 data with 6 
dimensions. So if GA is applied to Level1 data, it saves computation cost by reducing 
the number of initial chromosomes in population while still has good opportunity to 
achieve global optimum. Besides, Level1 data can be viewed as transformation from 
feature domain to posterior domain where data is reshaped by posterior probability. 
Observations that belong to the same class have greater chance to locate nearby in the 
new domain. Therefore, it is expected that Level1 data will have more discriminative 
power than the original data.  

As mentioned above, each base classifier outputs the predictions as posterior prob-
ability values that an observation is belonged to predefined classes. Outcome of com-
bining classifiers algorithm may be degraded by unreliable predictions from base 
classifiers. The idea of feature selection on Level1 data is to select reliable predictions 
of a base classifier for combining algorithms and discard unreliable predictions. As a 
result, the discriminant ability of new Level1 data is more power than the original 
Level1 data. 

There are a numerous of feature selection methods introduced recently. They can 
be categorized in 3 main types namely filter, wrapper and embedded [17]. In this 
paper we focus on wrapper methods by introducing a GA-based approach to find an 
optimized subset from original Level1 data. Here, we propose the following chromo-
some structure. Each chromosome includes M K×  genes due to the number of  
features of Level1 data. We use two elements {0,1}  to encode for each gene in a 
chromosome in which: 

1      if   feature is selected 
( )

0     otherwise

thi
Gene i

= 


 (3) 

At crossover stage, we employ single splitter since the same single random point is 
selected on all pairs of parents. Each parent exchanges its head with the other while 
keeps its tail. After this stage, two new offspring chromosomes are generated. Next, 



 A Novel 2-Stage Combining Classifier Model with Stacking 37 

based on mutation probability, we select random genes on two offspring chromo-
somes and change its values by 0 1→  or 1 0→ . This mutation helps GA reach not 
only local extreme values but also global one. Here we select the accuracy of classifi-
er C as fitness value of GA. Our GA approach is detailed below: 

 
Algorithm 1: GA on Level1 data 
 
Training procedure: 
Input: Level0 data, K base classifiers, classifier C, TMax: number 
of interaction, PMul: mutation probability, L: population size 
Output: optimal subset of Level1 feature and classification model. 
Step1: Initialize a population with L random chromosomes 
Step2: Compute fitness function of each initialized chromosome by 
cross validation method on Leve1l data of training set and then 
classify by C. 
Step3: Loop to select N best chromosomes. 
Do 

• Withdraw with replacement L/2 pairs from population, con-
duct crossover and mutation (based on PMul) to generate new L 
chromosomes. 
• Add new L chromosomes to population. 
• Compute fitness value of new chromosomes  
• Select new population with L best fitness value chromo-
somes. 

While (converge = true) 
Step4: Select optimal chromosome from final population. 
Step5: Build classification model based on encoding of best chro-
mosome. 
Test procedure:  
Input: unlabeled observation XTest.  
Output: predicted label of XTest. 
Step1: Compute Level1 data of XTest  
Step2: Select features from Level1 of XTest based on optimal chro-
mosome encoding. 
Step3: Classify selected features by C.

4 Experimental Results 

We conducted experiments on several types of data namely UCI data files [13] and 
CLEF 2009 medical image database. Since only a single dataset was available for 
both training and testing, 10-fold cross validation was performed. The procedure was 
run 10 times so a total of 100 test results were obtained. In our assessment, we com-
pared the error rates of 11 methods: six fixed rules (Sum, Product, Max, Min, Median 
and Majority Vote), best result from base classifiers, classification directly by C, 2-
stage model, two well-known combining algorithms (Decision Template and 
SCANN) and our 2-stage model with Level1 feature selection by GA (2-stage GAFS). 
To initialize parameters of GA, we set mutation probability PMul = 0.015, population 
size L = 20. Three base classifiers namely Linear Discriminant Analysis (LDA), Na-
ïve Bayes and K Nearest Neighbor (with K set to 5, denoted as 5-NN) are selected. 
The second classifier C is a Decision Tree. Finally, paired t-test was used (level of 
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significance set to 0.05) on the results of our model and a benchmark algorithm for 
statistical significance. 

4.1 UCI Data Files 

We chose 18 data files with 2 classes (Bupa, Artificial, Sonar, etc…) to 6 classes 
(Dermatology). The number of attributes also changes in a wide range from only 3 
(Haberman) to 60 (Sonar). The number of observations in each file also varies con-
siderably, from small files like Fertility to quite big files such as Skin&NonSkin (Ta-
ble1). Our purpose is to conduct an objective experiment to evaluate the advantage of 
our approach for a diversity of data sources. At the preprocessing step, we remove 
missing observations and encode attributes in several datasets to be available with 
Matlab environment. Experimental results on all 18 files are summarized in Table 2, 
3, 4 and 5.  

First, it is interesting to note that classification result from the 2-stage model is not 
significant better than classification directly by Decision Tree on Level0 data. There 
are 8 cases where direct classification by Decision Tree is better than the 2-stage 
model and 8 cases where performance is worse. The proposed 2-stage GAFS model, 
on the other hand, is significantly better than both Decision Tree and the 2-stage mod-
el. Our model obtained 12 wins and only 3 losses compared with the former and 11 
wins and 0 loss compared with the latter (Table 6). 

Next, we compare the 2-stage GAFS approach to the best result from three base 
classifiers. The 2-stage GAFS approach has superior performance in 6 files, namely 
Artificial (0.2313 vs. 0.2496), Balance (0.0938 vs. 0.1442), Fertility (0.125 vs. 0.155), 
Skin&NonSkin (4.15e-04 vs. 5e-04), Ring (0.1251 vs. 0.2374) and TicTacToe 
(0.1218 vs. 0.1557), while it has inferior performance in 3 files: Iris (0.036 vs. 0.02), 
Haberman (0.2748 vs. 0.2596) and Twonorm (0.0312 vs. 0.0217). 

Then, two well-known combining classifiers algorithms, namely SCANN and De-
cision Template, are compared with our 2-stage GAFS model. Unfortunately, 
SCANN cannot be performed on Balance, Skin&NonSkin and Fertility files because 
the indicator matrix has columns with all 0 posterior probability values from the K 
base classifiers. As a result, its column mass will be singular and the standardized 
residuals is not available. These files are not included in the comparison with our 
model. SCANN outperforms 2-stage GAFS model on 4 files and underperforms on 6 
files. Decision Template, in turn, obtains only 1 win and 7 losses among the 18 files. 
Significant results are Phoneme (0.1133, 0.1462 and 0.1229), Ring (0.1251, 0.1894 
and 0.2150) and TicTacToe (0.1218, 0.1304 and 0.1680) for 2-stage GAFS, Decision 
Template and SCANN, respectively. Besides, comparing with 6 fixed combining 
rules, our model achieves 7 wins and 4 losses (Sum rules), 8 wins and 4 losses (Prod-
uct Rules) and 9 wins and 3 losses (Max, Min, Median and Majority Vote rule). 

Finally, the dimensions of Level0 data, Level1 data and data of 2-stage GAFS 
model are compared. From Fig. 2 we can see that GA helps reduce the number of 
features significantly while error rate is maintained at acceptable value (Table 5). 
There are only 4 files, Iris, Balance, Titanic and Page Blocks, where GAFS approach 
gives higher dimension than that of Level0 data; i.e. 1, 3, 2 and 1 higher, respectively. 
However, in the others files, the proposed GA outperforms Level0 data, especially on 
4 files: Sonar (1 vs. 60), Artificial (1 vs. 10), Ring (1 vs. 20) and Twonorrn (2 vs. 20).  
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Table 1. UCI data files used in our experiment 

 File name # of attributes Attribute Type # of observations # of classes 
# of attribute  

on Level1  
(3 classifiers) 

1 Bupa 6 C,I,R 345 2 6 

2 Artificial 10 R 700 2 6 

3 Iris 4 R 150 3 9 

4 Sonar 60 R 208 2 6 

5 Phoneme 5 R 540 2 6 

6 Haberman 3 I 306 2 6 

7 Titanic 3 R,I 2201 2 6 

8 Balance 4 C 625 3 9 

9 Page Blocks 10 R,I 5473 5 15 

10 Dermatology 34 C,I 358 6 18 

11 Cleveland 13 C,I,R 270 5 15 

12 Fertility 9 R 100 2 6 

13 Skin&NonSkin 3 R 245057 2 6 

14 Wdbc 30 R 569 2 6 

15 Ring 20 R 7400 2 6 

16 Twonorm 20 R 7400 2 6 

17 Magic 10 R 19020 2 6 

18 TicTacToe 9 C 958 2 6 

Table 2. Error rates and variances of three base classifiers on UCI files 
File name LDA Naïve Bayes 5-NN Best result from base classifiers 

Mean Variance Mean Variance Mean Variance Mean Variance 

Bupa 0.3693 8.30E-03 0.4264 7.60E-03 0.3331 6.10E-03 0.3331 6.10E-03 

Artificial 0.4511 1.40E-03 0.4521 1.40E-03 0.2496 2.40E-03 0.2496 2.40E-03 

Iris 0.0200 1.40E-03 0.0400 2.30E-03 0.0353 1.50E-03 0.0200 1.40E-03 

Sonar 0.2629 9.70E-03 0.3042 7.40E-03 0.1875 7.60E-03 0.1875 7.60E-03 

Phoneme 0.2408 3.00E-04 0.2607 3.00E-04 0.1133 2.00E-04 0.1133 2.00E-04 

Haberman 0.2669 4.50E-03 0.2596 4.40E-03 0.2829 3.80E-03 0.2596 4.40E-03 

Titanic 0.2201 5.00E-04 0.2515 8.00E-04 0.2341 3.70E-03 0.2201 5.00E-04 

Balance 0.2917 2.90E-03 0.2600 3.30E-03 0.1442 1.20E-03 0.1442 1.20E-03 

Page Blocks 0.0641 1.11E-04 0.1136 2.17E-04 0.0432 6.15E-05 0.0432 6.15E-05 

Dermatology 0.0363 9.00E-04 0.0422 1.10E-03 0.1145 1.90E-03 0.0363 9.00E-04 

Cleveland 0.4589 4.90E-03 0.4688 5.10E-03 0.5558 4.70E-03 0.4589 4.90E-03 

Fertility 0.3460 2.01E-02 0.3770 2.08E-02 0.1550 4.50E-03 0.1550 4.50E-03 

Skin&NonSkin 0.0659 2.74E-06 0.1785 6.61E-06 0.0005 1.68E-08 0.0005 1.68E-08 

Wdbc 0.0397 7.00E-04 0.0587 1.20E-03 0.0666 8.00E-04 0.0397 7.00E-04 

Ring 0.2381 2.27E-04 0.2374 2.23E-04 0.3088 1.30E-04 0.2374 2.23E-04 

Twonorm 0.0217 3.12E-05 0.0217 3.13E-05 0.0312 3.96E-05 0.0217 3.12E-05 

Magic 0.2053 6.85E-05 0.2255 7.33E-05 0.1915 4.81E-05 0.1915 4.81E-05 

TicTacToe 0.4170 2.95E-03 0.4152 2.98E-03 0.1557 9.09E-04 0.1557 9.09E-04 

Table 3. Error rates and variances of Sum, Product, Max rule 

File name  
Sum rule Product rule Max rule 

Mean Variance Mean Variance Mean  Variance  

Bupa  0.3028 4.26E-03 0.3021 4.12E-03 0.2986 4.15E-03 

Artificial 0.2230 2.06E-03 0.2193 2.05E-03 0.2450 2.57E-03 

Iris  0.0387 2.59E-03 0.0407 2.39E-03 0.0440 3.13E-03 

Sonar  0.2259 9.55E-03 0.2285 9.81E-03 0.2260 7.01E-03 

Phoneme  0.1713 1.90E-04 0.1518 2.87E-04 0.1407 1.95E-04 

Haberman  0.2392 2.39E-03 0.2424 3.08E-03 0.2457 3.18E-03 

Titanic  0.2167 6.01E-04 0.2167 5.65E-04 0.2167 6.59E-04 

Balance  0.1113 5.55E-04 0.1131 4.95E-04 0.1112 4.82E-04 

Page Blocks 0.0513 5.00E-05 0.0463 4.89E-05 0.0489 4.41E-05 

Dermatology 0.0352 9.18E-04 0.0447 9.81E-04 0.0327 8.60E-04 

Cleveland  0.4280 3.05E-03 0.4453 3.53E-03 0.4346 2.65E-03 

Fertility 0.1290 2.46E-03 0.1290 2.26E-03 0.1270 1.97E-03 

Skin&NonSkin 0.0412 1.40E-06 0.0006 2.73E-08 0.0006 2.22E-08 

Wdbc 0.0401 7.07E-04 0.0517 8.19E-04 0.0485 8.03E-04 

Ring 0.2122 1.62E-04 0.2275 1.09E-04 0.2436 1.53E-04 

Twonorm 0.0221 3.00E-05 0.0225 2.69E-05 0.0231 2.39E-05 

Magic 0.1925 5.31E-05 0.1921 5.16E-05 0.1911 6.40E-05 

TicTacToe 0.2376 9.79E-04 0.2288 6.47E-04 0.2090 9.74E-04 
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Table 4. Error rates and variances of Min, Median, Majority Vote rule 

File name 
Min rule Median rule Majority vote 

Mean  Variance  Mean  Variance  Mean  Variance  

Bupa  0.2970 4.89E-03 0.3428 4.46E-03 0.3429 4.04E-03 

Artificial 0.2453 2.90E-03 0.3089 1.36E-03 0.3073 1.03E-03 

Iris  0.0413 2.56E-03 0.0333 1.64E-03 0.0327 1.73E-03 

Sonar  0.2298 9.32E-03 0.2104 1.00E-02 0.2079 8.16E-03 

Phoneme  0.1417 2.10E-04 0.2254 2.71E-04 0.2257 2.73E-04 

Haberman  0.2461 2.47E-03 0.2524 1.67E-03 0.2504 1.76E-03 

Titanic  0.2167 5.00E-04 0.2216 5.25E-04 0.2217 4.61E-04 

Balance  0.1232 4.99E-04 0.1155 4.93E-04 0.1261 4.63E-04 

Page Blocks 0.0466 4.72E-05 0.0539 5.24E-05 0.0544 4.54E-05 

Dermatology 0.0439 9.53E-04 0.0380 9.49E-04 0.0369 7.95E-04 

Cleveland  0.4517 3.84E-03 0.4209 3.80E-03 0.4207 4.26E-03 

Fertility 0.1280 2.02E-03 0.1330 2.81E-03 0.1310 2.34E-03 

Skin&NonSkin 0.0006 2.13E-08 0.0528 2.23E-06 0.0528 1.90E-06 

Wdbc 0.0522 7.71E-04 0.0395 5.03E-04 0.0406 6.47E-04 

Ring 0.2437 1.33E-04 0.2368 1.93E-04 0.2365 2.00E-04 

Twonorm 0.0233 3.92E-05 0.0217 2.74E-05 0.0216 2.82E-05 

Magic 0.1905 5.72E-05 0.2004 5.81E-05 0.2006 7.49E-05 

TicTacToe 0.2074 7.66E-04 0.3063 1.33E-03 0.3062 1.43E-03 

Table 5. Error rates and variances of our model and the other approches on UCI files 

File name Decision Tree 2-stage model 2-stage GAFS Decision Template SCANN 

Mean Variance Mean Variance Mean Variance Mean Variance Mean Variance 

Bupa 0.3514 6.10E-03 0.3748 6.30E-03 0.3467 4.41E-03 0.3348 7.10E-03 0.3304 4.29E-03 

Artificial 0.2414 2.20E-03 0.2884 3.20E-03 0.2313 1.71E-03 0.2433 1.60E-03 0.2374 2.12E-03 

Iris 0.0507 2.40E-03 0.0287 1.50E-03 0.0360 2.79E-03 0.0400 2.50E-03 0.0320 2.00E-03 

Sonar 0.2866 6.20E-03 0.2374 9.70E-03 0.2042 7.00E-03 0.2129 8.80E-03 0.2128 8.01E-03 

Phoneme 0.1298 2.00E-04 0.1548 3.00E-04 0.1133 1.56E-04 0.1462 2.00E-04 0.1229 6.53E-04 

Haberman 0.3142 4.70E-03 0.3296 6.80E-03 0.2748 1.68E-03 0.2779 5.00E-03 0.2536 1.74E-03 

Titanic 0.2101 3.00E-04 0.2149 3.00E-04 0.2158 5.60E-04 0.2167 6.00E-04 0.2216 6.29E-04 

Balance 0.2107 2.10E-03 0.0960 1.00E-03 0.0938 1.36E-03 0.0988 1.40E-03 x x 

Page Blocks 0.0351 5.37E-05 0.0429 5.09E-05 0.0420 4.80E-05 0.0513 1.00E-04 0.0512 5.10E-05 

Dermatology 0.0528 1.30E-03 0.0427 1.00E-03 0.0391 7.51E-04 0.036 7.00E-04 0.0372 8.29E-04 

Cleveland 0.5055 6.30E-03 0.4649 4.60E-03 0.4483 4.78E-03 0.4432 3.40E-03 0.4120 3.70E-03 

Fertility 0.1730 7.20E-03 0.2050 1.11E-02 0.1250 2.08E-03 0.4520 3.41E-02 x x 

Skin&NonSkin 4.16e-04 1.55E-08 0.0007 2.52E-08 4.15e-04 1.05E-08 0.0332 1.64E-06 x x 

Wdbc 0.0705 1.10E-03 0.0404 7.00E-04 0.0364 4.91E-04 0.0385 5.00E-04 0.0397 5.64E-04 

Ring 0.2485 1.32E-04 0.1525 1.77E-04 0.1251 1.07E-04 0.1894 1.78E-04 0.2150 2.44E-04 

Twonorm 0.0536 4.22E-05 0.0314 3.57E-05 0.0312 3.50E-05 0.0221 2.62E-05 0.0216 2.39E-05 

Magic 0.1777 8.80E-05 0.2430 9.64E-05 0.1919 6.60E-05 0.1927 7.82E-05 0.2002 6.14E-05 

TicTacToe 0.1490 1.53E-03 0.1480 1.34E-03 0.1218 6.91E-04 0.1304 8.55E-04 0.1680 1.27E-03 

Table 6. Statistical test compares 2-stage GAFS with the benchmarks on UCI files 

 Better Competitive Worse 

2-stage GAFS vs. Sum rule 7 7 4 

2-stage GAFS vs. Product rule 8 6 4 

2-stage GAFS vs. Max rule 9 6 3 

2-stage GAFS vs. Min rule 9 6 3 

2-stage GAFS vs. Median rule 9 6 3 

2-stage GAFS vs. Majority Vote rule 9 6 3 

2-stage GAFS vs. Decision Template 7 10 1 

2-stage GAFS vs. SCANN 6 5 4 

2-stage GAFS vs. best result from base classifiers 6 9 3 

2-stage GAFS vs. Decision Tree 12 3 3 

2-stage GAFS vs. 2-stage model 11 7 0 

Decision Tree vs. 2-stage model 8 2 8 
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Fig. 2. Comparing dimensions of data on UCI files 

4.2 CLEF2009 

The CLEF2009 medical image dataset collected by Archen University includes 15363 
medical images which are allocated to 193 hierarchical categories. Information about 
images in this dataset and their class is showed in Table 7. The images are first histo-
gram equalized and then the feature vector of image is extracted using Histogram of 
Local Binary Pattern (HLBP) [12]. The base classifiers we used are LDA, Quadratic 
Discriminant Analysis (QDA) and Naïve Bayes, and C is 5-NN.  By changing base 
classifiers and C, we want to illustrate the flexible characteristic of our model. Exper-
imental results are illustrated in Table 8. 

Again, the benefits of our 2-stage GAFS approach are obvious. It helps reduce both 
the dimensions of feature on Level1 data and the error rates on the 10-class dataset. 
Our 2-stage GAFS outperforms (paired t-test with level of significance set to 0.05) 
best result from base classifiers, 5 fixed rules (Sum, Max, Min, Median and Majority 
Vote) and 5-NN and is competitive with 2-stage model, Product rule, Decision Tem-
plate and SCANN. Besides, the dimension of data is reduced from 32 to 30 and then 
25 in the case of Level0 data, Level1data and 2-stage GAFS, respectively.  

Table 7. Information of CLEF2009 medical images 

Image 

  
Description Abdomen Cervical Chest Facial cranium Left Elbow 
Number of 
observation 

80 81 80 80 69 

Image 

  

 
 

 
Description Left Shoulder Left Breast Finger Left Ankle Joint Left Carpal Joint 
Number of 
observation 

80 80 66 80 80 
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Table 8. Error rates and variances of base classifiers and 6 approaches on CLEF2009 

Methods Mean Variance 

LDA 0.1684 1.24E-03 

Naïve Bayes 0.3694 3.10E-03 

QDA 0.1732 1.78E-03 

Best result from base classifiers 0.1684 1.24E-03 

Sum rule 0.1525 1.47E-03 

Product rule 0.1428 1.13E-03 

Max rule 0.1572 1.63E-03 

Min rule 0.1567 1.72E-03 

Median rule 0.1656 1.25E-03 

Majority Vote rule 0.1689 1.37E-03 

Decision Template 0.1443 1.40E-03 

SCANN 0.1528 1.62E-03 

5-NN 0.2893 2.21E-03 

2-stage model 0.1459 1.40E-03 

2-stage GAFS 0.1440 1.39E-03 

5 Conclusion and Future Work 

In this paper, we have introduced a novel multi-classifier system based on stacking 
algorithm and GA feature selection in which GA feature selection is applied on Lev-
el1 data. Our aim is not only to build an effective classification model but also to find 
a subset of Level1 data which have better discriminative power than its superset.  
Extensive experiments on 18 UCI data files and CLEF2009 have demonstrated the 
benefits of our 2-stage GA feature selection approach on Level1 data. Although our 
approach is more time-consuming than other combining classifiers methods due to 
feature selection strategy by GA approach. 

In the near future, we plan to improve our model by combining it with GA ap-
proach on Level0 data to solve both the feature and classifier selection problems in 
multi-classifier system. It is expected to result in significantly better combining classi-
fiers model. 
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Abstract. The precise construction of Bayesian network classifier from data-
base is an NP-hard problem and still one of the most exciting challenges. K2 al-
gorithm can reduce search space effectively, improve learning efficiency, but it 
requires the initial node ordering as input, which is very limited by the absence 
of the priori information. On the other hand, search process of K2 algorithm us-
es a greedy search strategy and solutions are easy to fall into local optimization. 
In this paper, we present an improved Bayesian network structure learning with 
node ordering via K2 algorithm. This algorithm generates an effective node or-
dering as input based on conditional mutual information. The K2 algorithm is 
also improved combining with Simulated Annealing algorithm in order to avoid 
falling into the local optimization. Experimental results over two benchmark 
networks Asia and Alarm show that this new improved algorithm has higher 
classification accuracy and better degree of data matching. 

Keywords: Bayesian Network Classifier, Structure Learning, Search Strategy, 
Conditional Mutual Information, K2 Algorithm. 

1 Introduction 

Pearl [1] put forward Bayesian network in 1980s, after that Bayesian network was 
widely applied to the classification process of data mining. The process of construct-
ing Bayesian network classifier can be generally divided into three steps: (1)Learning 
Bayesian network topological structure from the training data which represents the 
dependent relationships between variables. (2)Learning Conditional Probability Table 
based on network structure. (3)Classifying and making decisions through finding the 
maximum posteriori probability. Among these three steps, Bayesian network structure 
learning is the key to the construction of Bayesian network model. 

Bayesian network structure learning can be divided into two main categories: 
learning algorithms based-on dependent relationships [2, 3] and learning algorithms 
based-on scoring functions [4-6]. Learning algorithms based-on dependency analysis 
construct Bayesian network structure through the establishment of the conditional 
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dependent relationships between nodes. The learning process of this kind of algorithm 
is more intuitive, conditional independence test and the search of network structure 
can be separated, but these algorithms are oversensitive with the error of condition 
independence test. Learning algorithms based-on scoring functions view learning as 
the optimization process, and select the best network structure which maximizes the 
scoring value. Generally network structures learned by this kind of algorithms have 
high precision, but structures are inclined to fall into local optimum. 

K2 algorithm is a classical Bayesian network structure learning algorithm based-on 
scoring search proposed by Cooper and Herskovits [6], which combines Bayesian 
scoring method and hill-climbing search strategy. When using K2 algorithm, it has to 
determine the initial node ordering and maximal number of parents of each node, 
which are hard to obtain in many practical applications. In order to solve these prob-
lems, researchers have put forward many improved algorithms [7-9], the application 
effects of these algorithms are not very ideal. K2 algorithm is computationally effi-
cient given an initial node ordering, which reduces the search space significantly. But, 
an improper node ordering may give poor results. So, it is of great importance to pro-
vide the K2 algorithm with an effective node ordering. David et al. [10] introduced 
polynomial algorithms for finding the highest scoring network structures in the spe-
cial case where every node has at most k=1 parent. These kinds of algorithms limit 
parent number of each to great extent, consequently resulting network structures are 
close to a maximum spanning tree algorithm, which reflects the relationships between 
the nodes not well. Chen et al. [3] applied mutual information to determine node or-
dering and K2 algorithm to search node ordering space to learn network structure. But 
this algorithm didn’t use class attribute information to obtain initial node ordering, 
which play an important role in node ordering. Simulated Annealing (SA) [11] algo-
rithm is a search-score learning algorithm based-on the Monte Carlo approach. It has 
better global optimization ability, but its efficiency is low. Combining K2 algorithm 
and Simulated Annealing algorithm not only can be avoidance of the local optimum, 
but can also improve learning efficiency. In those algorithms based-on scoring search, 
researchers have proposed many scoring methods [12-15]. In this paper, we use the 
likelihood-equivalence Bayesian Dirichlet score metric [12] as the evaluation standard 
of network structures. 

In this paper, the method of an effective node ordering is put forward based on 
conditional mutual information (CMI). Then an improved K2 algorithm called K2-SA 
algorithm is used to learn Bayesian Network structure and a heuristic Bayesian Net-
work classification algorithm is proposed. Finally experimental results show the  
effectiveness of this algorithm. 

This paper is organized as follows. Section 2 explains how to generate the initial 
node ordering based on conditional mutual information in detail. The improved algo-
rithm K2-SA is given in Section 3. Experimental results of two benchmark network 
data sets with known structure are presented in Section 4. Finally, conclusion of this 
paper is given. 
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2 An Effective Node Ordering Based-On Conditional Mutual 
Information 

Learning a Bayesian network structure is a time-consuming task. When providing an 
initial node ordering, K2 algorithm can improve learning efficiency by reducing 
search space. However, the performance of K2 algorithm is greatly affected by the 
initial node ordering. This paper presents a method to obtain an effective node order-
ing. It consists of three main components. Firstly, obtain a weighted undirected graph 
structure based on conditional mutual information. Secondly, assign orientations for 
every edge of the undirected structure. Thirdly, establish a maximal weight spanning 
tree (MWST) based on the directed graph.  

2.1 Obtain a Weighted Undirected Graph Structure Based on CMI 

Firstly, we obtain an undirected network structure based on conditional mutual infor-
mation and the connectivity is established in the network. The values of CMI among 
pairs of random variables are assigned to edges in the network as the weight. Then a 
weighted undirected network structure can be obtained. 

The degree of dependence between two random variables can be acquired by eval-
uating CMI value between these two variables. The high CMI value between varia-
bles iX and nnjiX j ,,1( ≤≤ is the number of random variables) given variable 

Z represents variable iX and jX have a great degree of mutual dependence under 

the condition of giving variable Z . This dependence can be used to establish connec-
tions between variables. 

The CMI between two random variables iX and jX given random variable Z , 

denoted by )|;( ZXXI ji , is mathematically defined as follows: 
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where zq represents the number of all the possible values of variable Z , kz repre-
sents all the possible values of variable Z , iq represents the number of all the possi-
ble values of variable iX , lx represents all the possible values of variable iX , jq  
represents the number of all the possible values of variable jX , my  represents all 
the possible values of variable jX , ji ≠  represents random variables iX  and jX  
cannot be the same variable, both variable iX  and jX  are different from variable 
Z . Importantly, the CMI is symmetric in nature, that is )|;()|;( ZXXIZXXI ijji = . 

To obtain an undirected graph structure, the CMI is computed between every two 
node pairs for all the nodes in the network we except to construct. Assuming that a 
given variable set },...,,{ 21 nXXXX =  which has n  variables or attributes, and a 

class attribute C . Then the CMI value between any two variables iX  and jX  can 

be computed as jinjiCXXI ji ≠≤≤ ,,1),|;( . An edge is added between these two 
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nodes or variables and the weight is assigned to )|;( CXXI ji . Because of the sym-

metric nature of CMI, the edges established in the graph structure are undirected. 
Compute CMI for each node or variable pairs, and add the undirected edges and the 
corresponding weights. After that, a weighted undirected complete graph structure 
can be obtained.  

2.2 Assign Orientations for Every Edge of the Undirected Structure 

This phase is to assign orientations for every edge of the undirected graph structure in 
order to obtain the initial node ordering information. The conditional relative average 
entropy (CRAE) [16] is used to determine orientations for edges. For two random 
variables iX and jX , their CRAE is defined as: 

ji
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XXH
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ii
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⋅
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)(                           (2) 

where ))(log)()( lx li xPxPXH
l

−=  is the entropy of random variable iX , 

)|(log),()|(
, mlxx mlji xxPxxPXXH

ml
−= is the conditional entropy of random 

variable iX  given random variable jX , || iX  represents the number of all possible 

values of iX , lx  represents all possible values of iX , mx  represents all possible 

values of jX . 

For two nodes iX  and jX , if  )()( jiij XXCRAEXXCRAE →>→
 
the orienta-

tion of edge between nodes iX and jX is ij XX → . If 

)()( ijji XXCRAEXXCRAE →>→ , the edge orientation between nodes iX  and 

jX  is ji XX → . If )()( ijji XXCRAEXXCRAE →=→ , the edge between those 

two nodes is not assigned the orientation at this point. On this occasion, we will use 
Bayesian score method to set the orientations for the remaining undirected edges after 
this step. 

By using CRAE, most edges can be set the orientations and the number of edges 
whose orientations are remaining to be assigned is small. Thus, the exhaustive search 
combining with Bayesian score method is used to determine the remaining undirected 
edges’ orientations. 

After the above steps, a weighted directed graph structure can be acquired. In the 
next section, this directed graph is used to establish a maximal weight spanning tree 
(MWST) in order to obtain the initial node ordering. 

2.3 Establish a MWST Based on the Weighted Directed Graph 

This phase is to construct the MWST of the weighted directed graph. Assuming that 
the initial graph is ),( EVG and the generated MWST is ),( DUT , the process is as 

follows: 
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• Initialize U and D  as the empty set, that is ∅←∅← DU , . 

• Select a node 0u randomly from V  in the graph G  and put this node into G . 

Then }{ 0uU =  and }{ 0uVV −= . A directed edge >< vu ,0 or >< 0,uv  that re-

lates to node 0u  and has maximal weight is selected. The node v  is added in-

toU , then }{vUU ∪=  and }{vVV −= . This directed edge is added into D . 

• Select a directed edge >< yx,  in the E  from graph G , which satisfies the fol-

lowing conditions: 1) one of the two nodes associated with this edge is in V , the 
other one is in U ; 2) the in-degree of the arc head of this edge is 0; 3) this edge 
has the maximal weight among all the directed edges which satisfy condition 1) 
and 2). The selected edge >< yx, is added into D  and the node that associates 

with this edge and is absent in U is added intoU . 
• Repeat the third step until U  contains all the nodes. 

            

               (a) weighted directed graph                        (b) original state 

           

            (c) choosing edge<C,A>                      (d) choosing edge<C,F> 

            

             (e) choosing edge<A,D>                      (f) choosing edge<A,B> 

     

            (g) choosing edge<F,E> 

Fig. 1. Process of construct the MWST of the weighted directed graph 
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After the above steps, a MWST based on the directed graph can be obtained. The 
initial node ordering can be determined according to this MWST. As shown in Fig.1, 
node A  is selected as initial node randomly, and weights of directed edges are set as 
(a) in Fig.1. The resulting MWST is shown as Fig.1.(g), which the initial node order-
ing can be obtained according to it. For example, a topological sort algorithm can be 
used to obtain node ordering, which will generate many optional node ordering plans. 
Sorting directed edges according to weight, node ordering can be determined more 
accurate. In Fig.1, the node ordering is unique, that is CFABDE. This obtained node 
ordering will be used to learn the Bayesian network structure effectively in order to 
construct Bayesian network model. 

3 K2-SA Algorithm 

K2 algorithm with greedy search strategy can reduce the solution space significantly, 
but it often can’t get the global optimal solution. SA algorithm is a random optimiza-
tion algorithm, using the Metropolis criterion with probabilistic jumping properties to 
find the global optimal solution of the objective function randomly in the solution 
space. SA algorithm utilizes the similarity between annealing process and combina-
tion optimal problem to simulate the energy of physical system into the optimization 
problem of objective function, thereby search the global optimal value of optimization 
problem. The characteristic of SA algorithm can remedy the insufficiency of greedy 
search strategy that falls into local optimal solution easily. The algorithm combining 
K2 and SA algorithm (K2-SA) controls solving process to the optimization direction 
of minimum, and can escape from local extreme points with accepting inferior solu-
tions at a certain probability. As long as the initial temperature is high enough and the 
annealing process is slow enough, this algorithm can converge to the global optimal 
solution. Therefore, K2 and SA algorithm can be combined to learn more optimal 
network structure. 

When giving the node ordering, K2-SA algorithm searches the set of parents for 
each node orderly in order to establish the network structure. For any node iX , only 

nodes appearing before node iX in the node ordering can be the parents of node iX . 

For example, node jX  comes prior to node iX  in the ordering, then node jX  can 

be a parent of node iX , but node iX  cannot be a parent of node jX . 

The process of using K2-SA algorithm to choose optimal set of parents for each 
node is as following: 

• Initialize the parent node set )( iXPa  of node iX an empty set, which 

is ∅←)( iXPa . 

• Calculate evaluation function: 


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• where iq represents all the configuration number of parents of node iX , ijkN  is 

the sample number of the i th variable when the configuration of its parents is the 
j th and its value is the k th, ijN is the sample of the i th variable when the con-

figuration of its parents is the j th, that is =
k ijkij NN , ijkα represents the hy-

per-parameter in the prior distribution. 
• Pick the score function value minus and convert it to energy representation of sim-

ulated annealing, that is )(SfEold −= . oldE represents the energy of simulated an-

nealing, and lower energy value has higher probability of acceptance. 
• Set initial temperature 0T , let current temperature 0TTk = , and set minimum tem-

perature gT . 

• Set the iteration counter 0=l and the termination condition of iteration 
is )(xLle = , where )(xL  is variable step function.  

• Under the current temperature kT , perform the following actions: 

─ Step1: Sequentially select all nodes which are before node iX and don’t exist in 

the parent node set )( iXPa , calculate the scoring value for each such node, add the 

node which makes the scoring value maximal into the parent node set of node iX , 

then produce a new adjacent set )( inew XPa .  

─ Step2: Calculate the value of evaluation function )'(Sf . Pick minus the score func-

tion value and convert it to energy representation of simulated annealing, that is 
)'(SfEnew −= .  

─ Step3: If )( iXPa is an empty set, the new node set is accepted as the parent node 

set of node iX . If not, the value of oldE and newE  will be compared. If 

oldnew EE < , the new parent node set will be accepted, that is )()( inewi XPaXPa = , 

oldnew EE = . If oldnew EE ≥ , the new parent node will be accepted with probabil-

ity P .  
─ Step4: If accepting the new set of parents, the iteration counter l  is set to 0 and go 

to Step1. If not, set 1+= ll  and go to the next step. 

• Judge whether the iteration number l  achieves the maximum iteration number or 
not. If gll < , go to the sixth step and continue to iterate. If not, algorithm has 

reached balance state under the current temperature and executes the next step.  
• Determine whether current temperature achieves the minimum temperature or not. 

If gk TT > , carry on temperature decrease according to formula kk TrT ⋅=+1 . The 

step size under each temperature is accPrCcxL ⋅⋅⋅=)( , where c  is a constant, C  

is dimension of node states, r  is decline coefficient, accP  is the probability of ac-

ceptance. Then go to the fifth step. If not, continue to execute the next step.  
• Output the parent node set )( iXPa . 
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With respect to K2-SA algorithm, there are some descriptions that need to explain: 

• If initial temperature is set high enough, almost all of the adjacent can be accepted, 
and the algorithm can converge to global optimum. However, the resulting compu-
tational efficiency will be lower. Therefore, in the real case, the setting of initial 
temperature generally adopt a compromise with considering the quality and effi-
ciency of optimization. In this paper, we produce several states (sets of parents of 
each node) firstly. Secondly, the difference values || Δ  of score functions between 

every two states are computed and select the maximal difference value as || maxΔ . 

Then the initial temperature 0T  is determined as  0max0 ln/|| PT Δ−=  where 0P  

is the initial acceptance probability that needs to set manually. 
• If algorithm has reached balance state under the current temperature, annealing 

action will be taken. The method used in this paper is kk TrT ⋅=+1  where 

99.05.0 << r  represents annealing coefficient. 
• The acceptance criterion for new solutions is the main difference between SA algo-

rithm and the general search algorithm. Method of energy value computed in this 
paper is picking the Bayesian score function value minus, which is )'(SfE −= . 

The specific approach of accepting the new state with probability P  is that algo-
rithm produces a random number γ between 0 and 1. If γ>P , )( inew XPa  will be 

accepted as the new parent node set of node iX  and oldE  is set as newE . If not, 

keep the original state and parent node set unchanged. 
• Generally, the termination condition is that several successive solutions are not 

accepted, at this time, the isothermal search at this temperature will be terminated. 
In this paper, a dynamic control method of iterations is employed and the step size 
is represented as accPrCcxL ⋅⋅⋅=)( . This control mode of iterations can guarantee 

to achieve the balance state at current temperature, reduce the redundant iterative 
number, and improve the speed of operation to a certain extent. 

• K2 algorithm predefines the maximum number of parent nodes. When existing a 
node whose parent nodes exceed the maximum in the network structure, it needs to 
correct that parent node in order to make the parent node number of the current 
node no more than the maximum. The correction algorithm uses the mutual infor-
mation between nodes and its parent nodes. Select a parent node which has mini-
mum mutual information to delete sequentially until the condition of upper limit of 
number of parents is satisfied. The correction algorithm selects several nodes from 
the parent node set to delete so that the criterion about the maximum number of 
parent nodes can be satisfied. 

According to the above method, we can obtain near optimal set of parents for each 
node. Bayesian network structure can be constructed by using these sets of parents. 
After learning conditional probability tables of network structure, Bayesian network 
model can be establish.  
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4 Experiment and Analysis 

In order to validate the method proposed by this paper, experimental procedure uses 
10-fold cross-validation method. Assume that all attributes are discrete and there is no 
missing value. Experiment tests one hundred times on each data set, selects the best 
result and average result respectively and calculates the standard deviation of results. 
Before experimenting, data need to be discretized. This paper utilizes conditional 
mutual information to determine the initial node ordering. Then K2-SA algorithm is 
used to learn Bayesian Network structure and conditional probabilities are also 
learned. Finally, the Bayesian Network classifier is constructed. All parameters in the 
experiment employ BDe [12] priori information and the global union tree algorithm is 
employed as inference algorithm. The priori value ijkα  is set as 1. The initial tem-

perature of simulated annealing is set as 10 =T , the termination temperature is set as 

001.0=gT , the jumping probability P  is set as 0.2 and the temperature decline 

coefficient is set as 8.0=r .  
Parameters used for analysis and comparisons among several algorithms are given 

as follows: 

1. S (Score): The BDe score value of the best individual network learned. 
2. CA (Classification Accuracy): The value of classification accuracy of the best in-

dividual network learned. 
3. MR (Mean Result): This is the averaged result over 100 runs of several algo-

rithms on 100 different and independent datasets for network structures. 
4. SD (Standard Deviation): It is the Standard Deviation of the results. 
5. BR (Best Result): It is the best result. 

Experimental results are carried with our method on two standard network data sets 
(Asia, Alarm). Other algorithms (TAN, Hill Climbing, and Random K2) are also per-
formed to make a comparative study. 

Asia [17]: The Asia network is a small Bayesian Network, and is used for a ficti-
tious medical example. This example researches whether a patient has tuberculosis, 
lung cancer, or bronchitis, related to the chest clinic. It consists of eight nodes with 
eight edges connecting them. Each random variable (node) is discrete in nature and 
takes two discrete states (values). 

Alarm [18]: The Alarm network is a medical diagnostic system for patient monitor-
ing. This network consists of 37 with 46 edges connecting them. The random varia-
bles in the network are discrete in nature and can take two, three or four states. 

Table 1. Experimental result comparison of network structure learned by these methods (Asia, 
Alarm) 

Methods 
MR SD BR 

Asia Alarm Asia Alarm Asia Alarm 

Our method 97.55 97.54 16.4 17.4 98.51 98.65 

TAN 93.64 94.77 15.8 16.1 94.98 95.73 

Hill Climbing 97.42 97.55 19.2 19.0 98.21 98.60 

Random K2 94.32 94.26 22.3 21.1 96.39 96.44 
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As can be seen from Table 1, both the presented method and other three algorithms 
have high classification accuracy, but classification accuracy of our method is higher 
than other three classification algorithms as a whole. In order to compare network 
structure performance of these methods, this paper compares network structures 
learned by these methods. Table 2 and 3 list the BDe score values of network struc-
tures generated by these methods. 

Table 2. Score value comparison of network structures learned by these methods (Asia) 

Methods MR SD BR 

Our method -525.10 17.5 -523.21 

TAN -530.20 17.4 -526.43 

Hill Climbing -531.17 19.2 -526.33 

Random K2 -529.84 22.7 -523.97 

Table 3. Score value comparison of network structures learned by these methods (Alarm) 

Methods MR SD BR 

Our method -526.17 18.6 -524.22 

TAN -555.26 17.8 -553.74 

Hill Climbing -529.63 20.1 -525.72 

Random K2 -532.38 22.6 -526.13 

As can be seen from data in Table 2 and 3, BDe score value of our method is larger 
than compared with other three classification algorithms, which shows that the net-
work structure learned by our method is more in line with real variable dependent 
relationships and has a higher degree of data fitting.  
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(a) Asia Network                              (b) Alarm Network 

Fig. 2. Computation time of learning Alarm network (seconds) 

As can be seen from the above three forms, results gained by our method is similar 
to Hill Climbing algorithm. However, Fig.2 shows that the growth rate of computa-
tion time (seconds) of Hill Climbing is much higher than our method with the growth 
of dataset size. 
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Experimental results show that the novel method proposed by this paper has good 
classification performance and the network structure learned is more reasonable com-
pared with the three algorithms. This network structure fits data better and can be 
more truly reflect the dependencies between variables. 

5 Conclusion 

In view of K2 algorithm needs to determine the initial node sequence and is easy to 
fall into local optimum, this paper presents a novel method which uses conditional 
mutual information to generate the initial node ordering and employs K2-SA algo-
rithm to learn the Bayesian Network structure. Experimental results show the effec-
tiveness of the algorithm. In the later study and research, we will use this algorithm 
for applications, research more data mining classification methods and classification-
oriented scoring method. 
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Abstract. Combining outputs from different classifiers to achieve high accura-
cy in classification task is one of the most active research areas in ensemble 
method. Although many state-of-art approaches have been introduced, no one 
method performs the best on all data sources. With the aim of introducing an ef-
fective classification model, we propose a Gaussian Mixture Model (GMM) 
based method that combines outputs of base classifiers (called meta-data or 
Level1 data) resulted from Stacking Algorithm. We further apply Genetic Algo-
rithm (GA) to that data as a feature selection strategy to explore an optimal  
subset of Level1 data in which our GMM-based approach can achieve high ac-
curacy. Experiments on 21 UCI Machine Learning Repository data files and 
CLEF2009 medical image database demonstrate the advantage of our frame-
work compared with other well-known combining algorithms such as Decision 
Template, Multiple Response Linear Regression (MLR), SCANN and fixed 
combining rules as well as GMM-based approaches on original data. 

Keywords: Stacking Algorithm, feature selection, Gaussian Mixture Model, 
Genetic Algorithm, multi-classifier system, classifier fusion, combining classi-
fiers, ensemble method. 

1 Introduction 

In recent years, ensemble learning is one of the most active research areas in super-
vised learning [1, 2]. Ensemble methods can be divided into two categories [2]: 

• Mixture of experts: Using a fixed set of classifiers and after that making de-
cision from outputs of these classifiers. 

• Coverage: Generating generic classifiers, which are classifiers from the same 
family but have different parameters. The classifiers are combined to reach a 
final decision. 

In this paper, we focus on the first type of ensemble methods where decision is 
formed by combining outputs of different base classifiers. There are several combining 
strategies and among them, Stacking-based approaches are one of the most popular 
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ensemble methods. Stacking was first proposed by Wolpert [3] and was further devel-
oped by Ting and Witten [7]. In this model, the training set is divided into several 
equal disjoint parts. One part plays as the test set and the rest play as the training set 
during training. The outputs of Stacking are posterior probabilities that observations 
belong to a class according to each base classifier. Posterior probabilities of all obser-
vations form meta-data or Level1 data. The original data is denoted as Level0 data. 

To apply Stacking to ensemble of classifiers, Ting and Witten [7] proposed Multi-
ple Response Linear Regression algorithm (MLR) to combine posterior probabilities 
of each observation based on sum of weights calculated from linear regression func-
tions. The idea of MLR is that each classifier sets a different weight on each class and 
combining algorithm is then conducted based on posterior probability and its associ-
ated weight. Kuncheva et al. [4] defined Decision Template for each class computed 
on posterior probability of observations in training set and their true class label and 
then detailed eleven measurements between posterior probability of unlabeled obser-
vation and each Decision Template [4] to output the prediction. Merz [9] combined 
Stacking, Correspondence Analysis (CA) and K Nearest Neighbor (KNN) into a sin-
gle algorithm called SCANN. His idea was to form representation on a new space for 
outputs of base classifiers generated by Stacking and the true label of each observa-
tion. Finally, KNN is used as a classifier on the new space to obtain prediction for 
unlabeled observation. Recently, Szepannek et al. [10] developed idea from pairwise 
combining by finding which classifier is the best for a pair including class i and j 
( i j≠ ) and used a pairwise coupling algorithm to combine outputs of all pairs to 
make posterior for each class. Zhang and Zhou [11] used linear programming to find 
weight that each classifier puts on a particular class. Sen et al. [12] introduced a 
method that was inspired by MLR which uses hinge loss function to the combiner 
instead of using conventional least square loss. By using new function with regulari-
zation, he proposed three different combination, namely weighted sum, dependent 
weighted sum and linear stacked generalization based on different regularizations 
with group sparsity. 

Another popular and simple approach to combine outputs from base classifiers is 
using fixed rules. Kittler et al. [8] presented six fixed rules, namely Sum, Product, 
Vote, Min, Max and Average. The advantage of applying fixed rules for ensemble 
system is that no training based on Level1 data is needed.  

In this paper, we propose a novel combining classifiers approach that exploits the 
distribution of outputs of base classifiers. Our approach combines Gaussian Mixture 
Model (GMM) classifiers and Genetic Algorithm (GA) based feature selection in a 
single framework. In the next two sections, we introduce the proposed framework in 
detail and then perform empirical evaluations on two popular datasets, namely UCI 
Machine Learning Repository [20] and CLEF2009 medical image database. Finally, 
we summarize and propose several future improvements. 

2 Methodology 

2.1 Classifier Fusion Based on GMM 

Let us denote { }jW  as the set of class label, N  as the number of observations, K  as 

the number of base classifiers, and M as the number of classes. For an observation 
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iX , (W | )k j iP X
 
is the probability that iX

 
belongs to class Wj  given by the thk  

classifier. Level1 data of all observations, a N MK× - posterior probability matrix 

{ }(W | )k j iP X 1,j M= 1,k K=  1,i N= , is in the form: 
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The Level1 data of an observation X is defined as: 
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In our algorithm we employ Stacking Algorithm to generate Level1 data from the 
original training set. The most important distinction between our work and the previ-
ous work is we use GMM-based approach on Level1 data to construct combining 
classifiers model. In our knowledge, all previous GMM-based approaches were ap-
plied to Level0 data. Attributes in Level0 data are frequently different in nature, 
measurement unit, and type. As a result, GMM does not perform well when it is used 
to approximate the distribution of Level0 data. Level1 data, on the other hand, can be 
viewed as scaled result from feature domain to posterior domain where data is re-
shaped to be all real values in [0, 1]. Observations that belong to the same class will 
have nearly equal posterior probabilities generated from base classifiers and would 
locate close together in the new domain. As a result, Level1 data is expected to be 
more discriminative than the original data, and GMM modeling on Level1 data will 
be more effective than on Level0 data. Besides, it is well known in literature that the 
higher the dimension of the data, the lower the effectiveness of GMM approximation. 
As Level1 data has lower dimension than Level0 data, GMM on Level1 data would 
be more effective. 

Our proposed model is illustrated in Fig 1. Here training set is classified by K base 
classifiers based on Stacking to generate Level1 data. Because the label of all obser-
vations in a training set is known so we can group Level1 data into M classes such 
that observations belonging to the same class are grouped together. Next, GMM is 
employed as a statistical representation model for each class and then the class label 
of an observation is predicted by posterior probability using Bayes model.  

 

 
Fig. 1. GMM-based approach on Level1 data 
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During testing, unlabeled observation is classified by K base classifiers to generate 
Level1 data of that observation (eqn. 2). That meta-data is then gone through M-
GMMs as input data and the final prediction is obtained through maximization among 
posterior probabilities corresponding with all classes.  

For thi  class, we propose the prediction framework based on Bayes model 

( | ) ~ ( | ) ( )i i i
posteriror likelihood prior

P GMM P GMM P GMM×x x  (3) 

Here the likelihood function is modeled by GMM: 

( )
1

( | ) ( , )
iP

i ip ip ip ip ip ip
p

P GMM P ω ω
=

= =x x | μ ,Σ x | μ ,ΣΝ   (4) 

where 

( )
( )

( ) ( )1/2/2

1 1
exp

22
ip ip ip ip ipMK

ipπ
 = − 
 

T -1x |μ ,Σ x-μ Σ x-μ
Σ

Ν  (5) 

iP  is the number of Gaussian components in iGMM   and ipμ , ipΣ  are the mean 

and covariance of  
thp  component in the model of thi  class, respectively. The prior 

probability in (eqn. 3) of thi  class is defined by: 

( ) i
i

n
P GMM

N
=  (6) 

where in  is the number of observations in thi  class and N is the total number of 

observations in the training set.  To find parameters of GMM, we apply Expectation 
Maximization (EM) algorithm by maximize the likelihood function with respect to the 
means, covariances of components, and mixing coefficients [19].  

Now with dataset { }  1, ii N= =iX x corresponding with thi  class, the question is 

how to find the number of component for GMM. Frequently, it is fixed by a specific 
number. Here, we propose applying Bayes Criterion Information (BIC) to find the 

optimal model [19] with an assumption that we have a set of model { }jF  with pa-

rameters jθ  where jθ  denotes for all parameters of model. To find model by BIC, 

for thi  class ( 1,i M= ), we compute: 

1
ln ( | ) ln ( | , ) ln

2j j MAP j iP F P F n≈ −Χ Χ θ θ  (7) 

where MAPθ  is corresponding with the maximum of posterior distribution and jθ  

denotes the number of parameters in jθ . In GMM modeling, { }jF
 
are group in 

which each element is a GMM and { }jθ include three parameters namely means, 
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covariances of Gaussian components, and mixing coefficients in mixture model and 

in  is the number of observations in thi  class. 

As Level1 data is obtained from K base classifiers, it conveys the posterior infor-
mation from each classifier about how much support a classifier has for an observa-
tion to belong to a class. In some cases, there are columns in Level1 data in 
which ,k m∃ , ( | )k m iP W X  is nearly constant for all i. Hence, the covariance matrix 

may be singular and EM is unable to solve for GMM. To overcome this problem, we 
randomly choose several elements in this column and perturb their values by a small 
quantity. This procedure only adds small value to some random elements in a column 
so it does not significantly affect the posterior probability or the covariance matrix.  

 
Algorithm 1: GMM for combining classifiers  

Training process: 

Input: Training set (Level0 data), K base classifiers, PiMax: 

maximum number of Gaussian component for 
thi  class.  

Output: GMM for each class. 

Step1: Generate Level1 data from Level0 data. 

Step2: Group observations with the same labels into M classes; 

compute ( )iP GMM  (eqn. 6), mean, and covariance for each class. 

Step3:For 
thi  class 

For p=1 to PiMax 

• Apply EM algorithm to find GMM model corre-

sponding with p components.  

• Compute BIC. 

End 

Select Pi that maximizes BIC, and GMM with Pi components. 

End 

Testing process: 

Input: Unlabeled observation XTest.  

Output: predicted label of XTest. 

Step1: Compute Level1 data of XTest. 

Step2: For each class 

       Compute ( | )iP XTest GMM  (eqn. 4) and posterior related to 

class (eqn. 3) as ( | )iP GMM XTest ~ ( | ) ( )i iP XTest GMM P GMM×  

End 

Step3: tXTest W∈  if 
1,

arg max ( | )i
i M

t P GMM XTest
=

=  

End 

2.2 GAGMM Framework 

Recently, several GA-based approaches have been proposed to improve the accuracy 
of classifier fusion by solving both the classifier and feature selection problems [6, 15, 
16]. For GMM, GA is only applied to improve EM algorithm [15]. Here, we employ 
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GA as a feature selection technique on Level1 data. It means that if columns 

(W | )( 1, )k m iP X i n= for each m  and k , which is posterior probability that iX  belong 

to class Wm  given by thk  classifier, is not discriminative enough, its elimination 

from Level1 data could increase the classification accuracy of the combining algo-
rithm. 

To build the GAGMM framework on Level1 data, first, we propose the structure of 
chromosome in population. Each chromosome includes M K×  genes due to dimen-
sion of Level1 data. We use two values {0,1}  to encode for each gene in a chromo-

some in which: 

1      if   feature is selected 
( )

0     otherwise

thi
Gene i


= 


 (8) 

At crossover stage, we employ single splitter since the same random point is se-
lected on both parents. Each parent exchanges its head with the other while keeping 
its tail. After this stage, two new offspring chromosomes are created. Next, based on 
mutation probability, we select random genes from the offspring chromosomes in 
population and change their values by 0 1→  or 1 0→ . Mutation helps GA reaches 
not only local extreme value but also global one. Here we use the accuracy of combi-
nation by GMM-based approach on Level1 data as fitness value of GA. Liu et al. [18] 
showed that when dimension of data is high, the effectiveness of GMM approxima-
tion is reduced. By using a subset of feature set, the dimension of Level1 data is re-
duced; as a result, the approximation of distribution by GMM is more precise than 
that on original Level1 data. 

This framework can be viewed as a mechanism to learn an optimal subset of fea-
tures from Level1 data of training set by using GMM based classifiers and therefore it 
can be classified to wrapper type among feature selection methods [21].  Since only a 
single training set is available, cross validation method is used to divide Level1 data 
of training set to several disjoint parts in which a part is selected as Level1 validation 
set while the rest constitute the Level1 training set. Attributes are selected according 
to the encoding of each chromosome. Fitness value is computed by averaging all ac-
curacy values obtained from Level1 validation test. Due to the low dimensionality of 
Level1 data, GA-based approach can usually converge after a small number of inter-
actions. 

GAGMM framework is detailed below: 
 

Algorithm 2: GAGMM 

Training process: 

Input: Training set (Level0), K base classifiers, mutation proba-
bility (PMul), population size (L). 
Output: optimal chromosome encoding as an optimal subset of Level1 
feature and GMMs for classes associated with that chromosome. 
Step 1: Generate Level1 of training set.  
Step 2: Initialize a population with L random chromosomes. 
Step 3: Compute fitness of each chromosome.  
Step 4: Loop to select L best chromosomes. 
While(not converge) 
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• Draw with replacement L/2 pairs from population; conduct 
crossover and mutation (based on PMul) on them to generate new 
L chromosomes. 
• Compute fitness of each offspring chromosome and add new L 
chromosomes to population. 
• Select new population with L best fitness value chromo-
somes. 

End 
Step 5: Select and save the best chromosome from final population 
and GMMs for classes associated with that chromosome. 
Testing process: 
Input: unlabeled observation XTest. 
Output: predicted label of XTest. 
Call test process in Algorithm 1.

3 Experimental Results 

We empirically evaluated our framework on two data sources namely UCI dataset and 
CLEF2009 medical image database. In our assessment, we compared error rates of 
our model with 6 benchmark algorithms: selecting the best results from fixed rules 
based on outcomes on test set, Decision Template (measure of similarity 1S  [4] is 

used defined as 1

1( )
( 1( ), )

1( )
i

i
i

Level X DT
S Level X DT

Level X DT

∩
=

∪
where iDT  is Decision 

Template of 
thi  class and  α   is the relative cardinality of the fuzzy set α ), 

MLR, SCANN, GMM on Level0 data and GMM on Level1 data. The comparison 
with GMM on Level0 data and GMM on Level1 data was that we wanted to demon-
strate the performance of our model on Level 1 data compared to that on original data, 
and also the benefit of feature selection on Level1 data. Three base classifiers namely 
Linear Discriminant Analysis, Naïve Bayes and K Nearest Neighbor (with K set to 5) 
were chosen. The reason for choosing these diverse base classifiers is that they ensure 
diversity of the ensemble system. Parameters for GA were initialized by setting popu-
lation size to 20 and mutation probability to 0.015. 

To ensure objectiveness, we performed 10-fold validation and implemented the test 
10 times to obtain 100 error rates result for each data file. To assess statistical signifi-
cance, we used paired t-test to compare the classification results of our approach and 
each benchmark (level of significance set to 0.05) 

3.1 Experiment on UCI Files 

We chose 21 common UCI data files with number of classes ranging from 2 (Bupa, 
Artificial, etc…) to 26 (Letter). The number of attributes also changes in a wide range 
from only 3 attributes (Haberman) to 60 attributes (Sonar). The number of observa-
tions in each file also varies considerably, from small files like Iris, Fertility to big file 
such as Skin&NonSkin (up to 245057 observations) (Table 1). Experimental results 
of all 21 files are shown in Table 2. 
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From the paired t-test result in Table 3, it can be concluded that our framework is 
superior to the compared methods. First, there are 6 cases in which GAGMM outper-
forms the best result from fixed rules while on the other 13 files, both methods are 
competitive. Besides, GAGMM is better than Decision Template in 14 cases and is 
not worse in any cases. 

Next, GAGMM has 18 wins and 1 loss whereas GMM on Level1 data has 16 wins 
and 1 loss with respect to GMM on Level0 data. This demonstrates that GMM on 
Level1 data significantly outperformed GMM on Level0 data. As mentioned in sec-
tion 2, Level1 data is more uniform than Level0 data in which all components of fea-
ture vector are real data type and are scaled to [0, 1]. Therefore, GMM models the 
distribution of Level1 data better than the original data. For the one loss, we should 
point out that Ring is a simulated dataset generated from a multivariate Gaussian dis-
tribution [20], so GMM is expected to perform well on this dataset at Level0.  

Comparing SCANN to GAGMM reveals that SCANN outperforms on just 1 file 
(Letter 0.063 vs. 0.0802) but has 8 losses. In our experiment, SCANN cannot be run 
on 3 files, namely Fertility, Balance and Skin&NonSkin, because the indicator matrix 
has columns with all 0 posterior probabilities from the K base classifiers. As a result, 
its column mass is singular and standardized residuals is not available. Here, we did 
not put these files in the comparison. 

In the comparison between GAGMM and MLR, GAGMM obtained 6 wins and 2 
losses. Significant improvements are on Ring (0.1108 vs. 0.17), Balance (0.0755 vs. 
0.1225) and Tae (0.4313 vs. 0.4652).  

Finally, GAGMM outperforms GMM on Level1 data, posting 5 wins and no loss. 
The five wins are Pima (0.2279 vs. 0.2432), Balance (0.0755 vs. 0.0839), Fertility 
(0.127 vs. 0.185), Wdbc (0.0321 vs. 0.0387) and Iris (0.0267 vs. 0.036). It shows that 
feature selection on Level1 data not only reduces the dimension of data but also im-
proves classification performance.  

We also assess the dimension of data in Level0 data, Level1 data, and the data re-
sulted from GAGMM. Fig 2 shows that the dimension of data from GAGMM is sig-
nificantly lower than those of Level0 and Level1. Significant results are observed on 
Fertility, Pima, Phoneme (with just 1 dimension) and Magic, Twonorm and 
Haberman (with just 2 dimensions). Hence, our GAGMM framework helps reduce the 
dimension of data while also improves the classification performance.  

3.2 Experiment on CLEF2009 Database 

The CLEF 2009 database is a large set of medical images collected by Archen Uni-
versity. It includes 15,363 images allocated to 193 hierarchical categories. In our ex-
periment we chose 7 classes where each has different number of images (Table 4). 
Histogram of Local Binary Pattern (HLBP) is extracted from the image as feature 
vector. The results of the experiment on 7 classes are summarized in Table 5. 

Table 6 shows the comparison between GAGMM and 6 benchmark algorithms, 
which are best result from fixed rules, MLR, Decision Template, SCANN, GMM on 
Level0 data, and GMM on Level1 data. GAGMM posts 6 wins compared with other 
state-of-art combining algorithms. GMM on Level1 data outperforms GMM on Lev-
el0 data (0.1469 vs. 0.2453) but underperforms GAGMM (0.1469 vs. 0.1164).  
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Table 1. UCI data files used in our experiment 

File name # of attributes Attribute type 
# of observa-

tions 
# of classes 

# of attributes on Level1 
(3 classifiers) 

Bupa 6 C,I,R 345 2 6 
Pima 6 R,I 768 2 6 
Sonar 60 R 208 2 6 
Heart 13 C,I,R 270 2 6 
Phoneme 5 R 540 2 6 
Haberman 3 I 306 2 6 
Titanic 3 R,I 2201 2 6 
Balance 4 C 625 3 9 
Fertility 9 R 100 2 6 
Wdbc 30 R 569 2 6 
Australian 14 C,I,R 690 2 6 
Twonorm (*) 20 R 7400 2 6 
Magic 10 R 19020 2 6 
Ring (*) 20 R 7400 2 6 
Contraceptive 9 C,I 1473 3 9 
Vehicle 18 I 846 4 12 
Iris 4 R 150 3 9 
Tae 20 C,I 151 2 6 
Letter 16 I 20000 26 78 
Skin&NonSkin 3 R 245057 2 6 
Artificial 10 R 700 2 6 

R: Real, C: Category, I: Integer (*) Simulated data 

Table 2. Comparing error rates of different combining algorithms 

File name 
MLR 

Best results from 
fixed Rules SCANN 

Decision  
Template 

Mean Variance Mean Variance Mean Variance Mean Variance 
Bupa 0.3033 4.70E-03 0.2970 4.89E-03 0.3304 4.29E-03 0.3348 7.10E-03 
Artificial 0.2426 2.20E-03 0.2193 2.05E-03 0.2374 2.12E-03 0.2433 1.60E-03 
Pima 0.2432 2.30E-03 0.2365 2.10E-03 0.2384 2.06E-03 0.2482 2.00E-03 
Sonar 0.1974 7.20E-03 0.2079 8.16E-03 0.2128 8.01E-03 0.2129 8.80E-03 
Heart 0.1607 4.70E-03 0.1570 4.64E-03 0.1637 4.14E-03 0.1541 4.00E-03 
Phoneme 0.1136 1.75E-04 0.1407 1.95E-04 0.1229 6.53E-04 0.1462 2.00E-04 
Haberman 0.2428 3.30E-03 0.2392 2.39E-03 0.2536 1.74E-03 0.2779 5.00E-03 
Titanic 0.2169 4.00E-04 0.2167 5.00E-04 0.2216 6.29E-04 0.2167 6.00E-04 
Balance 0.1225 8.00E-04 0.1112 4.82E-04 X X 0.0988 1.40E-03 
Fertility 0.1250 2.28E-03 0.1270 1.97E-03 X X 0.4520 3.41E-02 
Skin&NonSkin 4.79E-4 1.97E-08 0.0006 2.13E-08 X X 0.0332 1.64E-06 
Wdbc 0.0399 7.00E-04 0.0395 5.03E-04 0.0397 5.64E-04 0.0385 5.00E-04 
Australian 0.1268 1.80E-03 0.1262 1.37E-03 0.1259 1.77E-03 0.1346 1.50E-03 
Twonorm 0.0217 2.24E-05 0.0216 2.82E-05 0.0216 2.39E-05 0.0221 2.62E-05 
Magic 0.1875 7.76E-05 0.1905 5.72E-05 0.2002 6.14E-05 0.1927 7.82E-05 
Ring 0.1700 1.69E-04 0.2122 1.62E-04 0.2150 2.44E-04 0.1894 1.78E-04 
Tae 0.4652 1.24E-02 0.4435 1.70E-02 0.4428 1.34E-02 0.4643 1.21E-02 
Contraceptive 0.4675 1.10E-03 0.4653 1.79E-03 0.4869 1.80E-03 0.4781 1.40E-03 
Vehicle 0.2139 1.40E-03 0.2645 1.37E-03 0.2224 1.54E-03 0.2161 1.50E-03 
Iris 0.0220 1.87E-03 0.0327 1.73E-03 0.0320 2.00E-03 0.0400 2.50E-03 
Letter 0.0427 1.63E-05 0.0760 3.94E-05 0.063 2.42E-05 0.1133 4.91E-05 
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Table 2. (continued) 

File name 
GMM on Level0 GMM on Level1 GAGMM 

Mean Variance Mean Variance Mean Variance 
Bupa 0.4419 5.80E-03 0.3022 5.31E-03 0.2999 4.79E-03 
Artificial 0.4507 8.00E-03 0.2374 2.40E-03 0.2423 2.64E-03 
Pima 0.2466 2.40E-03 0.2432 2.60E-03 0.2279 1.95E-03 
Sonar 0.3193 1.26E-02 0.2009 6.20E-03 0.2050 8.09E-03 
Heart 0.1715 7.30E-03 0.1559 4.51E-03 0.1544 4.67E-03 
Phoneme 0.2400 4.00E-04 0.1165 2.01E-04 0.1150 1.39E-04 
Haberman 0.2696 2.00E-03 0.2458 3.36E-03 0.2461 3.96E-03 
Titanic 0.2904 2.01E-02 0.2167 5.91E-04 0.2217 1.16E-03 
Balance 0.1214 1.10E-03 0.0839 1.21E-03 0.0755 9.68E-04 
Fertility 0.3130 7.47E-02 0.1850 1.05E-02 0.1270 2.40E-03 
Skin&NonSkin 0.0761 2.21E-06 4.10E-4 1.53E-08 4.13E-4 1.98E-08 
Wdbc 0.0678 1.10E-03 0.0387 5.98E-04 0.0321 5.25E-04 
Australian 0.1980 1.80E-03 0.1222 1.30E-03 0.1210 1.60E-03 
Twonorm 0.0216 2.83E-05 0.0219 2.78E-05 0.0220 2.72E-05 
Magic 0.2733 5.06E-05 0.1921 8.34E-05 0.1918 6.03E-05 
Ring 0.0209 2.20E-05 0.1131 1.16E-04 0.1108 1.09E-04 
Tae 0.5595 1.39E-02 0.4365 1.36E-02 0.4313 1.58E-02 
Contraceptive 0.5306 1.80E-03 0.4667 1.30E-03 0.4624 1.30E-03 
Vehicle 0.5424 2.40E-03 0.2166 1.40E-03 0.2131 1.46E-03 
Iris 0.0453 2.50E-03 0.0360 2.10E-03 0.0267 1.10E-03 
Letter 0.3573 9.82E-05 0.0797 3.03E-05 0.0802 1.32E-05 

Table 3. Compare GAGMM with the benchmarks among 21 UCI files 

Better Competitive Worse 
GAGMM vs. MLR 6 13 2 
GAGMM vs. SCANN 8 9 1 
GAGMM vs. Decision Template 14 7 0 
GAGMM vs. best result from fixed Rules 6 13 2 
GAGMM vs. GMM Level0 18 2 1 
GAGMM vs. GMM Level1 5 16 0 
GMM Level1 vs. GMM Level10 16 4 1 

 
 

 

Fig. 2. Compare dimension of data among Level0, Level1 and GAGM (UCI datasets) 
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Table 4. Information of 7 classes CLEF2009 in our experiment 

Image 

  

Description Abdomen Cervical Chest Facial cranium Left Elbow Left Shoulder 
Left 

Breast 
# of obser-
vation 

80 81 80 80 69 80 80 

Table 5. Error rates of different combining algorithms with CLEF2009 

  Sum Product Max Min Median Vote MLR 

Mean 0.1636 0.1831 0.1835 0.1978 0.1725 0.1851 0.1280 

Variance 1.67E-03 2.18E-03 2.54E-03 2.35E-03 2.09E-03 1.87E-03 1.80E-03 

  

Decision 
Tem-
plate 

Best result from 
fixed Rules 

SCANN GMM Level0 GMM Level1 GAGMM 
  

Mean 0.1447 0.1636 0.1455 0.2453 0.1469 0.1164   

Variance 1.90E-03 1.67E-03 2.62E-03 3.49E-03 2.00E-03 2.10E-03   

Table 6. Comparing GAGMM with 6 
benchmarks and GMM level1 with GMM 
level0 related to CLEF2009 

  Better 
Competi-

tive 
Worse 

 GAGMM vs. compared 
methods 

6 0 0 

GMM Level1 vs. GMM 
Level0 

1 0 0 

Table 7. Comparing dimension of feature 
related to CLEF2009 

4 Conclusion and Future Work 

We have introduced a framework based on GA and GMM to combining classifiers in 
a multi-classifier system. Our model is run on Level1 data which is the posterior 
probabilities obtained from applying Stacking Algorithm. Empirical evaluations have 
demonstrated the superiority of our framework compared with its rivals including best 
result from fixed rules, Decision Template, SCANN and MLR. We reported lower 
classification error rates on both the 21 UCI files and CLEF2009 medical image data-
base, and a significant reduction in the dimension of data needed for classification. 
Although the GA feature selection method is a time-consuming task, it can be done 
off-line.  

Three problems in our model warrant further research. First, GMM is time-
consuming due to the determination of optimal number of components by BIC.  
Second, implementation on small data set is a problem with GMM since when the 
number of observations in a class is too small, EM algorithm has difficulty estimating 
the model parameters properly. Finally, the prior probability of eqn. 6 is less appro-
priate for small and imbalance dataset. These problems will be target for future  
improvement.  

Data # of dimension 
Level0 32 
Level1 21 
Dimension from GAGMM 14 
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Abstract. The mixture of Gaussian processes (MGP) is a powerful framework 
for machine learning. However, its parameter learning or estimation is still a 
very challenging problem. In this paper, a precise hard-cut EM algorithm is 
proposed for learning the parameters of the MGP without any approximation in 
the derivation. It is demonstrated by the experimental results that our proposed 
hard-cut EM algorithm for MGP is feasible and even outperforms two available 
hard-cut EM algorithms. 

Keywords: Mixture of Gaussian process, Parameter learning, EM algorithm. 

1 Introduction 

Gaussian process (GP) is a powerful learning model for both regression and 
classification. Nevertheless, it cannot describe multimodality dataset and needs a large 
number of computations. To tackle these issues, Tresp [2] proposed the Mixture of 
GPs (MGP) in 2000, which was directly derived from the mixture of experts.  

From then on, various versions of MGP models have been suggested. Most of them 
could be classified into the conditional model ‘xzy’ [2-6] and the generative 
model ‘zxy’ [1],[7-10] where x, y and z denote the input, output and the latent 
component indicator, respectively. In comparison with the first model, the second one 
has two advantages: (1). The missing features can be easily inferred from the outputs; 
(2). The influence of inputs on the outputs is more clear [8].  

For the parameter learning or estimation of MGP, there are three kinds of learning 
algorithms: MCMC, variational Bayesian inference, and EM algorithm. As for 
MCMC approaches, Gibbs samples of the indicators, parameters or hyper-parameters 
were obtained in turn from their posteriors [8,9]. However, Nguyen & Bonilla [3] 
pointed out that the time complexity of the MCMC method is very high. As for the 
variational Bayesian algorithms, the main strategy is to approximate the posterior of 
parameters by a factorized and simplified form [5,6], but such an approximation may 
lead to a rather deviation from the true objective function.  

                                                           
* Corresponding author. 
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In general, EM algorithm is a popular and efficient choice for the parameter 
learning of mixture models. However, the posteriors of latent variables and Q 
function in the cases of MGP are rather complicated as the outputs are dependent. In 
order to alleviate this difficulty, some EM algorithms with the help of certain 
approximation mechanisms have already been proposed successively.  

Tresp [2] firstly proposed the EM algorithm for MGP, in which the M-step 
integrated the posterior probability of each sample belonging to a GP component into 
the learning of each component. Along this direction, Stachniss et al. [4] developed a 
similar EM algorithm for the sparse MGP. However, the learning in the M-step was 
heuristic in [2] and [4] without maximizing Q function and the time complexity in [2] 
was still high as that in [1]. On the other hand, Yuan & Neubauer [1], Nguyen & 
Bonilla [3], Miguel et al. [5] and Sun & Xu [10] proposed some variational EM 
algorithms for MGP in which the posterior probabilities were approximated with 
certain factorized forms. Recently, Yang & Ma [7] also proposed the EM algorithm 
for MGP with the help of leave-one-out cross-validation (LOOCV) probability 
decomposition of the total likelihood. 

Although the approximations or simplifications have been made for the learning in 
the M-step, these soft EM algorithms for MGP are still time-consuming. In order to 
reduce the time complexity, Nguyen & Bonilla [3] recently proposed a variational 
hard-cut EM algorithm for MGP under certain sparseness constraints, which actually 
partitions all the samples into these components according to the MAP criterion in the 
E-step. In fact, this hard-cut EM algorithm was more efficient than the soft EM 
algorithm since we could get the hyper-parameters of each GP independently in the 
M-step rather than maximize a complicated Q function. Moreover, in the same way, 
the soft EM algorithm for MGP with the LOOCV probability decomposition [7] can 
be easily turned into a hard-cut version of the EM algorithm for MGP, which is here 
referred to as the LOOCV hard-cut EM algorithm for convenience. 

In this paper, we follow the generative MGP model and propose a precise hard-cut 
EM algorithm for MGP without any approximation used for the likelihood function or 
Q function. Actually, we further refine the MGP model to exclude extra priors from 
the main chain ‘zxy’ and according to this refined model, the hard-cut EM 
algorithm becomes more accurate than some popular algorithms since the posterior 
probability of each sample belonging to each component used in the algorithm is 
strictly derived, and the heuristic approximations used in [3] and [7] are avoided. It is 
demonstrated by the experimental results that our proposed hard-cut EM algorithm is 
feasible and even outperforms the two available hard-cut EM algorithms. 

2 MGP Model 

2.1 GP Model 

For regression and prediction task, a GP is mathematically defined by 

 [ ] 2
1 2 ~ [ ( ), ( , ) ]

T

Ny y y y N m X K X X Iσ= + , (1) 
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where
1{( , )}N

t t tx y = denotes the set of given sample points or dataset, 2σ is the intensity 

of noise, I is an N N× identity matrix, [ ]1 2( ) ( ) ( ) ( )
T

Nm X m x m x m x=   

and ( , ) [ ( , )]i j N NK X X K x x ×= are the means and kernel matrix, respectively. For 

simplicity, we set ( ) 0m X = . The most commonly used kernel is the SE kernel [11], 

being given by 22 2( , ) exp( 0.5 )i j i jK x x l f x x= − − . 

In order to learn the hyper-parameters { }, ,l fθ σ= , we use the commonly adopted 

approach------maximize likelihood estimation (MLE). 
After the parameter learning process, the prediction of the output at a test input *x is 

 
^

2 1* ( *, )[ ( , ) ]y K x X K X X I yσ −= +  (2) 

where
1 2[ , , , ]T

Ny y y y=  is the vector of training outputs, ( , ) [ ( , )]i j N NK X X K x x ×= , 

and
1 2( *, ) [ ( *, ), ( *, ), , ( *, )]NK x X K x x K x x K x x=  denotes the kernel relationship 

vector of the training inputs to the test input. 

2.2 Generative MGP Model 

We adopt a full generative model (‘zxy’) due to its resistance to missing features 
and clear relationship between inputs and outputs [8].  

At first, the latent indicators
1{ }N

t tz = are generated by the Multinomial distribution: 

 ( )Pr ; 1 ~ . . 1 ~t cz c c C i i d for t Nπ= = = =  (3) 

Given indicators, each input fulfills a Gaussian distribution: 

 ( | ) ~ ( , ); 1 ~ . . 1 ~t t c cp x z c N S c C i i d for t Nμ= = =  (4) 

After specifying 1{ , }N
t t tz x = , the outputs of each component fulfill a GP, that is 

 ( ) ( )2
,1 ,2 , ( ) ,1 ,2 , ( ) , , ( )( ) ( )

~ 0, ( , | ) . . . 1~c c c N c c c c N c c i c j c c N cN c N c
p y y y x x x N K x x I i i d forc Cθ σ

×
      + =     


   (5) 

where for the c-th component, ( )
, , 1{ , }N c

c i c i ix y = are the samples, { , , }c c c cl fθ σ= are the GP 

hyper-parameters and
22 2

, ,( , | ) exp( 0.5 )c i c j c c c i jK x x l f x xθ = − − is the SE kernel function. 

The whole generative model can be completely defined by Eqs (3), (4) & (5). In fact, 
after the allocation of samples to these components, each GP can be learnt 
independently, as suggested in (4) and (5).  

3 Precise Hard-Cut EM Algorithm 

For this generative MGP model, we here adopt the EM algorithm framework to learn 
the whole parameters

1{ , , , , , }C
c c c c c c cS l fπ μ σ = , taking

1{ }N
t tz = as the latent variables. 
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Firstly, we derive the posterior probabilities of these indicators, i.e., tz . Based on Eqs 

(3), (4) & (5), we get the following likelihood function: 

 ( )2 2( , , ) ( | , ) 0,t t t c t c c t c cp z c x y N x S N y lπ μ σ= = +  (6) 

According to the Bayesian formula, it can be derived that 

 ( ) ( )2 2 2 2
' ' ' ' '

' 1

( | , ) ( | , ) 0, / ( | , ) 0,
C

t t t c t c c t c c c t c c t c c
c

p z c x y N x S N y l N x S N y lπ μ σ π μ σ
=

 = = + + 
 
  (7) 

As the computational complexity of Q function is O(CN) , it is more reasonable to 
construct a hard-cut version of the EM algorithm to reduce the computational burden. 
According to this idea, we propose a hard-cut EM algorithm as follows. 

• Step 1  Initialization of indicators: cluster{ } 1
( , )

N

t t t
x y

=
into C classes by the k-means 

clustering, and set 
tz The indicatorof the t th sampleto the cluster← −  

• Step 2  M-step: calculate cπ , cμ and cS in the way of the Gaussian mixture model: 

 
1 1

1

1 1

( ) ( )( )( )
1

( ), ,
( ) ( )

N N
T

t t t t c t cN
t t

c t c cN N
t

t t
t t

I z c x I z c x x
I z c S

N I z c I z c

μ μ
π μ = =

=

= =

= = − −
← = ← ←

= =

 


 

 (8) 

and obtain the GP parameters
1{ , , }C

c c c cl f σ = by maximizing the likelihood (5).  

• Step 3   E-step: classify each sample into the corresponding component according 
to the MAP criterion: 

 2 2

1 1
arg max ( | , ) arg max ( | , ) ( | 0, )t t t t c t c c t c c

c C c C

z p z c x y N x S N y lπ μ σ
≤ ≤ ≤ ≤

← = = +  (9) 

• Step 4   If the indicators do not change any more, stop and output the parameters 
of MGP. Otherwise, return to Step 2. 

After the convergence of the hard-cut EM algorithm, we have obtained the 
estimates of all the parameters of the MGP. For a test input *x , we can classify it into 
the z -th component of MGP by the MAP criterion as follows: 

 
1 1

arg max ( * | *) arg max ( * | , )c c c
c C c C

z p z c x N x Sπ μ
≤ ≤ ≤ ≤

= = =  (10) 

Based on such a classification, we can predict the output of the test input via the 
corresponding GP using (2). 
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4 Experimental Results 

4.1 On a Typical Synthetic Dataset of MGP 

In order to test the validity and feasibility of our proposed hard-cut EM algorithm, we 
begin to generate a typical synthetic dataset of MGP with 4 GP components. Actually, 
for each GP, we typically generate 500 training samples as well as 100 test samples. 
For the evaluation of the algorithm, we will compute the absolute error between the 
learned and true parameters as well as the root mean squared error (RMSE) for the 
output prediction. The true parameters of the four components are given in Table 1. 

We implement our proposed hard-cut EM algorithm on this synthetic dataset. It is 
found by the experiments that the classification error rates on the training and test 
datasets are 0.30% and 0.50%, respectively. The running time for both the learning 
and prediction tasks is just 81.8680s with an Intel(R) Core(TM) i5 CPU and 4.00GB 
of RAM using Matlab R2013a, which is acceptable since we have 2000 training 
samples and 400 test samples in total. The true and estimated values of the parameters 
as well as the absolute error between them are listed in Table 1. From Table 1, we can 
observe the absolute errors are generally very small, and it can be found from Fig.1 
that the predictive curve fits the test points very well. Moreover, the RMSE of the 
output prediction is only 0.4901. In sum, our proposed algorithm for MGP is 
demonstrated valid and feasible on the synthetic datasets. 

Table 1. The true value (TV), estimated value (EV) and absolute error (AE) of the parameters 
for each GP component (C) on the typical synthetic dataset of MGP 

C Value 
cπ  cμ  cS  2

cl  2
cσ  2

cf  

 
1 

TV 0.2500 0.0000 0.1000 0.9000 0.1000 2.0000 
EV 0.2500  -0.0069 0.1006 0.7978 0.1041 0.3461 
AE 0.0000 0.0069 0.0006 0.2022 0.0041 1.6539 

 
2 

TV 0.25 3.0000 0.2000 1.0000 0.2000 3.0000 
EV 0.2495 3.0151 0.1916 1.3512    0.2007 3.1279 
AE 0.0005 0.0151 0.0084 0.3512 0.0007 0.1279 

 
3 

TV 0.2500 6.0000 0.3000 1.1000 0.3000 4.0000 
EV 0.2500 6.0219 0.2982 2.7321    0.2966 2.6416 
AE 0.0000 0.0219 0.0018 1.6321 0.0034 1.3584 

 
4 

TV 0.2500 9.0000 0.4000 1.2000 0.4000 5.0000 
EV 0.2505 9.0060 0.4085 0.5385   0.3790 7.7323 
AE 0.0005 0.0060 0.0085 0.6615 0.0210 2.7323 
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Fig. 1. The predictive curve (red solid line) and test sample points (black dots) of our proposed 
hard-cut EM algorithm on the typical synthetic dataset 

4.2 Comparison with the LOOCV and Variational Hard-Cut EM Algorithms 

We further compare our proposed hard-cut EM algorithm with the LOOCV and 
variational hard-cut EM algorithms on a toy dataset and a motorcycle dataset used in 
[7] and [8]. Actually, the toy dataset consists of four groups which are generated from 
4 continuous functions. For each group, there are 50 training samples and 50 test 
samples. For the purpose of prediction, we certainly use the MGP with 4 components.  

Motorcycle dataset is another popular one for the evaluation of the MGP methods 
[3],[7]. It consists of observations of accelerometer readings at 133 different times, 
belonging to three actual classes. Here, we use the 7-fold cross-validation, with the k-th 
fold being composed of {(xt,yt) :t=7s+k,s=0,1,…,18}, where the inputs xt 

are sorted in 
an ascending order. In this case, we use the MGP with 3 components.  

We implement each of the three hard-cut EM algorithms five times on these two 
datasets under the same computational environment as above. The average prediction 
RMSEs and running times of the three algorithms on toy and motorcycle dataset are 
listed in Tables 2, respectively, while the corresponding predictive curves are also 
plotted in Figs. 2 & 3.  

From Table 2, it can be found that our proposed hard-cut EM algorithm converges 
more accurately than the LOOCV and variational hard-cut EM algorithms. The reason 
may be that our proposed algorithm is more precise since it is strictly derived without 
 

Table 2. The average prediction RMSEs and running times of the three hard-cut EM algorithms 
on toy and motorcycle dataset 

The hard-cut EM algorithms Toy dataset Motorcycle dataset 
Average 
RMSE 

Average 
Time (s) 

Average 
RMSE 

Average 
Time (s) 

Our proposed EM algorithm 16.5199 8.4513 19.1109 2.0401 
The LOOCV EM algorithm 24.9874 43.4974 28.9551 10.5501 

The variational EM algorithm 20.4238 57.3100 26.7883 62.0234 
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Fig. 2. The predictive curves (red solid line) and test points (black dots) of our proposed hard-cut 
EM algorithm (left), the LOOCV hard-cut EM algorithm (middle) and the variational hard-cut 
EM algorithm (right) on toy dataset 

 

Fig. 3. The predictive curves (red solid line) and test points (black dots) of our proposed hard-cut 
EM algorithm (left), the LOOCV hard-cut EM algorithm (middle) and the variational hard-cut 
EM algorithm (right) on motorcycle dataset with 7 fold CV 

any approximations like those used in the LOOCV decomposition and variational 
inference. Besides, our algorithm consumes much less time than the two EM 
algorithms due to its easy computation of the posterior probabilities. It can be also 
observed from Figs 2 & 3 that the predictive curves of our algorithm fit at least as well 
as the variational hard-cut EM algorithm, while these two hard-cut EM algorithms are 
smoother and fit better than those of the LOOCV hard-cut EM algorithm. On the 
whole, our proposed hard-cut EM algorithm clearly outperforms the LOOCV and 
variational hard-cut EM algorithm for prediction on both toy and motorcycle datasets.  

5 Conclusion 

We have investigated the learning problem of mixture of Gaussian processes (MGP) 
and proposed a precise hard-cut EM algorithm for it. In order to get this algorithm, the 
generative MGP model is redefined and the posterior probabilities of the latent 
indicators are strictly derived. In the algorithm design, the samples are partitioned in a 
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hard-cut way according to the MAP criterion on their posterior probabilities obtained 
in E-step, while each GP component is learned independently in M-step. It is 
demonstrated by the experimental results that our proposed hard-cut EM algorithm is 
effective and efficient, and even outperforms the LOOCV and variational hard-cut 
EM algorithms. 
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Comparison of EM-Based Algorithms and Image 
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Abstract. Expectation-Maximization (EM) algorithm is used in statistics for 
finding maximum likelihood estimates of parameters in probabilistic models, 
where the model depends on unobserved latent variables. The idea behind the 
EM algorithm is intuitive and natural, which makes it applicable to a variety of 
problems. However, the EM algorithm does not guarantee convergence to the 
global maximum when there are multiple local maxima. In this paper, a random 
swap EM (RSEM) algorithm is introduced and compared to other variants of 
the EM algorithms. The variants are then applied to color image segmentation. 
In addition, a cluster validity criterion is proposed for evaluating the segmenta-
tion results from the EM variants. The purpose of this paper is to compare the 
characteristics of the variants with split and merge strategies and stochastic 
ways and their performance in color image segmentation. The experimental re-
sults indicate that the introduced RSEM performs better with simpler imple-
mentation than the other variants. 

Keywords: EM algorithm, color image segmentation, clustering, evaluation. 

1 Introduction 

The usefulness of mixture models in any area which involves the statistical modeling 
of data (such as pattern recognition, computer vision, signal and image analysis, ma-
chine learning) is currently widely acknowledged. As a standard method for fitting 
finite mixture models, particularly normal mixture models, the use of the EM algo-
rithm has been demonstrated for the analysis of data from a wide variety of fields. 
However the EM algorithm does not necessarily lead to globally optimal solution. If 
the likelihood function has several maxima and stationary points, convergence of the 
EM algorithm to global or local depends on the choice of starting points and the con-
figuration of the data set. 

To overcome the problems mentioned above, many variants of the EM algorithm 
have been proposed. As the final result will be affected by the initialization, some of 
the variants focus on choosing the starting values for the EM algorithm. Usually, EM 
starts with randomly assigning values to all the parameters to be estimated. A  
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common way is to repeat the initialization with different random selections, and take 
the best selection. A more practical way is to first run hard clustering (e.g. k-means) 
on the data set and then interpret each cluster as a Gaussian component. Several ini-
tialization methods have been presented in [1, 2]. However, the methods improving 
the initialization step cannot solve the problem of local maxima. Thus, most of the 
other variants try to improve the algorithm itself. Among the variants, split and merge 
strategies and stochastic way are quite popular. 

To address the inappropriate distribution of the components in data space, Ueda 
and Nakano proposed split and merge EM (SMEM) algorithm [3]. A more efficient 
greedy EM (GEM) algorithm was proposed in [4]. It reduces the problem of learning 
a k-component mixture model to a sequential learning of two-component model, and 
it offers a mechanism of dynamically allocating new components outside the over-
populated center regions. GEM utilizes the split strategy, in which model selection 
method is employed as a stopping rule. To avoid the local trap of the EM algorithm, 
stochastic versions were proposed. These stochastic versions are the SAEM algorithm 
[5] and reversible jump MCMC [6]. Resampling methods and randomization are used 
in these versions.  

Cluster validity is an important issue in clustering analysis. The problem comes up 
after clustering that how good the algorithm is. In modeling-based clustering, a num-
ber of model selection methods have been proposed. Criteria, such as Bayesian In-
formation Criterion (BIC) [7] and minimum description length (MDL) [8], have been 
used for mixtures. In image segmentation problem, evaluating the segmentation result 
is a necessary study. We propose an evaluation criterion in this paper to estimate the 
image segmentation results from the EM-based algorithms. 

The purpose of this paper is to compare the characteristics of the EM variants with 
split and merge strategies and stochastic methods. The RSEM algorithm as a stochas-
tic method demonstrates the effectiveness and simpleness in the comparison. To dis-
play how the EM-based algorithm works in reality, the variants are applied in color 
image segmentation. The cluster validity problem thus forms into evaluating the seg-
mented results with different algorithms. 

2 EM Algorithm and Its Variants 

2.1 Generalized EM Algorithm 

We briefly review the main features of the EM algorithm [9]. The log-likelihood 
function for complete data Z = {X, Y} is defined as: 

( ) ( ) ( )( ) ( )
1 1

| log | log |
n nn

N N

ii n
n n

L P P x
x xx

y g yx α θ
= =

 Θ Ζ = =  
    

 
(1) 

 
where, Y is the observed data, X is the missing information. The log-likelihood func-
tion for incomplete data can be defined as: 
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where, N is the number of data points, M is the number of components, and αm is the 
mixing proportion of the mth component. The gm(yn ; θm ) is a d-dimensional density 
model corresponding to the mth component, where yn is the nth  observed data point, 
and θm is the parameters of the mth component. The αm must satisfy the constraints: 

1

1, , 0, 1,..., .
M

m m
m

and m Mα α
=

= ≥ =  
 

(3) 
 

It is difficult to optimize Equation 2 because it contains the log of the sum and the 
log-likelihood L(Θ|Z) is unobservable. Hence the expectation function of L(Θ|Z) giv-
en Y is defined in the EM algorithm: Q(Θ; Θ(k)) = E{ L(Θ|Z)|Y, Θ(k)}. 

Define the EM algorithm as follows: 

1. Initialize the parameters; 
2. E-step: calculate Q function Q(Θ; Θ(k)); 
3. M-step: choose Θ to be any value which maximizes Q(Θ; Θ(k)); 
4. Evaluate the log-likelihood, and stop until convergence. 

It may not be numerically feasible to find the value of Θ that globally maximizes 
the Q function. That is, one choose Θ(k+1) to increase the Q function Q(Θ; Θ(k)) over its 
value at Θ = Θ(k) , rather than to globally maximize it over all Θ. Under suitable regu-
larity conditions, Θ(k) converges to a stationary point of L(Θ). However, when there 
are several stationary points (local maxima, minima, saddle points), Θ(k) does not nec-
essarily converge to a significant local maximum of L(Θ) [9]. In practice, the EM 
algorithm has been observed to be extremely slow in some applications. As mentioned 
in [9], slow convergence appears when the proportion of missing information is high. 

2.2 Variants 

Split and merge strategies have been often used in image segmentation. An iterative 
split-and-merge algorithm is proposed to generate codebook in vector quantization 
[10]. Splitting is applied in the X-means algorithm [11] to improve the problems ex-
isting in K-means. With the split and merge (SM) operations in the EM algorithm, the 
criteria for choosing the candidates should be considered. There are a variety of ways 
to decide the criteria for splitting and merging based on the data set and algorithm 
itself. Consequently, finding a proper criterion is one of the constraints in the SM 
operations. For example, the split operation in SMEM is identified as an ill-posed 
problem [12]. 

The stochastic versions commonly utilize resampling method and randomization, 
which is heavy computationally involving. We introduce RSEM, a variant based on 
random swap, which has less time complexity than the usual stochastic variants. Two 
variants based on split and merge strategies are also discussed in the comparison. One 
is the SMEM algorithm [3] with unchanged number of components while the other is 
the GEM algorithm [4], which only employs split operation and the number of com-
ponents increases in each successive iteration. 

A random swap EM (RSEM) algorithm represents a random version in the compar-
ison. The algorithm can be described as follows: 

1. Initialization by several runs of k-means; 
2. Perform a number of RSEM iterations. 
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In each RSEM iteration, the algorithm starts with a random swap. Then a conven-
tional EM algorithm is applied to promise the algorithm convergence. 

In each random swap, the algorithm randomly chooses one component (i) and relo-
cates it to a position among the points (yx). Update the Q function as follows: 

*
'

i j
j i

Q Q Q
≠

= +  
 

(4) 
 

where, Qi' is the updated Q function of the randomly selected component where the 

parameter Θi' = {αi', ui', ∑i'}.Let the new parameters ui' = yx, αi' = ( )1,

m

jjj j i Pα= ≠
∗ and 

the covariance ∑i' is kept unchanged. 
Run the conventional EM algorithm to converge, where Θ* is the obtained parame-

ters. If the log-likelihood improves, then accept the new solution, Q = Q*, Θ = Θ*; 
otherwise, continue the process. 

To avoid the sensitivity of initialization, RSEM utilizes the randomization in the 
algorithm. The procedure of randomization breaks up the configuration of the 
previous step, which can overcome the problems of EM. Moreover, the underlying 
EM characteristic helps to find good estimates of the parameter in a comparatively 
small number of iterations. Finally, it is easy to implement.  

 

Fig. 1. An example run of repeated EM (REM) and the random swap EM (RSEM) on synthetic 
dataset S1. Number of repeats and number of swaps is set to 20. After each initialization (for 
REM) and after each swap (for RSEM) EM was iterated until convergence. Final log likelihood 
for REM is -26.19 and RSEM -26.10. 
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Differences in obtained log-likelihood and the amount of work spent, in terms of 
EM iterations, are seen in Fig. 1. We see that after each restart in REM, it takes many 
iterations for EM to reach a level that is comparable to previously converged solution. 
In contrast, RSEM needs only a few EM iterations to reach an even higher level of 
log-likelihood. 

3 Color Image Segmentation Evaluation 

Unsupervised methods are commonly accepted as the image segmentation approach-
es. Color image segmentation is the process of partitioning the features of colors in a 
digital color image to find the segments with similar colors. The color image segmen-
tation problem can be solved by the EM-based algorithms as follows. Let N color 
features (e.g. RGB color space in this paper) of the image be the observed data yn, M 
denotes the number of groups, the unobserved latent data is the nearest representative 
color {c1,c2,…,cM} for each feature vector. In the EM-based algorithms, vector (n) 
belongs to component (m) with its probability {αn1, αn2,…, αnM}. To produce parti-
tions, the component with the highest probability will be taken as the representative 
label of the vector. The number of components in the algorithm is the number of 
groups settled beforehand. After segmentation by different algorithms, it is necessary 
to estimate the results by evaluation criteria. 

In order to minimize the error of misclassified pixels, a sum-of-squares based index 
[13] is implemented. The index estimates the variance between two components and 
the variance within a component. Assume the RGB channels are independent, set the 
error between each vector in component i and the representative color of that compo-
nent as: 
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where, Vx(y) means the vector values that belong to component ci in {R,G,B} color 
channel, and Vx(ci) = (∑ y∈ci Vx(y))/ni  is the value of the representative color, ni is the 
number of vectors belong to the component. 

Then, the criteria is as follows: 
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Bayesian Information Criterion (BIC) is commonly used as model selection method 
in modeling based clustering. 
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where, L is the log-likelihood of the model, and d is the dimension of the data. A 
comparison of log-likelihood values between RSEM and EM is shown in Fig. 2. 
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where, MIN returns the minimum value, while MAX returns the maximum one. 

The WbI criterion has the statistical property which discovers the relationship of the 
segmented image and the original image, while BIC has the background of infor-
mation theory, which can find the best model configuration. Thus the combined crite-
rion has the advantage of both criteria. The smaller value of this combined criterion 
indicates better performance. 

 

(a) Image “tree” (b) Image “stripe” 

 
(c) “tree” (d) “stripe” 

Fig. 2. Two images used in the experiments and the comparisons of RSEM and EM 

4 Experiments and Results 

In this paper, we employ both artificial and real data sets. The data sets S1 to S41 are 
generated with varying complexity in terms of spatial data distributions. Each set has 
5000 vectors scattered around 15 predefined components with a varying degrees of 
overlap. Iris is a 3-dimensional real data set, which contains 3 classes of 50 instances 
each. One dimensional real data set “Galaxy” consists of the velocities of 82 distant 

                                                           
1 http://sse.tongji.edu.cn/zhaoqinpei/Datasets/ 
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galaxies. The image data sets in Fig. 2 are in RGB color space. In addition, the log-
likelihood value mentioned in this section represents the value of the log-likelihood 
divided by the sample size. 

4.1 Comparisons of the Variants 

The comparison between RSEM with one initialization rather than EM with several 
randomly initial solutions is performed in the following experiment (Fig. 3). We 
 
 

 
(a) EM: the best initial solution among  

several initializations 
(b) RSEM: the final result with one  

initialization 

Fig. 3. System diagrams of the EM and RSEM algorithms 

assume that the total number of iterations for EM and RSEM are the same. The total 
number of iterations is 250 in the test (actually 252 for EM). Define one run for EM 
and RSEM as follows: 

1. Generate 18 random initializations, run EM, and take the best solution; 
2. Run RSEM once, and take the final result. 

Table 1. Numerical comparisons between EM and RSEM 

Data 

Method 

S1 S2 S3 S4 

result std result std result std result std 

sdrgfRSEMgsddf 26.121 0.025 26.445 0.019 26.602 0.008 26.354 0.007 

Drgf   EMgsddf 26.140 0.041 26.451 0.030 26.616 0.010 26.392 0.010 

 
To make it more reliable, 50 runs of both algorithms on data set S1-S4 are tested. The 
mean value and standard deviation are listed in Table 1. The average log-likelihood of 
RSEM is better than that of EM. The standard deviations also indicate that RSEM is 
more stable. The comparisons of EM and RSEM using different components in Fig. 5 
demonstrate that RSEM achieves smaller log-likelihood, which means RSEM per-
forms better than EM on the image data sets. 

We find out that SMEM algorithm is not compatible with the log-likelihood 
framework, which is also mentioned in [14]. In this case, the “Galaxy” data is tested 
to visualize the results from different variants. The Gaussian mixture models by each 
variant are displayed in Fig. 4. 
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4.2 Evaluation Results 

The prospective applications of RSEM could be different kinds of image and speech 
processing. We applied the proposed algorithm in color image segmentation, where 
images with RGB color space are tested. However, the problem of evaluating the 
results still remains. As Fig. 6 demonstrates, it is difficult to estimate the segmenta-
tion results by eyes with different number of segments. Thus it is necessary to employ 
the evaluation criteria to get a range of the number of segments. The Iris and S1-S4 
data sets are tested first as the correct number of components is known. The results by 
the combined index (WBIndex and BIC) are shown in Fig. 5. It gives a good indica-
tion to 3 in the case of Iris, it also predicts a range from 13 to 16 for S1-S4 data sets. 
According to these results, we tested the criterion on two images: stripe and tree. As 
shown in Fig. 5, The segmentation results have little difference with the cluster num-
ber from 17 to 21 in image ”stripe”; while the range from 23 to 28 is good for im-
age ”tree”. The evaluation criteria could at least give a prior knowledge about the 
segment numbers in the segmentation results. 
 

 
(a) EM algorithm (b) GEM algorithm 

 
(c) SMEM algorithm (d) RSEM algorithm 

Fig. 4. The results (GMMs) from different variants on one dimensional data set “Galaxy” 

 
 



84 M. Niu, Q. Zhao, and H. Li 

  
(a) Iris data (b) S1-S4 data 

  
(c) image “stripe” (d) image “tree” 

Fig. 5. The result of Iris and S1-S4 data sets indicates the performance of the criterion. The 
results of EM and RSEM indicate the segmentation result of RSEM is better than that of EM in 
general. 

 

Fig. 6. The segmentation results by RSEM algorithm on image “pepper” under different num-
ber of clusters 
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5 Conclusion 

In this paper, we proposed a random swap EM algorithm under the assumption of 
Gaussian distribution. With randomly perturbing the configuration of the results from 
the EM algorithm, the method achieved better performance with lower time com-
plexity. Meanwhile, an image segmentation evaluation method for the EM-based 
algorithms’ results is introduced. Experiments conducted on different data sets and 
different methods demonstrated that the proposed algorithm made a clear improve-
ment over the conventional EM algorithm. Meanwhile, the try in color image segmen-
tation also made it applicable. We believe that the proposed method also adapts to 
other distributions, and it could have a wider application. 
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Abstract. Autonomous reinforcement learning (RL) robots usually need to 
learn from raw, high dimensional data generated by visual sensors and often 
corrupted by noise. These sorts of tasks are quite challenging and cannot be 
addressed without an efficient mechanism to encode and simplify the raw data. 
A recent study proposed an artificial curios robot (ACR) for this problem. 
However, this model is incapable of handling non-Markovian tasks and 
discovering spatiotemporal patterns in its milieu. This paper presents a method 
to solve this problem by extending ACR. A straightforward, but not efficient, 
solution is to keep recoding of previous observations which makes the 
algorithm intractable. We, instead, construct a perceptual context in a compact 
way. Using different environments, we show that the proposed algorithm can 
discover the regularity in its environment without any prior information on the 
task. 

Keywords: Artificial curiosity, autonomous robots, developmental robotics, 
reinforcement learning, spatiotemporal discovery. 

1 Introduction 

In the real-world applications, autonomous reinforcement leaners are often faced with 
extremely hard problems due to the following reasons: They must process raw data 
coming from multiple sensory systems that are noisy and high dimensional. Their 
environments are generally dynamic and contain multiple still and moving objects (or 
goals), which some of them may even follow specific space-time patterns. The robot 
does not initially have any clue to where it must search, how long should continue 
exploration, it is better to wait or move in a particular time, it should revisit a state or 
not, and when is the best time for exploitation. Coping with these problems are the 
main sources of motivation for researchers in this interesting area.  

Majority of works in the literature address RL problems with Markov properties, 
where the history of observations does not play any role in state transitions. Real 
problems are often more complex and they are non-Markovian. These tasks cannot be 
handled without a memory. There are a few approaches to address non-Markovian 
tasks, including recurrent neural networks [1], finite state automata [2], and long 
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short-term memory [3]. Despite promising results for these methods, they are 
evaluated only for tasks with a low-dimensional space (such as a T maze with size 10) 
which is far from problems that a robot for real-world application encounters. 

The main objective of this paper is to develop an autonomous developmental robot 
that can learn discrete time series and sequential patterns from high-dimensional noisy 
observation. To the best of our knowledge this problem has not been addressed by 
previous studies. This work attempts to address this problem by extending the ACR 
through introducing perceptual context for encoding the history of observation. 

1.1 Reinforcement Learning 

In RL [4], an agent (or robot) is not told what to do. Instead, it must learn from its 
own experience which behaviors lead to the most reward. Learning an optimal policy 
is the core of any RL algorithms. These methods use either value iteration or policy 
iteration approaches, and they are divided into model-based and model-free methods 
[4], [5]. One of the well-known methods of RL is the Dyna architecture [6], which is 
based on dynamic programming and learns an environment model online. 

Skill acquisition in humans is made through a hierarchical approach. This plays a 
crucial role in the problem solving competency of humans. The same strategy of 
learning has been employed by some researchers. For example, Vigorito and Barto [7] 
presented a framework for autonomous learning of a hierarchy of abstract skills using 
intrinsically motivated hierarchical RL [8]. In contrast with many of the previous 
works, they used factored Markov Decision Process (MDP) instead of standard MDP. 
This enables learning options with different state representation and leads to the state 
abstraction. They showed that the construction of policies of abstract skills can 
significantly reduce the computational burden compared with flat policy 
representations. 

1.2 Artificial Curiosity 

Classical RL algorithms are goal driven in this sense that they adapt their behavior to 
achieve more rewards, i.e., external motivation from a psychological point of view. A 
major problem of these algorithms is they lack any idea what to do in the absence of 
external goals. Neuropsychological evidence illustrates that there is also an internal 
mechanism, known as intrinsic motivation, deriving human behaviors even without 
any goal. One of early computational models of intrinsic motivation was introduced 
by Schmidhuber [9]; please refer to [10] for a summary on computational motivation 
systems. In the artificial curiosity (AC) framework [20],  intrinsic reward is defined 
as a measure of the prediction learning progress. A group of researchers [11] made 
some comparison between the AC and active learning and suggested that the AC can 
be seen as an extension to active learning. The AC framework offers two advantages: 
1) it enables a robot to continue exploration in the absence of external goals, and 2) it 
will not be confused to guide the robot in noisy environments. These advantages have 
been experimentally proven by previous studies [12-14]. For these reasons, we use the 
AC framework for computing reward.  
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1.3 Developmental Robotics 

The work in this paper can be categorized under developmental robotics [15], which 
attempts to imitate the developmental learning of the human fetus and infants [16]. 
This class of learning is the result of self-discovery through interactions with 
environments in an open-ended, incremental, and self-organized manner. To build 
truly intelligent robots, it is crucial to equip them with developmental learning. 
However, this is very difficult in real configurations. For this reason, there are few 
attempts trying to address this challenge. For example, Ngo et al. [13] developed a 
developmental system for skill learning through an AC driven exploration. Upon 
receiving an instance of observation, a confidence-based approach is used to 
determine if the current situation is known or not. In a more recent work, Frank et al. 
[12], for the first time, implemented a curiosity-driven agent for realtime motion 
planning on a humanoid robot. Despite very promising results, these works are 
limited to Markovian tasks where an environment is modeled by MDP. In another 
work, Luciw et al. [14] introduced an artificial curios robot (ACR). This system maps 
noisy visual sensory data into some internal states using a perceptual module. Another 
module of this system learns to predict state transitions and reward for each state-
action pair. It also generates some signals representing interestingness of each state 
transition. The last module of the system constructs a tabular map to relate a state-
action pair to an internal value. Higher value pairs are supposed to lead to more 
rewards in the long run and this guides the robot to choose the best action at each 
time. Lack of memory is one of main disadvantages of ACR that limits its application 
for non-Markovian environments. The method in this paper extends this work by 
introducing memory to the perceptual module. Direct usage of the observation history 
is not feasible due to associated time complexity. Therefore, we use the concept of 
context to resolve this problem. 

2 Developmental Autonomous Robots with Artificial Curiosity 
Driven Mechanism for Spatiotemporal Regularity Discovery  

ACR-STRD transfers features of ACR from Markovian framework to non-
Markovian. It also extends the spatial novelty detection of ACR to spatiotemporal 
regularity discovery. ACR-STRD, similar to original ACR, consists of three main 
modules: perceptual, cognitive, and value modules. The main difference of the two 
systems is the perceptual module, which is discussed in detail here. However, the two 
other modules are also briefly reviewed. ACR-STRD receives a noisy observation of 
its world. The main duty of the perceptual module is to encode this raw sensory data 
and construct a context for perception. The context carries important information on 
the history of observations and gives a perception memory to the robot. The cognitive 
module provides the value module with some estimations of possible outcome for 
each action. Using this information, the value module selects and performs the best 
possible action at each time step. An action potentially changes the world state, 
thereby leading to a new observation. After each action, the robot also receives an 
external reward describing the immediate value of the action. By continuing this 
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process, the robot learns from its experience and improves its model of the world. An 
illustration of the architecture of ACR-STRD is depicted in Fig. 1. The ACR-STRD 
algorithm is presented in a modular form in Fig. 2. 

 

Fig. 1. The ACR-STRD architecture. The robot can perform five actions denoted by N, S, W, 
E, and I (immobile); each action (except I) is a step toward the corresponding direction. 

2.1 Perceptual Module 

In the real-world applications, a robot often needs dealing with problems that have an 
extremely large observation space due to the high-dimensionally nature of visual 
sensors. These observations represent physical (or external) states of the environment 
that are unknown for the robot. The state space is usually huge owing to noise and 
inherent complexity of the real-world problems. In addition, the real world is dynamic 
and comprises not only stationary objects, but also moving objects whose movements 
usually follow regular time-space patterns. This explains the importance of the robot 
ability to discover spatiotemporal regularities in its environment. High dimensional 
observations and huge state space are sufficient to impose a high computational 
burden on the robot. Adding the time dimension to this problem makes it even more 
intractable. In ACR-STRD, these difficulties are addressed as follows. The first 
problem is handled by building an internal model of the world to map each 
observation into an internal state. To resolve the second problem, observations are 
divided to several clusters, each of which is an internal state representing a group of 
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observations. The third problem is addressed by using the idea of context to describe 
the history of observations. 

An observation is expressed by (ݐ)ܗ = ,(ݐ)ଵ݋] … , ்[(ݐ)ே݋ , where ܗ ∈ ࣩ 
(observation space, ࣩ ⊂ ℝே). ACR-STRD, in contrast to ACR, uses a sequence of 
observations for inference. This enables the robot to handle non-Markovian 
environments. A sequence is defined as ۽(≤ (ݐ = ,(1)ܗ] … , [(ݐ)ܗ . Processing of 
such a huge data is not feasible for practical settings. To tackle the problem, we 
borrowed some ideas from Merge Growing Neural Gas (MGNG) [17], an algorithm 
initially developed for time series analysis, and combined it with adaptive vector 
quantization [18]. In ACR-STRD, a sequence of observations is represented by two 
vectors: current observation ܗ(t) and global context ࢍ܋(t). In this way, sequence ۽(≤ (ݐ  that has an enormous dimension ܰݐ  is represented with a substantially 
smaller vector of size 2ܰ. An internal state ݏ is modeled as a node with two vectors ܟ௦ , ௦܋ ⊂ ℝே. At each time step, a winner node is determined by finding the node (or 
state) with the smallest distance ݀௦  

∗ݏ  = argmin௦ ݀௦(ݐ), (1) 

 ݀௦(ݐ) = (1 − (௖ߙ ⋅ ԡ(ݐ)ܗ − ԡଶ(ݐ)௦ܟ + ௖ߙ ⋅ ฮ܋௚(ݐ) − ฮଶ(ݐ)௦܋
, (2) 

where ݏ∗ is the winner node, parameter ߙ௖ ∈ [0,1] is used to control the importance 
of the current observation over the past, and ࢉ௚ provides a compact representation of 
the history of observation into an ܰ-dimensional vector defined as 

ݐ)௚܋  + 1) = (1 − (௖ߚ ⋅ (ݐ)∗௦ܟ + ௖ߚ ⋅  (3) ,(ݐ)∗௦܋

where ߚ௖ ∈ [0,1] is a weight parameter controlling the significance of the recent 
experiences over the far. If the distance is larger than a predefined threshold ߢ, then a 
new node is added to the network with the following prototypes: 

(ݐ)ୱ೙೐ೢܟ  = ,(ݐ)ܗ (ݐ)ୱ೙೐ೢ܋ =  (4)  .(ݐ)௚܋

Otherwise, the weights of the winner node are adjusted according to update rules: 

ݐ)∗௦ܟ  + 1) = (ݐ)∗௦ܟ + (ݐ)ܗ)௦∗௣௘௥ߟ −  (5) ,((ݐ)∗௦ܟ

ݐ)∗௦܋  + 1) = (ݐ)∗௦܋ + (ݐ)௚܋)௦∗௣௘௥ߟ −  (6) ,((ݐ)∗௦܋

where ߟୱ௣௘௥  is an adaptive learning rate to speed up the learning of new experiences, 
adopted from [19]; please see [14] for a good summary on this parameter. 

Using the above mechanism, ACR-STRD adapts itself to its observations by either 
adding new prototypes or adjusting the existing ones. This process is incremental and 
growing-based, hence appropriate for online learning. Furthermore, ACR-STRD does 
not involve in costly computations, because its model of the environment is based on 
a sparse representation. This can be thought as an intelligent sampling of the 
important space-time information of the world. The density of the sampling can be 
controlled by parameter ߢ. 
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ACRSTRD൫ߟ௩௔௟, ,௦௛௢௥௧ߟ ,௟௢௡௚ߟ ,ߢ ,ߥ ߱, ߬, ,ߛ ,௩ߙ ,௩ߚ ,௖ߙ ,௖ߚ ,௣ߙ ܶ൯ 
 
1. initialization  ݐ ≔ ݏ ;1 ≔ 1; ܽ ≔ 1; // time, state, and action ܋௚ ≔ zeros(ܰ, 1);      // global context ܋௦ ≔ zeros(ܰ, 1);      // 1st prototype’s context ܟ௦ ≔ zeros(ܰ, 1);     // 1st prototype’s weight 
ܗ .2 ≔ sense(݈݀ݎ݋ݓ);    // 1st observation 
3. repeat 

a) ݐ ≔ ݐ + 1; 
b) ݈݀ݎ݋ݓ ≔ action(݈݀ݎ݋ݓ, ܽ); // execute action ܽ 
c) [ܗᇱ, [௘௫௧ݎ ≔ sense(݈݀ݎ݋ݓ); // update observation 
d) ݏ′ ≔ argmin௦ ,ᇱܗ)ݐݏ݅݀ ,௚܋ ,௦ܟ ,௦܋  ௖); // find the closest stateߙ

  compute ݀݅ݐݏ using Eq.(2) 
e) ܋௚′ ≔ updateGlobalContext൫܋௚, ,௦ᇱ܋      ௖൯; // for next time stepߚ
f) ܽ′ ≔ argmax௜  ௦ᇲ,௜; // find the best actionݍ
g) if ݐ > 1 updatePereceptualModule(… ); updateCognitiveModule(… ); updateValueModule(… ); 
h) end 
i) ܋௚ ≔ ܽ ;′௚܋ ≔ ݏ ;′ܽ ≔ ܗ ;′ݏ ≔  ;ᇱܗ

4. until ݐ = ܶ (robot dies) 
 updatePereceptualModule(… ) 

 
1. compute perceptual error ݁ݎݎ௣௘௥ ≔ dist(ܗᇱ, ,௚܋ ,௦ᇲܟ  using Eq.(2) ݐݏ݅݀ ௦ᇲ); // compute܋
2. if ݁ݎݎ௣௘௥ > ௦ܰ ߢ ≔ ௦ܰ + ,ேೞܟ] ;1 [ேೞ܋ ≔ newState(ܗᇱ, ,௚܋ ௦ܰ); // add a new state ݁ݎݎ௣௘௥ ≔ 0; // reset error for the new state 
3. else 

// update the internal state & its age 
௦ᇱܟ       ≔ ௦ᇲܟ + ′ܗ)ୱᇲ௣௘௥ߟ −  ;(௦ᇱܟ
௦ᇱ܋       ≔ ௦ᇱ܋ + ௚܋)௦ᇱ௣௘௥ߟ −  ;(௦ᇱ܋
      ܽ݃݁௦ᇱ ≔ ܽ݃݁௦ᇲ + 1; 
4. end 

Fig. 2. Pseudocode of ACR-STRD and its perceptual module. For details of the cognitive and 
value module please refer to [14]. 
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2.2 Cognitive Module 

A robot does not often have access to information on how the environment’s states 
change, how these changes are influenced by its action, and possible reward for an 
action. This problem can be addressed by building a probabilistic model of the world. 
In the initial step, it is assumed the probability of transition from a state to any other 
state under a given action is equal. As soon as the robot acts upon its environment and 
observes new states, it adjusts its transition model using an update rule. ACR-STRD 
is based on the AC framework, and thus its behavior is driven by a combination of the 
external and intrinsic rewards. These signals are produced by the cognitive module. 
While the expected external reward is computed using an update rule similar to the 
state transition model, the intrinsic reward is defined as a measure of the expected 
learning progress [20] and calculated using short term and long term prediction errors. 
These two are also based on the total error which combines perceptual and cognitive 
errors. The cognitive error is the distance between the predicted state and the actual 
internal state after performing an action. For further details, please refer to [14]. 

2.3 Value Module 

The value module is the center of decision making in ACR-STRD. An optimal plan 
should bring the most possible reward in long term. This requires a careful planning. This 
module builds a map by assigning an internal (or Q) value, to each state-action pair. Pairs 
with higher values lead to more reward in the long run and this guides the module to 
choose the best action at each state. Q-values are determined based on both intrinsic and 
external rewards. This combination is crucial for addressing exploration-exploitation 
trade-off which is a fundamental dilemma for a reinforcement learner. Q-values are 
learned using a mixture of SARSA [21] and LSPI [22]. A major problem of SARSA is 
the lack of convergence guarantees while this method is very fast and appropriate for 
online learning. On the other hand, LSPI is an offline, value approximation method that 
enjoys stability and convergence. Therefore, LSPI would be a good complement to 
SARSA. For fast adaptation, SARSA updates values at each step. But LSPI update is 
applied every ߬ steps to reduce the time complexity imposed by LSPI. 

3 Experimental Setup and Results 

3.1 Setup 

For experiments, we created four new environments inspired by previous works [23], 
[14], but fundamentally different from them. The new environments are non-Markovian 
and include non-stationary goals whose their spatiotemporal patterns encode some 
regularities. The robot interacts with the environment via three sensorimotor channels. 
First channel enables the robot to get a visual observation of its world and itself.  
This input is a noisy, high-dimensional (225 dimensions) gray image (see Fig. 3). The 
environments are non-stationary and continuously change as shown in Fig. 4. The 
second channel allows the robot to perform five actions: one-step (i.e., 5 pixels) 
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movement in any of four directions (up, down, left, or right) or standstill. The initial 
position of the robot is the upper left corner of the grid. The robot uses the last channel 
to collect information about the immediate value for the current state of the 
environment; this is known as external reward. Whenever the robot reaches a goal state, 
it receives a positive external reward. Other movements are penalized. Any attempt to 
move through the walls leads to no transition but causes a penalty. The robot does not 
have any prior information about the spatiotemporal behavior of environments and the 
visual features of itself or the goal. 

 

 
 

Fig. 3. a) A sample (current) observation of environment b. b) The global context within which 
the observation was experienced. c) The reconstructed observation. d) The associated 
perceptual context. White square represents the robot and the gray one is the goal. The 
observation is corrupted by Gaussian noise. 

 

Fig. 4. Space-time changes of the four environments (a-d) used for experiments, excluding the 
robot. Each environment is a 15×15 grid as shown by the enlarged figure. The green regions 
indicate the position of goals, changing with time. Black arrows show the direction of changes. 
Each spatiotemporal pattern, which is repeated continuously, describes the dynamic of the 
corresponding environment. 

There are several reasons to construct the new environments. First, the previous 
worlds, such as those introduced in [23] and [14], are Markovian and contain static 
goals. These sorts of milieus are not suitable to demonstrate the power of the 
proposed algorithm in this paper. Second, the new environments are more challenging 
since they pose problems with substantially larger state space to the robot and cannot 
be handled by memory-less robots. Third, a robot will not be able to cope with  
 

     (a)                (b)                    (c)                (d) 
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non-stationary worlds without action standstill, because sometimes the best action to 
not miss a goal is to keep its current position; agents in [23] and [14] are not equipped 
with this action. Fourth, conventional RL algorithms are generally intractable for 
visual observations, which are usually noisy and high-dimensional. 

The parameters of the system were set as follows. The external reward (or penalty) 
for reaching a goal state, attempting to pass through a wall, and the other transitions 
were 30, -9, and -1, respectively. SARSA and LSPI were enabled during all tests. 
Other parameters to configure ACR-STRD were as follows: ߙ௖ = 0.5, ௖ߚ = 0.5, ߢ =0.05, ߱ = 0.05, ߛ = 0.9, ௩௔௟ߟ = 0.25, ௦௛௢௥௧ߟ = 0. 2, ௟௢௡௚ߟ = 0.1, ௩ߙ = 1, ߥ = 1,߬ = 10, ܶ = 10ସ. 

We evaluated the performance of ACR-STRD in different scenarios. The first group 
of experiments was to show the ability of ACR-STRD in discovery spatiotemporal 
regularities in its world without any prior information. This test comprised two stages. 
First, the robot was given the opportunity to explore the world for 10000 time steps. 
In this stage, the system was set to follow a fully Intrinsically Motivated Policy 
(IntMP): ߚ௩ = 0. This setting represents fully curious robots which their mission 
is to discover spatiotemporal regularities (goal patterns) in its environment 
without any previous information about them. After gaining experience, the 
robot mission changed to obtain as much reward as possible. This requires a 
purely goal-driven action selection, or fully Externally Motivated Policy (ExtMP). 
During this phase (200 time steps), the robot was not allowed to gain any experience. 
The average of the total obtained rewards over several runs was calculated as the 
performance measure. To compare the performance of the proposed algorithm in this 
paper with ACR, we repeated the same test for all environments.  

We also investigated the effect of choosing four different types of policies: fully 
Random Policy (RandP), IntMP, ExtMP, and Combined Policy (CombP) with  ߚ௩ = 0.1. This group of experiments also consisted of two phases. In the first phase 
(lasted for 200 steps), the robot was allowed to gain experience. This was followed by 
a 100-step test phase in which learning was frozen and the robot used its experience 
based on ExtMP to collect reward. The robot continued the exploration-exploitation 
process for 4000 steps. 

3.2 Results 

Experimental results showed that ACR-STRD with ExtMP can obtain the maximum 
possible reward during the exploitation period for all the environments (see Table 1 
for a summary of results). This will be possible only when the robot follows the goal 
pattern for all steps in the exploitation period. This implies the discovery of the space-
time patterns in the exploration phase since the training was frozen in the exploitation 
period. On the other side, ACR was incapable of learning any of these patterns. It 
managed to collect some rewards by partially tracking some parts of the goal patterns. 
However, it always confused to make the right decision whenever it observed the 
environment states with multiple action options, such as the second frame of 
environment a, Fig. 4(a), and the second and third frames of environment b, Fig. 4(b). 
This was predictable because ACR is memory-less and does not have any mechanism 
to incorporate the state-action history into its decisions making process. In comparison, 
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the perceptual module of ACR-STRD encodes the history of observations as the 
context for the robot decision making. This feature enables ACR-STRD to cope with 
non-Markovian tasks, such as those described in the previous section. For a better 
illustration of the performance of both systems on a single run, please see Fig. 5. This 
figure depicts the weakness of ACR in learning spatiotemporal patterns.  

Table 1. Performance comparison for ACR and ACR-STRD 

Env. 
Avg. Obtained Reward (%) 

ACR ACR-STRD 
1 60.73 100 
2 64.09 100 
3 58.92 100 
4 54.53 100 

 

  

Fig. 5. Performance evaluation on a sample run for environment a. The left figure shows ACR-
STDR obtains reward for all steps by tracking the goal spatiotemporal pattern but ACR fails 
this task. (b) Cumulative reward. Best viewed in color. 

 

Fig. 6. Average cumulative reward obtained by ACR-STRD using four different policies. Best 
viewed in color. 
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Based on the experimental results, shown in Fig. 6, we found out that ACR-STRD 
with RandP cannot discover the existing spatiotemporal pattern in its environment. 
Similarly, ExtMP had a poor performance. Both IntMP and CombP can guide the 
robot to discover the environment spate-time pattern. However, CombP could manage 
to learn faster. These results support this idea that totally goal-driven and random 
behaviors are not effective policies. Instead, an artificially curiosity driven behavior 
can lead to discovery of spatiotemporal patterns in noisy environments.  

4 Conclusions 

In this paper, we proposed an artificial curiosity method for developmental robots 
with ability to autonomously discover spatiotemporal regularities in their milieus. To 
encode the role of history into a manageable data, we used the notion of perceptual 
context. This enables the robot to distinguish between two visual sequences with the 
same current observation but different history. The ACR-STRD behavior is guided by 
a hybrid motivation system that combines both intrinsic and external values. 
Experimental results showed that the proposed algorithm can learn spatiotemporal 
patterns in its environment without any teacher and previous knowledge of the 
environment.  

There are a few directions for extending this work. We would like to explore the 
performance of the algorithm in larger environments and for more complex space-
time patterns. Current version of ACR-STRD re-plans at fixed intervals. Planning is 
the most time consuming part of the algorithm and its high computational cost makes 
the exploration and learning very long. This can be modified by an algorithm that 
only re-plans whenever it is necessary. 
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Abstract. This paper based on the concept of function interpolation, a function-
al network interpolation mechanism was analyzed, the equivalent between func-
tional network and kernel functions based SVM, and the equivalent relationship 
between functional networks with SVM is demonstrated. This result provides 
us a very useful guideline when we perform theoretical research and applica-
tions on design SVM, functional network systems. 

Keywords: Functional network, interpolation representation, kernel functions, 
SVM. 

1 Introduction 

Functional Networks which is a new type of neural network model was proposed by 
Enrique Castillo in 1998 [1]. It is an extension of the Artificial Neural Network 
(ANN). Unlike ANN, connection between neurons of functional networks is without 
weights, and neuronal function is adjustable. We usually select some combination of 
given base functions (such as polynomial, trigonometric function, Fourier function) 
more satisfactory generalization performance size can be obtained with smaller net-
work after training and learning; Literature [2] [3] studies have shown that functional 
network can not only solve the problems which can be solved by ANN, but also can 
solve the problems which can’t be, the performance of functional networks is better 
than the artificial neural network in many aspects. Thus, the functional network with 
its unique structure and method for processing information, have been used in predic-
tion of chaotic time series, solving differential or difference and functional equation, 
CAD, linear or nonlinear regression, nonlinear system identification and prediction 
[4], multidimensional data analysis [5], intelligent optimization calculation [6] [7] [8] 
[9], dynamic modeling [10], software reliability verification [11][12] and functional 
network computing [16] and other fields. In recent years, although the functional 
network made great success in the applications, the basic mathematical theories of 
functional network are not perfect, therefore, researchers need to continuously put 
forward the novel network structure which is more suitable for solving the problem 
and improve its mathematical theories to further expand its scope of application. 
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Support vector machine (SVM) is a new machine learning algorithm proposed by 
Vapnik ect. [13] , because of its excellent learning ability, SVM has received wide 
attention in the academic circle both domestic and overseas, and has acquired more 
and more applications in pattern recognition and function estimation [14]. Zhang Ling 
has proved Vapnik’s kernel function based on SVM and three-layer feedforward neu-
ral networks, and proved kernel function existence theorems [15]. With his covering 
algorithm of neural network that put forward by him as a tool. The obtained results 
have guiding significance in studying the relationship between the functional network 
and SVM in this article. 

The main work of this paper is based on the concept of interpolation function 
to study the equivalence between the functional network and SVM, prove the equiva-
lence functional network and SVM. It is no doubt that the results obtained for improv-
ing the basic theory of the functional network, and studying the relationship between 
the functional network and based on SVM kernel function , respectively for improv-
ing the functional network and SVM has the important theory significance and 
the application value. 

2 Functional Networks 

In general, a functional network consists of the following elements: (1) Input units 
layer: this layer contains the input data. Input units are represented by solid circles 
with their corresponding names. (2) Output unit’s layer, this layer contains the output 
data. Output units are also represented by solid circles with their corresponding 
names. (3) Neurons or processing units with one or several layers, each neuron is a 
computing unit. These units evaluate a set of input values, coming from the previous 
layer (of intermediate or input units) and deliver a set of output values to the next 
layer (of intermediate or output units). Processing units are connected with each other, 
and the output value of each neuron can be used as a part of another neuron or output 
unit data. Once the input value is given, the output is determined by the types of neu-
rons, which is defined by a function. Neurons are represented by circles with the 
name of the corresponding function jf . (4) A set of directed links. In general, the n 

layer network model is: 

 )(11 XfffY nn •••= −   (1) 

To illustrate the problem intuitively, we adopted a medical diagnosis example to show 
the modeling process of functional networks: Supposing a kind of disease d corre-
sponding to three symptoms yx,  and z , namely ),,( zyxDd = . Generally speaking, 

when doctors in the diagnosis of disease d , he can use the following three different  
orders to diagnose: 

1) If the doctor diagnoses disease d  by the sequence zyx →→ , then: 
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Fig. 1. The corresponding network structure by adopting the sequence  

2) If the doctor diagnoses disease d  by the sequence xzy →→ , then: 
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Fig. 2. The corresponding functional network structure by adopting the sequence 

3) If the doctor diagnoses disease d  by the sequence yzx →→ , then: 
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Fig. 3. The corresponding functional network structure by adopting the sequence 
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Then, we get the functional equation  

== ),,( zyxDd =)),,(( zyxPF =)),,(( xzyQG )),,(( yzxRH     
(5)

  

Based on the above three conditions, and according to the Equation (5), the diagnosis 
of the disease d is corresponding to the functional network structure as follows: 
 

 

 
 

 
Fig. 4.  Diseases d  that corresponding to the functional network initial topological structure 
of the three symptoms yx, and z   

The functional network’s input is },,{ zyxX = , the intermediate calculation unit 

is },,,,,{ RQPHGF  , I is identical calculating unit; output is }{d . 

The following can be based on the functional Equation (5) to further simplify func-
tional network initial structure of Figure 5, and can find the equivalent functional 
networks structure to it, to the first; we obtain the general solution of functional Equa-
tions (5) in the form of: 

)]()([),( yrxfkyxF +=
；

)];()([),( 1 yqxpfyxP += −
 

  )];()([),( ypxnkyxG += )];()([),( 1 yrxqnyxQ += −
               (6) 

)];()([),( yqxmkyxh +=    )].()([),( 1 yrxpmyxR += −
 

By formula (5) and (6) we can obtain: 

)]()()([),,( zryqxpkzyxDd ++==                  
(7)

  

At this point, Figure 6 functional network’s equivalent network structure is 

 

Fig. 5. Equivalent functional network structure to Fig. 5 

( )zr

( )yq

x

y

z

p

q

r

+ k d

( )xp

( ) ( ) ( )zryqxp ++

x

y

z

P

I

R

I

F

H

I

Q

G

d



 The Equivalence Relationship between Kernel Functions 103 

Easy to see that Figure 4’s functional network is much simpler than Figure 4, so 
that we can use Figure 5’s functional network to complete diagnosis of this disease’s 
training learning. To sum up, it can be seen from the topological structure of func-
tional networks, what the functional network corresponds is some functional trans-
formations; its topological structure describes a function transformation system.   

3 Interpolation Principles of Functional Networks 

3.1 The Three Layer Network Model with Single Input and Single Output 

Fig. 6 shows a three layer network model with single input and single output 

x
.

.

. y

2 ( )f x

( )nf x



1( )f x

 

Fig. 6. Three layer functional network model with single input and single output 

where .,...,2,1),( nixfi = The  neurons and the output expression of  network is 

 
=

=
n

i
i xfy

1

)(                              (8) 

3.2 The Four Layer Network Model with Double Input and Single Output 

Fig. 7 shows a four layer network model with double input and single output 
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Fig. 7. Four layer functional network model with double input and single output 

In Fig. 7, if the input data of network is },{ yx , and output data is }{z , then the 

network will get 

                  
=

==
m

j
j yxgyxGz

1

),(),(                       (9)                         
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In Eq. (9), ),( yxgj  is binary functional neuron. Particularly. when 

)()(),( yqxpyxg jjj = , The output of this separable functional network is 


=

==
n

i
ii ygxfyxFz

1

)()(),(                      (10) 

4 Based on the Kernel Function of SVM and the Equivalence of 
Functional Network 

4.1 Based on the Kernel Function of SVM 

Given a sample set )},(),...,,(),,{( 2211 pp yxyxyxK =  (belonging to the n  dimen-

sion Euclidean space )N , if there is a mapping KF ,  maps to m  dimension Euclide-

an space M s subset )(KF , define kernel function >=< )(),(),( yFxFyxk , and 

define a nonlinear decision function in the input space. 

)),((][ 0bxkaSgnI
i

ii +=  xx     (11)  

By the decision function (11) learning machine defined called SVM based on ker-
nel ),( yk x .Supposing the corresponding sample set K , the SVM machine has got 

its solution ),( 0ba , where ).,...,,( 21 maaa=a Makes 

                  
)),(),...,(),(()( 21 xfxfxfxF m=

                    
(12)

 

As a functional neuron iA , the corresponds functional neuron function is ).(xfi  

Shaped  as Figure 8  with double input and single output four layer network 

:)(KN   the first intermediate layer consist of m  functional neuron mAAA ,...,, 21 , 

the second intermediate layer consist of m  storage units, and the output layer has 
one functional neuron,  the default functional neuron function is the identity function 

).(xI   Obviously,  four functional network )(KN  is equivalent to the above SVM. 

4.2 Four Layer Network with Double Input and Single Output 

Given a sample set )},()...,,(),,{( 2211 pp yxyxyx=K , supposing four layers func-

tional network )(KN (single output), the first intermediate layer is comprised of 

m functional neurons mAAA ,...,, 21 , the corresponding functional neuron is ).(xfi  

The second intermediate layer is composed of m  storage units, which are used to store 
the calculate results of the previous unit, the output layer is a functional neuron B , the 
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corresponding functional neuron function is the identity function ).(xI and )(KN can 

identify the sample set K correctly. )),(),...,(),(()( 21 xfxfxfxF m= F  is the mapping 

N to M , the kernel function >=< )(),(),( yFFyk xx , then, SVM based on 

),( yk x  and the four layer functional networks )(KN  are equivalent. The conclu-

sion from the above analysis as follow: 

Theorem. The SVM based on kernel functions and the four layers functional net-
works are equivalent. 

5 Discussion and Conclusion 

In the section 4, the two most basic network models which is the single input-single 
output (Figure 6) and the double input-single output (Figure 7) model had studied the 
equivalence between the functional network and SVM. First of all, we introduce the 
definition as follows: 

Definition 1. If the space of real numbers in n  dimension and m  dimension has 

function transformation mn RRF →: , and nRX ∈ , then functional equation is 

),...,,( 21 mfffFF =                            (13)                          

where .,...,2,1);,...,,(),,...,,( 2121 mixxxffxxxX niin === at this time, the func-

tional Equation (13) corresponds to the functional network model is the basic Multi-
Input and Single Output FunNets (MIOFN). MIOFN network topology structure  
similar to Fig. 8. We can construct MIOFN according to the function transformation, 
and can simplify, the simplification of the initial MIOFN depends on the functional  
equation. For a given MIOFN, should analyse and determine whether there is corre-
sponding to the input of the MIOFN are equivalent functional network with the same 
output. Then, we introduce two MIOFN is equivalent or equivalent class concept. 

Definition 2. For any given set of input, If two MIOFN have the same output, we call 
the two MIOFN are equivalent. For a MIOFN, we can take all of the MIOFN which 
are equivalent to it form an equivalence class. 

In practical application, we can find out the simplest MIOFN from the equivalence 
class to complete the proof of equivalence between the functional network and SVM 
by MIOFN equivalence and equivalence class.Because the network is a new neural 
network model proposed in recent years, some basics of theory and application are 
not perfect, researchers need to constantly put forward the novel network structure 
and improve the basic theory. In this paper, based on the concept of function interpo-
lation, the equivalent between functional networks and SVM is revealed and demon-
strated. I believe the results offered a new way to study the relationship and study the 
problems between SVM based on kernel function and functional network. 
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Abstract. In recent years, kernel methods with single kernel had been 
challenged by the big data because of its heterogeneousness. In order to exploit 
the advantages of kernel methods, multiple kernel learning was proposed 
several years ago. However, the time and space complexity of multiple kernel 
learning increases greatly due to great amount computation of multiple kernels. 
So far, the research on improving training efficiency for multiple kernel 
learning mostly focuses on reducing the complexity of solving the objective 
function, other than reducing the training set. In this paper, the time 
performance of multiple kernel learning is improved through shrinking the 
training sets by introducing cooperative clustering, which is a novel method 
based on k-means clustering. Applying cooperative clustering to multiple kernel 
learning problems is proposed to reduce the number of support vectors, and 
then reduce the time complexity of multiple kernel learning algorithms. 
Experimental results show that the new method improves the efficiency of 
multiple kernel learning greatly with a slight impact on classification accuracy. 

Keywords: Support vector machine, Multiple kernel learning, Cooperative 
clustering. 

1 Introduction 

During the last several years, kernel methods have been widely used to solve 
classification problems [1]. However, traditional single kernel methods are not 
discriminative enough for heterogeneous datasets [2] or big datasets [3]. 
Developments of SVMs and recent publications [4] have shown that using multiple 
kernels instead of a single one can improve classifier performance. The decision 
function of multiple kernels has better interpretability due to multiple kernels and 
multiple feature representations used to train the classifier in this method. Therefore, 
multiple kernel learning (MKL) methods have higher classification accuracy than 
traditional kernel methods [5]. 

However, the efficiency of solving MKL problems is low due to great amount 
computations of multiple kernels and multiple feature representations. Recent 
publications show that a lot of research work has been done to improve the efficiency 
of solving MKL problems. Lanckriet [6] converted MKL problem into the semi 
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definite programming (SDP) problem to improve the solving efficiency. However, 
this method becomes rapidly intractable as the number of learning examples or 
kernels becoming larger. To solve this problem, Bach [7] proposed a dual formulation 
of quadratically constrained quadratic program (QCQP) as a second-order cone 
programming problem, in which the sequential minimal optimization (SMO) 
techniques can be used to solve the MKL problem. Sonnenburg [8] reformulates the 
MKL problem as a new algorithm which converts MKL problem into semi-infinite 
linear program (SILP). The advantage of this formulation is that the algorithm solves 
MKL problem by iteratively solving a classical SVM problem with a single kernel. 
Therefore, this method provides a more efficient solution for large scale MKL 
problems. Rakotomamonjy [9] proposed a new method called SimpleMKL, in which 
the MKL problem is solved by using a projected gradient method. Just as the name 
implies, SimpleMKL can speed up the procedure of solving MKL problem. 

The above work about improving the efficiency of MKL is focusing on reducing 
the time complexity of solving the MKL problem. However, there is little work about 
shrinking the original training datasets to improve the training efficiency of MKL 
problems. In this paper, we propose a new method to improve the performance of 
MKL through shrinking of training sets by introducing cooperative clustering. 
Applying cooperative clustering to the MKL problems can reduce the number of 
support vectors, and then reduce the time complexity of MKL algorithms. 
Cooperative clustering is a novel clustering algorithm based on k-means clustering 
and coevolution [10]. It can find pairs of clustering centers crossing the boundary of 
two classes. In the following sections, we combine cooperative clustering algorithm 
and MKL to reduce the time complexity of MKL in training procedure. 

2 Multiple Kernel Learning 

Support vector machine (SVM) is a discriminative classifier for classification 
problems proposed by Vapnik, which is based on the theory of structural risk 
minimization [11]. Given a training set{( , )}i iyx , where d

i R∈x  is the input feature 

vector, {1, 1}iy ∈ −  is the class label. SVM aims to find the best hyper-plane with the 

maximum margin between positive class and negative class in the feature space. The 
introduction of kernel function ( ) ( ) ( )i j i jk ⋅ = Φ ⋅Φ x x x x  makes SVM much 

more discriminative for nonlinear classification problems. The classification function 

of learning problem can be written as 
1

( ) ( , )
n

i i i
i

f y k bα
=

= +x x x  after introducing the 

kernel function, where coefficient iα  and b can be learned from the training set 
{( , )}i iyx . 

Compared with one single kernel learning methods like SVM, combination of 
multiple kernels is a more flexible model for complex classification problems. 
Multiple kernel functions are used to train the classifier to get higher classification 
accuracy in multiple kernel learning methods. Most of the existing MKL algorithms 
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try to combine predefined kernels in an optimal way. The combination function of 
multiple kernels and its corresponding parameters can be written as 

 1( , ) ({ (x , x )} )m m P
i j m i j mK f kλ ==x x  (1) 

where : Pf R Rλ →  is the combination function, it can be a linear or nonlinear 

function [12]. Kernel functions 
1{ : }m mD D P

m i j mk R R R =× →  take P feature 

representations of samples: m=1 ={ }m P
i ix x  where mDm

i R∈x , m is the number of the 

corresponding feature representations, and P is the number of kernels in MKL 

algorithms. λ  is the parameter of each kernel in the combination function. 
In most situations, the convenient form of combination is to consider that the 

combination function ( , )i jK x x is actually a linear convex combination of basis 

kernels: 
1

( , ) ( , )
P

m m
i j m m i j

m

K Kλ
=

=x x x x , with 
1

0, 1
P

m m
m

λ λ
=

≥ = . In such case, the 

performance of MKL methods mostly depends on the choice of the weight mλ  and 
kernels. 

According to training method of MKL algorithms, they can be divided into two 
main groups: One-step methods and Two-step methods. In One-step methods, MKL 

calculates both the coefficient iα  and the weight mλ  in one single pass. Two-step 

methods update the mλ  and iα  in an alternating manner during each iteration [12]. 
MKL is inefficient in learning process compared with one single kernel learning 

method. The time complexity of MKL increases greatly due to the large amount 
computation of multiple kernels with multiple feature representations. What’s more, 
MKL also needs much time to learn the weight mλ  of each kernel. 

3 MKL Based on Cooperative Clustering 

In this section, we try to use cooperative clustering method to preprocess training 
dataset used in the MKL algorithms. Using this method, we can reduce the size of 
training dataset to a small scale and archive the goal of improving efficiency of MKL 
problems.  This method can also avoid the loss of classification information due to 
the reduction of samples used for training. 

3.1 Method of Cooperative Clustering 

K-means is a typical unsupervised learning clustering algorithm based on distance 
which is widely used in clustering problem [13]. The cooperative clustering is a novel 
algorithm based on k-means clustering. It has good performance in preprocessing the 
training data sets for SVMs [11] and multiclass problems [14]. This algorithm can 
quickly compute the clustering centers of the two classes and draw them towards the 
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boundary of the two classes. Because these clustering centers locate at the boundary 
where support vectors used for training can be found here. Therefore, these clustering 
centers carry more classification information than the other samples in two classes. In 
this section, cooperative clustering algorithm is used to find clustering centers 
surrounding the boundary of given classes. The cooperative clustering is a practical 
method to select representative points, which are used to train multiple kernel 
classifiers. 

Suppose that there are two-class data sets +X and -X . With k-means algorithm, 
the two data sets are both divided into k clusters marked with { }+ + +

1 2, , , kX X X  and 

{ }- - -
1 2, , kX X X . Now let { }+ + +

1= , , kv v v be the set of the clustering centers in class 

+, and { }- - -
1= , , kv v v  be the set of clustering centers in class -, and H represents the 

distance matrix between two the sets 
+v  and

-v . The ij-th entry ijh  of matrix H can 

be computed as 

 
2+ -= - , =1,...,kij i jh i jv v  (2) 

We take out each pair ( )+ -,a bv v  of clustering centers with the smallest distance 

from sets 
+v  and 

-v  iteratively according to matrix H. Let +
ar  be the average 

radius of cluster i in class + and -
br  be the average radius of cluster j in class -. So we 

have 

 
+

+ +
+

1
= -

a

a a
Xa

r
n ∈


x

x v  (3) 

 
-

- -
-

1
= -

b

b b
Xb

r
n ∈


x

x v  (4) 

where +
an  and -

bn  are sample numbers in clusters +
aX  and -

bX  respectively. Then 

each pair ( )+ -,a bv v  is updated as follows 

 ( )a
a a b a

a b

r

r r
θ

+
+ + − +

+ −= + −
+

v v v v  (5) 

 ( )b
b b a b

a b

r

r r
θ

−
− − + −

+ −= + −
+

v v v v  (6) 

where ( )0,1θ ∈  is a key parameter that controls the distance between +
av  and -

bv . 
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The whole procedure of the cooperative clustering is as follows: 

1. Partition +X  and -X  into k clusters with k-means respectively, and get the 
clustering centers  { }+ + +

1= , , kv v v  in class + and { }- - -
1= , , kv v v  in class -. 

2. Set { }=sV  and compute the matrix { }= 1 ,ijH h i j k≤ ≤ with equation (2). 

3. Find a smallest element abh  in H and add ( )+ ,a b
−v v  into the set 

sV  

4. Delete the row i and the column j from matrix H. 

5. If the number of pairs in set 
sV  is less than k, go to step 3. 

6. Update each center pair ( )+ ,a b
−v v  in 

sV  with equations (5) and (6). 

7. Partition +X  into clusters { }+ + +
1 2, , , kX X X  and -X  into clusters 

{ }1 2, , kX X X− − −  with updated clustering centers, and compute new clustering 

centers  { }+ + +
1= , , kv v v  in class + and { }-

1= , , k
− −v v v  in class -. 

8. If the partition is changed in step 7, go to step 2. 

With the above procedure, we can get k pairs of clustering centers in sV . Each 
pair of cluster centers crosses the boundary of the two classes. Because the training 
examples list near the boundaries between adjacent classes, they carry ample 
classification information. Therefore, they can be used for training MKL classifier. 

3.2 CC-MKL 

Using cooperative clustering method, we can get pairs of clustering centers near the 
boundaries between two classes, which carry ample classification information for 
training classifier. After cooperative clustering, the size of training datasets becomes 
much smaller than the original ones. It is worth trying to apply cooperative clustering 
to MKL with the purpose of improving the efficiency of MKL. 

Suppose that there are P feature representations defined 
as 1 2

1A {( , )} A {( , )} A {( , )}P
i i i i P i iy y y2= = =x x x , where m d

i R∈x  is a feature 

vector, {1, 1}iy ∈ −  is the class label. 
To improve the efficiency of MKL training procedure, we use cooperative 

clustering as follows.  Firstly, we combine these P feature representations as a whole 
one 1 2A {( , )}, P

i i i i i iy= =x x x x x . Then all the samples labeled 1 are assigned as 

positive class +X and the other samples labeled -1 as negative class -X . The 
cooperative clustering procedure is run on these two classes simultaneously. After 
that, we can get k pairs clustering centers used for training MKL. 

The training procedure of the CC-MKL classifier is described as follows: 

1. Combine P feature representations {( , )}m
i iyx  as one{( , )}i iyx . 
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2. Partition {( , )}i iyx into class + + { | y 1}i iX = =x  and class - { | 1}i iX y− = = −x  

according to label iy . 

2. Run cooperative clustering on +X  and -X  simultaneously, then get 2*k 

clustering centers + + +
1={ , , }kv v v  and - - -

1={ , , }kv v v . 

3. Split these cluster centers into P feature representations according to the original 
number of attributes in each feature representation. 

4. Use the new P feature representations as training dataset to train MKL classifier. 

The new MKL method based on cooperative clustering is named as CC-MKL. 
Because the size of new training dataset becomes many times smaller than original 
dataset, the efficiency of CC-MKL will be improved significantly. As for the impact 
on accuracy, it will be validated by experiments in next section. 

4 Experiments 

To test and verify the higher efficiency of our new method, we apply it to two 
benchmark datasets composed of different feature representations. The chosen data 
sets PENDIGITS1 and MFEAT2 are both digit recognition multiple classes datasets.  

The widely used Gaussian kernel and Polynomial kernel are chosen as the base 
kernels in our experiments. The important hyper parameter C is chosen among {0.01, 
0.1, 1, 10, 100, 1000}. The one that has highest accuracy is used to train the final 
classifier in our experiments. We run every classification experiment for 10 times and 
compute average values as the final results. 

 The parameter k in the cooperative clustering procedure is used to control the time 
complexity of cooperative clustering and the accuracy of classifiers. If k is too large, 
the efficiency of cooperative clustering will be inefficient. On the contrary, the testing 
accuracy will be not high enough, if k is too small. After a series of experimental 
verification, we find that when k is fixed at 10% of average size of each class, the CC-
MKL will has a good performance both in accuracy and time complexity. And 
parameter θ  controls the distance between two cluster centers. In order to prevent 
two classes of cluster centers from drawing towards the boundary too fast, we choose 
a small θ  like 0.25. 

We compare the performance of different MKLs with the following methods: 

MKL: The ordinary multiple kernel learning method. 
SimpleMKL: A high efficient MKL algorithm. 
CC-MKL: Multiple kernel learning based on cooperative clustering, its base 
learning algorithm is also the ordinary MKL. 

                                                           
1 Available at http://mkl.ucsd.edu/dataset/pendigits 
2 Available at  
http://archive.ics.uci.edu/ml/datasets/Multiple+Features 
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4.1 Pendigits Digit Recognition Experiments 

Pendigits (PENDIGITS) is a multiple kernels dataset about pen-based digit 
recognition, which has 10,992 samples (7,494 for training and 3,498 for testing). It 
contains four different feature representations. And the detailed information of four 
feature representations is summarized in the following table 1. 

Table 1. Feature representations of PENDIGITS dataset 

Name Attribute Data Source 

DYN 16 
8 successive pen points on two-dimensional coordinate 
system 

STA4 16 4×4 image bitmap representation 
STA8 64 8×8 image bitmap representation 

STA16 256 
16×16 image bitmap representation formed by connecting 
the points in dyn representation with line segments 

Pendigits is a multiclass digit recognition dataset. We use One-VS-All method to 
construct 10 binary classification problems by reclassifying the samples according to 
the label in the dataset. One digit is chosen as positive class and the other digits as 
negative class. 

In experiments of CC-MKL, the parameter θ  of cooperative clustering is fixed at 
0.25θ = , and parameter k is fixed at about 10% of the number of samples in positive 

class. The other parameters are kept the same in all three algorithms. 
We just calculate the correct accuracy of positive class prediction in each 

experiment. The performance of each digit classification experiment was recorded in 
detail for comparison. Each digit classification experiment is run 10 times for 
computing the average values. The average performance values of each digit 
experiments using different methods are summarized in the following table 2 in detail. 

Table 2. Performance of each digit in PENDIGITS dataset 

Digit Method Accuracy(%) Training Time(s) Testing Time(s) 

0 

MKL 99.18 1453.18 0.87 

SimpleMKL 99.18 117.11 1.28 

CC-MKL 99.73 22.06 + 0.02 0.25 

1 

MKL 99.45 1378.15 1.51 

SimpleMKL 99.45 75.17 1.99 

CC-MKL 100 12.93 + 0.02 0.2 

2 

MKL 98.81 1459.05 1.28 

SimpleMKL 98.81 42.39 1.6 

CC-MKL 99.40 13.59 + 0.02 0.22 

3 

MKL 97.53 1446.05 0.67 

SimpleMKL 97.53 81.81 0.59 

CC-MKL 98.08 13.4 + 0.02 0.22 
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Table 2. (continued) 

4 

MKL 97.61 1332.09 1.32 

SimpleMKL 97.61 86.77 1.60 

CC-MKL 100 13.56 + 0.02 0.22 

5 

MKL 99.40 1383.3 1.21 

SimpleMKL 99.40 113.04 1.52 

CC-MKL 100 13.89 + 0.02 0.23 

6 

MKL 89.29 1339.03 1.01 

SimpleMKL 89.29 63.48 1.56 

CC-MKL 99.45 25.77 + 0.02 0.22 

7 

MKL 99.40 1250.54 0.74 

SimpleMKL 99.40 74.42 0.86 

CC-MKL 99.70 14.83 + 0.02 0.22 

8 

MKL 97.02 1294.27 1.19 

SimpleMKL 97.02 80.82 1.95 

CC-MKL 99.11 14.32 + 0.02 0.21 

9 

MKL 95.04 1390.81 0.81 

SimpleMKL 95.04 55.41 1.18 

CC-MKL 98.07 13.92 + 0.02 0.26 

The training time of CC-MKL experiments is composed of cooperative clustering 
time and training time. The first part is cooperative clustering time and the latter part 
is classifier training time. According to table 2, we can find that the total training time 
of CC-MKL is dozens of times shorter than the ordinary MKL in every experiment. It 
is even several times faster than highly efficient SimpleMKL.  What’s more, the time 
of cooperative clustering dominates the overall value in training time. The actual 
training time of MKL can even be neglected. At the same time, the testing accuracy of 
CC-MKL is also higher than ordinary MKL and SimpleMKL. The reason for higher 
accuracy is that CC-MKL method can make the sample number of two classes 
become balance. In addition, the testing time of CC-MKL is also shorter than the 
ordinary MKL and SimpleMKL by a few times. 

4.2 Multiple Features Digit Recognition Experiments 

Multiple Features Digit dataset (MFEAT) consists of features of handwritten 
numerals (‘0’-‘9’) from the UCI Machine Learning Repository, composed of six 
different feature representations. There are 2,000 samples in the MFEAT dataset 
without separating training set and testing set. Therefore, One-third samples are 
picked up from the original dataset randomly for testing and the rest samples are used 
for training. The detailed information of six feature representations is summarized in 
the following table 3. 
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Table 3. Feature representations of MFEAT data set 

Name Attribute Data Source 
mfeat-fou 76 Fourier coefficients of the character shapes 
mfeat-fac 216 Profile correlations 
mfeat-kar 64 Karhunen-Love coefficients  
mfeat-pix 240 Pixel averages in 2 x 3 windows 
mfeat-zer 47 Zernike moments 
mfeat-mor 6 Morphological features 

One-VS-All method is also used to construct 10 binary classification problems for 
this dataset. In experiments of CC-MKL, the parameter θ  of cooperative clustering 
is fixed to 0.25θ = , and parameter k is also fixed at 10% of the number of samples 
in positive class. The other parameters are kept the same in all three algorithms.  

We also calculate the correct accuracy of positive class prediction in each 
experiment. And the performance of each digit classification experiment is recorded 
in detail for comparison. Each digit classification experiment is run 10 times for 
computing the average values. The average values of 10 experiments using different 
methods are summarized in the following table 4 in detail. 

Table 4. Performance of each digit in MFEAT dataset 

Digit Method Accuracy(%) Training Time(s) Testing Time(s) 

0 

MKL 100 25.79 0.07 

SimpleMKL 100 2.81 0.07 

CC-MKL 100 3.27 + 0.03 0.03 

1 

MKL 98.48 22.05 0.07 

SimpleMKL 98.48 1.95 0.07 

CC-MKL 100 2.51 + 0.02 0.06 

2 

MKL 96.97 23.13 0.05 

SimpleMKL 98.48 3.92 0.07 

CC-MKL 100 4.00 + 0.02 0.05 

3 

MKL 95.45 22.85 0.08 

SimpleMKL 95.45 3.69 0.09 

CC-MKL 100 3.85 + 0.02 0.05 

4 

MKL 98.48 24.09 0.06 

SimpleMKL 98.48 2.76 0.06 

CC-MKL 100 3.56 + 0.02 0.02 

5 

MKL 96.97 23.81 0.09 

SimpleMKL 98.48 1.32 0.08 

CC-MKL 100 2.75 + 0.02 0.04 
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Table 4. (continued) 

6 

MKL 93.94 23.12 0.05 

SimpleMKL 93.94 3.50 0.05 

CC-MKL 95.45 2.97 + 0.02 0.04 

7 

MKL 98.48 22.89 0.06 

SimpleMKL 98.48 2.49 0.07 

CC-MKL 100 3.80 + 0.03 0.04 

8 

MKL 100 23.82 0.04 

SimpleMKL 100 3.38 0.07 

CC-MKL 100 2.94 + 0.03 0.03 

9 

MKL 96.97 22.17 0.07 

SimpleMKL 96.97 3.20 0.07 

CC-MKL 98.48 4.13 + 0.02 0.04 

The training time of CC-MKL is also composed of cooperative clustering time and 
training time. Table 4 shows that in the MFEAT dataset the performance of CC-MKL 
is still much better than the ordinary MKL. However, compared with highly efficient 
SimlpeMKL, our new method is slower in most experiments. Considering that the 
size of MFEAT is much too small (only 2,000 samples) and it takes more time in the 
procedure of cooperative clustering due to much more attributes in MFEAT. 
Therefore, the advantage of CC-MKL in MFEAT experiments is not outstanding as 
PENDIGITS dataset. The new method also has higher accuracy than ordinary MKL 
and SimpleMKL because of the imbalance of positive class and negative class. 

5 Conclusion 

In this paper, we proposed an efficient multiple kernel learning method based on 
cooperative clustering. Cooperative clustering is used to reduce the size of training 
datasets to a small scale. The new method reduces the number of support vectors used 
for training, and then reduce the time complexity of MKL algorithms. After 
cooperative clustering, pairs of cluster centers are found near the boundary of two 
classes. The representative points list near the boundaries between adjacent classes, so 
they carry more classification information than the samples in the center of class. This 
avoids reducing the accuracy of the classification due to the reduction of samples. 

After a series of experiments with two benchmark datasets, we find that the 
efficiency of MKL based on cooperative clustering is much higher than the ordinary 
MKL and SimpleMKL, especially for big scale multiclass datasets. Because CC-
MKL can make two classes of samples becomes balanced, it also has an advantage on 
accuracy for multiclass datasets. Therefore, it is meaningful to use cooperative 
clustering for improving the efficiency of MKL problems. In our future work, we plan 
to do the further research on selecting better clustering centers and further improve 
the efficiency of CC-MKL, especially the efficiency of cooperative clustering. 
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Abstract. Determination of the appropriate number of clusters is a big challenge 
for the bi-clustering method of the non-negative matrix factorization (NMF). The 
conventional determination method may be to test a number of candidates and 
select the optimal one with the best clustering performance. However, such 
strategy of repetition test is obviously time-consuming. In this paper, we propose 
a novel efficient algorithm called the automatic NMF clustering method with 
competitive sparseness constraints (autoNMF) which can perform the reasonable 
clustering without pre-assigning the exact number of clusters. It is demonstrated 
by the experiments that the autoNMF has been significantly improved on both 
clustering performance and computational efficiency. 

Keywords: Non-negative matrix factorization, Competitive learning, 
Clustering analysis. 

1 Introduction 

The Non-negative matrix factorization (NMF) can be used as a bi-clustering method, 
especially for high-dimensional data processing. Given a non-negative matrix 

m nA R ×∈ , NMF is to find out two non-negative matrices m kW R ×∈  and k nH R ×∈ , 
so that 

 A WH≈ ,  (1) 

where k is a positive integer and k < min(m, n). 
One challenge of the NMF for clustering analysis is to determine the appropriate 

number of clusters. An improper one often leads to unstable or nonsense clusters. 
Previous methods address this problem by repetition test. They firstly perform NMF 
for a list of candidates, and then choose the optimal number that results in the best 
clustering performance according to a certain criterion [1, 2]. Moreover, some criteria 
also require multiple runs per a number for performance evaluation. Obviously, this 
kind of work requires a large computational cost. 

                                                           
* Corresponding author. 
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An important approach to determining the appropriate number of clusters is the 
competitive mechanism. In this paper, we try to incorporate such a competitive 
mechanism into the matrix factorization, and propose an automatic NMF clustering 
method with competitive sparseness constraints, being referred as autoNMF. 
Actually, it imposes certain competitive sparseness constraints to the factorized 
matrix, and performs an automatic clustering analysis by attenuating the elements of 
matrix corresponding to the fake clusters to zeroes. 

The rest of this paper is organized as follows. In Section 2, we firstly review the basic 
NMF and sparse NMF, and then propose the autoNMF algorithm. In Section 3, we 
evaluate its clustering performances on 20 different synthetic datasets. We compare the 
autoNMF with the basic NMF and SNMF algorithm on both the clustering accuracy and 
computational time. We further discuss its robustness to the initialization of the number 
of clusters. Finally, we make a brief conclusion in Section 4. 

2 Methods 

2.1 Reviews of NMF and SNMF Algorithms 

The model of NMF can be considered as the following optimization problem: 

 
2

,

1
min ( , ) || || ,   s. t. , 0

2W H Ff W H A WH W H= − ≥ ,  (2) 

where m kW R ×∈ is a basis matrix, k nH R ×∈ is a coefficient matrix, and 
( , )k min m n< .  

The alternating non-negativity constrained least squares (ANLS) method solves 
NMF based on a single right hand solution:  

 
arg minH F

A WH−  and  arg min T T T
W F

A H W−   (3) 

ANLS algorithm firstly solves H using the least squares algorithm, and separates 
the columns of H into active set Z (with all non-negative values) and inactive set P 
(containing negative values). The values of set P are modified by: 

 
Pkkk

Pk
pp AWAWHHHH )]}()(/[{min ΤΤ

∈
−+← ,  (4) 

The details of this algorithm can be found in [3-5].  
As to NMF clustering, the introduction of sparseness constraints to W and H 

improves the clustering performances by enhancing the differences of clusters and 
making the clustering more robust to noises. The SNMF method has properly 
balanced the sparseness of W and H by introducing a L-1 norm to the coefficient 
matrix [1]. The optimization function of SNMF is written as follows: 

2 2 2
, 1

1

1
min ( , ) {|| || || || | | (:, ) || },

2

s.t.   , 0,

n

W H F F
j

f W H A WH W H j

W H

η β
=

= − + +

≥



             (5) 



120 C. Liu and J. Ma 

 

where H (:, j) is the jth column vector of H, β > 0 controls the sparseness of H, η > 0 
suppresses W to a proper scale.  

The problem is solved by ANSL based on the following two least squares: 

2

11

min || [ ] [ ] || ,   s.t.  0,
0H F

nk

W A
H H

eβ ××

− ≥  

2min || [ ] [ ] || ,  s.t.   0,
0

T T
T

W F

k mk

H A
W W

Iη ×

− ≥
                    (6)                             

where 1
1

k
ke R ×

× ∈  is a row vector with all elements equal to one, and 1
10 n

n R ×
× ∈  is a 

zero vector, kI  is an identity k k× matrix, and 0k m× is a zero matrix. 

2.2 The autoNMF Algorithm for Automatic Cluster Number Determination 

In this paper, we propose the autoNMF algorithm for the automatic determination 
of the optimal number of clusters. In SNMF method, the sparseness degrees of W and 
H are fixed, which overlooks the differences between clusters. In fact, the 
mathematical precision increases monotonically with any increase of cluster number. 
In contrast, autoNMF tries to introduce a new cost function with different sparseness 
degrees to different columns of W. Columns with all small elements imply the fake 
clusters. Hence, large sparseness degrees are imposed on these columns to attenuate 
the elements to zeroes. On contrary, columns with a mount of relatively large 
elements indicate the true clusters, and smaller sparseness degrees are imposed. 

 Let 1 2( , , )kλ λ λ λ= …


denotes the sparseness degrees of the columns of W. We 

formulate the cost function related to rλ as follows: 
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where θ  is a trade-off between sparseness and variation of clusters, η  is the to 

balance the sparseness between W and H. 
Then, the objective function of the autoNMF is written as follows: 
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The autoNMF algorithm can solve W, H and 1 2( , , )kλ λ λ λ= …


alternatively from 

the above objective function. Actually, W and H are solved by ANSL method. The 
least square rule for H is the same as Eq. (5). The rule for W has a small modification: 
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where D is a k k×  diagonal matrix with diagonal element equal to )1( 2
rλη + . 

As to rλ , we employ the gradient learning algorithm to find the optimum sparseness 

degrees that can minimize the cost function Eq. (6). We denote 2|| (:, ) ||r Fw W r= . 
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on mathematical deviation, the gradient of rλ is written as: 
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We control the step sizes of rλ  to guarantee
1

k

r
r

kλ
=

= during the iterations. 

2.3 The Convergence and Parameter Selections of the autoNMF Algorithm 

As to W and H, the convergences have been proved by SNMF. Here, we only discuss 
the convergence of rλ . We calculate the second derivatives of the cost function as 

to rλ , and find that ( , )J Wλ


 has the minimum value if and only if 
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θη . In the autoNMF algorithm, W and H are randomly 

initialized with non-negative values, and W is normalized so that 2|| || 1r Fw =
. rλ is 

initialized as one ( 1,2,r k= … ). η  is set as the largest element of input matrix A, and  
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The discussion about parameter β  will be included in Section 3. 

3 Experimental Results 

In this section, we evaluate the clustering performances of the autoNMF algorithm on 
20 synthetic data. Moreover, it is also compared with the NMF [6] and SNMF 
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algorithms. We assign sample i to cluster r if W (i, r) = max W (i, :) and feature j to 
cluster r if ( ) ( ),    max :,  .H r j H j=  We then evaluate the performance by matrices 
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where k  is the true class number, and l is the number generated by the algorithm, n is 
the size of data, j

qn is the number of data in cluster q that belong to true class 

j( 1 j k≤ ≤ ), and qn is the size of cluster q. Combining the above two indexes 

together, we set the clustering performance index (CPI) as 

 (1 ).CPI Purity Entropy= × −   (13) 

A larger CPI indicates a better clustering performance. 

3.1 Synthetic Data Construction 

The synthetic data are generated by 20 Gaussian mixtures. We set the number of 
cluster numbers as k=6 , and the data size as 1800 100× . We call the rows of data as 
samples, and columns as features. 

–  Randomly assign the 100 features to k clusters, and set their values m M∈ . 
–  Set k covariance matrices 100 100

rCov R ×∈  as a diagonal matrix with diagonal 

value equal to d if feature j belongs to cluster r, Dd ∈ . 
–  Assign the 1800 samples to k clusters according to the size rule S. 
–  Set the mix proportions as one if sample i belongs to cluster r, and t otherwise.  

–  Generate 1800 Gaussian mixtures based on the above parameters. 
–  Turns the negative values of the matrix to zeroes.  

Table 1. Parameters of 20 data sets 

I D 1 2 3 4 5 6 7 8 9 10 
M 0.5 0.5 0.5 0.5 1 1 1 1 lm lm 
D 0.3 0.3 0.7 0.7 0.3 0.3 0.7 0.7 0.3 0.3 
S 300 300 300 300 300 300 300 300 300 300 
T 0.1 0.3 0.1  0.3 0.1  0.3 0.1  0.3 0.1  0.3 
I D 11 12 13 14 15 16 17 18 19 20 
M lm lm lm lm lm lm lm lm lm lm 
D 0.7  0.7 lsd lsd 0.3 0.3 0.7 0.7 lsd lsd 
S 300 300 300 300 lsize lsize lsize lsize lsize lsize 
T 0.1  0.3 0.1  0.3 0.1  0.3 0.1  0.3 0.1  0.3 

,  300,500,200,400,100,300 ,  {0.5,1,1. 0.1,0.3,0.5,0.7 .5} { } { }lsize lm sdl = ==  

In SNMF and autoNMF, η is set as the largest element of the input matrix A. To 
investigate the impact of β, we compare the results of autoNMF based on 
each {0.1,0.3,0.5,0.7,0.9}β ∈ . The initial number of clusters is set as l = 12. The 
results describe the average performances after 100 trials. 
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Fig. 1. CPIs of autoNMF based on different β in the 20 Gaussian mixture data sets clustering 

3.2 Experimental Results on the Twenty Synthetic Datasets 

As shown in Figure 1, autoNMF achieves good performances when 0.5β ≥ . In most 

cases, it can find the true number of clusters when 0.7β > . However, too large β  is 

not desirable because it may lead the algorithm overly emphasize the differences of 
clusters and imbalance the sizes of different clusters. 

Next, we compare the performances of NMF, SNMF and autoNMF based on 
0.7β = and initialize the number of clusters as l = 12. To demonstrate the 

clustering accuracy of autoNMF, we also compare the algorithm with NMF and 
SNMF when the true number of clusters l = 6 is initialized, denoted as NMF∗ and 
SNMF∗.  

As shown in Figure 2(a), autoNMF, NMF∗ and SNMF∗ algorithm exhibit similar 
performances  in most cases,  and constantly better than the performances of NMF 
and SNMF. It indicates that autoNMF can obtain competitive clustering accuracy 
with NMF and SNMF algorithms when the initialization of l is correct, and much 
better performances when the initialization is larger than real. 

The most advantage of autoNMF is the time efficiency due to the automatic section 
of number of clusters. To demonstrate this ability, we compare the time cost of 
autoNMF with NMF and SNMF. The initial number of clusters for autoNMF is set as 

12l = . The candidate numbers of NMF and SNMF are set as {4,5, 12}l ∈ … . NMF 

and SNMF are performed once for each candidate number, and the best number is 
based on the inflection point in the residual sum of squares (RSS) curve [2]. β is set as 
0.7. The time cost for single run NMF and SNMF are also included as contracts for 
the computational time cost. The comparisons are shown in Figure 2(b). 
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Fig. 2. (a)The comparison of CPIs of the three methods. The initial number of clusters of NMF, 
SNMF and autoNMF are set as 12, while those of NMF∗, and SNMF∗ are set as 6 (true values). 
(b) Time costs of the NMF, SNMF and autoNMF. The lines are the density of time costs. NMF∗ 
and SNMF∗ are performed based on the candidate number list {4,5, 12}l ∈ … . The initial cluster 

number of NMF, SNMF and autoNMF are 12. 

Figure 2(b) describes the density of different ranges of time cost by each method. 
The autoNMF algorithm requires similar time cost with single run SNMF, and more 
efficient than basic NMF. By avoiding the repeated work like NMF and SNMF for the 
optimal number selection, our algorithm is significantly time efficient comparing to 
NMF∗ and SNMF∗ algorithm. Moreover, autoNMF avoids the case when the real 
number is not included in the candidate list. 

Furthermore, we investigate the impact of the initial number of clusters l to the 
determination of the true number. Here, β is set as 0.7, and the initial number of 

clusters are set as {8,10, , 24}l ∈ … . We test if the algorithm can find the true number 

k, and compare the time costs based on different initializations.  

 

Fig. 3. The average performances of autoNMF based on 20 synthetic datasets across multiple 
choices of initial number of clusters: (top) the percentage of the correct number of clusters 
determined; (middle) the average number of clusters determined; (bottom) average time costs.  
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Figure 3 presents the average performances of autoNMF based on different number 
of clusters initializations across all the generated datasets. The three subfigures 
describe the probability that our algorithm determines the true number of clusters, the 
average number of clusters obtained, and the average computational time costs. It 
shows that autoNMF can find the true number of clusters when 2l k< . The number 
of clusters decreases when 2l k≥ , but they may not converge to the correct one. 
With the increase of l, the algorithm requires more computational time. 

4 Conclusion 

In this paper, we have constructed an efficient autoNMF algorithm for the bi-
clustering analysis. It addresses the problem of automatic determination of cluster 
number by incorporating the competitive mechanism into the matrix factorization 
process. The experiments show that the autoNMF algorithm excels the state-of-art 
NMF method when the initial number of clusters is larger than the true value, and can 
obtain good performances when the provided number is not larger than twice of the 
actual number of clusters. Since it does not require repeated tests over different 
candidate numbers to determining a correct one, the autoNMF algorithm is 
significantly time and computational efficient for the NMF based bi-clustering 
analysis. 
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Abstract. In this paper, a genetic programming(GP) based new ensemble sys-
tem is proposed, named as GPES. Decision tree is used as base classifier, and 
fused by GP with three voting methods: min, max and average. In this way, 
each individual of GP acts as an ensemble system. When the evolution process 
of GP ends, the final ensemble committee is selected from the last generation 
by a forward search algorithm. GPES is evaluated on microarray datasets, and 
results show that this ensemble system is competitive compared with other en-
semble systems. 

Keywords: Microarray datasets, genetic programming(GP), ensemble system, 
decision tree. 

1 Introduction 

With the development of microarray technology, it is possible for ones to measure the 
expression level of thousands of genes simultaneously. Microarray brings new chal-
lenge for researchers because of the high dimension and small sample size problem. 
In general, for microarray classification, the difficulty of bias-variance dilemma [1] is 
mostly on the variance side. 

Many researchers are devote to setting new learning models for classification of 
different diseases based on microarray data, and there are many successful applica-
tions to it. An effective way to reduce overfitting is ensemble learning. In general, 
ensemble learning is a technique that needs many classifiers, and then combines re-
sults from them to form final decisions instead of trusting only the best one. This 
technique has been proved to be able to boost accuracy significantly in many fields, 
and as pointed out in literatures, the improvement of ensemble learning is determined 
by a balance between the accuracy and diversity of base classifiers [2, 3]. 

For classification problem, we can denote the N training samples as (x1, y1), (x2, 
y2), · · · , (xN, yN), where each x is a M-dimension vector, and each y is a scalar in 
{1, · · · , c} for a c-class problem. Diversity can be injected at the different levels: 
sample, feature, and base classifier. Researchers and practitioners usually combine 
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strategies at multiple levels to maximize the diversity: (1) For injecting diversity in 
sample, one doesn’t need to alter the feature space of x, but the distribution of sam-
ples. Typical methods include Bagginng [4] and Boosting [5]. (2) For injecting diver-
sity in feature, one maps the original M dimension feature space into a M’ dimension 
space(M>M’). Ho [6] and Bay [7] trained multiple base classifiers with random sub-
set of features, and this technique was named as random subspace[8]. (3) For injecting 
diversity at the level of base classifier, Maclin et al. used competitive learning to 
trained neural network with diverse initial weights [9]. The mixture of different levels 
can further improve the diversity in general. 

After generating base classifiers, ensemble selection is the next key to producing 
powerful ensemble system by selecting a subset of the L base classifiers as the final 
committee in a static or dynamic way. When L is small, we usually just keep them all. 
However, when L becomes large, keeping all the available base classifiers may be 
redundant and even ineffective.  

In this paper, we propose an Genetic programming(GP) based ensemble sys-
tem(GPES for short). GP is a widely deployed evolutionary framework, and has been 
successfully applied to the classification of microarray data. Because each individual 
in the evolutionary group is a syntax tree, which can be used to produce a "yes/no" 
answer, it is easy to use GP to directly generate decision rules for classification of 
binary class problem. This approach has been applied in microarray classification 
with success. Langdon [10], as well as Yu et al. [11] used GP to do both gene selec-
tion and model generation. We extended the original GP framework by reconstruct 
the individuals in GP so as to form a sub-ensemble system, and make each individual 
deal with multiclass problem directly [12]. However, when using GP to generate clas-
sification rules, the computational complexity makes running GP based algorithm a 
time-consumption work. However, in this paper, the usage of GP is different from the 
previous works. It is used to fuse base classifiers so as to produce robust ensemble 
systems. Decision tree, a preferred model for many ensemble framework (Bagging, 
Random Forest, Rotation Forest, etc.), is used as base classifier because it’s an unsta-
ble model[13]. And as pointed out in [14], different fusion strategies could make dif-
ferences, so the individuals of GP could be of high diversity and low error rate in the 
evolution process. A number of individuals in the last generation of GP are selected 
with forward search techniques to form the final ensemble committee. It should  
be noted that although the base classifier of our ensembles (terminal in GP) is deci-
sion tree, other classifiers, such as SVM, neural network, can also be used in this 
framework. 

2 Methods 

2.1 Genetic Programming 

Genetic programming (GP) is an evolutionary based optimization method. In GP, 
each individual expresses by a syntax tree. There are two kinds of nodes: terminal and 
nonterminal. Terminal is a leaf node without child nodes, while nonterminal is the 
inner node with child nodes. A child node can be terminal or nonterminal. Usually, 
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terminals are primitive elements, and nonterminals are operators for combining these 
primitive elements. 

Just like genetic algorithm (GA), in GP there is a pool of individuals to "compete" 
with each other. The initial population is usually generated randomly. In each genera-
tion, there are some individuals selected to survive, and others would be eliminated. The 
ones with higher fitness values would more likely survive. These fitness values are cal-
culated by the criterion needing to be minimized (e.g. classification error rate). After the 
selection, two operators, crossover and mutation, are applied to survived individuals. 
The purpose of crossover operator is to create a chance of integrating strengths of dif-
ferent individuals. It is usually done by swapping some branches of two individuals 
(trees). The purpose of mutation operator is to inject randomness to avoid falling into 
local minima in evolutionary process. And it can be achieved by changing some termi-
nals or nonterminals of some individuals. When crossover and mutation operations 
finish, some new individuals are produced and are picked to join the new generation. 
The whole evolutionary process leads the population to develop towards the global 
optimum rapidly. The algorithm keeps iterating until a criterion is met.  

 
Fig. 1. An example of the individual of GP in the proposed algorithm 

In our algorithm, each individuals in GP is an ensemble of decision trees. Each 
terminal is a single decision tree, while the nonterminal is one of the ensemble fusion 
operators: Average, Max and Min. For the binary class problem, let the label be -1 for 
negative class, and +1 for positive class. Then the Min operator prefers the negative 
class. That is, if a child node outputs a negative vote, the final decision of the Min 
operator is a negative label(-1) even when more children produce positive votes. And 
the Max operator works in a contrariwise way, and the output is positive class label if 
only one input is positive label(+1). The output of Average operator is hardened in the 
algorithm. That is, when the result is smaller than 0, then it is regarded as a negative 
label(-1); otherwise, it is a positive label. So the Average operator works in the same 
manner as the majority voting, and the final decision is the label got the most votes. In 
order to make these operators effective, we enforced each nonterminal to have three 
children, which can be either terminals or nonterminals. An example of the individu-
als is illustrated in Fig. 1. In this example, T1–T9 are decision trees; Avg, Min, Max 
are fusion operators. In this individul, if T1, T2, T5 produce negative votes for a sam-
ple, and other decision trees produce positive votes, the final output of the ensemble 
system is a negative label. 
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2.2 Generation of Decision Tree 

As mentioned above, each terminal in GP is a single decision tree. In this section, the 
process of building decision trees is described. 

1. Feature Standardization 
Before training, each feature is standardized to zero mean and unit variance across 

training samples, and the same standardization step (fitted from the training set) will 
later be applied to the test set.  

2. Feature subset selection 
We apply the following four popular feature selection method: 
F-Test: It is a classical technique used in one-way analysis of variance, to test 

whether the population means of different groups are equal. We use the implementa-
tion in scikit-learn library (0.12) [15] with the default setting. 

RELIEF: It utilizes nonlinear classifier (nearest neighbor) for evaluating the use-
fulness of features[16]. We use the implementation in mlpy library (3.5.0) [17], set-
ting the parameter sigma to 2. 

Random Forest: The quality of the split in decision trees can be used for assessing 
the importance of the feature. Random Forest can be used for feature selection by 
summing the scores assigned by all decision trees. We use the implementation in 
scikit-learn library (0.12) with the default setting. 

SVM-RFE: This is an embedded feature selection method. It iteratively trains 
SVM and removes a number of least important features. We use the implementation 
in scikit-learn library (0.12) with linear kernel, C=1, step=2. 

Each of these 4 methods select 50 features, and only the unique features of all fea-
ture subsets are kept to form a pool of candidates. In this way, the dimension of da-
tasets is reduced to a number from 50 to 200. After that, we adapt the idea of random 
feature subset selection so that each decision tree only sees a random projection of the 
candidate pool. For each tree, N f number of features are randomly selected, and N f 
obeys the distribution Int(N (5, 3)). By this means, the diversity among base classifi-
ers is generated at the feature level. 

2.3 Balanced Sub-Sampling 

In building decision trees, we adapt the idea of Bagging to encourage diversity at the 
level of samples. Originally, Bagging uses sampling with replacement to introduce di-
versity in samples. However, in microarray data we usually don’t have many samples 
(less than 100), thus sampling with replacement may not make enough differences. 

Another concern is that sometimes microarray data is unbalanced. This is generally 
harmful for training classifiers. Considering these two factors, we used a balanced 
sub-sampling technique. For two-class classification problems, the number of samples 
in two classes are denoted as N1 and N2, respectively. The number of samples in the 
smaller class is Ns = Min(N1, N2). In building each classifier, Ns samples are sam-
pled without replacement in each class, respectively. Thus, all the samples in the 
smaller class will be kept, while the samples in the larger class will be sub-sampled 
without replacement. 
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2.4 Evolutionary Process and Ensemble Selection 

Based on the tree building process described above, 300 candidate decision trees are 
generated firstly. As random feature subset technique is used to generate trees, there 
would inevitably exist decision trees with unqualified performance. So only the trees 
above average accuracy of the 300 candidates are selected to construct the pool of 
base classifiers. And then the tree pool is used as the set of terminals in GP. 

After that, a typical GP evolution schema is applied. Each individual is an ensem-
ble classifier, and is generated with ramped methods. The max depth of each individ-
ual is restricted to 3, and each nonterminal is forced to have exactly three children, 
which can be terminals or nonterminals. The crossover rate is 0.8, and the mutation 
rate is 0.4. The population size is 80, and the number of maximum generation is 200. 
The fitness function for each individual is its accuracy in the validation set (See Sec. 
2.4). The implementation of GP is based on the Pyevolve library (0.6rc1) [18]. 

Population in the last generation are reserved for ensemble selection. Since each in-
dividual is already an ensemble classifier, this further ensemble is a kind of meta-
learning. First, like the decision tree building phase (Sec. 2.2), we select individuals 
above the average accuracy of all the individuals as the available individuals. Second, a 
forward search algorithm is applied: initially, the best individual is selected in the final 
committee. And then at each step, we iterated all pairs of the available individuals (not 
yet in the final committee) to find out the best pair that reduces the majority voting error 
(MVE) most. Usually this step stops when all the individuals are exhausted or no im-
provement could be found. However, because in microarray data we have so few sam-
ples, and each individual is usually a competent sub-ensemble system, it’s found that 
this forward search process would cease after adding one or two pairs. As a result, we 
still take the risk of getting a low-bias and high-variance model. Based on this observa-
tion, in order to reduce the variance, it is necessary to contain more individuals in the 
final ensemble. We adapted this algorithm, and the forward search process stops when 
one of the following two conditions are satisfied: (1) the setback of MVE is observed, 
instead of no improvement; (2) all individuals are exhausted.  

2.5 Cross Validation to Avoid Overfitting 

For the forementioned classifiers building steps, we need to evaluate the accuracy in 
various phases: 

 Selecting decision trees above the average accuracy of the 300 candidates. 
 Evaluating the fitness value for each individual. 
 Selecting accurate individuals in the population of the last generation, and using 

the forward search algorithm to select proper members for the final committee. 

One common approach to avoid overfitting in training set is to split part of it as vali-
dation set. However, the algorithm can also overfit the validation set because of the 
samll sample size. To overcome it, in the implementation, we split the training set 
with 3-fold stratified cross validation, and feed different folds for these three phases, 
respectively. For 3-fold cross validation, the data is randomly and evenly split into 3 
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groups. The evaluation takes 3 iterations. In each iteration, one of the 3 groups is 
selected in turn as the validation set, and the remaining 2 groups are selected as the 
training set. And in our 3-fold stratified cross validation, the ratio of number of sam-
ples in two classes is kept in both training and validation set in each group. 

3 Results and Analysis 

To evaluate the effectiveness of GPES, we compare it with some other tree-based 
classifiers, including decision tree, Random Forest and Rotation Forest. They are 
evaluated on several binary and multiclass microarray datasets. 

3.1 Implementations 

For decision tree (both in standalone and GP) and Random Forest, the implementa-
tions in scikit-learn library (0.12) with the default settings are used. For Rotation  
Forest, the implementation in Weka with the default setting is used. To be fair, the 
standardization and the feature selection steps are applied in all the classifiers. In 
other words, all the classifiers receive the same reduced subset of features for a given 
training and test dataset. 

3.2 Results and Analysis on Microarray Datasets 

In this section, we present and analysis the results of GPES in five binary class micro-
array datasets. The detailed information about these datasets is listed in Table 1. Most 
of the original datasets are unbalanced. For example, for Lung dataset, the number of 
sample in two classes in training dataset is 134/15, so the ratio of two classes is about 
1/9, which makes classification problem to be a hard job. As we use the sub-sample 
technique to obtain a balanced training set, the balanced training set consists of 15 
samples for each class. Because of the under sub-sampling technique, the base classi-
fier of different ensemble system could be of high diversity. 

For the evaluation of fitness function in GP evolutionary process, the 10-fold strati-
fied cross validation is applied. Each algorithm ran 20 times with the same 10-fold split, 
and we record the average accuracy and standard deviation on test sets in Table 2. 

Table 1. Binary class datasets used in experiments 
 

Datasets No. of Genes No. of samples of two classes Reference

Ovarian 15154 162/91 [19]

Leukemia 7129 47/25 [20]

Colon 20000 40/22 [21]

2Lung 12533 150/31 [22]

Prostate 126000 77/59 [23]
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Table 2. Average accuracy and standard deviation on the datasets 

Datasets/Algorithms GPES DT Random Forest Rotation Forest 

Ovarian 0.997 ± 0.003 0.984 ± 0.000 0.988 ± 0.006 0.997 ± 0.003 

Leukemia 0.961 ± 0.013 0.863 ± 0.000 0.944 ± 0.016 0.934 ± 0.020 

Colon 0.810 ± 0.024 0.743 ± 0.000 0.804 ± 0.030 0.820 ± 0.025 

Lung 0.992 ± 0.004 0.967 ± 0.000 0.985 ± 0.005 0.990 ± 0.005 

Prostate 0.902 ± 0.014 0.889 ± 0.000 0.889 ± 0.017 0.912 ± 0.020 

Average 0.932 ± 0.011 0.889 ± 0.000 0.837 ± 0.020 0.930 ± 0.015 

 
From the results shown in Table 2, we can see that both GPES and Rotation Forest 

wins three cases in all datasets. Random Forest and tree never achieves the best per-
formance in all experiments. In detailed analysis, it can be found that when the base 
classifier is accurate enough, for example, in the case of Leukemia data, GPES can 
obtain 96.1% average accuracy, which is about 10% improvement compared with the 
accuracy of a single tree. In comparison of GPES and Rotation Forest, it should be 
noted that Rotation Forest uses PCA to transform the original features, so their inputs 
are different from the original feature subsets. But the highest average accuracy is still 
achieved by GPES with the lowest deviation. It is obvious that GPES is able to im-
prove the accuracy of decision tree, and outperform Random Forest in most cases.  

Table 3. Percentage of different operators in the final committee 

Datasets % of Min % of Avg % of Max

Ovarian 0.257 0.567 0.177

Leukemia 0.240 0.567 0.194

Colon 0.374 0.449 0.177

Lung 0.333 0.487 0.180

Prostate 0.178 0.582 0.240

Table 3 lists the average percentages of different operators appearing in the final 
ensemble committee for different datasets. In all the cases, the Average operator ap-
pears with the highest frequency. However, the distributions of different operators are 
different among different datasets. For example, the percentages of Min operators are 
relatively high in Colon and Lung datasets, while low in Prostate datasets. So the use 
of different fusion operators contributes to the effective of final ensemble committee. 

4 Conclusion 

In this paper, we propose a new ensemble method, GPES. The algorithm is based on 
GP, which is used to combine decision trees with three operators: Min, Max and Av-
erage. The evolutionary process makes the ensemble system adapted to better solve 
the classification problem. 
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The training process is carefully designed to inject diversity at feature, sample and 
base classifier levels. In this way, the final ensemble committee is composed of accu-
rate and diverse base classifiers, so it can effectively avoid overfitting. The effective-
ness of GPES is evaluated in five microarray datasets. It is found that the algorithm is 
proved to be adaptive to the characteristics of datasets. In addition, although the base 
classifier of this algorithm is decision tree, other classification models can also be 
used as base classifiers, such as neural networks and k-nearest neighbor. By using 
elaborate as base classifier, or applying other sampling techniques, the performance of 
GPES may be further improved. 
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Abstract. Artificial Intelligence techniques have been increasingly used in 
medical decision support systems to aid physicians in their diagnosis proce-
dures; making decisions more accurate and effective, minimizing medical er-
rors, improving patient safety and reducing costs. Our research study indicates 
that it is difficult to compare different artificial intelligence techniques which 
are utilised to solve various medical decision-making problems using different 
data models. This makes it difficult to find out the most useful artificial intelli-
gence technique among them. This paper proposes a classification approach that 
would facilitate the selection of an appropriate artificial intelligence technique 
to solve a particular medical decision making problem. This classification is 
based on observations of previous research studies. 

Keywords: Artificial intelligence, decision support system, Medical error. 

1 Introduction 

Naturally, intelligence is the capability to think, recognize and understand; instead of 
doing things by behavioural instinct or automatically [1, 2]. Although, it is possible to 
claim that there is no absolute standard definition of the term Artificial Intelligence 
(AI) [1]. According to Kurzweil’s definition, AI is "The art of creating machines that 
perform functions that require intelligence when performed by people". However, AI 
is "The study of how to make computers do things at which, at the moment, people are 
better" as reported by Rich and Knight [1]. 

Artificial intelligence has become widely used in health-related decision support 
systems [3], in order to increase the accuracy and effectiveness of disease diagnosis as 
well as to avoid or at least to minimize medical errors [7]. Various artificial intelli-
gence techniques such as artificial neural networks [11], genetic algorithms [12], de-
cision trees [13, 14], rule-based expert systems [15, 16] and fuzzy techniques [17, 18] 
have already been employed in clinical decision support systems to diagnose a wide 
range of health problems [3]. Systems based on intelligence strategies either employ a 
single technique to deal with certain problems, or utilise a combination of two or 
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more techniques to tackle complex problems that involve a level of uncertainty and 
ambiguity [4]. 

Within this paper, we aimed to a) discuss the circumstances leading to medical er-
ror and how medical-related decision support systems can deduce medical error rates, 
b) review previous studies which have employed AI techniques in medical decision 
support systems, c) discuss the importance of identifying a problem domain associ-
ated with a medical decision support system and d) propose a classification guide 
(CG) to classify problem domains within a medical decision support systems which 
would facilitate the selection of an appropriate AI technique to be used within such 
systems. This would give more efficient and reliable results; reflecting positively on 
patient safety, minimizing medical errors and overall costs. 

2 Intelligent Decision and Medical Errors 

Making decisions intelligently in the medical field are affected by two primary fac-
tors; (a) the quantity and validity of information that can be accessed and utilized 
combined with, (b) the use of intelligence techniques in the decision-making  
procedure [5, 8].  

The information gathered by clinicians, such as a patient’s symptoms, clinical ex-
amination and laboratory testing outcomes could potentially represent more than one 
possible disease. Thus, discriminating among the possibilities with complete certainty 
is often difficult. In such circumstances, non-specialist clinicians often seek the opin-
ion of more experienced colleagues. Indeed, this uncertainty should not be thrown on 
the responsibility of some clinician with less experience. However, it reflects the un-
certainty inherited in the information provided by the patients themselves, where the 
pathogens are invisible within the patient's body and must be inferred from insuffi-
cient external signs [5]. On the other hand, the necessary information needed to make 
an accurate decision seems to consist of more variables than the human mind can 
accommodate. There are persuasive evidences which indicate that the human ability 
to discover and understand complicated configuration relationships could be limited. 
There is no doubt that scientific genius exists, however a very little evidence shows 
that the majority of clinicians are geniuses [6]. Therefore, information processing with 
the limited ability of the human mind to manipulate a large quantity of information or 
variables in considering a complex problem possibly would lead to wrong decisions. 
The most prominent challenge is whether clinicians can be effective decision makers 
or not [6]. 

According to the foregoing facts that have been represented as (a) the uncertainty 
surrounding the decision, (b) a large quantity of information required to come up with 
the right decision, and (c) human mind limitations regarding to the analysis, evalua-
tion and summarizing of a complex problem. Hence, making a decision with the exis-
tence of any such difficulties probably would lead to loss of the patient's life, or at 
least it might have a serious and life-altering consequence on the rest of his/her life.  

Medical errors or medical malpractice is both costly and harmful. In the U.S. 
medical errors lead to a larger number of deaths annually than highway accidents, 
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breast cancer, and AIDS combined [3]. Researchers concluded that from the inclusion 
of 37 million patient medical records, approximately 200 thousand patients in the U.S. 
died due to potentially preventable medical errors [3]. Another study conducted by the 
National Patient Safety Foundation showed that roughly less than half of 100 million 
subscribers within a phone survey thought that they personally have suffered from 
medical errors [7]. Consequently a reliable, robust and effective medical-related deci-
sion support system (MDSS) based on AI techniques are urgently required; such sys-
tems could potentially reduce medical error rates by informing decisions made by 
physicians, thus allowing earlier treatment, improving patient safety and survival 
rates, whilst reducing total cost [3, 7]. 

3 Medical Decision Support System  

The growing availability of electronically stored medical records (EMRs) which is 
considered a great source of patient information and the use of computers to maintain 
and manage these records has led to a growing interest in the automation of medical 
decision making [8, 9]. Intelligent Medical Decision Support Systems (IMDSSs) are 
computer-based systems designed to aid clinicians by converting the raw medical-
related data, documents, and expert practice into a set of sophisticated algorithms; 
applying numerical, logical and intelligent techniques in order to find out a proper 
solution to a medical problem as well as to make clinical decisions [7, 8].  

IMDSSs are considered useful in circumstances where patients are suffering from 
complex conditions or there is lack of access to specialist doctors. Such systems can 
be used in aiding the doctors to take an appropriate decision and action in complex 
situations, in which any small error possibly may lead to loss of the patient's life [10]. 
Over the last years, several medical decision support systems based on Artificial Intel-
ligence have been developed. This paper reviews and summarises a number of recent 
studies that employ a variety of Artificial Intelligence techniques in IMDSSs. 

Artificial Neural Networks (ANNs) have already been successfully employed in a 
range of real world classification problem, particularly within medical diagnosis. An 
ANN is a collection of processing units, similar to neurons with weight connections 
among them. ANN mimics the human brain in order to make a prediction through 
based in its learning of patterns in a data set. Kumar, V., et al [11] have highlighted 
several uses of ANN in clinical diagnosis, medication development and image and 
signal analysis and interpretation. In this setting, ANNs were shown to excel in the 
classification of complicated data with high rate of accuracy (e.g. correctly classified 
91.5% of presenting anticancer medications and knowledge-based ANN showed 
87.36% in the prior knowledge of metabolic features of normal and cancerous breast 
tissues) [11].  This is because neural networks are nonlinear models, learning by 
example, which makes them more flexible, adaptable and highly effective in model-
ling complicated relationships within the medical diagnosis process. ANNs estimate 
posterior probabilities, providing the basis for creating classification rules and per-
forming statistical analysis [19]. 
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Sivasankar, E. and Rajesh, R. S. have used a Genetic Algorithm (GA) based fea-
ture selection approach for clinical decision support system; comparing the perform-
ance of the GA with two feature ranking algorithms. The objective is to utilise the GA 
as a per-classification stage in order to increase the classification accuracy [12]. This 
is mainly because the overall performance of the classifier can be affected by the 
selected features of the data that could be inherently noisy [20]. The ranking ap-
proaches Information Gain and Chi-Square algorithm, along with the GA’s classifica-
tion accuracy were measured using two methods; Bayesian and K-Nearest Neighbour 
respectively. GA showed a classification accuracy of 88.68% and 85.85% while In-
formation Gain returned 83.96% and 81.13% and Chi-Square algorithm (83.96% and 
81.13%) on the Appendicitis data set. On the Parkinson’s dataset, the accuracy was as 
follows; GA (88.21% B, 89.74% K-NN), Information Gain (81.03% B, 84.10% K-
NN) and Chi-Square algorithm (81.03% B, 84.10% K-NN) [12].  

Shanthi, D., et al, have applied a decision tree classifier to identify the patient’s 
post-operative recovery decision which include General Hospital, Go-Home or Inten-
sive-care. It is a complicated classification problem concerning the prediction of the 
recovery area that the postoperative patients will be admitted to. The decision should 
be made depending on particular input vectors. These vectors usually are attributes 
corresponding generally to clinical observations (e.g. internal and surface tempera-
ture, blood pressure and oxygen saturation), where a rapid and correct decision in 
such circumstance is crucial [14].  

The decision tree classification algorithm is a popular cross-domain classification 
method, utilised in problem domains such as marketing and customer retention, fraud 
detection and medical diagnosis [22]. The tree is constructed by recursively partition-
ing the training data until all members of every partition assign to the same class label 
or there are no further attributes remaining for partitioning, according to an appropri-
ate algorithm [23].  

The Gini splitting algorithm has been used to identify the patient’s post-operative 
recovery section and the output generated as a binary tree structure, easy to follow 
and manipulate; the formulated model can be expressed as a set of decision rules. 
Building and executing decision trees are fast when compared to other learning meth-
ods. Additionally, the output model can easily be visually presented as a binary tree 
graphic, which is easy for non-technical domain experts to interpret [24]. 

Rule based clinical decision support systems have been used to provide quick di-
agnosis from Complete Blood Count (CBC) test results to present a probable list of 
diseases; assisting physicians to diagnose and recommend medicines to a patient with 
a haematological disease. The CBC test is the most commonly ordered blood test 
which is a calculation of the cellular (formed components) of blood [15].  The main 
inputs to the system comprise patient information (e.g., gender, age, altitude and 
pregnancy period) and the patient’s CBC report from the laboratory. A list of prob-
able haematological diseases will be suggested by the system based on these factors. 
The system follows a rule-based technique to reason on patient inputs with an internal 
knowledge base, including a set of haematological diseases combined with their 
symptoms. CBC is considered a basic method of testing; unable to provide an  
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ultimate diagnosis, nevertheless the results are an extremely good starting point for 
further, more disease-specific tests to confirm the diagnosis [15].  

The basic principle of a rule-based technique is pattern identification followed by a 
recommendation of what should be done in response. Therefore, the rule is a condi-
tional statement that links the supplied conditions to actions or results. Ideally, rules 
are simple to express, providing knowledge in near-linguistic form; both human and 
machine interpretable and easily updatable as required. This facilitates the separation 
of knowledge from processing, in addition to allowing incomplete or uncertain 
knowledge to be expressed and bounded. Conversely, learning the format of a knowl-
edge-based expression, in addition to navigating categorisations and relationships in a 
large knowledge base can be complicated and time consuming [25]. 

4 Results and Discussion  

Previous studies on intelligent medical support system have highlighted the impor-
tance of identifying and understanding a problem domain that is related to a medical 
decision support issue [11-18]. They also focused on the selection mechanisms of an 
artificial intelligence technique that could be applied in each one of them, where an 
essential question has been identified and should be answered. The question that 
emerges is how to select an appropriate artificial intelligence technique to be em-
ployed in the medical decision support system. 

It is possible to solve the same problem using more than one AI technique which 
may provide different outcomes. Each AI technique has strengths, functional advan-
tages, and problem domain spaces to which it is well suited, that distinguish it from 
the others. 

Accordingly, in this paper a classification guide is proposed to identify a problem 
domain within a MDSS. This would facilitate a selection approach of the best AI 
technique that could be adapted to solve a problem. As a result, more accurate and 
effective intelligent MDSSs can be developed; in turn reflecting positively on improv-
ing clinical treatment, minimizing medical errors and decreasing overall cost. 

Many other studies [12, 13, 21] have aimed to examine and evaluate various AI 
techniques in medical-assisting systems through the use of the same data set to detect 
and identify the differences in terms of accuracy, cost, and time consumption. In con-
trast, the objective of this paper is to review the artificial intelligence techniques that 
have already been utilized in medical decision support (Table 1), with the intent of 
finding a classification guidance that best fits the problem domain. Use of a particular 
AI technique to solve a specific decision-related problem may have much better out-
comes if compared with other techniques to solve exactly the same problem. 

MDSSs based on AI techniques can be used to support many different activities, 
such as diagnosis, imaging and therapy. However, the performance and effectiveness 
of these systems are largely dependent on factors including system design, informa-
tion quantity and validity as well as the AI technique used to generate a knowledge 
which significantly contributes to making a more accurate decision. 
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As such, the proposed classification guide (CG) categorizes the problem domain 
within the medical decision support systems under two main headings, namely; (a) the 
problem domain relevant to the classification, (b) the problem domain relevant to the 
selection, in addition to the uncertainty or ambiguity levels associated with both pre-
vious categories as illustrated in Figure 1. A classification problem domain arises 
when a set of symptoms grouped and assigned into a predefined group of diseases, 
according to a number of attributes associated with each disease, while a selection 
problem domain is the ability to choose or labelling one disease within the group of 
diseases, depending on a number of the observed symptoms. 

 

Fig. 1. Classification Guide (CG) of a Problem Domain Related to MDSSs 

As the areas on both sides represent the simple problem domain, that can be solved 
using a single AI technique. However, the overlapping areas surrounded by a triangle 
in the middle reflects the complex problem domain, which requires more than a single 
AI technique to be used. The main purpose of the classification guide is in the pre-
construction stages of the MDSS to assist in reflecting on the problem domain and 
desired system goals. This would facilitate the selection of the most appropriate AI 
technique (or set of techniques) in constructing the MDSS; thus increasing the accu-
racy and effectiveness of the system. For further illustration, the Classification Guide 
(CG) will be used to identify a problem domain of a decision-making related to head-
ache diagnosis system via a set of symptoms. The system can assist the physician to 
diagnose the type of headache through a set of symptoms, as there are more than one 
type of headache. 

As proposed in Figure 1, the headache diagnosing system would be classified  
under complex problems for the following underlying factors: First, the diagnosis  
of a specific headache type from other sorts of headache deemed within the Selection 
area. Second, some signs and symptoms might indicate more than one type of  
headaches, which indicates a degree of uncertainty surrounding the decision-making 
process. Therefore, the problem domain can be expressed according to the following 
hypothesis: 

Problem Domain = Complex (X + Z) 
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Where, the above hypothesis can be clearly represented and derived from the full 
expression of the classification guide Figure 2, or through following the dotted path of 
the tree diagram shown in Figure 3, which describes the classification guide (CG). 

 

Fig. 2. Full expression of the Classification Guide (CG) 

 

Fig. 3. Tree diagram of the Classification Guide (CG) 

After identifying the problem domain, the selection of an appropriate AI technique 
is straightforward. For instance, the rules based technique could be used within the 
scope of selection and the fuzzy technique could be used within the scope of uncer-
tainty, thus a combination of two AI technique (fuzzy rule-based technique) could be 
used to solve a specific complex problem related to medical decision support systems 
as well as to provide the most reliable and effective outcomes. 

5 Conclusion  

Medical decision support systems have utilised artificial intelligence (AI) techniques 
and methods to aid physicians and medical doctors in making more accurate decisions 
within a reasonable time period. The selection of an appropriate AI technique to be 
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applied in such systems is extremely important and has a major role in the effective-
ness and accuracy of the results. As results of investigating different research works, 
this paper proposes a classification guide (CG) to describe and identify the problem 
domain associated with the medical decision support systems. The ideas is facilitate 
the selection of the most beneficial and effective AI technique that can be applied in 
the medical decision support system to provide the best outcomes. The classification 
guide presented here divides the problem space in the medical decision support sys-
tems into two main categories, namely classification domain and selection domain.  
The uncertainty degree associated with each of these categories has also been consid-
ered. Identifying and clarifying the problem domain of a headache decision support 
diagnosis system using CG has been used as a case study for the future work related 
to this investigation. The idea is assisted the selection of an appropriate AI technique 
to be included and employed in such medical decision support system. 
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Abstract. The classification speed of SVM is inversely proportional to the num-
ber of Support Vectors (SVs). Therefore, the less SVs means the more sparseness 
and the higher classification speed. In order to reduce the number of SVs but 
without losing of generalization performance, a new algorithm called Classifica-
tion Algorithm of Support Vector Machine based on Adaptive Affinity Propaga-
tion clustering Granulation (CSVM-AAPG) is proposed, which employs Affinity 
Propagation (AP) clustering algorithm to cluster the original SVs and the cluster 
centers are used as the new SVs, then aiming to minimize the classification gap 
between SVM and CSVM-AAPG, a quadratic programming model is built for ob-
taining the optimal coefficients of the new SVs. Meanwhile, it is proven that when 
clustering the original SVs, the minimal upper bound of the error between the 
original decision function and the fast decision function can be achieved by AP. 
Finally, experiments show that compared with original SVs, the number of SVs 
decreases and the speed of classification increases using CSVM-AAPG, while the 
loss of accuracy is in the acceptable level. 

Keywords: SVM, Adaptive, Affinity Propagation clustering, Granulation, 
Classification. 

1 Introduction 

Support Vector Machines (SVM) is known as a new generation learning system based 
on statistical learning theory[1]. Because of its profound mathematical theory, SVM 
delivers excellent performance in many real-world predictive data mining applications 
such as text categorization, medical and biological information analysis[2-4],etc. 
Generally, SVM is divided into two steps in the application process for classification. 
Firstly, the training samples with class labels are trained to determine a classification 
model. Secondly, the samples without class labels are to identify classification using 
the trained model. Correspondingly, the study on accelerating classification speed of 
SVM is also divided into two directions which contain how to speed up the training 
process of SVM and how to speed up the classification process of SVM. 

At present, the study on accelerating the training speed of SVM has achieved many 
good results[5-8]. These methods are feasible and effective for improving the training 
speed of SVM. However, the study on the classification speed of SVM is rare. As we 
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know, the classification speed is very important to improve the performance of SVM 
in the practical applications, especially in the context of the rise of the current cloud 
computing and networking. Some applications such as the network intrusion detec-
tion, anomaly detection for time series and other online application business[9], 
whose training process can be completed by the background cloud with the strong 
computing power. Then the background cloud distributed the training business rules 
(classification model) to the various clients of the Trans-Link. However, how to use 
the classification model from the background cloud to quickly realize the classifica-
tion will directly affect the experience of users who have the weak computing power 
client such as some mobile devices. Therefore, the study on the classification speed of 
SVM is an urgent need to address the real-world applications.  

In order to improve the classification speed of SVM, a new algorithm called classi-
fication algorithm of support vector machine based on adaptive affinity propagation 
clustering granulation (CSVM-AAPG) is proposed in this paper. Where, Affinity 
Propagation (AP) clustering algorithm is a new clustering algorithm[10]. The main 
idea of CSVM-AAPG is that the AP clustering algorithm is used to cluster the origi-
nal SVs and the cluster centers are used as the new SVs, which can improve the 
sparseness of SVs set. Meanwhile, based on the sparseness of SVs, it is proven that 
when clustering original SVs, the minimal upper bound of the error between the orig-
inal decision function and the fast decision function can be achieved by AP clustering 
algorithm clustering the original SVs in input space. Experiments show that compared 
with original SVs, CSVM-AAPG has better classification speed. 

2 The Method of CSVM-AAPG 

2.1 The Main Idea of CSVM-AAPG 

Support vector machine (SVM) is a new data mining method based on statistical 
learning theory and its basic idea is to find the optimal separating hyper-plane which 
can meet the classification requirements. The mathematical model of SVM is shown 
as follows: 

Given training sample sets ( , ), 1, 2, , , , { 1}n
i ix y i l x R y= ⋅⋅⋅ ∈ ∈ ± and the clas-

sification hyper-plane with kernel function is denoted by 
1

1

( ) ( , )
s

i i i
i

f x y K x x bα
=

= + ,      (1) 

where, n
ix R∈  are the support vectors, 1s  is the number of support vectors, 

i Rα ∈  is the Lagrange coefficient, b is a constant distance from the origin of coor-

dinates, x is the test data, iy are the corresponding class labels and ( , )iK x x  is the 

kernel function. 
Seen visually from the equation (1), the classification speed of SVM depends on 

the size of 1s . As we know, the classification function of traditional SVM contains 
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all of the support vectors, this result will affect its classification speed. Therefore, the 

key to improve the classification speed is to reduce the number of support vectors 1s . 

Based on the above analysis, we define a new fast classification function as follows: 

2

1

( ) ( ' , )
s

j j j
j

g x y K x x bβ
=

= + ,           (2) 

where, 2 1s s< , ' n
jx R∈ , and 2

1{ ' }s
j jx =  is the new support vector set, jβ  is the 

Lagrange coefficient. Meanwhile, the loss function is defined as follows: 

2
( ) ( ) ( )L x g x f x= −                              (3) 

For the SVM, the original training samples set 1{ }n
k kx =  are sparse as the support 

vectors set 1
1{ }s

i ix = , which is one of the reasons for SVM having better classification 

speed compared with other classification methods. Similarly, for the FCSVM-

AAPCA, the support vectors set 1
1{ }s

i ix =  are sparse as the new supprot vectors set 

2
1{ ' }s

j jx = , which would improve the classification speed because of 2 1s s< . Gener-

ally, 2 1s s  is called the compression ratio. The smaller the value of 2 1s s , the less 

the number of support vectors, resulting in the faster classification. Therefore, how to 

construct the new support vectors set 2
1{ ' }s

j jx =  and the coefficient of the new classi-

fication function jβ  without reducing the classification accuracy is the key of this 

paper. The methods of constructing 2
1{ ' }s

j jx = and jβ  are as follows. 

2.1.1 The Constructing Method of 2
1{ ' }s

j jx =  

In this paper, the main idea of constructing method is that the original support vectors 

are clustered into 2s  classes by the adaptive AP clustering algorithm and the cluster 

centers ' jx  are used as the new support vectors. If the construing method is valid, 

we must prove that the loss function has the upper bound by using this constructing 
method. The proof process is as follows: 

Theorem 1. If the original support vectors 1
1{ }s

i ix =  are clustered into 2s  classes 

accordance with 2
1{ }s

j jD =  as the division and 2
1{ ' }s

j jx =  as the cluster centers, the 

upper bound of the loss function can be expressed as follows: 
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2
2

1

( ) '
j

s

i j
j i D

L x C x x
= ∈

≤ − ,                            (4) 

where, C  is a constant. 

Proof: The loss function expressed by equation (3) can be rewritten as  

2

2

2

1

2

1

2

,
1

( ) ( )

( , ) ( ' , )

     = ( ) ( ' , )
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j

s

j
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s
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i i i j j
j i D j
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α β
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= ∈
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−
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 

 

                  (5) 

where, jD  is the number of elements in the j th class. For each subkey ( )jL x  of 

( )L x , we can get the following by Cauchy-Schwarz inequality 

( )2 2

1 1
( )

n n

i ii i
a n a

= =
≤  , 

2

2

( ) ( , ) ( ' , )

( , ) ( ' , )
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j

j

j i i i j j
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
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              (6) 

There exists a constant ijc  which can make 

( )
2

2
( , ) ( ' , ) ( , ) ( ' , )j

i i i j j ij i j

j

y K x x y K x x c K x x K x x
D

β
α − = −
 
  
 

     (7) 

Let z a bσ= − , if using the gaussian kernel function, we can get  

22( , ) ( ) exp( ) exp( )K a b k z z a bσ= = − = − − , 

'( ) 2 ( )k z z k z= − ⋅ , '( ) '(1 2) 2k z k e≤ =  
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According to the lagrange mean value theorem, ξ∃ , make 

( ) ( )( )
( )

22

2

( , ) ( ' , ) '( ) '

(2 ) '

i j i j

i j

K x x K x x k x x x x

e x x x x

σ ξ

σ

− = − − −

≤ − − −                  
          (8) 

According to the triangle inequality theorem, we can get 

' ( ) ( ' ) 'i j i j i jx x x x x x x x x x− − − ≤ − − − = −               (9) 

Substitute equation (6), (8) and (9) into equation (5) 

( ) 2
2

max max

1

( ) (2 ) '
j

s

j ij i j
j i D

L x e D c x xσ
= ∈

= − ,               (10) 

where, 
max

max( )j jD D= , 
max max( )ij ijc c=  

Let (2 ) max( )max( )j ijC e D cσ= , the constant C  can be obtained. 

End. 

2.1.2 The Constructing Method of jβ  

In order to make the classification accuracy loss to reach the minimum, we must min-
imize the loss function. Thus the unconstrained optimization problem can be got as 
follows: 

2 1
2

1 1 1

min ( , ) ( , )
j

s sn

j j j k i i i k
k j i

y K x x y K x x
β

β α
= = =

−
  
 
  

                 (11) 

Solving equation (11) we can obtain the weighting coefficient 2
1{ }s

j jβ =  under the 

minimum loss of classification accuracy.  
In order to facilitate solving the above problem, each variable can be expressed as 

in the form of vector. 

Let 
1 21 2 1 2[ , , , ] , [ , , , ]T T

s sα α α α β β β β= =  , then we can get, 

1
1

1

2

1

( , )

( , )
( )

( , )s s

K x x

K x x
K x

K x x

α

×

=

 
 
 
 
  
 


                            (12) 
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2
2

1

2

1

( ' , )

( ' , )
( )

( ' , )s s

K x x

K x x
K x

K x x

β

×

=

 
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 
 
  
 


                           (13) 

Here, we prove that equation (11) can be expressed in the form of quadratic pro-

gramming, which can use Matlab to solve. Through such method, the value of jβ  

can be got. 

Theorem 2. The minimum optimizaiton problem expressed by equation (11) can be 
expressed as the following form of quadratic programming problem. 

1
min

2
T TH h

β
β β β+                              (14) 

Proof: Firstly analysis each general form kx  of equation (11): 

2 2 2( ) ( ) ( ) 2 ( ) ( ) ( )g x f x g x f x g x f x− = − +                (15) 

Because the training set 1{ }n
k kx =  has been identified and 2( )f x is constant, 

which don’t affect solving equation (11). Therefore, we should consider the solving 

method of 2( )g x  and ( ) ( )f x g x , which are solved as follows: 

2

2 2
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1 1

( ) ( ' , )
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Making equation (16), (17) into equation (11), we can see equation (11) can be ex-
pressed as follows: 

1 1

min ( ( ) ( )) 2 ( ( ) ( ))
n n

T T T T

k k

K x K x K x K xβ β α ββ
β β α β

= =

−    
        
        (18) 

Apparently, equation (18) is a standard form of quadratic programming and the 
quadratic coefficient matrix is as follows: 

1

( ( ) ( ))
n

T

k k
k

H K x K xβ β
=

=                         (19) 

The vector of the one degree term coefficient is as follows: 

2

1

( ( ) ( ))
n

T T

k

h K x K xα βα
=

= − 
 
 
                      (20) 

End. 

2.2 The Steps of CSVM-AAPG 

The specific steps of CSVM-AAPG is as follows: 

• Step1: Extract the original support vectors. The training samples are trained to 
extract the original support vectors. 

• Step2: Extract the new support vectors. AP algorithm is used to cluster the original 
support vectors and the cluster centers are treated as the new support vectors. 

• Step3: Carry out the secondary training for SVM. The new support vectors are 
trained to get the new classification model. 

• Step4: Test the classification ability of the new SVM model. The classification 
model in Step3 is used for testing on the testing samples. 

2.3 The Time Complexity Analysis 

Equation (16) is a quadratic programming problem whose variable scale is 2s . So the 

time complexity of constructing jβ  is 3
2( )O s . Moreover, the time complexity of 

AP clustering algorithm is 2
1( )O s . Therefore, the time of carrying out the secondary 

training for SVM is 3 2
2 1( ) ( )O s O s+ . As we know, the training time of SVM is 

3( )O N , and 1s N , 2s N . Therefore, the training time of CSVM-AAPG  

is acceptable. Furthermore, the support vectors scale of CSVM-AAPG is 2s , the 
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support vectors scale of SVM is n  and 2s n< , so the classification time of CSVM-

AAPG is less than the classification time of SVM. 

3 Experimental Results and Analysis  

In order to test the performance of CSVM-AAPG, the experiments for five typical 
UCI data sets are carried out in Matlab7.11. The experiment results are compared 
with FD-SVM from [11] and SVM. In this paper, Gaussian kernel function is used as 
kernel function, penalty parameter C  and kernel parameter σ  is selected by using 
10-fold cross-validation method. The convergence coefficient of AP clustering algo-
rithm is set =0.5λ . Table 1 shows the average results of SVM, FD-SVM and 
CSVM-AAPG with 15 independent runs on ten benchmark datasets. 

Table 1. Result comparisons of three algorithms on five UCI datasets 

Dataset 

CSVM-AAPG FD-SVM SVM 
Classification accuracy Classification accuracy Classification accuracy 
The number of support 

vectors 
The number of support 

vectors 
The number of support 

vectors 

Time (s) Time (s) Time (s) 

Banana 
89.32% 86.24% 89.34% 

92.3 107.5 150.7 
0.38 0.56 1.12 

Breast  
Cancer 

73.05% 70.45% 73.12% 
34.3 66.8 121.0 

0.05 0.12 0.41 

Diabetis 
76.28% 73.23% 76.42% 
205.8 286.9 394.8 
0.64 0.97 2.23 

Flare-Solar 
67.28% 64.69% 67.35% 
187.6 379.8 558.2 

0.87 1.36 3.43 

German 
74.68% 74.68% 74.68% 

84.6 123.6 205.7 
0.41 0.87 1.44 

 
From Table 1, we can see that the number of support vectors have reduced a lot af-

ter compression. However, compared with the SVM, the classification accuracy of 
CSVM-AAPG doesn’t reduce obviously, whose value is within the acceptable range. 
For example, for the Banana dataset, the number of support vectors is from 150.7 to 
92.3 by compressing, but the classification accuracy is almost the same. Therefore, 
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the classification speed will be increased substantially because of the decrease of 
support vectors. Compared with FD-SVM from [11], our algorithm can obtain higher 
classification accuracy in a shorter time. These results indicate that CSVM-AAPG is 
feasible and effective. 

4 Conclusion 

In this paper, in order to improve the classification speed of SVM under the premise 
of keeping the small loss of classification accuracy, the original support vectors are 
compressed. Under the above idea, it is proven that when clustering original SVs, the 
minimal upper bound of the error between the original decision function and the fast 
decision function can be achieved by AP clustering algorithm. Accordingly, a fast 
algorithm called CSVM-AAPG is proposed. The experiments of UCI data set s and 
the breast tumor diagnostic show that compared with original SVs, the number of SVs 
decreases and the speed of classification increases, while the loss of accuracy in ac-
ceptable level for CSVM-AAPG. 
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Abstract. A novel learning automata (LA) based cooperative student-team in 
tutorial-like system is presented in this paper. The students in our system are 
modeled using LA. The new philosophy of a student is that he acquires 
knowledge not only from teacher, but also from team-workers. The self-
examination indicator makes it possible for students to evaluate his learning 
outcomes. The below normal learner adopts the collective intelligence to im-
prove himself. Experiments demonstrate the proposed method’s convergence 
speed is comparable to the student-classroom interaction method [9] and even 
better when the environment becomes harder. Compared to the previous inter-
action method and the single operated student, our accuracy is significantly im-
proved. 

Keywords: Tutorial-like system, Learning Automata (LA), cooperative meth-
od, current state of Learning (SoL). 

1 Introduction 

Tutorial-like systems are becoming hotspot areas of research. Researchers endeavor to 
simulate every component of the system using appropriate learning models. What to 
teach (domain model), who to teach (student model) and how to teach (teacher model) 
are the main modules. In recent years, the combination of tutorial-like system and 
learning automata (LA) has been a new study direction. LA is useful in these cases, 
such as the simulation of learning process in student model [9], the classification of 
learning type in student model and the imitation of teaching skill improvement in 
teacher model. The aim of this paper is to present a new philosophy, which is trying 
to model the cooperative student-team learning process based on LA. In this innova-
tive model, student acquires knowledge not only from teacher, but also from fellow 
team-workers. 

1.1 Learning Automaton (LA) 

Learning automaton (LA), a promising field of artificial intelligence, is a self-adaptive 
machine. By strategically letting a set of actions interact with environment, LA is  
able to track the optimal one. A wide range of learning automata applications are  
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published in areas such as cooperative spectrum sensing [1], adaptive polling scheme 
for clustered wireless ad-hoc networks [2], the congestion avoidance in wired net-
works [3] and multi-constraint assignment problems [4]. When the information is 
incomplete or the environment is noisy, LA is significantly superior to other methods. 

Since the idea of learning automata is put forward, many algorithms are committed 
to accelerate the learning speed without compromise the accuracy. The concept of 
discretization [5] and estimation [6] are two landmarks in the development path of 
single LA. Stochastic estimator algorithm [7], which is the state-of-art of LA, takes 
the advantage of discretization and estimation idea, and adds a random perturbation 
with zero mean to the deterministic estimates. Bayesian Pursuit algorithm (BPST) [8], 
which using Bayesian estimator (BE) instead of maximum likelihood estimator 
(MLE), is the newly publish LA algorithm. The maturity of single LA theory provides 
the solid basis for application. 

1.2 Related Work 

A student-classroom interaction in tutorial-like system is proposed in [9] by Oommen 
and Hashem. This classroom consists of three types of students, they have different 
learning speed. Knowledge provider, knowledge seeker and independent learner are 
three possible statuses of a student. One of them is selected as the student's interaction 
status by Tactic-LA. If the student is a knowledge seeker, he can pick an interaction 
strategy to communicate with a knowledge provider. Such strategies are transferring 
no knowledge, embracing provider’s knowledge, incorporating reliable knowledge 
and unlearning useless information after probation.  

However, there are some unreasonable setups in this system. The preset reward 
probability leads the Tactic-LA to converge to one of its actions, which is controlled 
by this preprogrammed probability instead of the current state of learning. This setting 
does not take each student's individual learning style into account. Furthermore, at 
every interaction time, student can only communicate with one student.  

In this paper, a cooperative student-team in tutorial-like system is proposed. Student 
can communicate with the whole team and utilize the team's knowledge to improve his. 
An index that reflects the current state of learning is proposed as a self-examination 
indicator. The team’s average knowledge is performed as the self-examination standard. 
This index and this standard make it possible for the students to discover their weakness 
in learning. Experiments demonstrate that the proposed method’s convergence speed is 
accelerated and the learning accuracy is also enhanced. This is the first published result 
that demonstrates the cooperative team-work effects among student-team. 

2 Cooperative Student-Team in Tutorial-Like System 

The cooperation of student-team in tutorial-like system is proposed in this section. 
The student, modeled by LA, is able to interact with the teacher and cooperate with 
other fellow team-workers. During the cooperation process, student does self-
examination about his current state of learning and then utilizes the team's knowledge 
to improve his own. Knowledge, teacher and student modules are the three important 
components of tutorial-like system, the architecture of which is shown below. 
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2.1 Knowledge and Teacher Models 

In the tutorial-like systems that we study, domain knowledge [10] is presented using a 
Socratic model via multiple choice questions. For each question, every choice is asso-
ciated with a reward probability. 1 2[ , ,..., ]rE e e e= , which has r options, is an instance 

of domain knowledge. ie  is the reward probability of the ith option. The higher the 

reward probability is, the more correct the choice is. The optimal answer is defined as 
the one with the highest reward probability. arg max{ }ioptimal e= . The final goal of 

a student is to choose the optimal option with probability one. 
Teacher attempts to present the domain material to students. Stochastic is the na-

ture of this teacher model. That is to say, teacher doesn’t pass on his knowledge di-
rectly to students, but replies to the students’ choices through the heuristic approach. 
The option gets a “yes” or “no” response from teacher with a certain probability, 
which is equal to this choice's reward probability.  Let iβ denotes the teacher’s feed-

back to option i, and  

 
1

0 1
ii

i

p e

p e
β

=
=  = −

 (1) 

2.2 Student Model 

Student does “try and error” work in learning process. At every time instant, student 
interacts with teacher. Firstly, student chooses one option from the candidate set. Then 
teacher gives him a response of this choice. This feedback helps the student to refine his 
decision strategy. This process cycles until student achieve the ultimate goal. 

The simulator mimics a real-life student’s learning process. In our model, the stu-
dent simulator is a learning automaton (LA), which can be depicted as { , , , }A B P T . 

1 2{ , ,..., }rA α α α= , a finite set of r actions. iα is corresponding to the ith option in 

the multiple-choice question and A is the candidate set. 
{0,1}B = , a feedback set. Bβ ∈  denotes the teacher’s reaction to the present 

choice. 

1 2( ) [ ( ), ( ),..., ( )]rP t p t p t p t=  is the probability distribution of the action set, iα  is 

selected on the basis of probability ( )ip t  at the time instant t. P(t) simulates the 

strategy how a student chooses an option from the candidate. 
T is the learning algorithm. Probability vector is updated based on the learning al-

gorithm, selections and feedbacks. Through adjust P(t) distribution, T simulates the 
optimization process of decision. 

Different learning algorithms can present different convergence speed. As we dis-
cussed in the Introduction section, the epoch-making ideas of LA are discretization 
and estimation. Based on the experimental results presented in [7], [11], algorithms 
can be ranked according to their speed: Stochastic Estimator, Generalized Pursuit 
Algorithm (GPA), Pursuit Algorithm, No-estimator Variable Structure Stochastic 
Learning Automaton (VSSA) and Fixed Structure Stochastic Automaton (FSSA).  
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2.3 Cooperation Method in Student-Team 

Various algorithms of LA can model students with different learning speed. However, 
fast is a relative concept. It is safe to say that faster learning algorithms do possess 
higher learning speed, but they may not always faster than others at any time of learn-
ing process. In our proposed cooperation method, student does self-examination to 
evaluate his learning outcomes. The below normal learner utilizes the team's 
knowledge to improve his. Cooperation occurs at an interval of M iterations.  

Let SoL denotes the current state of learning. It is defined as the difference between 
the maximum probability and the second maximum probability. That is 

 { ( )} max{ ( )} max{ ( )}SoL P t P t sub P t= −  (2) 

The option with maximum probability and the option with the second maximum 
probability are the two most competitive candidates in the set. When SoL value is 
small, the difference between maximum and second maximum value is tiny. Student 
or LA is much confused when making a choice. The trend of convergence is not ob-
vious and the current state of learning is not well. However, when the SoL is large, the 
trend of convergence is clear. Student is confident on this question and his current 
state of learning is well. The SoL works as a self-examination indicator. 

In order to provide a standard to identify the SoL value of a student is small or 
large, the average of the team's probability vector is proposed. Average probability 
vector reveals the collective wisdom of the student-team. Consider the team has N 
students. We have an agreement that the superscript is the index of LA and the sub-
script is the index of actions. Then the average probability can be written as: 

 1 2( ) [ ( ), ( ),..., ( )]rAvgP t Avgp t Avgp t Avgp t=  (3) 

 
1

1
( ) ( )

N
j

i i
j

Avgp t p t
N =

=   (4) 

Then we can describe the cooperation process as follows. At an interval of M itera-
tions, student calculates his SoL index. The situations are listed below. 

If SoL{Pj(t)}＜SoL{AvgP(t)}, which means the current observed index SoL of the 
jth student is lower than the SoL of average. The performance of the simulator is  
below normal standard. In our proposed cooperative method, this type of student is 
becoming a knowledge seeker. He uses the average probability vector to fully replace 
his knowledge.  

If SoL{Pj(t)}≥SoL{AvgP(t)}, which means the current observed index SoL of the jth 
student is equal or greater than the SoL of average. The performance of the simulator 
is above normal standard. In our proposed cooperative method, this type of student is 
becoming a knowledge provider. He offers help to others in an implicit way. He con-
tributes to the team through enhancing the SoL of average probability. 

Here to explain the difference between interaction with teacher and the cooperation 
among student-team. Teacher helps student to refine his decision strategy to achieve 
the ultimate goal. All the students can learn the correct answer from teacher, but the 
learning speed differs from others. However, the cooperation among student-team is 
to accelerate the learning process. There could be a case that a student has a strong 
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preference of bad action, and SoL of this student is higher than the average baseline. 
He won't benefit from collective knowledge in this cooperation, but after sufficient 
interaction with teacher, student can gradually change this preference and benefit 
from the collective in the future cooperation. 

3 Experimental Results 

In this section, experimental results are presented to test the implementation of coop-
erative student-team. These results were obtained by performing numerous simulation 
experiments.  

In all the experiments, a student is considered to have finished study if the proba-
bility of choosing an action is greater or equal to a threshold Thr (0 < Thr < 1). More-
over, a student is considered to have learned the correct answer if the probability  
vector converged to the action with the highest reward probability. We ran the exper-
iment NE times and took the average as convergence speed. Accuracy is calculated as 
the ratio between correct convergence times and NE. The ratio between the reduction 
of iteration number and the baseline iteration is taken as iteration gain. 

Firstly, table 1 shows a comparison between scenario 1 and 2. Scenario 1 is our 
proposed cooperative student-team system. Scenario 2 is the best situation in the  
student-classroom interaction system published in [9]. We adopt exactly the same 
environment setting and parameters as [9], that is three types of LA, each category 
has three instance, four environments, M=10, Thr=0.99 and NE=75.  

Table 1. Comparison between cooperative student-team system and student-classroom 
interaction system on the convergence and accuracy 

Env. 
Student 

type 

Single student Scenario 1 Scenario 2 

#iter. #wro. # iter. %gain #wro. # iter. %gain #wro. 

E4,A 

Fast 

Normal 

Below  

572 

996 

1382 

0 

0 

0 

549 

535 

549 

4 

46 

60 

0 

0 

0 

492 

476 

507 

14 

52 

63 

0 

0 

0 

E4,B 

Fast 

Normal 

Below  

1482 

2201 

2633 

0 

0 

0 

731 

683 

697 

51 

69 

73 

0 

0 

0 

972 

879 

758 

34 

60 

71 

0 

9 

9 

E10,A 

Fast 

Normal 

Below  

686 

1297 

1804 

1 

1 

0 

614 

612 

629 

10 

53 

65 

0 

0 

0 

585 

570 

586 

15 

56 

68 

0 

1 

1 

E10,B 

Fast 

Normal 

Below  

1655 

2114 

2859 

4 

4 

4 

876 

783 

810 

47 

63 

72 

1 

1 

1 

1053 

780 

784 

36 

63 

73 

1 

13 

13 

#iter.: the average number of iterations required for convergence    

#wro.: the number of wrong convergences;       

%gain: the iteration gain. 
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The results of this comparison are given in table 1. In scenario 1, all types of stu-
dents benefited from the proposed strategy. The convergence speed is comparable to 
the scenario 2 and even better when the environment is becoming harder. For exam-
ple, in environment E4,B, all types of students got more improvement than what they 
got in scenario 2. Moreover, the accuracy is also improved. In scenario 2, nine out of 
NE times normal and below normal students study the wrong answer. While in our 
proposed system, all types of students converge correctly. 

Next, experiments were performed to demonstrate the cooperative system is superior 
to the single operated LA in the aspect of speed and accuracy. Three estimator based LA 
algorithms: Stochastic Estimator reward-inaction (SEri), Discretized Pursuit reward-
inaction (DPri) and Discretized Generalized Pursuit Algorithm (DGPA) were performed 
in this experiment. Environments are set to be the well-known benchmark in [7]. 
Thr=0.999, NE=250000, M=10 and “Best parameters” for each benchmark were used. 
“Best parameters” and single LA’s performance were clearly published in [7]. 

Table 2. Comparison between cooperative student-team system and single-student on the 
convergence and accuracy 

Env. Student type 
Single student Cooperative team 

#iteration accuracy # iteration accuracy %iter gain 

E1 

SEri 

DPri 

DGPA 

426 

1086 

880 

0.997 

0.995 

0.997 

416 

438 

440 

0.999 

0.999 

0.999 

2.34 

59.7 

50.0 

E2 

SEri 

DPri 

DGPA 

834 

2500 

1677 

0.996 

0.994 

0.996 

749 

788 

792 

0.999 

0.999 

0.999 

10.2 

68.5 

52.8 

E3 

SEri 

DPri 

DGPA 

2540 

9613 

5191 

0.995 

0.993 

0.995 

2038 

2044 

2097 

0.999 

0.999 

0.999 

19.8 

78.7 

59.6 

E4 

SEri 

DPri 

DGPA 

325 

783 

754 

0.998 

0.996 

0.997 

323 

345 

345 

0.999 

0.999 

0.999 

0.615 

55.9 

54.2 

E5 

SEri 

DPri 

DGPA 

729 

2363 

1445 

0.997 

0.994 

0.997 

673 

709 

710 

0.999 

0.999 

0.999 

7.68 

70.0 

50.9 

 
It is obvious that all types of LA got improved both in terms of learning speed and 

accuracy. For instance, in E1, SEri converged in 416 iterations instead of 426, which 
is a 2.34% improvement. DPri converged in 438 iterations instead of 1086, which is a 
59.7% improvement. DGPA converged in 440 iterations instead of 880, which is a 
50.0% improvement. When in the hardest environment E3, SEri converged in 2038 
iterations instead of 2540 iterations, which is a 19.8% improvement. DPri converged 
in 2044 iterations instead of 9613, which is 78.7% faster. DGPA converged in 2097 
iterations instead of 5191, which is a 59.6% improvement. Furthermore, the accuracy 
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of all types of LA achieved 0.999 under all environments. For example, in E5, the 
accuracy of SEri is improved from 0.997 to 0.999, DPri is improved from 0.994 to 
0.999 and DGPA is improved from 0.994 to 0.999. 

From above data analysis, the cooperative student-team does well. Learning speed 
and accuracy are both benefited from the proposed strategy. This novel idea of coop-
eration provides another reference for the real-life students’ learning, as well as ex-
plores a new research field in the intelligent tutorial systems (ITSs).  

4 Conclusion and Future Work 

This paper has presented a brand new class of cooperative student-team system, in 
which all LA simulated students working as a team and using collective wisdom to 
improve their learning. SoL is performed as a self-exam indicator, which is difference 
between the maximum probability and the second maximum probability. When the 
student discovers his weakness in learning, he adopts the average knowledge. The 
experiment evidently showed that our proposed methods convergence speed is  
comparable to the student-classroom interaction method and even better when the 
environment is becoming harder. The accuracy is clearly improved compared to the 
previous interaction method and the single operated student. 

However, this paper doesn’t aim to surpass all the proposed method, but to show 
the cooperative interaction can effectively serve as an attractive method to perform in 
tutorial-like system. For future work, we believe that a cooperative method can be 
used in the LA theoretical field to accelerate learning speed without compromising 
the accuracy. And the studying of students in tutorial-like system is still open. 
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Abstract. The difficulty of monocular non-rigid 3D reconstruction using  
statistical learning approaches is to get a model that can represent as many de-
formations as possible. Given a known dataset to learn a model, existing latent 
variable models (LVMs) fail to focus on how to attain labeled samples. In this 
paper, we propose novel clustering-based LVMs in which we automatically  
select representative samples to be the labeled ones. To this end, G-means algo-
rithm is adopted to cluster latent variables and obtain the labeled samples. The-
se labeled samples are corresponding to the latent variables closest to clustering 
centers. We learn the Gaussian Process Latent Variable Model (GPLVM) and 
the Constrained Latent Variable Model (CLVM) into which we introduce clus-
tering in the context of monocular non-rigid 3D reconstruction, and compare 
them to those without clustering. The experimental results show that our  
clustering-based LVMs could perform better. 

Keywords: latent variable models, G-means, non-rigid 3D reconstruction. 

1 Introduction 

Recovering the shape of 3D deformable surfaces from monocular images is a notori-
ously intractable problem because of its inherent ambiguities. However, it is rather 
interesting and attractive because this research could benefit many different fields, 
such as the entertainment industry, the sports, the medical field and so on. Therefore, 
varieties of approaches have been put forward to resolve the problem of non-rigid 3D 
reconstruction from monocular images. Physically-based approaches [1,2,3] aim at 
modeling the true behavior of an object, but they usually need to know some physical 
parameters which are hard to obtain and the non-linearity of the true physics is com-
plicated to deal with. Structure from motion methods [4,5,6] resolve the ambiguities 
by tracking points across image sequences, but they depend on stronger constraints 
and a good initialization. Statistical learning approaches [7,8,9,10] have become a 
kind of favored methods to recover the shape of 3D deformable surfaces.  

Actually, LVMs are commonly applied to learn the appropriate models from train-
ing data, since they can project the high-dimensional data into a low-dimensional 
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space and represent the unknown mappings by learning. In [9], the GPLVM [11,12] is 
used to learn local deformation models from data. [10] has proposed a new model 
CLVM, and made the GPLVM as a comparison. These LVMs have ignored that, what 
kind of the labeled samples to be chosen can influence the effectiveness of models. 
Although these LVMs perform well, we think that the resulting LVMs will be more 
effective if we are able to select those representative samples to be labeled samples.  

Given a dataset with thousands of obtained samples, there is a need to select repre-
sentative samples with an appropriate method as the labeled ones since there must be 
many whose intrinsic attributes are similar. If we just choose the labeled samples 
randomly, the probability will increase that some whose intrinsic attributes are similar 
are chosen as labeled samples. If all the labeled samples have similar attributes, which 
of course is the worst situation, the model will only adapt to 3D reconstruction within 
a very small range of deformations. Thus, clustering can be used to get the labeled 
samples. G-means assumes that the subsets of data follow the Gaussian distribution, 
which is applicative to our data in latent space. In fact, due to the advantage of low 
dimensionality in latent space, G-means expenses little additional cost of time. There-
fore, it’s a good choice to make use of the G-means to obtain the labeled samples. 

More specifically, we make use of the G-means [13] to cluster the latent variables 
which may be obtained by the Principal Component Analysis (PCA) or other dimen-
sionality reduction techniques. These latent variables closest to the clustering centers 
are taken to be labeled samples. We then learn the LVMs using these labeled samples. 
This method can ensure that labeled samples are as far different from each other as 
possible in the latent space. Consequently, the resulting model could represent a wider 
range of shapes as to the problem of monocular non-rigid 3D shape recovery. 

By introducing the G-means to LVMs, we can improve the performance of LVMs. 
We have demonstrated the effectiveness of the clustering-based LVMs on synthetic 
data. The clustering-based LVMs do outperform their original LVMs without cluster-
ing in the context of non-rigid 3D shape recovery from monocular images. 

2 Related Work 

Non-rigid surface reconstruction from monocular images is a well-known challenging 
problem. Physically-based approaches are inspired by Mechanical Engineering tech-
niques. The Finite Element Method, a classic physically-based method, is widely used 
in computer vision [1,2,3]. However, it’s hard to obtain those very appropriate physi-
cal parameters. Structure from motion methods try to recover non-rigid 3D shapes 
with video sequences. [4] uses multiple factorizations, [5] introduces locally-rigid 
motion framework, and [6] presents a variational approach for dense 3D reconstruc-
tion. At the same time, statistical learning approaches develop well. [7] learns local 
deformation models with the GPLVM, [8] learns linear local models for surface 
patches, [9] learns GP mappings from intensity patterns to shapes of local surface 
patches, and [10] proposes to learn a novel model named CLVM. 

Among statistical learning approaches in context of non-rigid 3D reconstruction, it 
can be seen that either simple linear models or more complex LVMs are learnt. As we 
know, the linear models are too simple to represent the problem in many occasions. 
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Hence, the LVMs are more commonly studied and used. The GPLVM has been ex-
plained in details in [11,12], and the subsequent study on the GPLVM has been pre-
sented by Urtasun in [14]. However, all of the studies have failed to consider the 
problem of the way to choose the labeled samples, which we will propose as follows. 

3 Clustering-Based LVMs 

3.1 Latent Variable Models 

Monocular 3D reconstruction of deformable surfaces always involves handling data 
in high dimensionality. As an effective vehicle for dimensionality reduction, LVMs 
have drawn more and more attention. Naturally, it occurs to researchers that they 
could exploit the LVMs to reconstruct the shape of 3D deformable surfaces. GPLVM 
is used to deal with the trouble of high dimensionality in the space of possible defor-
mations in [7]. CLVM [10] really gains improvements over GPLVM on the problem 
of non-rigid 3D reconstruction from monocular images. 

Given a dataset full of varieties of available shapes Y, the first thing is to get their 
latent variables X. Here, Y, which is in a high dimensional space, is represented as 
triangulated meshes with 3D vertex coordinates; X, which is in a low dimensional 
latent space, is acquired by PCA. Then, n pairs of latent variables and their individual 
shapes are chosen as the labeled samples for both the GPLVM and the CLVM, and m 
latent variables as the unlabeled ones specially for the CLVM. Now we state the 
GPLVM and the CLVM, respectively. 

GPLVM. Given n training pairs of the latent variables and their shapes 

1 1
[( , ), ..., ( , )]

n n
x y x y , our goal is to predict the output ' '( )M=y x   from a novel 

input 'x . Let
1

[ , ..., ]T

L n
=Y y y , 

1
[ , ..., ]T

L n
=X x x . The likelihood 

 11 1
( | , ) exp( ( ))

2(2 ) | |

T

L L L L
ND D

p tr
π

−= −Y X K Y Y
K

Θ , (1) 

where K is the kernel matrix whose elements are defined by the covariance function, 

( , )
i j

k x x . Here, we take this function to be the sum of a RBF and a noise term: 

 2

1 3
( , ) exp( ( ) ( ))

2

T

i j i j i j
k x x x x x x

θ
θ θ= − − − + . (2) 

GPLVM is learnt by maximizing ( | , ) ( )
L L

p pY X Θ Θ  with respect to Θ . 

At reference, given a latent variable 'x , the mean prediction can be expressed as 

 ' 1 '( ) ( )T

L

−=x Y K k xμ , (3) 

where ' ' '

1
( ) [ ( , ), ..., ( , )]T

n
k k=k x x x x x . 'y  is taken to be this mean prediction. 
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CLVM. The main idea of CLVM is explicitly imposing equality or inequality con-
straints on the model’s output during learning. So, the CLVM is the problem of learn-
ing a LVM incorporating constraints on the generated outputs. As you may guess, 
those m unlabeled samples are used to impose constraints. 

Let
1

[ , ..., ]U U

U m
=X x x , representing the m unlabeled latent variables. The latent var-

iable model can be written as the form 

 ' '= ( )y W xφ . (4) 

The learning can be formulated as the constrained optimization problem  

 2 21
min || || || ||

2 2
L L F F

γ
( ) − +

W
W X Y Wφ  (5) 

 . . ( ) 0
U

s t C  ( ) =W Xφ , , ( ) 0
U

or D ( ) ≤W Xφ ， 

where 
1

, ...,
L n

( ) = [ ( ) ( )]X x xφ φ φ  . 

By solving this problem with Lagrange multiplier method and introducing kernel 

function, we can finally get the prediction for an input *x  in closed-form as 

 *

:,*
=y AK  (6) 

with 
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L U
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3.2 The G-Means Algorithm 

The G-means algorithm [13] circularly runs K-means with initial cluster centroid 
positions, whose data have undergone a statistical test, till all the subsets of data fol-
low Gaussian distribution. Hence, at the heart of the G-means algorithm is the statisti-
cal test for the hypothesis that a subset of data follows Gaussian distribution. 

The statistical test is a process in which decisions are made whether the cluster 
should be split into two sub-clusters or not. Anderson-Darling statistic test is used. 
Assuming that c  is a center whose cluster is about to undergo the statistical test, the 
algorithm of the statistical test is as follows. 
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1. Initialize two centers with ±c m , where 2 /λ π=m s , which is obtained by 
doing PCA on X , data of the center c , s being the main principal component cor-
responding to eigenvalue λ . 

2. Run k-means on the above two centers in X  and get two new centers, 
1

c  and 

2
c . 

3. Let vector 
1 2

= −v c c  and then project X  onto v : ' 2=< > / || ||x ,x v v . 

Transform 'X  into Y  so that it has mean 0 and variance 1. 
4. Let ( )z F y= , where F  is the (0,1)N  cumulative distribution function. The 

Anderson-Darling statistic is 

 2

1

1

1
( ) (2 1)[log( ) log(1 )]

n

i n i

i

A Z i z z n
n

+ −
=

= − − + − −  (8) 

and the corrected one is 

 2 2 2

*
( ) ( )(1 4 / 25 / )A Z A Z n n= + −  (9) 

5. If 2

*
( )A Z  is lower than the critical value, keep the original center c ; if not, 

keep 
1

c  and 
2

c  instead of c . 

3.3 Clustering-Based LVMs for Non-rigid 3D Reconstruction 

The main idea of clustering-based LVMs is to take advantage of the clustering meth-
od G-means to automatically obtain representative samples as the labeled samples for 
LVMs. The procedure of the clustering-based LVMs is as follows: 

1. Given a dataset Y, randomly choose M test samples 
T

Y . Perform PCA on the 

rest samples 
R

Y  to get all the latent variables X in the dataset. Let 
R

X  be latent 

variables corresponding to 
R

Y . Let 
T

X  be known test latent variables. 

2. Cluster 
R

X  with G-means according to subsection 3.2. Choose the latent vari-

ables closest to the clustering centers in 
R

X  to be N labeled latent variables 
L

X , 

the corresponding 
L

Y  to be labeled samples. Choose V unlabeled latent variables 

U
X randomly from 

R
X  specially for the CLVM. 

3. Learn GPLVM and CLVM according to Eq. (2) and Eq. (7) respectively. 
4. Predict test samples according to Eq. (3) and Eq. (6) respectively. As a test, 

T
X  can be known latent variables to predict their shapes '

T
Y . During simulating  
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reconstruction, optimized latent variables can be used to predict the shapes '
T

Y . 

The mean of reconstruction errors between '
T

Y  and 
T

Y  can judge the perfor-

mance of models. 
As is seen from subsection 3.1, latent variable models learn a model that gives a 

mapping from the latent space to the output space, such as 3D shapes. However, for 
an unknown shape, its latent variable is also unknown. So, the optimization is neces-
sarily used to reconstruct. Now let’s see the process of the optimization in brief. 

First the latent variable is initialized with some knowledge or by intuition. Then we 
iteratively obtained the prediction of the 3D shape with the latent variable models and 
minimized the reprojection error. The optimization can be written as 

 ' ' 2

2
min || ( , ) ( , ) ||

i i i ii
u v u v−x

 (10) 

where ' '( , )
i i

u v  and ( , )
i i

u v  are the reprojection and the real location of the input 

image’s thi feature point. The details of solution to reprojection can be found in [15]. 

4 Monocular Non-rigid 3D Reconstruction 

We verified the effectiveness of the clustering-based LVMs when applied to non-rigid 
3D reconstruction from a single camera. We first conducted some experiments about 
the variation with the critical value in G-means, of the reconstruction errors and the 
constraint errors on the clustering-based LVMs using the known latent variables. 
Then an acceptable critical value was chosen to do some experiments on the cluster-
ing-based LVMs and LVMs without clustering respectively, using the known latent 
variables and the optimized latent variables respectively. For all the experiments, we 
made use of the cardboard dataset and the cloth dataset which had been employed in 
[10]. The two datasets separately contain 2299 and 1885 sample shapes represented 
by 81 and 63 3D vertex coordinates respectively. 

4.1 Variation of Errors on Clustering-Based LVMs 

For both datasets, we first chose M=300 test samples, then clustered the latent varia-
bles of the rest samples with G-means to attain the labeled samples, and finally chose 
V=50 unlabeled samples from the rest samples for CLVM. We learnt CLVM as well 
as GPLVM and predicted 300 shapes of the test samples with the known latent varia-
bles which were obtained by PCA.  Equality constraints were used here.  
We varied the critical value, and observed the changes of the mean reconstruction 
errors and the mean constraint errors over the 300 test samples. Fig.1 has shown the 
variation of those errors. 
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Fig. 1. Mean reconstruction errors and constraint errors’ variation with the critical value. The 
left is for the cardboard dataset, and the right is for the cloth dataset. 

From Fig.1, it can be observed that the mean reconstruction errors roughly showed 
a trend of increase with the critical value while the mean constraint errors did not 
show very significant changes, which meant that a lower critical value resulted in a 
better model. However, there was a truth during the experiments that the number of 
clusters decreased with the increasing critical value. That was to say, when the critical 
value increased, the number of labeled samples decreased, which was beneficial to 
lowering the computational burden. So there was a balance between the quality of 
models and the computation cost. 

4.2 Comparison to LVMs without Clustering 

Having known from subsection 4.1 that a balance had lain between the quality of 
models and the computation cost, we picked an appropriate critical value 30 to do the 
following experiments. We first demonstrated that the clustering-based LVMs were 
effective and useful using the known latent variables, and then we generated synthetic 
data to perform the reconstruction with the optimization method. 
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Table 1. Comparison between the LVMs without clustering and the clustering-based LVMs 
when predicting shapes for the cardboard from the known latent variables 

Methods 
Equality Constraints Inequality Constraints 

R.E.[mm] C.E. [mm] R.E. [mm] C.E. [mm] 

GPLVM 
2.6824 
±0.1467 

0.8575 
±0.0528 

2.6824 
±0.1467 

0.8448 
±0.0515 

Clustering-Based GPLVM 2.2282 0.7079 2.2282 0.6959 

CLVM 
2.5558 

±0.1276 
0.6093 

±0.0399 
2.6756 

±0.1267 
0.7284 

±0.0372 
Clustering-Based CLVM 2.1732 0.5369 2.2360 0.6472 

Table 2. Comparison between the LVMs without clustering and the clustering-based LVMs 
when predicting shapes for the cloth from the known latent variables 

Methods 
Equality Constraints Inequality Constraints 

R.E.[mm] C.E. [mm] R.E. [mm] C.E. [mm] 

GPLVM 
3.9028 

±0.1012 
1.5765 

±0.0277 
3.8413 

±0.1112 
1.1761 

±0.0692 
Clustering-Based GPLVM 3.6687 1.4621 3.6687 1.1086 

CLVM 
4.0807 

±0.1034 
1.2220 

±0.0444 
3.7837 

±0.1046 
1.0234 

±0.0617 
Clustering-Based CLVM 3.9224 1.2739 3.6434 0.9782 

Prediction with Known Latent Variables.  A comparison was made between 
twokinds of original LVMs (GPLVM and CLVM) and the clustering-based LVMs 
(clustering-based GPLVM and clustering-based CLVM). 

We still maintained M=300 test samples and V=50 unlabeled samples. For the 
clustering-based LVMs, indices of the labeled samples derived from the G-means 
with the critical value 30, and the number N was 59 for the cardboard and 56 for the 
cloth. For the original LVMs without clustering, we performed 24 times learning with 
only labeled samples randomly chosen every time and with the test samples and unla-
beled samples maintained the same as those clustering-based LVMs, and predicted 
the test samples with the known latent variables every times, taking the mean value 
and the standard deviation over 24 times results of mean errors of the test samples. 
Equality and inequality constraints were imposed respectively. A clear comparison 
about the reconstruction and constraint errors was presented in Table 1 and Table 2.  

The comparison clearly pointed out that reconstruction errors and constraint errors 
of the clustering-based LVMs were scarely outside the range of those of LVMs with-
out clustering. In fact, nearly all the errors of the clustering-based LVMs were lower 
than the mean errors of LVMs without clustering. This revealed that the clustering-
based LVMs could improve the performance of original LVMs in nature. 
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Table 3. Comparison between the LVMs without clustering and the clustering-based LVMs 
when reconstructing the shapes for the cardboard with the optimized latent variables. M=300, 
V=50, N=59. Reconstruction errors and constraint errors were presented. 

Methods 
Equality Constraints Inequality Constraints 

R.E.[mm] C.E. [mm] R.E. [mm] C.E. [mm] 

GPLVM 
2.9868 
±0.1441 

0.9249 
±0.0228 

2.9868 
±0.1441 

0.8915 
±0.0254 

Clustering-Based GPLVM 2.5401 0.8187 2.5401 0.7873 

CLVM 
2.6703 

±0.1427 
0.7409 

±0.0394 
2.9527 

±0.1293 
0.8072 

±0.0136 
Clustering-Based CLVM 2.2395 0.7139 2.5180 0.7533 

Table 4. Comparison between the LVMs without clustering and the clustering-based LVMs 
when reconstructing the shapes for the cloth with the optimized latent variables. M=300, V=50, 
N=56. Reconstruction errors and constraint errors were presented. 

Methods 
Equality Constraints Inequality Constraints 

R.E.[mm] C.E. [mm] R.E. [mm] C.E. [mm] 

GPLVM 
4.9655 

±0.0655 
1.8372 

±0.0313 
4.9655 

±0.0655 
1.4516 

±0.0484 
Clustering-Based GPLVM 4.6727 1.7322 4.6727 1.3814 

CLVM 
4.8743 

±0.1476 
1.7062 

±0.0401 
4.8630 

±0.0619 
1.3385 

±0.0441 
Clustering-Based CLVM 4.6321 1.6363 4.5864 1.2701 

Reconstruction with Optimized Latent Variables.  We now generated the synthet-
ic data for both datasets and simulated the process of optimization and reconstruction. 
1000 random points were spread on each mesh-represented shape to be the 3D feature 
points. We specified their barycentric coordinates by setting 3 random numbers 
whose sum was 1. 2D locations of those 3D feature points could be created by projec-
tion relationship between them. We then added Gaussian noise with standard devia-
tion 2 to these 2D locations. When we completed generating the synthetic data, we 
could use them to optimize the latent variables. For this part, we just performed 5 
times learning for the LVMs without clustering since we took it into account that  
the process of optimization was rather time-consuming. The N labeled samples  
were chosen randomly for the LVMs without clustering. The M test samples and V 
unlabeled samples maintained the same as the clustering-based LVMs. 

As observed from Table 3 and Table 4, errors of the clustering-based LVMs were 
all much smaller than the mean of errors of those without clustering. That was to say, 
the clustering-based LVMs gained improvements during the optimization which was 
a necessary process in the real situation. Therefore, we could draw a conclusion that 
the clustering-based LVMs had obvious advantages over their original ones. Fig. 2 
and Fig. 3 showed shapes of 2 frames of deformations for the cardboard and the cloth 
respectively, including their real shapes and shapes reconstructed with GPLVM,  
clustering-based GPLVM, CLVM and clustering-based CLVM. The shapes were 
reconstructed using equality constraints in Fig. 2 and inequality constraints in Fig.3. 
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Fig. 2. Shapes of the 161th (left) and 1803th (right) deformations for the cardboard 

 

Fig. 3. Shapes of the 945th (left) and 1454th (right) deformations for the cloth 

5 Conclusions 

In this paper, we presented clustering-based LVMs in which we introduced G-means 
into LVMs. In theory, the clustering-based LVMs can predict a wider range of shapes, 
thus performing better. We conducted experiments on the cardboard dataset and the 
cloth dataset and compared the clustering-based LVMs with their original GPLVM 
and CLVM. The results demonstrated the effectiveness of the clustering-based LVMs 
in the context of monocular non-rigid 3D reconstruction. In future work, it is worth 
considering how to give a good initial latent variable during the optimization. 
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Abstract. Nowadays, with the rapid development of social networks, communi-
ty-oriented Web sentiment analysis technology has gradually become a hot top-
ic in the field of data mining. Being concise and flexible, Chinese microblog 
poses new challenges for sentiment analysis. This paper proposes an approach 
to classify Chinese microblog sentiments into positive and negative by the plain 
Naive Bayes (NB) and Support Vector Machine (SVM). Based on data prepro-
cessing, sentiment lexicon construction, combining element of users’ com-
ments, this research posit this Comments-attached Microblog Sentiment  
Classification, which is a novel method of attaching microblog users’ comments 
to the target microblog in order to improve the accuracy of sentiment classifica-
tion. The experiment proves the vitality of this method and the advancement of 
the indecency from the way of language expressions. 

Keywords: Chinese Microblog, sentiment classification, machine learning, us-
er’s comments. 

1 Introduction 

Microblog is a popular networking tool for obtaining and publishing information. 
Users can instantly share 140-Word text messages. With the development of 
microblog, there has been a lot of microblog with a perspective, so that there is an 
urgent need to analyze and get information on the Semantic Orientation (SO) of these. 
At popular events, the user's SO is far more dramatic. It is of great importance to 
study sentiment classification1, for it is beneficial for monitoring, discovery and guid-
ance of public opinions. 

As Chinese microblog have a lot of differences from conventional texts. The senti-
ment analysis has its special feature, which is mainly that the microblog sentiment anal-
ysis is not limited to microblog text itself. Analysis for it can be implemented from vari-
ous perspectives based on the characteristics of microblog product. As there are no 
stand expressions for the microblog texts, it is very difficult to judge the SO of the text. 
Compared with the traditional text, microblog has the following characteristics: short 

                                                           
1  The sentiment of the text are divided the subjective texts into positive and negative, or posi-

tive, negative and neutral. The criteria used to measure the degree of preference for some-
thing as shown in the texts is semantic orientation. 
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length, informality (being colloquial), semi-structure, and a large number of ellipsis 
and reference which pose challenges on sentiment classification [11] [14]. 

 In this paper, sentiments expressed by microblog are divided into positive and 
negative. Combining machine learning method, sentiment lexicon and a small-sized 
annotated corpora, the sentiment classification is studied. Considering the characteris-
tics of microblog, we divide it into main bodies of messages and subdivided opinions. 
We propose a novel method, which regards the users’ comments as a part of the addi-
tional features related to the features of the main bodies. We get the subjective 
microblog of hot topics for feature extraction and calculation of feature weight. Then 
we build classifiers to compare and analyze the performance of different classifiers 
under different conditions. Research results show that the method above can not only 
extract features effectively and accurately, but also improve the performance of clas-
sifier and get higher value of F1-Measure to the classification results.  

2 Related Works 

With regards to traditional text research, Pang et. al, (2002) applied different features 
election methods such as NB, Maximum Entropy (ME) and SVM to classify the mov-
ie comments. The experiment indicates that Boolean value as feature weights works 
yields more accurate results than term frequency. Among the three classifiers, SVM 
classifier obtain the best effects [1].Mullen et. al. (2004) accomplish more by taking 
the evaluative factor (good or bad, EVA), potency (strong or weak, POT) and activity 
(active or passive, ACT) values of adjectives, along with the SO value of the valuable 
phrases as features, based on Turney's [2] five combination model of polarity words 
[3].Employing CHI and information gain, Ni (2007) implement sentiment classifica-
tion based on NB, SVM and Rocchio's algorithms [6]. 

In researches for Chinese language, Tang Huifeng et. al, (2007) studied the text 
features and sentiment classification based on supervised learning under the training 
set of various quantities and sizes [4]. It is found that sentiment classification can 
achieve better results with sufficient training set and features, applying Bigram fea-
tures, information gain feature selection and SVM method. Considering the impact of 
negative adjectives and adverbs on semantic tendency, Xu Jun (2007), analyzed and 
classified the news comments corpora with NB method and ME model [5]. As to the 
feature weighting, the binary feature weighting is selected to improve the accuracy of 
classification. Combining the semantic features and the automatic polarity identifica-
tion system on machine learning, Xu Wang calculated the lexical inclination by 
HowNet and analyzed the polarity of the text by SVM [7].  

Presently, microblog sentiment classifications are mainly based on machine learn-
ing algorithms, such as the SVM, NB, ME. By learning training set features, a classi-
fier model is constructed to be applied in the classification of the test set [10].The key 
of emotion classification based on machine learning is effectively extracting charac-
teristic information [8, 9] [13]. With the development of training corpora and the  
introduction of the semantic features [11, 12], sentiment classification based on  
machine learning has been performing quite well. 
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3 Sentiment Classification Considering Users` Comments 

Chinese grammar and language convention values the context. The microblog text 
contains more than one sentence in a specific context. Although it can accommodate 
up to 140 characters, the information that microblog contain still does not accurately 
describe the semantic orientation. We introduced the features related to the theme into 
the Chinese microblog, to explore whether it is conducive to classification. In order to 
fully cater to its special features, we have used the information of user’s comments 
extended target microblog to increase classification accuracy. 
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Features
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Model
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Feature
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Fig. 1. Sentiment classification framework considering the comments 

Fig.1shows basic framework of sentiment classification based on machine learning
 techniques consists of two similar phases: training and testing phase. These two stag-
es include similar processes, such as selection process of user’s comments, microblog 
pretreatment, feature extraction, feature weight calculation. Different machine learn-
ing methods are then used to train and get text classification model. In the classifica-
tion process, it is used to predict a new microblog classification of polarity. 

As shown in algorithm, users’ comments are selected and processed. Then the val-
uable user’s comments are attached. The whole algorithm processes as follows: 

 
Algorithm. Microblog sentiment classification considering the comments.  

Input: The training set of labeled samples for current 
batch, Tn; The testing set of unlabeled samples for cur-
rent batch, Un; The comment set of target microblog 
samples for current batch, Cn; 

Output: The semantic orientation, O (Un);  
Require:  Classifiers for the classification, Mnb or Msvm; 

1:  Extracting the set of reliable negative or posi-
tive comments Vn from Cn with help of Selection Method; 
2: Vn = VTn cup VUn, for target microblog samples; 
3: Training the model on Tn ∪VTn, with help of classifiers  
4: Classifying testing samples in Un ∪VUn; 
5:  return O (Un)  

Finally:  Evaluation the capacity of classifiers; 
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3.1 Selection Process of Comments 

Microblog Comments. Expressions of the sentence play a great role in deciding the 
sentiment of sentences. A challenge for sentiment classification is to make machines 
to understand these expressions. Compare two sentences: "the skin creams, suitable 
for people with very dry skin."" With a skin cream, skin will become very dry. "These 
two sentences using the word almost," skin cream, "" skin "and" very dry.” But the 
first sentence is positive; the second sentence is likely to be negative. Another expres-
sion-related issue is "ironic". Many positive words are affected by the effects of Fo-
rum culture, they have transformed to negative trends, such as "you are so talented!" 

After research and analysis, in order to take full advantage of the characteristics 
microblog possessed, we find that the subjective comments information can be 
viewed as a basis for the sentiment classification of target microblog, also a tool to fix 
the wrong interpretation of the sentiment. Effective part of the comment is actually a 
basic understanding of the emotions of the public for target microblog, which is syn-
onymous with antisense transformation or conversion. So comments can be treating 
as a specific sentence in the context. 

For example, a target microblog text is as follow: “The hunger marketing way of 
XiaoMi mobile is too successful, too talented!" Valid comment 1 "I lost it again! We 
really cannot tolerate it anymore. “Valid comment 2:" Agreed! The XiaoMi’s practice 
hurts Mi-fans’ feelings!!! “Mere analysis of target microblog may produce inaccura-
cy. Two valid comments are negative comments related to this microblog. So senti-
ment of the target microblog is likely to be negative. 

Selection Process. After the analysis of microblog characteristics, it is found that 
user’s comments, which contain the main characteristics are an important part of 
microblog. Two kinds of valuable information, one of which is holding the same point 
as target microblog, the other on the contrary to it are expected to be extracted from 
the comments collection intermixed with extraneous ones. We sequence the user’s 
comments based on the relevancy (similarity), quality and time. Interception within a 
certain number of comments is perceived as valuable on the target microblog. 

The first factor needs consideration is the relevance between the comments and the 
target microblog, which refers to the degree of similarity between these two. It can 
effectively filter out a lot of comment spam and advertising comments.  However, 
relevance alone cannot guarantee the accuracy. Thus some peculiar characteristics of 
microblog production can be applied to delve in more significant issues, which often 
consist of the number of browsing users, number of “good” as well as the relevance 
between the latter and time. (This relevance is included in the formula 4) To further 
explain, a comment with more browsing users, which means more attention, obvious-
ly is of greater significance and worth for the research. A comment which gains a lot 
of “good” is more likely to own higher quality, with more approval from the users. 
Moreover, the earlier the comment is released, the more attention it tends to attract. 

The calculation method based on the semantic similarities of HowNet2 is intro-
duced in this paper. The formula of the similarities between two sentences is as the 
following:   
                                                           
2  Dong Zhendong & Dong Qiang. HowNet [EB/OL].http://www.keenage.com/ 
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In target microblog sentence (St), there are n words: w11, w12 …w1n. In the comment 
sentence (Si), there are m words: w21, w22…w2m. Sim(w1u,w2v) refers to the similarities 
between two sentences’ words [15].  
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The quality of the comments include: the quality of the heat (H) and quality of 
comments (Q) as well as the time dimension (T). It represents the number of user`s 
comments to be read within a certain time, and as well as the extent to which the pub-
lic would find it helpful, it can objectively reflect influence of this microblog.  

In the equation of Hi and Qi, userfuli represents that the users regard the comment 
as useful and viewi means the times that the comment is browsed. As to Ti, ti is the 
time at which the comment is published, tnow refers to the time when the comment is 
extracted and stands for a constant from zero to one. 

Sort the evaluation score based on the relevance, quality and time. Formula is as 
follows: 

 ( ) ( )βαα ,,,1 iiiii QHTfunsimrank ×−+×=   (5) 

 fun (Ti,Hi,Qi,β) =β*(Qi+Hi)+(1-β)* Ti                 (6) 

For i=1….n,where a, β are constants of 0 to 1. The fun (Ti,Hi,Qi,β) refers to the 
formula the quality of the Commenti, which requires certain alteration based on differ-
ent conditions. A simple method adopted in this paper. 

It is often required to remove duplication in the data, which is no meaningful data, 
such as "right", "agrees LZ (Topic Creator)”. But valid comments require some spe-
cial words as properties of comments. These properties can tell the difference of emo-
tional relationships between comments and target microblog, such as emoticons or 
expressions of support or opposition. Table 1 filters some microblog emoticons: 
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Table 1. Microblog emoticons 

support  oppose 

 

[good]  [bad] 

 

[cooperation]   [no] 

 [powerful]  [spill] 

 
After the above process, as shown in Fig. 2, valuable subjective comments of target 

microblog are attached to the target text as an extended text. 

 

Fig. 2. Structure of attached properties on Microblog 

3.2 Pretreatment Works 

Eliminate the Informal Language. The colloquial and subjective microblog texts 
and frequently appeared network expressions imposed higher requirements on senti-
ment classification. For example, ‘I BS the quality of the computer at this price.’ 
Since “BS” is the abbreviation of the negative word “contempt" (pronounced as 
“bishi” in Chinese), so this sentence expresses negative emotions. Under this circum-
stance, we need to make corresponding pretreatment on microblog corpus to eliminate 
the adverse effects brought by the informal language on the sentiment classification 
accuracy. 

In this paper, internet terms and acronyms, which affect the effect of classification, 
have been added to the extended lexicon and to correspond to the replacement words, 
as shown in table 2 which has filtered out common Web words. 

Table 2. Emotion-related Internet vocabulary 

Internet Terms Synonyms 
56 

XI FAN 
boring 

like, enjoy 
DA XIA swordsman 

BS despise 
CAI NIAO  rookie 

YA LI pressure 
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Chinese Word Segmentation. Chinese text needs word segmentation before further 
processing. In this paper, we use NLPIR3, which is designed by HuaPing Zhang. The 
next work is the removal of stop word in text and special symbols. These special 
symbols, including punctuation marks, numbers and letters as well as the inclusion in 
the text, which can have an impact on word segmentation. The privative will be re-
moved from the stop word because it will change the semantic orientation of polarity 
words. 

Features Extraction. Privative and polarity words require special handling. The ob-
jects of privative words can be viewed by setting the sliding window and then be add-
ed to the feature set; In this paper, we use "words set for sentiment analysis" provided 
by the HowNet to calculate the semantic orientation of the polarity words. The results 
of the calculation served as the principal evidence of classification. In case of multiple 
semantic orientations, the relationship between sentences needs to be considered 
when extracting the sentiment features of microblog. For instance, in the sentences 
like “although…but…”, the emotion of the speakers are concentrated on the clause 
leaded by “but…”, so more often than not, the latter part are the main evidences of 
extraction. 

In every microblog, including those of the training set and testing set, the TF and 
TF-IDF score the highest before a Word as an attribute value is recorded as: 

 { }
jiN

,ji,,,, ωωωωω ≠≠∀= 
21

)features(t    (7) 

For train sets, select features values in different classifications as the sum of the 
values of the features, namely as: 

 ( ) ( ) ( ){ }Ytcategorytsttfeatures =∀= ..,categoryYfeatures  (8) 

For test set, on per microblog and corresponding valid comments sets from which 
the top n most frequently occurring words are selected as features’ values. 

Features Weight. The weights of features are mainly calculated in accordance with 
the size of the TF (Term Frequency) and size of TF-IDF (Term Frequency-Inverse 
Document Frequency). TF refers to the number that the feature appears in the docu-
ment, whereas TF-IDF modified TF calculation method, taking the document with the 
feature into consideration in accordance with the following formula: 

 ( ) ( ) 







×=

in

N
dttfdtW lg,,  (9) 

N represents the total number of training documentation set documents, n1 is the num-
ber of documents that contain the word t.  

                                                           
3  NLPIR, Chinese word segmentation system http://ictclas.nlpir.org 
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3.3 Machine Learning Methods 

After the texts are represented as a document-term matrixes use a machine learning 
method to train a sentiment classifier There are a lot of machine learning methods and 
the widely used methods are Support Vector Machine and Naïve Bayes. 

Support Vector Machine. As a machine learning method based on structural risk 
minimization principle, SVM is a projections tool with good generalization capability. 
Considered an efficient method, SVM constructs a hyperplane or set of hyperplanes in 
a higher- or infinite-dimensional space, which can be used for classification, 
regression, or other tasks. Intuitively, a good separation is achieved by the hyperplane 
that has the largest distance to the nearest training data point of any class (so-called 
functional margin), since in general the larger the margin the lower the generalization 
of the classifier.Based on the feature vector sentiment classification divided the doc-
uments into two kinds, which are positive and negative. SVM method is similar to a 
solution to an optimization problem with one constraint condition. Classification 
function is as follows: 

 ( ) bxxKyadx i

m

i ii += =
,

1
  (10) 

The ai and b are obtained by SVM learning algorithms, and k (xi,x) represents ker-
nel functions, mapping the samples to higher dimensions. The sample became "sup-
port vectors" when the corresponding ai of xi is not zero. 

LIBSVM 

4, an efficient software package designed by Lin ChihJen on SVM pattern 
recognition and regression is adapted to train and test the SVM classifier in this paper. 

Naive Bayes. Bayes theorem is applied to predict the of an unknown category sample. 
Then the category with the most is selected as a sample. Within the given category y, 
under the polynomial Bayes algorithm, it is observed that joint W1, W2... Wn probabil-
ity is as follow: 

 ( ) ( )∏
=

=
n

i
iN YPYP

1
21 ,,, ωωωω   (11) 

The microblog t belongs to a certain category of probability, located the eigenval-
ues of t as W1, W2, ..., WN, m categories C1, C2, ..., CM. M=2 in this case considering 
the duality classification of positive and negative sentiment. Based on Bayes formula, 
the probability of t, P{Ci|t} belonging to the class of Ci is: 
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4  C.- C. Chang and C.- J. Lin.  LIBSVM : a library for support vector machines . Available at  
http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
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P(Ci) is obtained by dividing the number of microblog in Ci by the number in train-
ing set. P{wj|Ci} is obtained by dividing the frequency of W j  in feature of Ci by the 
feature in Ci. If P{wj|Ci} equals zero, then smooth processing is adopted, assigning 

as 1)(count
1P += t , in which count (t) represents the number of all the microblog in the 

training set. 

4 Experiment Result Analysis 

4.1 Data Collection  

We utilize SINA5microblog API interface to develop program, which is used to col-
lect microblog of hot topic. A data sets including 4,000 pieces of microblog is picked 
out and divided them into a training set and a testing set. They mark consistent results 
and an emotional tone. Training set contains 3,000 target microblog, with 1429 posi-
tive ones and 1571 negative ones; test set contains 1,000 records, with positive ones 
numbered 578 and negative at 422. 

4.2 Evaluation Indicators 

According to the evaluation scores, the method posited is analyzed. The performance 
evaluation indexes of classifier mainly consist of recall, precision, F1-Meatrue. The 
recall is defined as the percentage of correctly classified texts among all texts belong-
ing to that category, and the precision is defined as the percentage of correctly classi-
fied texts among all texts that were assigned to the category by the classifier. And F1-
measure to evaluate the performance of sentiment classifier. Evaluation Indicator as 
follow: 

 %100
2

1 ×
+

××=
recallprecision

recallprecision
F  (13) 

4.3 Experiment  Process 

Experiment 1: basic classification experiment. Original corpus is preprocessed. Pre-
treatment includes noise reduction, segmentation and POS tagging under different 
conditions in which are different classifiers, features and feature weight calculation. 
Better classifier and features are selected based on experimental results; the text is 
split into a number of clauses, and obtained sentence polarity in the test data. Finally, 
the whole microblog eventual polarity is obtained by adding up the polarity numbers 
of the sentence. Experiment 2: After processing, Users’ comments are attached to the 
training set and testing set, with the same procedures as the experiment 1. 

                                                           
5  Sina microblog open platform  
http://open.weibo.com/wiki/%E9%A6%96%E9%A1%B5 
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4.4 Experiment Results  

Basic Classification Results. Different from the classification based on theme, the 
one of sentiment is primarily dependent on polarity words, which have some effect on 
classification. In addition, people often use privative with polarity words to express 
negative emotions. These experiments applied the combination of three methods to 
describe the features, which are Unigram (U-gram), Polarity words (Pol), Privative 
stand for Negative words (Neg). 

This experiment compared the effects of TF and TF-IDF, two methods of feature 
weighting on experimental results. Fig. 3 shows the classification performance of U-
gram features classifier, which is based on NB classification algorithm and SVM 
algorithm, in different ways of weights calculation and different feature numbers. 
Table 3 shows the classification performance of the combination among different 
features weighting with classification algorithms under different features. 

According to fig. 3, SVM overweigh NB in performance. In the initial stage, the 
error often occurred due to the lack of features. As the number of features increased, 
classification results raised at first then reduced. The reason of the reduction is the 
interference from certain irrelevant words as the number features became larger. Gen-
erally, using TF as the weight calculation method is more applicable. 

 

 

Fig. 3. Comparison of different weights under the NB / SVM algorithm 

Table 3 indicates that, taking the classifier stability in various combinations in Fig. 
4, into consideration, features selected number of 3,500. It is observed that adding 
polarity words and dealing with privative, can improve the accuracy. 

Table 3. Result of Microblog-lever basic Classification (F1%)  

               weight 
feature 

TF  TF-IDF 

NB   SVM  NB      SVM  

Unigram 77.3 79.1 75.6 77.1 

U-gram + Polarity 80.5 81.3 80.1 79.8 

U-gram + Pol +Neg 82.7 82.6 82.0 82.2 

F
1-M

easure 
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Classification Results of Attached Comments. Regarding the comments as single 
sentence in a specific context, this experiment adds the comments of the subjective 
microblog as the criteria. Table 4 shows that SVM classifier with TF feature weighing 
performs the best. It also performs better than the ones without users’ comments in-
formation attached. It can be concluded that the attachment of comments can improve 
the accuracy.  

Table 4. Result of Microblog -lever attached Comments (F1%) 

                 weight 
feature 

TF  TF-IDF 

NB     SVM   NB        SVM  
Unigram 81.1 82.7  80.3 81.7 

U-gram + Polarity 82.4 83.8  81.2 82.3 
U-gram + Pol +Neg 83.7 84.5  83.2 84.1 

 
As the table 5 shows, precision of the comment reached at 85.6%, almost 3% high-

er than the sentence-level precision. So, one error in the sentence prediction on the 
whole has little effect, which also verifies the function of the attached comments to 
promote accuracy. 

Table 5. Result of attached user Comments (%) 

type 
Recall Precision 

sentence  Microblog sentence    Microblog 

Pos 80.3 83.4  82.7 85.6 

Neg 83.1 83.6  82.8 84.2 

Experimental Summarize. To sum up, based on the SVM, NB methods of machine 
learning, as well as a variety of features, this paper implemented the sentiment classi-
fication of the Microblog data sets, and attached comments. 

Experimental results show that SVM works better than NB, with the F1-measure of 
84.5%. In terms of feature selection, unigram is the most important feature. With the 
unigram feature alone, SVM classifiers reached the F1-measure of 82.7%. And after 
adding sentiment polarity words and privative after two features, it rose by about 2%, 
to the degree of 84.5%. In terms of feature weight calculation, though simple, TF 
works much better. So attaching the processed comments, this paper obtained a preci-
sion rate of 85.6% and the F1-measure of 84.5%, which is a satisfactory result. 

5 Conclusion 

Chinese microblog sentiment analysis originates from the sentiment analysis of tradi-
tional text. But its peculiarities are obvious, worth an in-depth study. At present, a 
developed filtering technique is needed to filter out the spam interfering with the sen-
timent classification. This paper had accomplished some filiations of the spam in the 
comments. Due to the absence of network language corpus, the work of microblog 



184 B. Yan et al. 

Chinese word segmentation is confronted with great difficulties. In order to relieve 
this problem, we build a few extended corpuses. 

To optimize the classification results of machine learning, the microblog is divided 
into different categories. The best learning strategy would be adopted according to the 
characteristics of each category. In addition, sentiment classification of text should be 
combined with other text-mining technologies, which would dig out more valuable 
information. This information can enhance the value of classification.  
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Abstract. In this paper we present the results of an experimental Italian  
research project finalized to support the classification process of the two behav-
ioural status (resonance and dissonance) of a candidate applying for a job posi-
tion. The proposed framework is based on an innovative system designed and 
implemented to extract and process the non-verbal expressions like facial, ges-
tural and prosodic of the subject, acquired during the whole job interview  
session. In principle, we created our own database, containing multimedia data 
extracted, by different software modules, from video, audio and 3D sensor 
streams and then used SVM classifiers that perform in terms of accuracy 72%, 
79% and 63% respectively for facial, vocal and gestural features. ANN classifi-
ers have also been used, obtaining comparable results. Finally, we combined all 
the three domains and then reported the results of this last classification test 
proving that the experimental proposed work seems to perform in a very  
encouraging way. 

Keywords: Emotional Speech Classification, Facial Expression Recognition, 
Gestural Expression Recognition, SVM, ANN, Resonance, Dissonance,  
Emotion Recognition. 

1 Introduction 

This work describes the research activities and the final results of an Italian research 
project between AMT Services, an ICT company with a laboratory accredited by the 
Ministry of University and Italian Research, and Polytechnic of Bari, both located in 
Bari. Moreover, the company Adecco s.a., leader in staff selection processes, allows 
experimental tests providing several job interviews. 

In literature [1-2], it is known that the resonance is one of the fundamental proc-
esses throughout the organization of life is structured. Every person, every event, 
every situation is associated with a particular resonance state. In other words, when 
we resonate with other people, we feel related and we communicate much better. The 
principle of the resonance brings people to identify and communicate with each other. 
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Often this communication takes place on the emotional and unconscious level, with-
out awareness from rationality and conscious processes. According to the Theory of 
Vital Needs [3] the resonance plays a fundamental role in the most important choices 
of our life. The resonance represents the harmonic relationship between two or more 
people and it is related to a dynamic version of the behaviour. The resonance is some 
form of agreement or sympathy, among the emotions that people express during a 
conversation. This explains how resonance is strictly related to the emotions. 

According to what is written above, we propose here a system for reso-
nance/dissonance classification in staff selection through multimedia contents. As the 
resonance status is linked with the emotional status, an early study has been made to 
estimate the emotional status in the in the three different domains: facial, vocal and 
gestural. The algorithm for facial emotion recognition is able to detect the action 
units, the atomic actions which constitutes one or part of the facial expressions. It 
combines the action units and the Ekman work [4] to detect the 7 fundamental emo-
tions. Our speech emotion recognition method is based on an extended version of our 
recent work [5]. The new module is able to process a speech signal, extract features 
and make a classification of the emotional status. The gestural emotion recognition 
algorithm is designed to recognize 13 different human gestural actions and map them 
into 7 emotions [6-8]. 

The purpose of this work is based on using the emotional information extracted to 
assess the resonance status between two people in a job interview. In Section 2 our 
data is described along with the methods used to assess the resonance. In Section 3 a 
detailed explanation of the whole system will be provided. In the last Section 4, an 
overview of the obtained results is given. 

2 Materials 

Our database consists of 120 job interviews. We used a HD Webcam Logitech C525 
to acquire the facial video and the speech streams, while the Microsoft Kinect for 
Windows is used to acquire the skeleton of the candidate's body. The methods used to 
extract the features are described in Section 3. In order to assess the reso-
nance/dissonance value for each interview, the psychologists designed a questionnaire 
that the recruiter and the candidate had to compile at the beginning and at the end of 
the interview. The first version of the questionnaire consisted of 83 questions divided 
in key variables, explanatory variables and structural variables. The key variables are 
necessary to determine the negative and positive resonance and they are based on the 
feeling of the future. Instead, the explanatory variables describe the emotions and the 
feelings related to the key variables of resonance. Finally, the structural variables 
contain personal data of the person who compiled the questionnaire. It was submitted 
to 160 people and by means of a correlation analysis it is figured out that only two 
key variables are necessary. Therefore, in order to obtain the final questionnaire, 10 
most related items representing the first key variable and 10 representing the second 
one have been considered. 
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The ultimate version contains 20 questions, 10 positive items (cheerful, appreci-
ated, pleased, determined, enthusiastic, joyful, happy, safe, satisfied and sociable) and 
10 negative items (agitated, anxious, unhappy, insecure, useless, dissatisfied, lonely, 
sad, abdominal pain and tremors). The candidate and the recruiter had to answer each 
question giving a score between zero and ten. 

Table 1 represents the spread of the multimedia content of the database. Moreover, 
information about the resonance and dissonance is given. 

Table 1. Database summary 

Domain Total interviews Resonant Dissonant 
Facial 116 56 60 
Vocal 110 54 56 
Gestural 111 54 57 
Cross-domain 105 52 53 

 

Fig. 1. Example of scenario during the interview 

3 Methods 

The aim of this work is to find a correlation between the features extracted to assess 
the emotional information and the resonance or dissonance status known from the 
questionnaire shown in Section 2. In this section a brief introduction of the techniques 
used by our system is given. 

3.1 Facial 

Previous works have faced facial emotion recognition by means of image processing 
techniques [9-12]. In those works we assumed to extract emotional information based  
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on the variation of the area of the polygons built using the facial feature points. In this 
work we have increased the number of extracted facial feature points and calculated 
emotional information by means of the distances between them. The facial informa-
tion related with resonance/dissonance will be given by the distances of the facial 
feature points along with the emotions detected per frame. Figure 2 summarizes the 
workflow used. First of all, a video is acquired using the camera device described in 
Section 2. Each frame is processed and a list of features is provided along with the 
emotions detected. In the first phase, the candidate's face is detected using the Viola 
Jones Algorithm [13].  

Then, using the Region Of Interest (ROI) that contains the detected face, a new 
search is performed to detect areas that contain the eyes, the mouth, the eyebrows and 
the wrinkles using the Viola Jones Algorithm.  

For each ROI, a set of points is detected: the pupil centre, the mouth corners, the 
upper and lower lip centres and the brow-corners. After that, the distances between 
each feature and the eyeline (line that link together the pupils) or the face bisector are 
calculated and normalized based on the distance between the eyes.  

The Action Units (AUs) are minimal facial actions whose combination is used to 
compose the facial expressions. In this work, an AU is calculated as the distance de-
scribed above. Figure 3 represents the AUs considered. Thus, six emotions are de-
tected using the following equations, as defined in [14]: 

 1 1 2 2 20 20
Fear

6
L R L R L RAU AU AU AU AU AU+ + + + +=  (1) 

 1 1 2 2 26
Surprise

5
L R L RAU AU AU AU AU+ + + +=  (2) 

 4 4 24 24
Hanger

4
L R L RAU AU AU AU+ + +=  (3) 

 4 4 15 15
Sadness

4
L R L RAU AU AU AU+ + +=  (4) 

 4 4 10
Disgust

3
L RAU AU AU+ +=  (5) 

 12 12
Happiness

2
L RAU AU+=  (6) 

where R and L mean right and left respectively. So, for each frame we extract 28 fea-
tures summarized in Table 2.  

The result of this module is a set of N 28-dimensional observations, where N is the 
number of frames in which the face has been detected. In order to reduce the amount 
of information extracted, four statistical parameters (mean, standard deviation, skew-
ness and kurtosis) are derived from each feature.  

Using this mechanism, we have been able to reduce the data from N × 28 to 1 × 
112 (4 × 28). 
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Table 2. Facial features 

Name Description 
AU1L Lifting of the internal corner of the left eyebrow 
AU1R Lifting of the internal corner of the right eyebrow 
AU2L Lifting of the external corner of the left eyebrow 
AU2R Lifting of the external corner of the right eyebrow 
AU4L Lowering of the internal corner of the left eyebrow 
AU4R Lowering of the internal corner of the right eyebrow 
AU10 Lifting of the centre point of the upper lip 
AU12L Lifting of the left external corner of the lips 
AU12R Lifting of the right external corner of the lips 
AU15L Lowering of the left external corner of the lips 
AU15R Lowering of the right external corner 
AU20L Movement to left of the left external corner of the lips 
AU20R Movement to right of the right external corner of the lips 
AU24L Movement to right of the left external corner of the lips 
AU24R Movement to left of the right external corner of the lips 
AU26 Lowering of the centre point of the lower lip 
R1 Frontal wrinkle 
R2 Glabella 
R3 Left eye wrinkle 
R4 Right eye wrinkle 
R5 Left nasolabial wrinkle 
R6 Right nasolabial wrinkle 
E1 Fear 
E2 Surprise 
E3 Hanger 
E4 Sadness 
E5 Disgust 
E6 Happiness 

 

 

Fig. 2. Workflow for the feature detection 
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Fig. 3. Action units extracted 

3.2 Vocal 

In the vocal domain, we extract vocal features related with emotional information 
from the recorded speech based on our recent work on speech emotion recognition 
[5]. First the speech signal is split in a set of two-seconds signals. This value has been 
established experimentally to maximize the emotion classification. Each sub-signal is 
split into 197 overlapped frames whose length is 40 ms. For each frame, the pitch, the 
MFCCs and harmonic-to-noise ratio (HNR) are calculated. As these features have a 
great variability frame-by-frame, statistical features are extracted for each sub-signal. 
The features extracted are summarized in Table 3. To recognize the resonance or 
dissonance, at the end of the processing, an instance is retrieved every two seconds. In 
order to reduce the amount of information extracted, three statistical parameters 
(mean, standard deviation, range (max - min)) are derived from each feature. We have 
been able to reduce the data from N × 44 to 1 × 132 (3 × 44). 

Table 3. Descriptors and their statistics for the vocal domain 

# Feature Statistic index 
1 – 3 Pitch (mean, min, max) 
4 – 6 1st Mel-freq coef. (mean, min, max) 
. . . . . . . . . . . . . . . . . . 
37 – 39 12th Mel-freq coef. (mean, min, max) 
40 – 42 Harmonic-to-noise ratio (mean, min, max) 
43 Pitch Voiced frames in pitch 
44 Pitch Envelope slope 

3.3 Gestural 

In the gestural domain, we developed a system that is able to recognize 13 different 
human gestural actions and map them into 7 emotions [15]. Using the Kinect, we are 
able to process the depth map to perform features extraction and emotion recognition. 
The extracted features are distances between body joints or joint Euler rotation angles.  
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The joints detected (Fig. 4) are head (H), neck (N), torso (T), left shoulder (SL), 
right shoulder (SR), left elbow (EL), right elbow (ER), left hand (HL) and right hand 
(HR). Due to the low accuracy of both shoulders and hands joints, it has been neces-
sary to enhance the detection of these points. Skin detection algorithm has been used 
to locate the skin regions in the image. The real hand will be searched within the skin 
regions on the line joining the elbow and the hand joints. The shoulder detection pro-
cedure finds the ROI surrounding the initial joint position. Then the edge detection is 
used to find the shoulder contours within the ROI cropped from the binary image 
containing the user silhouette.  

To avoid false positive, only the biggest contour has been taken into account. After 
finding the highest point in the contour, we start a new search horizontally 3 pixels 
below until we find the first contour pixel. To clarify the Features-Gestures mapping, 
here we report an example.  

The gesture G-AU2 (“Right hand – Head”) is detected by the simultaneous satis-
faction of the following conditions (in brackets the nomenclature used for a simple 
understanding): 

─ Distance between right hand joint and the head joint less than 200 mm. (HR_H < 
200); 

─ Right shoulder rotation angle in relation to z-axis between -10 and 90 degrees (-10 
< SR_z < 90); 

─ Right elbow rotation angle in relation to y-axis lesser than 75 degrees (ER_y < 75);  

 

Fig. 4. Workflow for the feature detection 

We developed an algorithm to process joint distances and angles to extract  
what we call gestural action units (G-AUs). In this context, we consider G-AUs as the 
basic elements for the construction of a complex gesture, or movement. The G-AUs 
recognized are illustrated in Table 4. 

Each G-AUs variable can be zero or one according to the presence or not of the re-
lated action. If the variable related to the G-AU5 is set to 1, this means that the user's 
left hand is touching the left shoulder. For each frame, starting from the subject's 
skeleton, we determine if one or more AUs are present or not. In order to use this 
system for the purposes of our work, after a single processing we obtain a set of N 
instances, where N is the number of frames in which the subject's skeleton has been 
detected. As little AUs have high variance during the video, the Spectral Feature Se-
lection (SPEC) method [16] has been used to select the set of AUs with maximum 
variance. We figured out that the most relevant features are AU9, AU10 and AU11. 
Then a set of statistical features is calculated as listed in Table 5. 
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Table 4. Action Units and connection with features for the gestural domain 

# AU Description 
G-AU1 Left hand - Head HL_H < 200 && -90<SL_Z<10 && EL_y>-75 
G-AU2 Right hand - Head HR_H < 200 && -10<SR_Z<90 && ER_y<75 

G-AU3 
Left hand - Face HL_H < 200 && HL_N > 130 && 

30<SL_Z<100 && -60<EL_y<-20 

G-AU4 
Right hand - Face HR_H < 200 && HR_N > 130 && -

100<SR_Z<30 && 20<ER_y<60 

G-AU5 
Left hand - Left  
Shoulder 

HL_SL < 150 && -30<SL_Z<90 && -
50<EL_y<10 

G-AU6 
Right hand - Left 
Shoulder 

HR_SL < 180 && HR_H > 200 && -
150<SR_Z<-70 && 40<ER_y<80 

G-AU7 
Left hand - Right 
Shoulder 

HL_SR < 180 && HL_H > 200 && 
70<SL_Z<150 && -80<EL_y<-40 

G-AU8 
Right hand - Right 
Shoulder 

HR_SR < 150 && -90<SR_Z<30 && -
10<ER_y<50 

G-AU9 
Hands closed (HL_HR < 200) OR (HL_ER<300 && 

HR_EL<300) 
G-AU10 Tilt head to left H_z > 7 
G-AU11 Tilt head to right H_z < -7 

G-AU12 
Left hand on the 
side 

(HL_T < 300 && 10<SL_Z<50 && -
120<EL_y<-40) 

G-AU13 
Right hand on the 
side 

(HR_T < 300 && -50<SR_Z<-10 && 
40<ER_y<120) 

3.4 Classification and Feature Selection 

For the classification stage, Support Vector Machines (SVM) and Artificial Neural 
Networks (ANN) have been used. Instead, for feature selection SVM-Recursive Fea-
ture Elimination (SVM-RFE) has been performed. The use of SVM classification 
technique is due to the tight relation with the SVM-RFE, instead the ANN has been 
chosen because of its advantages in modelling nonlinear problems. However, also 
other classification techniques have been performed even though there were not 
noteworthy results. A brief introduction of these methods will be given below. 

 
Artificial Neural Network. An Artificial Neural Network (ANN) is an information 
processing paradigm that is inspired by the way of the biological nervous systems 
process information. The key element of this paradigm is the novel structure of the 
information processing system. 

 



 Evaluation of Resonance in Staff Selection through Multimedia Contents 193 

 

Table 5. Action Units for the gestural domain (n is number of frames) 

# Feature 
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7 mean(4,5,6) 
8 std(4,5,6) 

 
It is composed of a large number of highly interconnected processing elements 

(neurons) cooperating to solve specific problems. All connections among neurons are 
characterized by numeric values (weights) that are updated during the training. The 
ANN is trained by the supervised learning process of the Error Back Propagation 
algorithm [17].   
 
Support Vector Machine. The SVM is a model for supervised and unsupervised 
learning for data analysis and pattern recognition [18]. The purpose of the SVM clas-
sifier is to find a linear separating hyper plane with the maximal margin using the data 
in the training set. The SVM uses a kernel to map samples in a higher dimensional 
space where it can handle the non-linear relation between the attributes and the class 
label. There are different kinds of kernel but in this case the RBF kernel has been 
used. The SVM classifier performance depends on two parameters: C and γ. Conse-
quently, some kind of model selection (parameter search) must be performed. 
 
SVM-Recursive Feature Elimination. The SVM-RFE [19-21], for features selec-
tion, has been carried out using Weka [22] in order to build a ranking of the features. 
The SVM-RFE has been initialized with the Weka default parameters. The output of 
the SVM-RFE is the list of the features ranked based on SVM classification results. 
Given the rank of the features, a Grid Search [22] has been performed for the identifi-
cation of the best C and γ. An exponential growing of the values has been used during 
the search, so C = 2-5,2-3,...,215 and γ = 2-15,2-13,...,23. 
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3.5 Output 

An SVM classifier has been trained for each domain. Then the results of the three 
classifiers are combined together to assess whether the two people involved in the 
interview are resonant or not. Considering F(x) as the result of the classification of a 
given instance x in the facial domain, while V(x) and G(x) are respectively the result 
obtained from the vocal and gestural classifiers, the output result y(F,V,G) will be a 
combination of the previous results as shown in the Eq. 7. 

 ( , , ) ( ) ( ) ( )y F V G F x V x G xα β δ= ⋅ + ⋅ + ⋅  (7) 

α, β and δ are the associated weights. 
The set of values of F(x), V(x) and G(x) is {0,1} where the 0 value means disso-

nance and 1 value means resonance. These weights range from zero to one with 
1α β δ+ + = . The range of y(F,V,G) is a real value and it falls in [0,1]. To determine 

the status of the resonance or dissonance, a threshold σ has been set, in order to trans-
form the real value in boolean one, as shown in Eq. 8. 

 
( , , )resonance if y F V G

dissonance otherwise

σ≥



 (8) 

 

Fig. 5. System architecture 

4 Results 

In this section we present the classification results obtained for each single domain 
and the combination of them. Experiments have been performed using a ten-fold 
cross-validation method. The dataset is randomly partitioned into 10 equal size folds. 
The classification result is calculated as the average classification result of ten classi-
fication steps. At the ith iteration, the ith fold is used as test set while the remaining  
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folds are used as training set. The accuracy metric is used to evaluate the classifica-
tion performance, as defined in Eq. 9. 

 
1

1
Accuracy = 

C

i
i

corrected
N =
  (9) 

where correctedi is the number of samples belonging to the ith class that have been 
classified as belonging to the ith class and N is the number of samples. Moreover 
resonance and dissonance classification rates have been considered as described re-
spectively in Eq. 10 and Eq. 11. 

 Resonance Rate = resonant

resonant resonant

correct

correct uncorrect+
 (10) 

 Dissonance Rate = dissonant

dissonant dissonant

correct

correct uncorrect+
 (11) 

4.1 Single Domain Result 

In the facial domain, after the feature selection phase, the number of features has been 
reduced to 28, C has been set to 29 and γ has been set to 2-7. Exploiting the SVM, the 
obtained accuracy is 73.3%, whilst resonancerate = 80.3% and dissonancerate = 66.6%. 
With the ANN we obtained an accuracy = 72.4%, resonancerate = 71.4% and 
dissonancerate = 73.4%. In Table 6 the confusion matrices for both the classifiers are 
represented.  

In the vocal domain, experimental results have demonstrated that the minimum 
number of features to select is 24, with C = 211 and γ = 2-7, while with the SVM the 
obtained accuracy is 79.1%, resonancerate = 81.5% and dissonancerate = 76.7% where-
as with ANN we obtained accuracy = 72.7%, resonancerate = 75.9% and dissonancerate 
= 69.6%. In Table 7 there are the confusion matrices for both the SVM and the ANN. 

In the gestural domain, the minimum number of feature to keep is 2, with C = 27 
and γ = 23. With the SVM, the obtained accuracy is 63%, resonancerate = 70.3% and 
dissonancerate = 56.1%. Exploiting the ANN, the obtained accuracy = 63%, 
resonancerate = 66.6% and dissonancerate = 59.6%. Table 8 shows the confusion matri-
ces obtained in the gestural domain for both the classifiers. 

Table 6. Confusion matrices of the facial domain with: a) SVM, b) ANN (gt stands for ground 
truth and out stands for test outcome) 

 Dissgt Resgt 

Dissout 40 11 
Resout 20 45 

(a) 

 Dissgt Resgt 

Dissout 44 16 
Resout 16 40 

(b) 
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Table 7. Confusion matrices of the vocal domain with: a) SVM, b) ANN 

 Dissgt Resgt 

Dissout 43 10 
Resout 13 44 

(a) 

 Dissgt Resgt 

Dissout 39 13 
Resout 17 41 

(b) 

Table 8. Confusion matrices of the gestural domain with: a) SVM, b) ANN 

 Dissgt Resgt 

Dissout 32 16 
Resout 25 38 

(a) 

 Dissgt Resgt 

Dissout 34 18 
Resout 23 36 

(b) 

4.2 Cross-Domain Results 

In the previous results it is clear that the results obtained from the SVM are higher 
than those of the ANN. For this reason the combination with the single domains has 
been performed using only the SVM classifiers. Table 9 summarizes the obtained 
classification results. An exhaustive search has been performed to set the weights of 
every domain classifier. The dataset is composed by the interviews that contain all the 
three domains. The threshold value σ has been set to 0.5. All the weights have been 
chosen having as an optimization criterion the classification results of the worst clas-
sified class between the classes considered. It can be clearly seen that, considering 
Dissonance and Resonance Rates, the configuration with facial and vocal data 
achieves the best balanced results. 

Table 9. Results obtained on cross-domain tests 

Facial Vocal Gestural Accuracy Dissonance 
Rate 

Resonance 
Rate 

0.5 0.3 0.2 70.5% 77.5% 63.46% 
0.55 0.45 * 67.6% 67.92% 67.3% 
0.75 * 0.25 67.6% 67.92% 67.3% 

* 0.75 0.25 67.6% 64.15% 69.8% 

5 Conclusion 

In conclusion, the designed and developed system has acceptable performance in 
classifying resonance and dissonance using facial, vocal and gestural information. 
Experimental results show that facial and vocal domains achieve better performance 
when used separately or combined together, much better than the results achieved by 
the gestural domain. A depth analysis of the gestural data shows up that interviewees 
are very restrained so the number of detected gestures is very low. This explains why 
the number of features among the three domains is unbalanced. For these reasons, it 
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makes sense to not consider the gestural information. Further studies can involve the 
chance to improve classification performance by using different kind of classifiers or 
using different features. 
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Abstract. This study discusses the key factors of financial distress warning 
models for companies using corporate governance variables and financial ratios 
as the research variables, sieving out influential variables based on the attribute 
simplification process of rough set theory (RST). Then, we construct some 
classification models for diagnosing enterprise distress based on RST, using a 
data mining technique of decision trees with the selected indicators and 
variables. The empirical results obtained from analysis of enterprise distress 
indicators, show that financial distress is not only affected by the traditional 
financial ratios, but also by corporate governance variables. In addition, 
enterprise distress diagnosis models constructed based on RST and decision 
trees can effectively diagnose firms in times of crisis. In particular, the RST 
models are more accurate. This study provides a reference for better 
understanding the symptoms that might lead to a company’s financial crisis in 
advance and thus provide a valuable reference for investment decision making 
by stakeholders.  

Keywords: data mining, enterprise distress diagnosis, financial ratios, corporate 
governance, rough set theory(RST), decision trees. 

1 Introduction  

Following the fall of the South-Eastern Asian stock markets and foreign exchange 
markets leading up to the financial storm that swept across the world, and as a result of 
the manipulation of speculators that became apparent in July 1997, a series of 
local-based companies in Taiwan have experienced financial distress in the late stages 
of the Asian Financial Crisis. A number of major companies, including Tong Lung 
Metals and the Kuangsan Group have encountered major financial problems, with 
bounced checks, high debt, and defaults on delivery, as a result of loss of investments 
and company assets by the responsible officers. In recent years, scandals involving 
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Procomp, the Pacific Electric Wire & Cable Co. Ltd, Rebar Group and Chia Hsin Food 
have made the news, as well as constant reports about the crises faced by financial 
institutions at home and abroad. The occurrence of those events not only directly harms 
the rights of the company stakeholders, but also leads to a huge social burden. If 
business managers could identify risk warnings or problems earlier, they should be able 
to take corresponding corrective actions to prevent the occurrence or deterioration 
leading to such crises. For this purpose, effective enterprise distress diagnosis models 
are increasingly important.  

In the 1960s, some studies began to construct company financial distress warning 
models mostly using different financial ratios, together with different statistical 
methods (e.g., discriminant analysis, logistic regression analysis, neural networks, etc.) 
and achieved good predictions. However, the focus in most past studies was solely on 
using financial ratios as indicator variables to construct the diagnosis models [1, 2, 3]. 
The concept of corporate governance generally refers to the company’s management 
system and monitoring methods. Rajan and Zingales [4], and Prowse [5] conducted 
empirical studies in the East Asian region after the Asian Financial Crisis. They found 
that the Asian Financial Crisis was mainly caused by the over-concentrated 
shareholding structure of the companies in East Asia and lack of good corporate 
governance. Therefore, they concluded that “strengthening corporate governance 
mechanisms” facilitates a firm’s capital structure adjustments, and operational 
performance. This has been widely recognized as a favorable weapon to protect 
enterprises against financial crisis [4, 6, 7]. Clearly, it is indeed an important task to 
strengthen corporate governance.  

Enterprise distress diagnosis models have been a topic of concern for governmental 
agencies, financial institutions, enterprises and investors for a long time [8, 9]. 
Properly-structured enterprise distress diagnosis models can effectively detect signs of 
financial distress before problems occur. Banks can use these financial warning models 
to assess the real risks of the enterprise so as to lower their operating risks and costs. 
Investors, creditors and transaction partners can take early contingency measures in 
advance to avoid major losses due to a company’s bankruptcy and closure. According 
to a study performed by Claessens et al. [10], poor corporate governance mechanisms 
comprised one of the major causes of the Asian Financial Crisis. In addition, dispersed 
ownership and separation of ownership and control are common characteristics of 
TSEC/GTSM Listed Companies. Claessens et al.[10] held a different viewpoint. Based 
on the method proposed by La Porta et al. [11], they studied a total of 2980 listed 
companies in nine countries in East Asia, including Taiwan, and found that more than 
half of the companies had a family member-based shareholding structure (48.2% in 
Taiwan).  

Most of the past studies dealing with enterprise distress diagnosis models employed 
traditional statistical analysis methods, such as logistic regression and multivariate 
analysis in order to distinguish normal companies from those in financial distress [1, 2, 
12, 3, 5, 4, 10, 13, 14]. These conventional statistical analysis methods have some 
restrictive assumptions such as the linearity, normality, and independence of the 
predictor or input variables, and have intrinsic limitations in terms of effectiveness and 
validity. However, following the development of artificial intelligence (AI) in recent 
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years, advanced technologies including data mining have been employed for the 
construction of enterprise distress diagnosis models. The methods include artificial 
neural network (ANN) [15, 16, 17], decision tree (DT) [16, 18, 19], support vector 
machine (SVM) [18, 20], and rough set theory (RST)[21] techniques. Slowinski and 
Zopoudinis [22] first applied RST in financial forecasting, and suggested this to be a 
very useful method for decision makers to identify favorable features out of many, 
according to the financial ratios and related indicators of the enterprises. In practice, 
RST is able to the provide rules set by the enterprise and explain their decision-making 
process [21]. Meanwhile, the classification rules summarized by the decision tree 
method are presented in a tree-like structure which makes them easy to understand due 
to the simple knowledge structure [16, 18]. RST and decision tree analysis are applied 
to construct enterprise distress diagnosis models with or without the consideration of 
corporate governance indicators. The models are used to understand the operating 
status of those enterprises in financial distress.  

2 Literature Review 

2.1 Enterprise Distress  

Beaver [1] first clearly defined company failure as when a company declares 
bankruptcy, defaults on debts, overdraws its bank accounts, or fails to pay preferred 
stock dividends. Lau [23] used five consecutive stages to describe financial status, and 
estimated the probability of the enterprise entering each stage. The five stages are: 
financial stability, halting or reduction of dividend payments, loan and technical 
default, subject to the protection of bankruptcy laws, declaration of bankruptcy, and 
finally liquidation. Ward and Foster [24] defined a company in financial distress as one 
that delays, lowers, or is unable to pay its debts and interest, as well as those under debt 
reconstruction. Pindado et al. [25] pointed out that the failure of a business in financial 
distress to meet its financial obligations does not inevitably lead to it filing of 
bankruptcy. Kim and Upneja [19] defined business financial distress as situations in 
which a firm cannot fulfill its financial obligations to its creditors, suppliers, and/or 
vendors. Most studies have adopted certain legal definitions for failure of a company, 
such as the trading of an enterprise, the termination of its listing on the stock exchange, 
taken from formal (legal) insolvency notices of debt servicing and bond or loan 
defaults, default swaps (Ericsson et al. [26]) or stock market suspensions.  

2.2 Corporate Governance  

It can be seen from the Enron and World Telecom scandals that healthy operation of an 
enterprise and the stability of the financial system are closely related to corporate 
governance. To strengthen corporate governance mechanisms, the US government 
promulgated the Sarbanes-Oxley Act of 2002, and considerably modified the Securities 
Act and Securities Exchange Act, giving topics related to corporate governance top 
reform priority. According to the definition of the Organization of Economic 
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Cooperation and Development (OECD), corporate governance generally refers to “the 
system by which business corporations are directed and controlled. The corporate 
governance structure specifies the distribution of rights and responsibilities among 
different participants in the corporation, such as the board, managers, shareholders and 
other stakeholders, and specifies the rules and procedures for making decisions on 
corporate affairs. By doing this, it also provides the structure through which the 
company objectives are set, and the means of attaining those objectives and monitoring 
performance.” Specifically, corporate governance is supposed to manage and guide the 
enterprise through design mechanisms, improve management performance and monitor 
managers to ensure protection of the interests of company shareholders and other 
stakeholders [27].  

In their empirical study, Claessens et al. [28] reported that poor corporate 
governance mechanisms comprised one of the causes of the Asian Financial Crisis. 
Although the impact of the 1997 Asian Financial Crisis on Taiwan was relatively mild, 
listed companies, including Procomp, Summit Computer Technology, Infodisc 
Technology, and Universal Abit have faced financial difficulties since 2004, 
highlighting the numerous agency problems as a result of inadequacy in laws and 
regulations in Taiwan. The most concerning case was the Rebar Group scandal at the 
end of 2006. Companies belonging to the Rebar Group invested in each other, were 
involved in insider trading, and received bank loans by virtue of mutual pledges of 
shares of affiliated companies, while their boards of directors and supervisors were 
controlled by family members who deliberately hid major information and presented 
false financial statements. Yeh et al. [29] categorized the functions of corporate 
governance into two types, those that promoted benefits and that should be abolished as 
harmful. The functions that promote benefits can enhance strategic management 
performance and ensure the implementation of company strategy in the right direction. 
One example of functions that should be abolished because they are harmful is that the 
company should have independent directors and supervisors to monitor management, 
ensuring transparency of information in real time and due reward for outside 
shareholders and creditors. Hsu et al. [30] surveyed 63 companies in financial distress 
and 126 companies with normal financial status during the period of 1998 to 2004. 
Based on this information they constructed 7 warning models employing logistic 
regression analysis, and discussed the predictive capacity of the various for forecasting 
the probability of financial distress based on earnings management indicators, 
accounting ratios and corporate governance variables. Their results indicated that the 
cash flow ratio has the most significant negative impact on financial distress probability 
among all the accounting information variables. As for the corporate governance 
variables, the percentage of pledged shares being held by directors and supervisors 
have the most significant positive impact on the probability of financial distress. 
Morellec et al. [7] predicted that a good corporate governance system would serve the 
best interests of shareholders by inducing managers to make more timely (upward) 
adjustments to capital structure deviations. Kim and Lu [31] indicated that corporate 
governance reforms had an important impact on corporate investments, and suggested 
that the gap in investor protection between capital exporting and importing countries 
distorts firm-level allocation of foreign capital inflows and reduces the benefits of 
globalization. 
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2.3 Enterprise Distress Diagnosis Models 

Deakin [32] replaced linear discriminant analysis (LDA) with the quadratic 
discriminant function (QDA), and added the trends of financial ratios, variance and 
slope as independent variables in the models in order to establish a differential function 
for each year to improve the differentiation results. The fundamental assumptions must 
be satisfied for models established using the multivariate statistical method. The 
correctness and accuracy of prediction are questioned if such assumptions are not 
satisfied.  

Compared with traditional statistical models, the artificial intelligence methods 
developed in recent years, such as data mining, decision tree, SVM, RS and ANN 
techniques, have considerably higher accuracy rates in enterprise distress diagnosis 
model applications. Xiao et al. [34] used a rough set (RS) method to determine the 
weight of each single prediction method and utilized the Dempster–Shafer evidence 
theory in a combination method. They carried out an empirical experiment using data 
for Chinese listed companies. The results indicated that the performance of the RS 
method is superior to those of the single classifier and other multiple classifiers. Lin et 
al. [35] proposed an integrated approach to feature selection for the financially 
distressed prediction problem that embeds expert knowledge with the wrapper method 
and found that the prediction model based on the feature set selected outperforms the 
traditional feature selection model in terms of prediction accuracy. Kim and Upneja 
[19] used a decision tree approach to predict financial distress for restaurants. Their 
results indicated that financially distressed restaurants rely more heavily on debt, with 
lower increasing rates of assets than others did, and as the net profit margin decreases 
with the lack of capital efficiency, the chance of financial distress increases. 

3 Research Methodology 

3.1 Rough Set Theory  

Rough sets (RS) or rough set theory (RST) was first proposed by the Polish scholar, Z. 
Pawlak in 1982 [36]. RST is a new method of discrete data reasoning, and set theory is 
its mathematical basis. RST is used to deal with problems of vagueness and imprecise 
information. This method does not require any a priori data or additional information, 
such as the probability distribution or the membership function of fuzzy theory. It is 
able to reduce data and obtain the minimum expression of the knowledge according to 
the information provided by the data, while keeping key information from which to 
establish decision rules and discover hidden knowledge in the data set. Thus, RST can 
be used for knowledge mining in the data set to further produce knowledge of decision 
rules. RST can also be used to: (1) reduce attributes; (2) find out the hidden form of the 
data; and (3) produce decision rules [37, 38].  

After years of research and development, RST has been applied in many fields, such 
as knowledge discovery from databases, expert systems and the pattern recognition of 
decision support systems. The RST algorithm is based on the following premise: 
reducing the accuracy of the information can make the data patterns more visible and the 
core of the RST is the knowledge of classification capability. In other words, it uses the 
classification patterns or a group of cases to deduce the patterns of the decision rules.  
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3.2 Decision Trees  

DT is a powerful and widely used classification and prediction tool, which presents the 
rules in the form of a tree. This is a top-down approach that gradually divides specific 
object sets into smaller subsets along with the growth of the DT. The main structure of 
the DT includes the root node, node, branch, and leaf node. Different selection rules are 
used in cases with different input variables, and the data are repeatedly divided in order 
to establish different nodes. The repetitive procedure is applied during construction 
until dividing is impossible or the stop rule conditions are met to finally finish the leaf 
nodes. The dividing condition is to find the important variable selection rules for data 
classification. The structure formed by such a method is overly large and complex, 
leading to difficulty in analysis and understanding. The trimming of the DT is mainly 
done in order to solve the problem of over-learning and improve the judgment capacity 
of the DT. The trimming standards adopt the error estimation ratio as the judgment rule, 
and the trimming procedure is performed in the top-down direction. We employed DT 
models for enterprise distress prediction based on the following advantages. DT does 
not require any statistical assumption concerning the data in a training sample [19], and 
a DT model can handle incomplete and qualitative data [39]. 

4 Empirical Study 

4.1 Research Variables 

To discuss the effects of corporate governance indicators and financial ratio indicators 
on enterprise distress, and verify the effectiveness of the enterprise distress diagnosis 
models of the RST, this study uses the data from TSEC/GTSM Listed Companies from 
2002-2007. This was the period when financial turmoil in the US led to a global 
financial crisis where most corporate financial performance was significantly reduced. 
To avoid this particular economic condition affecting the information as to normal 
financial status, data was selected for the sample only up to 2007 for empirical study. 
Data for normal companies from the same industry and with similar amounts of capital 
(30% below or above) to the companies in financial distress were used with the year 
before the financial crisis set as the current year. A total of 213 companies, including 71 
with financial difficulties and 142 normal companies (proportion of 1:2 [1]) were 
selected in the sample. The data used in this study were sourced from the Taiwan 
economic journal (TEJ) data bank, and covered all the industries. They covered 
TSEC/GTSM listed companies with the exclusion of the financial sector and insurance 
sector due to their unique nature. The 5-fold cross-validation method [40] was used. 
The training data was used to make a prediction, or generalization estimate. 
Cross-validation is a useful statistical technique to determine the robustness of a model. 
The sample is randomly split into two subsamples, training and test sets. The training 
sample is used for model fitting and/or parameter estimation and the predictive 
effectiveness of the fitted model is evaluated using the test sample [41]. In this study, 
the sample dataset was randomly divided into five groups, each including 80% training 
groups and 20% test groups. 
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For the weighing of dependent variables, virtual variables are adopted, setting 
companies that may have financial distress as 1, and companies without financial distress 
as 0. With regard to the selection of research variables based on open information sources 
and TEJ, this study identifies 21 financial ratios that are not screened but have been 
commonly adopted by many scholars in the past and 7 corporate governance variables as 
the variable indicators for enterprise distress diagnosis models [1, 4, 6, 7, 12, 34, 35]. The 
related variables are defined as shown in Table 1.   

Table 1. Definitions of research variables 

Variable 
Type  

Variable 
Code 

Variable Name 
Variable 
Definition 

F
inancial  

variables 

X1 Current Ratio   Current assets / current liabilities *100 

X2 
Acid-test Ratio   (Current assets – inventory – prepaid 

expense – other current assets) / current 
liabilities * 100 

X3 Debt Ratio   Total liabilities / total assets * 100 

X4 
Long term fund 
fitness 

(Net worth + long term liabilities) / fixed 
assets * 100 

X5 
Loan dependence  Long and short term borrowing / net 

worth * 100 

X6 
Times-interest-earned 
ratio   

Net income excluding income taxes and 
interest expense /  interest expense  

X7 Assets turnover  Net sales / average total assets  

X8 
Accounts receivable 
turnover   

Net sales / average account receivables 

X9 Inventory turnover   Cost of goods sold / average inventory  
X10 Fixed assets turnover Net sales / average fixed assets  

X11 
Rate of return on total 
assets  

(Net income after taxation + interest 
expense * (1-tax rate)) / average total 
assets * 100 

X12 Operating margin Profit on operations / net sales * 100 

X13 
Net profit margin 
before taxation  

Net profit before taxation / net sales * 100 

X14 
Net worth growth rate (Net worth – previous period net worth) / 

previous period net worth * 100 

X15 
Cash flow ratio Cash flow from operations / current 

liabilities *100 

X16 
Working capital ratio (Current assets - current liabilities) / total 

assets * 100 

X17 
Non-operating 
revenue and 
expenditure ratio 

(Net non-operating revenue and 
expenditure / net sales) * 100 

X18 

Cash reinvestment 
ratio  

(Operating activity cash-cash dividends) / 
(fixed assets gross amount + long term 
investment + other assets + working 
capital) * 100 

X19 Net worth turnover Net sales / average net worth  

X20 
Cash and equivalent 
cash  

Amount of cash and equivalent cash  

X21 Current liabilities  Amount of current liabilities  
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Table 1. (continued) 

C
orporate  G

overnance  variables 
 

C1 
Size of the Board of 
directors  

Number of directors 

C2 
Size of supervising 
committee 

Number of supervisors 

C3 
Shareholding ratio of 
major shareholders 

Total shareholding ratio of major 
shareholders 

C4 
Shareholding ratio of 
managers 

Ratio of managers’ shares from 
outstanding shares 

C5 
Shares held by the 
company directors 

Total number of shares held by company 
directors 

C6 
Shareholding ratio of 
company directors 
and supervisors 

The ratio of shares held by directors and 
supervisors of the total number of 
outstanding shares 

C7 

Percentage of pledged 
shares held by 
company directors 
and supervisors 

Percentage of shares held by company 
directors and supervisors being pledged.  

Source: [1]; [4]; [6]; [7]; [12]; [34]; [35] 

4.2 Empirical Analysis 

In order to improve the effectiveness of the overall classification process and keep the 
original data after the selection of variables, this study uses the selected 21 financial 
ratios and 7 corporate governance variables after the attribute reduction by RST as the 
standard method of variable selection. Various groups of reduced attributes can be 
obtained from one decision table; however, the core attribute is the most important 
attribute after reduction. The Rosetta software is adopted to implement RST in this 
study. This is a suite of software based on RST that integrates such methods and obtains 
the attribute reduction results shown in Table 2. The most important attribute and the 
important indicators screened are the current ratio, debt ratio, times-interest-earned 
ratio, rate of return on total assets, operating margin, shareholding ratio of major 
shareholders and shareholding ratio of directors and supervisors. The screening results 
are as shown in Table 3. 

Based on the important indicators, it can be found that in addition to financial ratios, 
the attributes of the shareholding ratio of major shareholders and the shareholding ratio 
of directors and supervisors, which appear in both the corporate governance variables 
and the major indicators, indicate that corporate governance variables do have effects 
on the enterprise distress diagnosis models. 

Finally, the important indicators screened by RST are input into the RST and DT 
classification models. To underline whether the general classification accuracy of the 
enterprise distress diagnosis models has been significantly improved after adding the 
corporate governance indicators, this study individually judges the results of the model 
diagnosis both with and without corporate governance indicators. The diagnosis results 
of the RST are shown in Table 4. 
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Table 2. Attribute reduction results 

# Reduction # Reduction 
1 { X1, X3, C3, C6} 16 { X3, X6, X11, X18, C1} 
2 {X15, X19, X21, C4} 17 { X3, X6, X12, X18, C1} 
3 {X1, X10, X15, X19} 18 {X7, X11, X18, C1, C6} 
4 {X6, X15, X17, C6} 19 {X1, X12, X18, C3, C5} 
5 {X1, X3, X16, C4} 20 {X5, X6, X11, X18, C1, C6} 
6 {X1, X10, X15, X21} 21 {X6, X11, X18, C1} 
7 {X3, X16, X18, X20} 22 {X8, X11, X18, C1} 
8 {X1, X5, X6, X12} 23 {X7, X11, X12,X18, C1, C2} 
9 {X1, X15, X19, C2, C3, C6} 24 { X1,X7, X11, X18, C1, C7} 
10 { X1,X3,X13, X20, X21, C6} 25 { X4,X7, X11, X19, C1, C5} 
11 {X3, X6, X17, C2, C3} 26 {X7, X11, X14, C1, C4, C7} 
12 {X1, X6, X16, C4} 27 { X2, X5, X7, X11, X18, C3} 
13 {X2, X5, X15, X18} 28 { X1, X6, X7, X11, X18, C6} 
14 {X4, X5, X6, X17} 29 {X7, X11, X18, C1, C3, C6} 
15 {X3, C3, C5, C7} 30 {X7, X11, X18, C2, C5, C6} 

Table 3. Selected financial indicators 

Variables Indicators  

X1 Current Ratio  

X3 Debt Ratio  

X6 Times-interest-earned ratio  

X11 Rate of return on total assets  

X12 Operating margin 

C3 Shareholding ratio of major shareholders 

C6 Shareholding ratio of directors and supervisors 

Table 4. RST Diagnosis results 

Group RST accuracy (%)  
With corporate governance variables  Without corporate

governance variables  
Group 1  83.4  77.5  
Group 2  83.3  71.2  
Group 3  83.4  76.5  
Group 4  85  71.2  
Group 5  83.3  76.5  
Average 83.68  74.58  
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Similarly, the important indicators variables are selected into the classification 
models of the DT. The diagnosis results are shown in Table 5.  

Table 5. DT Diagnosis results 

Group  DT accuracy (%)  
With corporate governance variables  Without corporate governance 

variables  
Group 1   73.3  68.5  
Group 2  73.4  71.2  
Group 3  78.8  66.9  
Group 4  80  71.6  
Group 5  76.5  72.8  
Average  76.4  70.2  

 
The empirical study results show that the addition of corporate governance indicator 

variables does improve the accuracy of the enterprise distress diagnosis models, 
indicating that the establishment and effectiveness of corporate governance 
mechanisms has effects on financial distress prediction. The accuracy rate of the RST 
classification tool in the empirical study is 83.68%, indicating the achievement of a 
relatively high rate of accuracy for diagnosing companies in financial distress. The 
classification accuracy of the RST is better than the DT.  

5 Conclusions and Contributions 

The global economic environment has been changing rapidly in recent years. The 
financial storm that originated in the US in March 2008 swept across the world in the 
second half of 2008, and severely damaged the world economy, including the so-called 
“BRIC Countries”--- Brazil, Russia, India, and China. The economic recession is still 
in progress at present, causing considerable costs and potential financial distress to 
many companies. With the amount of enterprises in distress increasing, it is important 
to identify which businesses are most exposed to the risk of financial distress, because 
recognizing a potentially financially distressed business and identifying its problems 
provide the best chance for managers to take the necessary corrective actions to turn the 
firm around before it is too late. Therefore, it is an important topic for business and 
academia to establish effective enterprise distress diagnosis and prediction models. The 
ability to accurately predict enterprise distress is critical in financial decision making 
because making incorrect decisions is likely to lead to a financial crisis or bankruptcy. 
Enterprise distress diagnosis technologies include traditional statistical methods, 
non-parametric methods, and artificial intelligence methods. RST is a data mining 
method that has been developed in recent years. It requires no a priori or additional 
information about the data sets, and uses knowledge mining techniques on the data set 
itself to further produce decision rule knowledge to create a useful classification tool. In 
this study, we propose a hybrid model that combines RST and DT that not only 



 Using Rough Set Theory and Decision Trees to Diagnose Enterprise Distress 209 

 

enhances classification accuracy but also extracts meaningful rules for enterprise 
distress prediction. 

This study compares enterprise distress diagnosis models established using the RST 
and DT methods. The attribute reduction function of the RST is used to select important 
indicator variables, in order to simplify the model and develop a faster and more 
accurate enterprise distress diagnosis model. Based on Tables 4-5, it can be seen that 
the models can be ranked in order of accuracy and that RST models are superior to the 
DT models. In addition, during the discussion of enterprise distress weighing 
indicators, this study also adds non-financial weighing indicators - corporate 
governance variables with reference to some financial ratios commonly used in past 
studies to obtain more diversified enterprise information in order to help investors 
assess the true value of the enterprise and make correct decisions. This study also 
shows that the models, including corporate governance variables and financial ratios, 
provide better classification results than the predictors which only use financial ratios. 
The process is helpful for company financial distress analysis, diagnosis and 
predictions, and can serve as a reference for management decision making and 
academic study.  
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Abstract. This paper researches resolution principle of the fuzzy propositional 
logic with contradictory negation, opposite negation and medium negation 
(FLCOM). In this paper, concepts of λ-satisfiable and λ-unsatisfiable are 
proposed under an infinite-valued semantic interpretation of FLCOM. The 
λ-resolution method of FLCOM is introduced. The λ-resolution deduction in 
FLCOM is defined and λ-resolution principle of FLCOM is discussed. Moreover, 
completeness theorem of the resolution method is proved.  

Keywords: the fuzzy propositional logic system FLCOM, semantic interpretation, 
λ-resolution principle, completeness. 

1 Introduction 

Resolution principle is known to be the important foundation of automated theorem 
proving. Since the resolution principle of classical logic has been proposed by 
Robinson J. A. [1] in 1965, researchers try to introduce the resolution method into the 
fuzzy logic. In 1967, Slagle J. R. [2] put forward the principle of semantic resolution 
and proved its completeness. Then, people started to research the resolution method of 
fuzzy logic. And scholars have paid much attention to the research of the resolution 
method based on non-classical logic. In 1971, Lee and Chang [3] established Fuzzy 
Logic that values in [0, 1] and introduced a resolution method into it. In 1976, Morgan 
C. G. [4] made the earliest work referring resolution-based automated in many-valued 
logic. In 1980, the Fuzzy logic that values in lattice was established by Liu Xu-Hua et 
al. [5]. They also did research on the resolution method of this logic. Liu [6] proposed 
Operator Fuzzy Logic System (OFL) in 1985. In 1985, Yager R. R. [7] established 
resolution-based automated reasoning for a many-valued propositional logic system 
which was proposed by him independently. In 1989, Liu Xu-Hua [8], [9] put forward 
λ-resolution principle in the operator fuzzy logic. Based on the standard semantic 
interpretation of the Medium Logic, traditional resolution method was introduced into 
Medium Predicate Calculus System MF by Qiu Wei-De et al. [10] in 1990. From 2000 
to 2001, Xu et al. [11], [12] established the α-resolution principle in lattice-valued 
propositional logic LP(X) and lattice-valued first-order logic LF(X), and applied them 
to uncertainty reasoning and automated reasoning. The corresponding reliability and 
completeness theorems were also proved by them. In 2003, Pan Zheng-Hua [13] 
proposed an infinite-valued semantic interpretation of Medium Predicate Logic System 
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MF. And he provided a λ-resolution method of MF. Then, Zhang ShengLi [14] 
provided an improved form of semantic interpretation and λ-resolution method of MF 
in 2012. But, these resolution principles do not established in the fuzzy logic with three 
different negations. 

FLCOM is a fuzzy propositional logic system with contradictory negation, opposite 
negation and medium negation (three different negations), which was proposed by Pan 
Zheng-Hua [15] in 2013. Moreover, paper [15] gave an infinite-valued semantic 
interpretation of FLCOM and under this semantic interpretation the completeness of 
FLCOM is proved. Based on this infinite-valued semantic interpretation, in this paper, a 
λ-resolution method in FLCOM is discussed and its completeness theorems is verified. 
All the work in this paper can provide a new tool for automated reasoning. 

In this paper, the symbols of form are quoted from FLCOM [15].  

2 Basis 

Paper [15] has defined a fuzzy propositional logic system with contradictory negation, 
opposite negation and medium negation (FLCOM). And FLCOM is logic foundation of 
the contradictory negation, the opposite negation and the medium negation in fuzzy 
knowledge. The definition of FLCOM is: 

Definition 1 [15]. Let S be a set of fuzzy atom propositions, ‘¬’, ‘╕’, ‘~’, ‘→’, ‘∧’ and 
‘∨’ be conjunctions of fuzzy proposition logic. And let ¬, ╕and ~ be formal symbols of 
the contradictory negation, the opposite negation and the medium negation 
respectively.  
(I)  For any fuzzy atom propositions a1, a2, …, an ∈ S, connecting them into a formula 
by ¬, ╕, ~, →, ∧ and ∨, such formula is called fuzzy well-formed formula (formula for 
short). ℑ denotes a set of all the fuzzy well-formed formulas in FLCOM. 

(II)  For any A, B ∈ ℑ, the following formulas are axioms: 

(A1) A → (B → A); (A2) (A → (A → B)) → (A → B); (A3) (A → B) → ((B → C) →(A 

→ C)); (M1) (A → ¬B) → (B → ¬A); (M2) (A → ╕B) → (B → ╕A); (H) ¬A → (A → 

B); (C) ((A → ¬A) → B) → ((A → B) → B); (∨1) A → A ∨ B; (∨2) B → A ∨ B; (∧1) A 

∧ B → A; (∧2) A ∧ B → B; (Y╕) ╕A → ¬A ∧ ¬ ~A; (Y~) ~A → ¬A ∧ ¬ ╕A. 

(III)  The deduction rule MP (modus ponens): If A → B and A then B. 
(I), (II) and (III) compose a formal system, which is called Fuzzy propositional 

Logic System with Contradictory negation, Opposite negation and Medium negation, 
FLCOM for short. 

Definition 2 [15]. In FLCOM, the relation between contradictory negation ¬, opposite 

negation ╕and medium negation ~ is 

¬A = ╕A ∨ ~A。                                    (1) 

Definition 3 [15] (λ-assignment). Let A be a formula in FLCOM, λ ∈ (0, 1). The 

mapping ∂: ℑ → [0, 1] is called λ-assignment of ℑ if  

(a)    ∂(A) + ∂(╕A) = 1，                             (2) 
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(b)       λ−
λ

λ
−

−
1

12
(∂(A)−λ),       λ ≥ ½ and ∂(A)∈(λ, 1]           (3) 

λ−
λ

λ
−

−
1

12 ∂(A),          λ ≥ ½ and ∂(A)∈[0, 1−λ)          (4) 

∂(~A) =    1−
λ

λ21−
(∂(A)+λ−1)−λ,   λ ≤ ½ and ∂(A)∈(1−λ, 1]         (5) 

1−
λ

λ21− ∂(A)−λ,         λ ≤ ½ and ∂(A)∈[0, λ)           (6) 

∂(A),                 otherwise                         (7) 

 (c)  ∂(A∨B) = max(∂(A), ∂(B))，∂(A∧B) = min(∂(A), ∂(B))，          (8) 

(d)       ∂(A→B) = ℜ(∂(A), ∂(B)),                                     (9) 

where ℜ: [0, 1]2 → [0, 1] is a two binary function. 

In the following, A ∈ℑ denotes that A is a fuzzy propositional formula in FLCOM. 

Definition 4. Let A∈ℑ, λ∈(0.5, 1). A is called λ-satisfiable if there is a λ-interpretation 

∂ of ℑ such that ∂(A) > λ. A is called λ-unsatisfiable if ∂(A) ≤ λ for any λ-interpretation 

∂ of ℑ. 

Theorem 1. Let A ∈ ℑ, λ ∈ (0.5, 1). Then the following conclusions hold: 

 (i) ∂(A) > ∂(~A) > ∂(╕A) if and only if ∂(A) ∈ (λ, 1]; 

(ii) ∂(╕A) > ∂(~A) > ∂(A) if and only if ∂(A) ∈ [0, 1−λ). 

Theorem 2. Let A ∈ ℑ, λ ∈ (0.5, 1). Then the following conclusions hold: 

(a) ∂(A) > λ if and only if 1−λ ≤ ∂(~A) < λ; 

(b) ∂(A) < 1−λ if and only if 1−λ < ∂(~A) ≤ λ; 

Proof.  (a) According to the definition 3, if λ > 0.5, and ∂(A) > λ, then ∂(~A) = 

λ−
λ

λ
−

−
1

12
(∂(A)−λ). Since λ−

λ
λ
−

−
1

12
(1−λ) ≤ λ−

λ
λ
−

−
1

12
(∂(A)−λ) < λ−

λ
λ
−

−
1

12
(λ−λ), that is 

1−λ ≤ λ−
λ

λ
−

−
1

12
(∂(A)−λ) < λ, then 1−λ ≤ ∂(~A) < λ. Conversely, when 1−λ ≤ ∂(~A) < 

λ, since λ > 0.5 and ∂(~A) = λ−
λ

λ
−

−
1

12
(∂(A)−λ) ∈ [1−λ, λ), then the result ∂(A) > λ can 

be obtained. So, ∂(A) > λ if and only if 1−λ ≤ ∂(~A) < λ. 

(b) According to the definition 3, we also can prove that ∂(A) < 1−λ if and only if 

1−λ < ∂(~A) ≤ λ. Due to the limitation of space, we will not give the proofs here. 

In [16], the relations among a fuzzy set A and its contradictory negation A¬, opposite 

negation A╕ and medium negation A~ are as follows: the relation between A and A¬ is 
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CFC [16], the relation between A and A╕ is OFC [16], the relation between A and A~ is 

MFC [16], and the relation between A╕ and A~ is MFC [16]. Corresponding to FLCOM, 

A and ¬A, A and ╕A, A and ~A or ╕A and ~A all have the relation of negation. 

The definition 2 demonstrates that ¬A = ╕A∨~A. Moreover, there is a relationship of 

negation between ¬A and A. So, essentially the relation between ¬A and A is equivalent 

of the relation between ╕A and A or ~A and A. Therefore, following definition can be 

provided: 

Definition 5. In FLCOM, let {A, ╕A, ~A} be a set of fuzzy atom formulas. Every two 

formulas in this set have the relation of negation, and one of them is called the negation 

of another one. 

Theorem 3. The conjunction of every two formulas in {A, ╕A, ~A} is λ-unsatisfiable. 

Proof (Reduction to Absurdity).  Suppose that there is a λ-interpretation ∂ such that 

∂(A ∧ ╕A) > λ, ∂(A ∧ ~A) > λ or ∂(╕A ∧ ~A) > λ when λ ∈ (0.5, 1). 

If ∂(A ∧ ╕A) > λ, then ∂(A) > λ and ∂(╕A) > λ. From the definition 3, we know that 

if ∂(A) > λ, there must has ∂(╕A) < 1−λ ≤ λ, which is contrary to the conclusion that 

∂(╕A) > λ in the hypothesis. Similarly, we can prove that ∂(A ∧ ~A) > λ and ∂(╕A ∧ ~A) 

> λ don’t hold. 

So, the assumption is invalid and the conclusion in this theorem is true. 

3 The Resolution Principle for FLCOM 

Definition 6. A fuzzy propositional variable and its different negations are collectively 

called literals. 
In fuzzy logic, we know any fuzzy propositional formula exits a equivalent 

conjunctive normal form (CNF). In FLCOM, the conjunctive normal form of any 
formula can be defined as follows: 

Definition 7. Let A ∈ ℑ, then the conjunctive normal form of A can be expressed as  

A = ( 1
1A

 
∨ 1

2A
 
∨ … ∨ 1

rA ) ∧ … ∧ ( nA1  
∨ nA2  

∨ … ∨ n
tA ), where j

iA  
are literals. 

Lemma 4. ∀A ∈ ℑ, A is λ-satisfiable iff its conjunctive normal form is λ-satisfiable. 

Definition 8. In FLCOM, the conjunction of finite literals is called clause and is denoted 

by H. And a clause don’t contain any literal is called empty clause, ñ in short. Empty 

clause is λ-unsatisfiable. 

Definition 9. In FLCOM, let H = C1 ∧ C2 ∧ … ∧ Cn, where Ci (i = 1, 2, …, n) are clauses. 

H is called clause set, if the logic symbol ‘∧’ in H is rewritten as the logical symbol ‘,’ 

and it has the form H = {C1, C2, …, Cn}. 
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Because the empty clause is λ-unsatisfiable, so a clause set contains empty clause is 

λ-unsatisfiable.  

Theorem 5. Let A∈ℑ. A is λ-unsatisfiable iff its corresponding clause set H is 

λ-unsatisfiable. 

Definition 10. Let p be a fuzzy propositional variable and let two different literals l, 

lc∈{p, ╕p, ~p}. We say there is a relation of negation between l and lc. Moreover, lc is 

called the negation of l. 

Definition 11. Let C1 and C2 be two clauses, C1, C2 ∈ H, l1 and l2 be two literals of C1 

and C2, respectively. If there is a MGU (most general unifier) σ, such that l1
σ and l2

σ 

have the relation of negation, then the clause (C1
σ − l1

σ) ∨ (C2
σ − l2

σ) is a dualistic 

λ-resolvent of C1 and C2, and is donated by R(C1, C2). We call (l1, l2) a pair λ-resolution 

literals. 

Theorem 6. Let C1 and C2 be two clauses. If C1 ∧ C2 is λ-satisfiable then R(C1, C2) is 

λ-satisfiable, that is C1 ∧ C2  R(C1, C2). 

Proof.  Let C = R(C1, C2), and (l, lc) be a pair of λ-resolution literals. We can assume 

that C1 = C1′ ∨ l and C2 = C2′ ∨ lc.  

If C1∧C2 is λ-satisfiable then there is a λ-assignment ∂ such that ∂(C1 ∧ C2) > λ, that 

is ∂(C1) = ∂(C1′ ∨ l) > λ and ∂(C2) = ∂(C2′ ∨ lc) > λ. Since ∂(l) > λ and ∂(lc) > λ can’t 

hold simultaneously, there must have ∂(C1′) > λ or ∂(C2′) > λ. Then, there is a literal l′ 
in C1′ or C2′ and satisfy ∂(l′) > λ. Since C contains l′, then ∂(C) > λ. Therefore, R(C1, C2) 

(or C) is λ-satisfiable. 

Definition 12 (λ-resolution deduction). Let H be a clause set in FLCOM. The 

λ-resolution deduction from H to the clause C is the following sequence with finite 

clauses: C1, C2, …, Cn, where Ci (i = 1, 2, …, n) are clauses in H, or Ci = R(Cj, Ck) (j < i, 

k < i). In addition, let Cn = C. And {C1, C2, …, Cn} is also called λ-resolution sequence. 

Theorem 7. Let H be a clause set in FLCOM, λ ∈ (0.5, 1). If there is a λ-resolution 

deduction from H to ñ, then H is λ-unsatisfiable. 

Proof (Reduction to Absurdity). Suppose that H is λ-satisfiable, then there is a 

λ-interpretation ∂ such that ∂(H) > λ. That is for any clause C ∈ H, there exists ∂(C) > λ. 

For this and the theorem 6, it can be concluded that if there is a λ-resolution deduction 

from H to ñ, then ∂(ñ) > λ. However, ñ is λ-unsatisfiable. So the above assumption 

doesn’t hold and H is λ-unsatisfiable.  

Theorem 8. Let H = {C1, C2, …, Cn} be a clause set. H′ is a clause set derived from 

removing all clauses contain l in H, and then removing lc from the rest of clauses in H. 

If H is λ-unsatisfiable then H′ is λ-unsatisfiable. 
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Proof. Let H1 = {C1, C2, …, Ci}, Cp ∈ H and Cp contain l (p = 1, 2, …, i, i ≤ n), H2 = 

{Ci+1, Ci+2, …, Cj}, Cq ∈ H/H1 and Cq contain lc (q = i+1, i+2, …, j, j ≤ n), H3 = {Cj+1, 

Cj+2, …, Cn}, Cr ∈ H and Cr don’t contain l and lc, (r = j+1, j+2, …, n), where H/H1 is a 

clause set derived from removing H1 from H. Let H2′ = {C′i+1, C′i+2,…, Cj′}, where Ck = 

Ck′ ∨ lc (k = i+1, i+2, …, j; j ≤ n). 

In case H3 is non-empty, then H′ = {C′i+1, C′i+2,…, Cj′, Cj+1, Cj+2,…Cn}, where Ck = 

Ck′ ∨ lc (k = i+1, i+2, …, j). Suppose that H is λ-unsatisfiable, then ∂(H) ≤ λ for any 

λ-interpretation ∂, that is for any clause C ∈ H, ∂(C) ≤ λ and ∂(Cj+1 ∧ Cj+2 ∧ … ∧ Cn) ≤ 

λ. Then, ∂(C′i+1 ∧ … ∧ Cj′ ∧ Cj+1 ∧ … ∧ Cn) ≤ λ. Therefore, H′ is λ-unsatisfiable. 

In case H3 is empty, then H′ = {C′i+1, C′i+2,…, Cj′}, where Ck = Ck′ ∨ lc (k = i+1, i+2, 

…, j; j = n). Suppose that H is λ-unsatisfiable. Then for any λ-interpretation ∂, ∂(H) ≤ λ. 

So ∂(C) ≤ λ for all C ∈ H. So, there exists ∂(Ck) = ∂(Ck′ ∨ lc) ≤ λ, where k = i+1, i+2, …, 

j, j = n. Then, ∂(Ck′) ≤ λ (k = i+1, i+2, …, j; j = n). So, for any λ-interpretation ∂, ∂(H′) 
≤ λ, that is H′ is λ-unsatisfiable.  

Theorem 9. Let H be a clause set in FLCOM, λ ∈ (0.5, 1). If H is λ-unsatisfiable, then 

there is a λ-resolution deduction from H to ñ. 

Proof.  Suppose that there are k fuzzy propositional variables in H. We adopt the 

inductive method to prove it. 

There is only one fuzzy propositional variable p in H when k = 1. It is obvious that if 
there is ñ in H, then this theorem holds. But if ñ is not in H, then H contains p and ╕p, 
or p and ~p, or ╕p and ~p simultaneously. For R(p, ╕p) = ñ, R(p, ~p) = ñ and R(╕p, ~p) 
= ñ, according to the definition 12, there is a λ-resolution deduction from H to ñ. 

Suppose that this theorem holds when k < n (n ≥ 2). Next, this theorem can be proved 
when k = n. 

Taking one of the fuzzy propositional variables from H arbitrarily and denoting it by 
p. It is known that p, ╕p and ~p are literals. Let l ∈ {p, ╕p, ~p}. And there has at least 
one clause contains l in H. Let lc be the negation of l. H1 denotes a set of clauses contain 
l in H. H2 denotes a set of clauses contain lc in H. H3 denotes a set of clauses that are 
from H and don’t contain l and lc. Let H′ be a clause set which is derived from removing 
all clauses contain l in H, and removing lc from the rest of clauses. Let H′′ be a clause 
set which is derived from removing all clauses contain lc from H, and removing l from 
the rest of clauses. According to the theorem 8, if H ∧ l is λ-unsatisfiable then H′ is 
λ-unsatisfiable. And if H ∧ lc is λ-unsatisfiable then H′′ is λ-unsatisfiable. Since H  
is λ-unsatisfiable, then H ∧ lc and H ∧ lc are all λ-unsatisfiable. So, H′ and H′′ are  
also λ-unsatisfiable. For the amounts of fuzzy proposition variables in H′ and H′′ are all 
less than n and according to the inductive assumption, there is a λ-resolution sequence 
of the deduction from H′ to ñ, that is C1,C2, …, Ci and there is a λ-resolution sequence 
of the deduction from H′′ to ñ, that is D1, D2, …, Dj. Moreover, Ci = ñ and Dj = ñ. If 
Ct (1 ≤ t ≤ i) is a λ-resolvent of the clauses only from H3, then Ct is unrelated to H2′, 
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otherwise it has relation with H2′. Similarly, the relation between Dt and H1′ can be 
defined. Next, we discuss two conditions as follows: 

(1)  If Ci is unrelated to H2′, or Dj is unrelated to H1′, then ñ can be derived from 

λ-resolution of clauses in H3. So {C1, C2, …, Ci} is a λ-resolution sequence of the  

deduction from H to ñ when Ci is independent of H2′ or D1, D2, …, Dj is a λ-resolution 

sequence of the deduction from H to ñ when Dj is independent of H1′. 
(2)  If Ci is relate to H2′, and Dj is relate to H1′, then for any 1 ≤ t ≤ i, it can be 

defined as  

                      Ct ∨ lc,   when Ct is relate to H2′ 
                      Ct,       when Ct is independent of H2′. 

And for any 1 ≤ t ≤ j, we define 

                       Dt ∨ l,   when Dt is relate to H1′ 
                       Dt,       when Dt is independent of H1′. 

It can be easily concluded that {C1′, C2′,…, Ci′} and {D1′, D2′,…, Dj′} are all λ-resolution 

sequences of H. For Ci′ = lc , Dj′ = l and R(Ci′, Dj′) = ñ, so {C1′, C2′, …,Ci′, D1′, D2′, …, Dj′} 

is a λ-resolution sequences of the λ-resolution deduction from H to ñ. Therefore, this 

theorem holds when k = n. 

According to the inductive method, this theorem is tenable. 

Combing the theorem 7 and theorem 9, we can get the following conclusion: 

Theorem 10 (Completeness). Let H be a clause set in FLCOM, λ∈(0.5, 1). H is 

λ-unsatisfiable if and only if there is a λ-resolution deduction from H to ñ. 

4 Conclusion 

(1) In a λ-interpretation of FLCOM [15], the fuzzy proposition and its different 
negations value in [0, 1], that shows the flexible procedure among fuzzy propositions 
with contradictory negation, opposite negation and medium negation. From the 
definition 4, we implicate a fuzzy formula λ-satiable when its true value is higher than 
λ and implicate it λ-unsatisfiable when its true value is less than or equal to λ. It reflects 
transit from true and false when the proposition values in the interval (1−λ, λ). 

(2) This paper introduces λ-resolution method in fuzzy propositional logic system 
FLCOM, defines λ-resolution deduction and proves completeness theorem of 
λ-resolution. 
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Abstract. Linguistic Fuzzy Decision network (LFDN) method is an extension 
of Fuzzy Decision Map (FDM) for solving Multi-Criteria Decision Making 
problems (MCDM) in fuzzy environment having dependence and feedback 
among criteria. On the other hand, LFDN can’t handle the complex decision 
making problem, particularly with the multi-level hierarchical structure model 
that consists of objectives, criteria, sub-criteria, etc. down to the bottom level 
(alternatives). The main objective of this paper is to develop the LFDN struc-
ture to be able to select a decision for multi-level structure problems. So the 
multi-level structure of LFDN is the general form of LFDN.  Therefore, it can 
use for ranking alternatives and selecting the best one when the decision maker 
has multiple criteria. A case study was carried out to demonstrate the proposed 
model. 

Keywords: Multi Criteria Decision Making, Soft Computing, Fuzzy Decision 
Map, Fuzzy Cognitive Map, Linguistic Fuzzy Decision Network. 

1 Introduction 

Multi-Criteria Decision-Making (MCDM) approaches have been developed during 
the mid-1960s; it has been an active area of research in decision theory, operations 
research, management science and system engineering [1]. MCDM is the study of 
methods and procedures by which concerns about multiple conflicting criteria can be 
formally incorporated into the management planning process and the best possible 
solution one can be identified from a set of alternatives, as defined by the Internation-
al Society on MCDM [2]. Many different methods have been developed to solve 
MCDM problems. The Analytic Hierarchy Process (AHP) was first introduced by 
Thomas Saaty in the 1971 [3]. The Analytic Network Process (ANP) was developed 
by Saaty in 1996 to overcome the problem of dependence and feedback among  
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criteria in AHP method [4]. Fuzzy Decision Maps (FDM) method was proposed in 
2006 [5] for handling MCDM problems with dependency and feedback to overcome 
the complexity drawback of ANP. In 2013, Linguistic Fuzzy Decision Networks 
(LFDN) is proposed to overcome the shortcoming of FDM [6, 7]. LFDN is proposed 
in order to facilitate the making of subjective assessment by the Decision Makers 
(DM) using the linguistic values in the form of triangular fuzzy numbers (TFN) [6, 7]. 
However, LFDN deals only with one level of criteria having dependence and feed-
back. Therefore the main purpose of this paper is to improve LFDN to address the 
need for considering the case of multi-level criteria before considering alternative.  
The enhanced LFDN method should take in consideration the multi-level hierarchical 
structure of objectives, criteria, sub-criteria and alternatives.   

This paper is organized as follows: Section 2 presents Fuzzy Cognitive Map 
(FCM). Section 3 presents the LFDN method. The developed LFDN is explained in 
section 4. Case study is presented in section 5. Finally, the Conclusion is given in 
section 6. 

2 Fuzzy Cognitive Map (FCM) 

Fuzzy Cognitive Map (FCM) was originally introduced by Kosko in 1986 [8], as an 
extension of cognitive map model proposed by Axelrod in 1976 [9].   FCM in fuzzy 
environment using the concept of linguistic values is given in [6, 7]. It is applied in 
Linguistic Fuzzy Decision Network method (LFDN) to derive the fuzzy influence 
weight matrix among criteria, see [6, 7].  An example of a linguistic FCM is shown 
in Fig. 1. In Fig. 1, there are five concepts (or criteria) given by C1, C2, C3, C4, and 
C5. These are connected by weights. The relationships between two concepts Ci and 
Cj are described using a degree of influence i.e., Wij. Experts describe these degrees 
of influence using linguistic values by TFN as in table 1. After drawing the FCM 
using linguistic values to indicate the influence among criteria, fuzzy cognitive maps 
can be transformed into adjacency matrices.  

Table 1. Linguistic values and corresponding fuzzy numbers for causal relationships [6] 

linguistic values TFN 
No Influence (NI) (0,0,0) 

Extremely Low (EL) (0,0.1,0.2) 
Very Low (VL) (0.1,0.2,0.3) 

Low (L) (0.2,0.3,0.4) 
Medium Low (ML) (0.3,0.4,0.5) 

Medium (M)  (0.4,0.5,0.6) 
Medium High (MH) (0.5,0.6,0.7) 

High (H) (0.6,0.7,0.8) 
Very High (VH) (0.7,0.8,0.9) 

Extremely High (EH) (0.8,0.9,1) 

 
The fuzzy influence relationship among criteria can be calculated using the follow-

ing fuzzy updating equation [6, 7]:   
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 ( ) ( )( ) ( )t 1 t 0
nxnC F C W , C I+ = ⋅ =      (1) 

Where ijW [W ]=  is n × n fuzzy weight matrix with TFNs, ( )t 1C + is the fuzzy state 

matrix at certain iteration (t+1), ( )0C is the fuzzy identity matrix,  ( )tC  is the fuzzy 
state matrix at certain iteration t, and F is a fuzzy transformation function with TFN. 
The fuzzy hyperbolic-tangent function was used as the fuzzy transformation function 
as in Eq. (2) [6-7], [10]. 

 ( ) ( )u ul l m m -x -x-x -x -x -x
l m uf (x) tanh(x) 1 e 1 e ,1 e 1 e ,1 e 1 e ,   x x , x ,x= = − + − + − + =    (2) 

Once the linguistic FCM has been created, it can be run directly using Eq. (1). In each 
step of cycling, the values of the concepts change according to Eq. (1). After very 
little iteration, it will reach to fuzzy steady state,) if one of the following situations 
occurs [11]: 

•  A fuzzy fixed point attractor:  This case is arrived when the FCM state vector 
keeps fixed for successive.   

• A fuzzy limit cycle: A series of FCM state vector remains repeating forming a 
cycle. 

 

 
 
 
 
 

 
 

Fig. 1. An FCM as a graph   

3 LFDN Method 

It is an extension of linguistic FDM with fuzzy set theory to handle the uncertainty 
situations for solving MCDM. Now, we can summarize the steps of LFDN method to 
derive the priorities of criteria as follows [6, 7]:  

Step 1: Derive the local fuzzy weight vector ( L ). In this step, perform the fuzzy 
preference matrix (or the fuzzy pair-wise comparison matrix) as in Eq. (3), and then 
apply the fuzzy eignvalue method to obtain the local fuzzy weight as given in Eq. (4). 
Finally, normalize the obtained local fuzzy weight vector. 
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Where  ãij=(lij, mij, uij) , ãij-1 =(1/uij, 1/mij, 1/lij)  for (i,j=1,.....,n and i ≠ j), 1  = 
(1,1,1), P  represents n × n matrix with TFN and aij is the importance of criterion Ci 
w.r.t. criterion Cj according to the fuzzy importance scale for pair-wise comparison is 
shown in table 2. 

 
n n n n

i ij ij ij ij
j 1 j 1 j 1 j 1

L a l , m , u , i 1,...., n
= = = =

 
 = = =
 
 

      (4) 

Table 2. Fuzzy preference scale for pair-wise comparison [6,7] 

Intensity of 
fuzzy scale 

Definition of linguistic values Triangular 
fuzzy scale 

Triangular fuzzy 
reciprocal scale 

1  Equal importance (EI) (1,1,1) ( 1 , 1 ,  1 ) 

2  Equally Moderate importance(EMI) (1, 2, 3) (1/3, 1/2  ,1 ) 

3  Moderate importance (MI) (1,3,5) (1/5, 1/3  ,1 ) 

4  Moderately Strong importance(MSI) (2, 4, 6) (1/6, 1/4  ,1/2 ) 

5  Strong importance (SI) (3,5,7) (1/7, 1/5,1/3) 

6  Strongly Very Strong importance(SVSI) (4, 6, 8) (1/8, 1/6  ,1/4 ) 

7  Very Strong importance (VSI) (5,7,9) (1/9,1/ 7,1/5) 

8  Very Strongly Extreme importance(VSEI) (6, 8, 9) (1/9, 1/8  ,1/6 ) 

9  Extreme importance (EXI) (7,9,9) (1/9,1/ 9,1/7) 

                             

      
 

Step 2: Derive the fuzzy influence weight matrix. In this step, draw the FCM with 
linguistic values, then transform FCM into adjacency matrix. The adjacency matrix 
with linguistic values changed into TFN using table 1. Therefore, run FCM model 

using the fuzzy updating Eq. (1) to determine the fuzzy steady-state matrix ( *C ). 
Finally, normalize the obtained fuzzy steady-state matrix. 

Step 3: Derive the global fuzzy weight vector ( G ). In this step, the global fuzzy 
weight vector is calculate using the fuzzy weighting equation as in Eq. (5). Then, 
normalize the obtained global fuzzy weight vector. 

 n n nG L C L∗= +    (5) 

Where (
n

L ) is the normalization of the local fuzzy weight vector and ( nC∗ ) is the 

normalization of the fuzzy steady-state matrix.  
Since the final result is a vector of TFNs, then we need to use Eq. (6) (i.e., Center 

of Area (CoA) defuzzification method) for ranking such obtained fuzzy numbers to 
determine the criterion with highest priority. 

 ( )D(A) l m u 3= + +  (6) 
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4 Developing LFDN for Solving Complex Decision Problems 

The LFDN is a decision support tool which can be used in solving MCDM with two-
level hierarchical structure (i.e., objectives and criteria). However, for solving com-
plex decision problem, we developed LFDN method. The developed LFDN model, 
based on the identified criteria, sub criteria and sub sub-criteria. The lowest level of 
the hierarchy contains of the alternatives.  In the multi-level LFDN, the decision 
problem is structured hierarchically at different levels, each level consisting of a finite 
number of elements. Where, level 1 is the goal of the analysis, and level 2 is multi 
criteria that consist of several factors. You can also add several other levels of sub 
criteria and sub-sub criteria. In this paper, we add only one sub criteria level. The last 
level (level 4 in Fig. 2) is the alternative choices. The general form for multi-level 
hierarchical structure of LFDN can be depicted as in Fig .2. LFDN with multi-level 
hierarchical structure steps can be described as follows: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. LFDN with multi-level hierarchical structure 

• Step 1: Define the nature of the problem definition to be solved 
• Step 2: Construct a hierarchy model of system elements for its evaluation 
This phase involves building the LFDN hierarchy model. An LFDN hierarchy is con-
sists of an overall goal, a group of criteria (or factors) that relate to the goal, a group 
of alternatives (or options) that relate to the alternatives for reaching the goal. The 
criteria can be further broken down into sub-criteria, sub-sub criteria, and so on, in as 
many levels as the problem requires. After the hierarchy is built as Fig.2, calculating 
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the weights among elements (criteria, sub-criteria, and alternative) at each level of 
hierarchy is as follows: 

• Step 3: Derive the Fuzzy Global Weight (FGW) for criteria in the second level 

Calculating FGW regard to improve the LFDN process is done as the following: 
-The decision maker (DM) performs fuzzy pairwise comparisons matrix (FPCM) at 

level 1 of the hierarchy with respect to their relative importance with first level 
(Goal). FPCM in the LFDN assume that the DM can compare any two elements Ci, 
Cj at the same level of the hierarchy and provide a linguistic value aij for the ratio of 
their importance. The fuzzy preference scale used for LFDN is given as table 2. After 
build FPCM, we used the fuzzy eigenvalue method as in Eq. (4) to derive the fuzzy 
local weight vectors (FLW). 

-The DM draws FCM among criteria. DM used table 1 to indicate the influence 
degree among criteria. Then, apply Eq. (1) to get the influence among criteria. There-
fore, derive the fuzzy global weight for all criteria using Eq. (5).  

• Step 4: Derive the fuzzy global weight for each group of sub-criteria in the 
third level 

In this step, we can derive FGW for all sub-criteria as follows: 
-DM will be compared each group of the sub-criteria with regard to parent criteria 

in the upper level i.e., perform a set of FPCM, where each element in a criteria level is 
used to compare the elements immediately below with regard to it. This process will 
be continuous till all elements in level 3 are compared. Once all FPCM are created in 
level 3 i.e., FPCM among (Sub-C11,….., Sub-C1m) w.r.t criterion1, and until FPCM 
among (Sub-Cn1,….., Sub-Cnm) w.r.t criterion n, we used the fuzzy eigenvalue me-
thod as in Eq. (4) to derive the FLW for each group of sub- criteria. 

-DM will be drawn a FCM for each group of the sub-criteria i.e., draw a FCM 
among elements (Sub-C11,….., Sub-C1m), and until for (Sub-Cn1,….., Sub-Cnm). Then, 
apply Eq. (1) for each one of FCM to get the influence among sub-criteria. Therefore, 
derive the FGW for each group of the sub-criteria using Eq. (5).   

• Step 5: Derive the fuzzy weight for alternative 

Calculating FLW for alternatives is done as the following: 
DM will be constructed FPCM among alternatives with regard to each sub-criteria 

in the upper level i.e., perform a set of FPCM among alternatives, where each element 
in a sub-criteria level is used to compare the elements (alternatives) immediately be-
low with regard to it. For example, concerning the importance w.r.t elements (Sub-
C11) we performed a n × n FPCM containing our comparison element (A1,…, An). 
This process will be continuous until all alternatives are compared w.r.t each sub- 
criteria.  After build all FPCM among alternatives, we use the fuzzy eigenvalue me-
thod as in Eq. (4) to derive the FLW for the alternatives with respect to each  
sub-criteria. 
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• Step 6: Derive the final fuzzy weight for alternative  

In the final step, the obtained FLW vectors for the alternatives with respect to each 
sub-criterion are given in matrix form as in Eq. (7), and the obtained final priority 
weights for sub-criteria are given as in Eq. (8). Then, the final fuzzy weight vector for 
alternative is obtained as in Eq. (9). 

 

11 1m 21 2m n1 nm

1

2

Sub C Sub C Sub C Sub C Sub C Sub C
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1 1 1 1 1 1

A 2 2 2 2 2 2
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n n n n n n
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(A ) (A ) (A ) (A ) (A ) (A )
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   
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 (7) 

 
T

11 1m 21 2m n1 nm[ (C ) (C ) (C ) (C ) (C ) (C )]β = ω ω ω ω ω ω          (8) 

 ϖ = δ ⋅ β  (9) 

Since the final result (or the final fuzzy weight vector for alternative is a vector of 
TFNs representing the priority of each alternative, then using Eq.(6) for ranking such 
obtained fuzzy numbers to determine the alternative with highest priority. 

5 Case Study 

In this section, the developed LFDN model is implemented to choose the best car  
w.r.t. several criteria.  The following show how the case study was implemented. 

• Step1: the problem definition 

DM tries to purchase a car according to the following four criteria including Price (P), 
Durability (D), Robustness (R), and Repair Cost (C), for choosing the best alternative 
car among available cars namely: Passat, Corolla, Cerato, and Ménage. 

• Step2: Construct the hierarchy structure of the problem. 

Fig. 3 shows an illustrative 3-level hierarchy for the car selection problem. Level 1 
includes the goal, level 2 contains criteria, and level 3 contain the alternatives. 

• Step3: Calculate the weight of criteria  

In this step, DM compares the importance among criteria using the fuzzy importance 
scale given in Table 2. Therefore, the FPCM with linguistic values is given in Table 
3. The local fuzzy weights vector of each criterion is obtained using Eq. (4).  

DM Draw the FCM with linguistic values to indicate the influence among criteria 
using Table 1. Therefore, The FCM for the considered case study is shown in Fig. 4. 
The adjacency matrix obtained from FCM with linguistic values ( E  ) is shown in 
Table 4. 
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Run FCM model using the fuzzy updating Eq. (1) to obtain the fuzzy steady state-
matrix ( E  ) for the convergent state.  

We can derive the global fuzzy weights ( G  ) for criteria in level 1 using Eq. (5). 

• Step4: Compute the alternative evaluations 

In this step, DM compares the importance among alternatives with respect to the cor-
responding elements in the higher level (i.e., for each criterion in level 2), obtaining a 
FPCM. Therefore, the following tables 5, 6, 7 and 8 show FPCM among alternatives 
w.r.t price, durability, robustness and repair cost criteria respectively.  Now we are 
going to get the fuzzy local weights vector for alternative with regard to parent crite-
ria in the upper level using Eq. (4).  

• Step 5: Compute the final weight for alternative (i.e., final ranking) 

In this step, we need to obtain the final fuzzy weight vector ( ϖ ) for alternative as in 
Eq. (9). So, we can rank the fuzzy weights vector using COA method given in Eq. (6). 
Table 9 illustrates the final ranking of the obtained fuzzy weight vector for alterna-
tive. Thus, from tables 9 it is found that the selection criterion with highest priority is 
Passat, while the criterion with lowest priority is Cerato. 
 

 
 
 
 
 
 
 
 
 
 

 

Fig. 3. LFDN hierarchical structure model for car selection problem 

Table 3. Fuzzy pairwise comparison matrix among criteria with Lingusic values 

 Price Durability Robustness Repair Cost 
Price EI    
Durability MI EI   
Robustness SI MI EI EMI 
Repair Cost MI EMI  EI 
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Fig. 4. FCM with linguistic values among criteria for car selection problem 

Table 4. Adjacency matrix with linguistic values ( E ) obtained from FCM in Fig. 4   

 Price Durability Robustness Repair Cost 
Price No influence Medium Low No influence 
Durability Very Low No influence Medium  Very Low 
Robustness Very Low Very Low No influence Low  
Repair Cost Very Low No influence No influence No influence 

Table 5. Fuzzy pairwise comparison matrix among alternatives according to Price criteria 

 Passat Corolla Cerato Ménage
Passat EI    
Corolla MI EI EI  
Cerato SI  EI  
Ménage MI EMI  EI 

Table 6. Fuzzy pairwise comparison matrix among alternatives according to Durability criteria 

 Passat Corolla Cerato Ménage
Passat EI MSI SI MI 
Corolla  EI SVSI MI 
Cerato   EI  
Ménage   MSI  

Table 7. FPCM among alternatives according to Robustness criteria 

 Passat Corolla Cerato Ménage
Passat EI VSI VSEI SI 
Corolla  EI SI  
Cerato   EI  
Ménage  MI SI EI 

Table 8. FPCM among alternatives according to Repair Cost criteria 

 Passat Corolla Cerato Ménage
Passat EI   MI 
Corolla MSI EI  MSI 
Cerato MSI  EI SI 
Ménage  EI  EI 

Very Low 
Durability 

Very Low 
Very Low 

Low

Robustness

Price 

Repair Cost

Very 
Low

Medium 
Low 

Medium 
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Table 9. The ranking of the final fuzzy weight vector ( ϖ ) for alternative 

The final weight   ( ϖ ) Fuzzy value COA value Ranking 
Passat (0.0704, 2.1204, 77.2815) 26.49  1 
Corolla (0.0481, 1.7375, 73.419) 25.07 3 
Cerato (0.0366, 1.1267, 48.2505) 16.47 4 
Ménage (0.0348, 1.5578, 73.7466) 25.11 2 

6 Conclusion  

Although Fuzzy decision maps method (LFDN) has been proposed to deal with Mul-
ti-Criteria Decision-Making (MCDM) problems, it uses fuzzy set theory instead of 
dealing with crisp numbers to simulate the real life situations. Unfortunately, it can't 
solve complex problems for ranking the actions (alternatives) to select the appropriate 
action. Therefore, we developed LFDN to deal with complex problems. The proposed 
LFDN model with multi-level structure is practical and effective for solving MCDM 
problems. Currently, the authors are preparing several applications in different area 
for the proposed model to solve such MCDM problems. A case study was imple-
mented to evidence that the proposed model is capable of select the best alternative 
regard to a multiple criteria. 
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Abstract. In this paper, we present a variation of fuzzy local information c-means 
(FLICM) algorithm for image segmentation by introducing a novel tradeoff factor 
and an effective kernel metric. The proposed tradeoff factor utilizes both local 
spatial and gray level information in a new way, and the Euclidean distance in 
FLICM algorithm is substituted by Gaussian Radial Basis function. By the novel 
factor and kernel metric, the new algorithm has edge identification ability and is 
insensitive to noise. Experiments result on both synthetic and real world images 
show that the proposed algorithm is effective and efficient, providing higher 
segmenting accuracy than other competitive algorithms. 

Keywords: Fuzzy clustering, image segmentation, edge sensing, local infor-
mation constraints, kernel function. 

1 Introduction 

Image segmentation is a very crucial procedure in image understanding and computer 
vision, many methods have been proposed [1,2]. It is a technique that divides an im-
age into certain non-overlapping regions and extracts interest targets. Due to introduc-
ing the fuzzy belongingness of each pixel, fuzzy theory based methods have been 
used to segment image successfully [3]. Fuzzy C-Means (FCM) algorithm [4,5] is 
famous and has been researched widely among these fuzzy clustering methods. By 
lack of considering any spatial information, FCM is very sensitive to noise. A lot of 
improved algorithms based on FCM have been presented to remedy this drawback. 

D.L. Pham proposed RFCM algorithm [6], he changed the cost function of stand-
ard FCM algorithm to include spatial constraints. RFCM was proved to be more ro-
bust for noisy image segmentation. M.N. Ahmed et al presented FCM_S algorithm 
[7,8] for medical image segmentation. It modified objective function of FCM to allow 
the labeling of a pixel to be influenced by the labels in its immediate neighborhood. 
To eliminate the intensity non-uniformity (INU) in MR images, Ahmed introduced 
bias field model and changed the FCM_S to BCFCM. After that, many methods based 
on this bias field model were proposed to correct INU in MR images [9,10,11].  

                                                           
* Corresponding author. 
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However BCFCM and FCM_S had high computational complexity and were sensitive 
to noise. To FCM_S, S. Chen et al proposed FCM_S1, FCM_S2 and the correspond-
ing kernel function based version KFCM_S1 and KFCM_S2 [12]. Kernel metric was 
more robust to noise and had been utilized to substitute Euclidean distance in some 
fuzzy clustering methods [13,14,15]. 

B. Caldairou made use of the non-local mean denoising method and modified 
RFCM algorithm to get better segmentation performance [16]. F. Zhao in [17] pro-
posed fuzzy c-means clustering algorithm with self-tunning non-local spatial infor-
mation. These methods utilizing non-local information were robust to noise and were 
studied widely recent years [10],[18,19,20], however they are time consuming. 

To reduce the calculation time of standard FCM class algorithm, L. Szilagyi et al 
proposed a quick FCM algorithm named EnFCM algorithm [21]. The clustering was 
performed on the gray level histogram of the linearly weighted sum image. W. Cai et 
al modified the linearly weighted sum image and get another fast FCM algorithm 
version FGFCM [22] which was more robust to noise than EnFCM. But these meth-
ods need adjustable parameters to control the tradeoff between denoising performance 
and details preservation, and parameter selection had significant influence on the 
segmentation performance. S. Krinidis proposed the FLICM algorithm [23] which 
was free of any parameter selection. However this approach had some weakness in 
identifying the class boundary pixels. Moreover, when the images are contaminated 
by severe noise, the performance of this method will degrade. Based on FLICM, M. 
Gong et al presented the KWFLICM algorithm [24] to improve noise immunity. To 
better classify the boundary pixels, we present an edge sensing FLICM algorithm 
named ESFLICM. It can not only solve the boundary pixels classification problem, 
but also has more accurate clustering performance in low SNR situations. 

The rest of this paper is organized as follows. In second section, we will analyze 
the weakness of FLICM in boundary pixels classification. In third part, we will intro-
duce the whole framework of ESFLICM. In section four, we will present the experi-
mental results with different methods. The conclusions will be drawn in the last part. 

2 Problem Analysis 

Based on classical FCM, the robust fuzzy local information c-means (FLICM) algo-
rithm [23] introduced a fuzzy factor Gki to define its objective function. This fuzzy 
factor incorporates local spatial information and gray level information defined as  
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where Ni is the set of neighborhood pixels centering around the ith pixel. dij presents 

the spatial Euclidean distance between the ith pixel and jth pixel. kju  is the member-

ship degree of the  jth pixel in the kth class. The parameter m stands for the weighting 

exponent and controls the fuzziness of the clustering results, we set m=2 usually. •  
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denotes Euclidean norm, xj is the gray level of the jth pixel, vk is the prototype of the 
center of the kth class. Thus the objective function of FLICM algorithm is defined as 
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The minimization of the objective function Jm is performed in an iterative way. The 
update equations of membership uki and class center vk are given as follows 
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By introduction of the new factor Gki, FLICM enhances noise insensitivity and out-
lier’s resistance which can be proved by the two examples in [23]. Moreover FLICM 
is free of any parameters selection which contributes to automatically image segmen-
tation. However, FLICM is not always effective. There is one possible case to prove 
FLICM’s weakness. As shown in Fig. 1, improper clustering result is obtained in a 
simple example.  

           
(a)                                           (b) 

          
 (c)                      (d)                      (e) 

Fig. 1. Membership degree of edge pixels. (a) original image. (b) gray levels of pixels marked 
in rectangle in the original image. (c) Membership degree of the pixels in the 1th class. (d) 
Membership degree of the pixels in the 2th class. (e) Membership degree of the pixels in the 
3th class. 
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This image has three classes, and it is not contaminated by any noise. Let’s analyze 
boundary pixels between the black square region and white background. The size of 
the analysis window is 3×3. Calculate the equation (3) and (4) iteratively. After 4 
iterations FLICM algorithm gets to the convergence condition. The centers of the 3 
different classes are 0, 91 and 255, and the membership degrees of the 9 pixels are 
shown in Fig. 1(c), (d) and (e). It shows that the three pixels lied in the boundary be-
tween black square region and white backgrounds which belong to the black class are 
classified to the second gray class incorrectly.  

This false clustering is related to the definition of the fuzzy factor Gki. Let’s study 
the influence of Gki to the ith pixel in the above mentioned example. The gray level of 

xi is 0, so  xi should be classified into the first class (the black region). That is to say, 

iu 1 should be the largest membership degree. However, the range of  ( )11 +ijd  is 

from zero to one. Those pixels whose gray level is 255 belong to different class with 

respect to the ith pixel, therefore ( )ju11 −  is relative large, and 
2

1vx j − is a rather 

high value. As a result G1i has a greater impact on the membership iu1 . This results in 

a smaller iu 1 with respect to iu 2 . So iu 2 is the largest membership degree and xi is 
classified to the gray region. We called this false clustering as multi-class edge prob-
lem. It refers to that at the edge of two different classes if there are the other classes 
whose gray level is between these two classes, the edge pixels will be possibly classi-
fied into the wrong class. Motivated by the above problem, an Edge Sensing Fuzzy 
Local Information C-Means (ESFLICM) algorithm is proposed. ESFLICM algorithm 
uses Gaussian Radial Basis Function as the similarity measure and defines a novel 
factor Gki to regularize the influence of local information more effectively. 

3 Edge Sensing Fuzzy Local Information C-Means (ESFLICM) 
Algorithm 

Kernel functions can transform the nonlinear vectors in original feature space into 
linear vectors in a higher dimensional (possibly infinite) feature space. The complex 
nonlinear problems can be turned into more easier linear issues by this kind transfor-
mation. In this new algorithm ESFLICM, we use the kernel induced distance instead 
of the traditional Euclidean metric. 

A kernel in feature space can be described as K [25,26] 

 ( ) ( ) ( )( )yxyxK φφ ,, =  (5) 

where ( )•φ  is an nonlinear mapping. ( ) ( )( )yx φφ ,  is the inner product operation.  

In general, typical Radial Basis Function (RBF) kernel [12], [24] is common used.  
The mathematical formulation of RBF kernel is 
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Where d is the dimension of vector x, 0≥a  and 21 ≤≤ b . In this paper, we 
use Gaussian Radial Basis Function (GRBF) with a=2 and b=1.σ refers to the kernel 
bandwidth. Its value has an important influence on the accuracy of the clustering re-
sult. In [24], Gong presented a method to choose proper σ whose effectiveness has 
been proved by some convincing experiments. So in ESFLICM algorithm we adopt 
this method to determine σ. 

With above descriptions and through GBRF kernel substitution, the proposed ker-
nel FLICM algorithm is defined as follows 
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The introducing of GRBF kernel can remedy too large influence of factor Gki  to 
cost function. Nevertheless, when images are contaminated by noise, multi-class edge 
problem cannot be solved effectively only depending on kernel. In the following, we 
present a novel tradeoff factor '

kiG  to improve the effectiveness of local information. 

It is shown in the following 
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where xi refers to the gray level of the ith pixel and so does xj. )var(
j

x  is the intensity 

variance of pixels located in the neighbor window centering around the jth pixel, and 

( )ixvar  is the mean of )var(
j

x . The value of α is from 0.5 to 5 depending on noise lev-

el, and is easy to select. 

ijw reflects local gray level information. The first item in equation (10) depicts the 

intensity similarity between the ith pixel and the pixels in its neighbor window. If xj is 
very close to xi , the value of this item will be large. It indicates xj and xi may belong 
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to the same class, the influence of  '
kiG  will increase, and vice versa. The second 

item of equation (10) denotes the intensity homogeneity degree in the local window of 
pixel j. When those pixels in the local window are located in the homogenous regions 
or not contaminated by noise, the role of the second item will be large; and the influ-
ence of the tradeoff factor will increase. The general objective function of ESFLICM 
algorithm is written as follows 

 ( )( )[ ]
= =
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The membership function and prototypes of the class center can be attained by the 
Lagrange multiplier method. They are shown as follows 
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With above modifications the new algorithm ESFLICM is not only able to solve 
the multi-class edge problem, but also more robust for noisy image segmentation than 
FLICM and KWFLICM. 

4 Experimental Results and Analysis 

In this section, we apply the proposed algorithm ESFLICM, FLICM [23], KWFLICM 
[24] and standard FCM to synthetic and real world images to compare the clustering 
performance of these methods. In our experiments, the convergence threshold is set  
to be 0.001, the maximal iteration number is 100 and the size of the local window (Ni)  
is 3×3. 

The synthetic image includes four classes. The clustering results of these four algo-
rithms on the image contaminated by Gaussian noise (0 mean and 0.02 variance) are 
shown in Fig.2. We set α=5.0 in ESFLICM algorithm and use intensity 0, 60, 120 and 
180 to represent the four classes. Visually, in Fig. 2(c), FCM cannot resist the influ-
ence of noise. In Fig. 2(d), FLICM removes most of the noise however as Fig.2(g) 
shows, FLICM can not solve the multi-class edge problem. In Fig. 2(e), KWFLICM is 
still influenced by noise to some extent. In Fig. 2(f), ESFLICM removes almost all the 
noise and get clear class boundary which is proved in Fig. 2(i). 
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(a)                   (b)                      (c) 

   
              (d)                      (e)                      (f) 

   (g) 

   (h) 

   (i) 

Fig. 2. Clustering results on image contaminated by Gaussian noise. (a) Original image. (b) 
Noisy image. (c) FCM result. (d) FLICM result. (e) KWFLICM result. (f) ESFLICM result. (g) 
Each class of FLICM. (h) Each class of KWFLICM. (i) Each class of ESFLICM. 

Fig. 3 illustrates the segmentation performance of the synthetic image contaminat-
ed by Salt & Pepper noise (density 0.25). We set α=5.0 in ESFLICM algorithm. Fig. 
3(c) shows FCM cannot remove any noise. FLICM still has a proportion of noise and 
multi-class edge problem. KWFLICM remains small part of noise, while ESFLICM 
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achieves the most satisfactory result from both denoising performance and identifying 
ability to boundary pixels. 

Table 1 presents the segmentation accuracy (SA) [8] to compare the denoising per-
formance of different methods. SA is defined as the number of correctly classified 
pixels divided by the total number of pixels. As Table 1 shows, the proposed algo-
rithm ESFLICM can get more accurate results than the other competitive algorithm in 
the present of high level noise. 

   

(a)                    (b)                     (c) 

   
  (d)                     (e)                     (f) 

Fig. 3. Clustering results on image contaminated by Salt & Pepper noise. (a) Original image. 
(b) Noisy image. (c) FCM result. (d) FLICM result. (e) KWFLICM result. (f) ESFLICM result.  

Table 1. SA (SA%) of four algorithms on synthetic images contaminated by noise 

 FCM FLICM KWFLICM ESFLICM 
Gaussian 76.01 98.01 99.14 99.37 
Salt & pepper 86.07 98.16 99.13 99.25 

 
In addition, the proposed algorithm ESFLICM is used to segment brain MRI imag-

es comparing with the other three algorithms. Brian MRI images are generally classi-
fied into four classes, white matter (wm), gray matter (gm), cerebrospinal fluid (csf) 
and background.αis set to be 0.5 in ESFLICM algorithm. The first brain image con-
taminated by mixed noise is shown in Fig. 4(a), which is provided by [23]. Obviously, 
FLICM still has some noise in gm, csf and background. KWFLICM smoothes some 
details of csf. ESFLICM delineates sulcal csf more exactly. Another brain MRI image 
is from Brianweb [27]. We choose MRI image with T1 weighted phantom, 1mm slice 
thickness, and 9% Rician noise. The visual segmentation results are shown in Fig. 5. 

Table 2 gives the quantitative evaluation measure Dice Similarity Coefficient 
(known as KI) [16],[28] to compare the classification performance. KI measures the 
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overlap between the classification result using the algorithm and the standard segmen-
tation. 0≤KI≤1, and the closer to 1 KI is, the more similar the two results are. 

As can be seen from the Fig.5 and Table 2, the new proposed algorithm ESFLICM 
achieves the most satisfactory segmentation result. This good performance benefits 
from the novel factor '

kiG  utilizing the local spatial and intensity information effec-

tively and the more robust GRBF kernel. 

     
(a)             (b)               (c)               (d)              (e) 

Fig. 4. Segmentation results on the 1st brian MRI image. (a) MRI image with mixed noise. (b) 
FCM result. (c) FLICM result. (d) KWFLICM result. (e) ESFLICM result. 

     

(a)               (b)              (c)              (d)              (e) 

Fig. 5. Segmentation results on the 2nd brain MRI image. (a) MRI image with 9% Rician noise. 
(b) FCM result. (c) FLICM result. (d) KWFLICM result. (e) ESFLICM result. 

Table 2. KI (%) of four algorithms on the 2nd brian MRI image 

 FCM FLICM KWFLICM ESFLICM 
wm 88.66 93.92 92.95 93.78 
gm 81.66 91.54 90.39 91.91 
csf 83.01 88.73 85.43 89.58 

5 Conclusion 

This paper presents an improved algorithm of FLICM for accurate image segmenta-
tion. We make a reasonable analysis of FLICM algorithm to reveal the existed multi-
class edge problem. To solve this problem, we propose a novel tradeoff weighted 
factor '

kiG  and utilize GRBF kernel to substitute the Euclidean metric. The factor '
kiG  

combines local spatial and intensity information in a more reasonable and simpler 
manner, rendering the new proposed algorithm removing multi-class edge problem, 
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more robust to noise type and guaranteeing more details. Compared to FLICM, the 
proposed ESFLICM has no significant increase in computational cost. In our future 
works, we will study the strategy to segment images influenced by low-frequency 
interference. 
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Abstract. Project scheduling with resource constraints is one of the most chal-
lenging optimization problems because of the complexity in estimating the re-
source requirement. This work aims at the application of fuzzy Gantt chart 
(FGC) and genetic algorithm (GA) to calculate optimal activity in project sche-
duling. Activity durations are considered adjustable for the optimal resource as-
signment under the constraints. GA determines not only the activity priority but 
also the activity duration within resource constraints. Numerical results of an 
example show that this application can effectively reduce the maximum re-
source input from 94 to 40 men with similar project makespan. 

Keywords: project scheduling, resource constraints, genetic algorithm, fuzzy 
Gantt chart. 

1 Introduction 

Project scheduling is subject to considerable constraints and uncertainties that often 
lead to schedule disruptions. Jiang and Shi [1] recently presented a branch-and-cut 
procedure for minimizing the makespan of a construction project under resource con-
straints. Lu and Lam [2] evaluated the effect of multiple resource calendars on the 
makespan in a constructive project. El-Rayes and Jun [3] also developed two re-
source-leveling to minimize the impact of resource fluctuations in constructive 
project. Genetic algorithms (GA) have been applied to project scheduling as an effec-
tive tool to search for optimal solution in construction management [4], aircraft main-
tenance [5], and program-evaluation-and-review-technique [6], and many other 
project scheduling [7-10], multi-objective optimization [11], minimized cost [12], 
financial management [13], repetitive project [14], and ad hoc method [15]. In prac-
tice, however, many projects face not only resource constraints but also schedule 
uncertainties and state variable variations. Fuzzy set has been known suitable to de-
scribe the uncertainties. Chen and Huang [16] presented an activity time evaluation 
method by fuzzy logic. Yakhchali and Ghodsypour [17] also analyzed the start time 
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of the activities in a project by fuzzy logic. However, both did not consider any re-
source constraints. Lin and Shyu [18] used fuzzy logic to determine the arrival sche-
dule at an airport. Liang [19] developed a two-phase fuzzy approach to solve multi-
objective project in linear systems. A recent work proposed the concept of fuzzy 
Gantt chart (FGC) to evaluate the activity duration [20]. This work aims at the appli-
cations of FGC with to project scheduling by using GA to meet the resource con-
straints. Numerical results show project scheduling under resource constraints can be 
solved effectively and efficiently by FGC with GA. 

2 Fuzzy Gantt Chart for Resource Requirement 

In project scheduling, accurate resource requirement of every activity is preferable, if 
not necessary. The resource requirements can be regarded as the product of activity 
duration and resource input. Liu [21] proposed FGC to determine activity duration by 
considering the uncertainty characteristics using fuzzy quality function deployment 
(FQFD) and fuzzy analytic hierarchy process (FAHP), where the degree of fuzziness 
for every project activity is calculated. The uncertainties are measured by the risk 
level of project characteristics such as project time limit, project activity start time, 
project budget, manpower, technological difficulty, and facility requirements. When 
applying FQFD to project management, the risk level of such project characteristics 
(PCs) are considered as customer attributes, while the project activities (PAs) are 
defined as engineering characteristics in FQFD. The application of FQFD for project 
management is shown as Fig. 1. PCs are translated into PAs by linguistic expressions 
{very low, low, median, high, very high} at different technical rankings, where VL, 
L, M, H, and VH represent very low, low, median, high, and very high, respectively.  
Figure 2 shows the triangular membership function of the five fuzzy linguistic spaces. 

The element of relationship matrix Rij  indicates the relative risk level of j-th PA 
to ith PC, and Wj represents the total risk of the j-th PA calculated under the consider-
ation of PCs. Wj is defined as the degree of fuzziness for each PA: 

mjRIW
n

i
ijij ,,2,1 , ==     (1) 

where Ii represents the importance factor of the i-th PC, n is the number of project 
characteristics, and m is the number of project activities. In conventional FQFD, the 
importance factor Ii and the element of relationship matrix Rij are determined by ex-
perts. For more reliable value, Ii  and Rij  are preferable to be determined by FAHP, 
if necessary [21]. One should note that the calculated Wj is in triangular fuzzy mem-
bership function represented by Wj  (c1, c2, c3), where c1, c2, c3 are the location of the 
corners of triangle. The defuzzifized value wj or the degree of fuzziness Wj  (c1, c2, 
c3), can be determined by the center of area method as: 

3
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Fig. 1. The example of fuzzy quality function deployment (FQFD) with five linguistic spaces 
{very low, low, median, high, very high} 

 

Fig. 2. The membership function of triangular fuzzy numbers 

In FQFD, the importance factor Ii is translated into Wj by the experiences of ex-
perts, and each Wj  is defuzzified as wj by Eq. (2). One can normalize the degree of 
fuzziness by: 

σ
α

3+
=

w

w j
j

                                    (3) 

where w  is the mean and σ  is the standard deviation of all wj. The normalized 

degree of fuzziness αj is a crisp index to represent how vague or unclear an activity 
would be. Hence, αj can be applied to estimate the activity duration. For the fuzzy 
logic with trapezoidal membership function to describe the probability distribution of 
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activity duration, the duration is determined as illustrated in Fig. 3 by the area ratio 
[21]: 

area l trapezodaThe
duration by the enclosedArea =jα    (4) 

where DL and DU are the lower and upper bound of the activity duration by assump-
tion. An FGC can therefore be constructed to predict the activity duration. 
 

Fig. 3. The example of activity duration estimated by the degree of fuzziness 

An example of a project with 20 activities in Fig. 4 is to illustrate the activity dura-
tion and resource input in which the sequence and direction presented by nodes and 
arrows [21]. PAi (d, r) denotes the i-th project activity that requires d days and r men. 
The range of every activity, DL and DU, and the normalized degree of fuzziness αj 
determined from Eqs. (1)~(3) are shown in Table 1. The activity duration is deter-
mined by with Eq. (4). The resource requirement can be calculated by the product of 
the determined activity duration and assumed resource input in Table 1. Figure 5 (a) is 
the FGC where the project makespan is 64 days, and (b) is the resource diagram with 
the maximum resource input of 89 men at the 10th day. It is shown that the resource 
input fluctuates from 15 to 89 which may lead to inefficient manpower management. 
In practice, project scheduling shall have resource constraints such as manpower, 
budge, or equipment. Effective method to level the resource input is necessary. 

 

Fig. 4. The example of a project network, where PAi (d, r) denotes the ith project activity with 
d days and r men to complete the task 

duration

0 time 

fuzzy membership function 

 LD UD
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Table 1. The example of a project of 20 activities with the degree of fuzziness [21] 

 
 

 
(a) 

Fig. 5. (a) Fuzzy Gantt chart of project where the makespan is 64 days 
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(b) 

Fig. 5. (b) the resource diagram where the manpower fluctuates from 15 to 89 during the 
project period 

3 Project Scheduling with Resource Constraints 

Resource leveling can be achieved by rescheduling the project activities and adjusting 
the resource input for every activity. One can adjust the resource input to shorten the 
total makespan as illustrated in Fig. 6. Consider a project with 4 activities PAa, PAb, 
PAc, and PAd, in which (PAa, PAb) and (PAc, PAd) are conducted in sequence. The 
original schedule in Fig. 6 (a) requires maximum of 16 men in the makespan of 10 
days. If the resource constraint is not to exceed 8 men a day for all project activities, 
rescheduling the activity priorities as illustrated in Fig. 6 (b) can complete in 13 days. 
By adjusting both the activity priority and resource input, the makespan of the project 
as shown in Fig. 6 (c) can be shortened in 11 days. This resource leveling helps to 
better manpower management. 

 

Fig. 6. The example of shortening the makespan by adjusting the priorities and resource inputs 
of the activities without violating the resource requirement: (a) original scheduling (b) resche-
duling only by adjusting the priorities (c) rescheduling by adjusting the priorities and durations 
simultaneously. 
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As the resource input is inverse proportional to the activity duration, GA may be 
effective to find the priority and resource input of the activities. The chromosome of 
GA can be constructed as the priority and duration for every activity as shown in Fig. 
7, where the first half of the chromosome string consists of the activity duration and 
the second half the activity priority. The adjustment of resource input, i.e., the activity 
duration can be described as 

,...,n,iDDD U
ii

L
i 21 , =≤≤    (5) 

where Di is the ith activity duration, 
L
iD  and 

U
iD  are the lower and upper bound, 

and n is number of activities in a project. The physical meaning of individual chromo-
some can be presented by 
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
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−+=
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where Xi is used to determine the ratio of the range between L
iD  and U

iD , 

( )
−

=

⋅=
1

0

2
l

b

b
ii bxX , l is the length of binary code of a gene for one activity, and xi (b) 

is the binary value 0 or 1. 
 

 
Fig. 7. Binary representation of chromosome for the project activities 

With the formulation for the activity duration Di in Eq. (6), the objective of mini-
mizing project makespan within the resource constraints can be formulated as: 

 

minimize   { }  max ii
i

Ds +                    (7) 

subjected to 
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where si is the start time of activity i, H is the set of pairs of activities with precedence 
relationships, Gt is the set of in-progress activities at time t, Rik is the resource input 

for i-th activity, 
T
kR  is the resource constraint, and m is the numbers of resource. 

For optimal project scheduling, the activity priority and duration presented by the 
chromsomes are evaluated by GA. The initial population of the chromesomes is 
created randomly. The fitness function of GA is defined to minimize the total makes-
pan of project as shown as Eq. (7). Shorter makespan means better fitness and more 
likely to be selected to create the offspring in the next generation by crossover. The 
chromosomes with higher fitness tend to be reserved for optimal solution. Mutation is 
the operator to enhance variation of chromosome and to avoid being trapedin local 
optimal solution. The calculation repeats for next generation and the calculation pro-
cedure can be summarized Fig. 8. 
 

Fig. 8. The calculation procedure for applying GA 

For the project in Fig. 4, the number of activities n = 20 and the parameters in GA 
are: population size equals to 35, the generation number is 200, and crossover and 
mutation rates are set as 0.8 and 0.05, respectively. Large population size and genera-
tion number often result in better solution, but they also increase computation time 
and memory requirement. Appropriate crossover and mutation rates result in chromo-
some diversity in the population. Table 2 shows the comparison for the scheduling 
results of FGC and GA including scheduling algorithm, chromosome definition,  
adjusted duration and resource inputs, project makespan, and maximum daily  
manpower. Case 1 is scheduled by FGC without considering any resource constraint 

Initialize the 
parameter of GA

Calculate the fitness 
current chromosomes

Create initial population 
of the chromesomes

If the limit of 
generation is acheived

Selection and crossover 

Mutation 

Terminate GA Yes 

No 
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which results in the maximum manpower requirement of 89 men for the project ma-

kespan of 64 days. If the manpower is limited to 40, 
T
kR = 40, case 2 is the schedul-

ing results of GA in optimizing the activity priority. The maximum manpower is 38 
men for the entire project period and the project makespan is increased to 80 days. 
For GA optimization of both activity duration and priority, case 3 shows the project 
makespan can be significantly reduced to 69 days, which is very close to the FGC 
results of 64 days with manpower 89. The rescheduling result is shown in Fig. 9. The 
solid line in resource diagram is the resource requirement of case 3, and the dotted 
line is the resource requirement of case 1 in Fig. 5 (b). It shows that the fluctuation of 
resource diagram of case 3 is significantly less than case 1.  

Table 2. The comparison for scheduling results with different methods and conditions 

Scheduling Algorithm 
Case 1 Case 2 Case 3 

FGC 
FGC+ 

GA (with priority)
FGC+ 

GA (with priority and duration) 
 PA1 (day, man) (11, 11) (11, 11) (10, 12) 

 PA2  (11, 11) (11, 11) (11, 11) 

 PA3  (7, 14) (7, 14) (6, 16) 

 PA4  (5, 8) (5, 8) (3, 13) 

 PA5  (11, 19) (11, 19) (8, 26) 

 PA6  (12, 15) (12, 15) (12, 15) 

 PA7  (14, 13) (14, 13) (13, 14) 

 PA8  (16, 15) (16, 15) (15, 16) 

 PA9  (10, 18) (10, 18) (8, 23) 

 PA10 (15, 10) (15, 10) (14, 11) 

 PA11  (7, 21) (7, 21) (6, 25) 

 PA12  (7, 13) (7, 13) (5, 18) 

 PA13  (8, 13) (8, 13) (7, 15) 

 PA14  (12, 17) (12, 17) (13, 16) 

 PA15  (12, 10) (12, 10) (10, 12) 

 PA16  (8, 10) (8, 10) (7, 11) 

 PA17  (9, 13) (9, 13) (7, 17) 

 PA18  (6, 10) (6, 10) (4, 15) 

 PA19  (5, 12) (5, 12) (4, 15) 

 PA20  (7, 20) (7, 20) (4, 35) 

Project Makespan (day) 64 80 69 

Maximum Daily Manpower (man) 89 38 40 
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(a) 

 

 
 

(b) 

Fig. 9. (a) The Gantt chart and (b) resource diagram of case 3, and the dotted line is the re-
source requirement of case 1 

4 Summary and Conclusion 

In project scheduling facing uncertainties, precise resource requirement of every ac-
tivity can be determined by using FGC. When facing both project uncertainties and 
resource constraints, hence, FGC is futile and GA is thus needed to determine the 
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activity’s priority and duration. The project example with 20 activities shows that 
scheduling by FGC without considering resource constraint requires 64 days to com-
plete with the maximum resource of 89 men. If the resource constraint is limited to 40 
men, GA shows rescheduling of the activity priority can complete the project in 80 
days with the maximum resource of 38 men. When GA is further applied to determine 
the activity priority and duration, the project makespan is significantly shortened to 69 
days with maximum manpower of 40. This resource leveling can improve the utiliza-
tion of resources. 
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Abstract. This paper introduces a dynamic output feedback (DOF) guaranteed 
cost controller for systems with uncertainties and time delays, which are usually 
described by Takagi–Sugeno (T-S) fuzzy models. We model the nonlinear sys-
tem directly by parallel distributed compensation (PDC) rules. The uncertainties 
and time delays caused by modeling errors and parameter sensitivity of devices 
are considered. Since states are not always available, we choose dynamic output 
feedback and design guaranteed cost controller based on linear matrix inequali-
ty (LMI). The upper bound of performances and calculation method for control-
ler parameters are given. A numerical simulation is provided to demonstrate the 
availability and effectiveness of our method. 

Keywords: T-S fuzzy model, uncertainties, time delay, dynamic output feed-
back, guaranteed cost control. 

1 Introduction 

Constructing an accurate mathematical model is an important premise for systematic 
study. But practically it is difficult or impossible to avoid modeling errors. And con-
sidering the parameter sensitivity of sensor, actuators and other devices, there always 
exist uncertainties and time delays in physical system [1-4]. They are also important 
factors which cause systems to be nonlinear. Robust control is a powerful tool to  
process uncertainties. In recent years, guaranteed cost control of systems with uncer-
tainties and time delays based on robust analysis and synthesis has received wide 
attention. 

References [5-7] analyze uncertainties and time delays in linear systems without 
considering nonlinearity. However, nonlinear problem exists widely in physical sys-
tems. It can not only influence the performances of systems, but also undermine the 
stability of systems. Fuzzy control can successfully process different kinds of compli-
cated nonlinear problems. Among them, the systems which are designed based on T-S 
fuzzy models draw people’s attention widely. 

                                                           
* This work is supported by National Natural Science Foundation (NNSF) of China under Grant 

(No. 61304005, 61174200); Research Fund for the Doctoral Program of Higher Education 
(RFDP) of China (NO. 20102302110031). 
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T-S fuzzy model was first put forward by Takagi and Sugeno in 1985 [8]. Its idea 
is that decomposing nonlinear model under different states into several subsystems 
according to different rules. Then, controllers are designed for each subsystem. At last, 
a controller is designed applicable to the whole system via certain rules such as PDC 
rules. T-S fuzzy model converts many complex nonlinear problems into linear prob-
lems, so it establishes a bridge between linear system and nonlinear system. Reference 
[9] proposes T-S fuzzy controllers for nonlinear interconnected systems with multiple 
time delays. Reference [10] proposes dynamic output feedback stabilization controllers 
for T-S fuzzy system based on an observer. Reference [11] studies dynamic output 
feedback control problem for a T-S fuzzy system based on LMI. However, they only 
analyze the stabilization of the system and do not guarantee the performance of the 
system. People always have certain requirements for performances of systems in prac-
tical applications. Reference [12] researches robust non-fragile guaranteed cost control-
ler design for a class of distributed delay uncertain systems. However, it only deals with 
linear systems. In [13], guaranteed cost control for uncertain singular time-delay system 
is studied. It considers the state feedback case. When states cannot be measured or have 
no definite physical meaning, it is difficult to approach physical realizability. So it is 
necessary to study the dynamic output feedback case. Although in [14] dynamic output 
feedback is considered, it does not consider uncertainties. Reference [15] discussed 
dynamic output feedback guaranteed cost control for uncertain stochastic system based 
on LMI. However, it ignores time delays. 

In view of the current research situation, this paper put forward dynamic output 
feedback guaranteed cost control for T-S fuzzy systems with uncertainties and time 
delays. We combine robust control and fuzzy control and consider uncertainties 
caused by modeling errors and parameter variation. We model nonlinear system di-
rectly via T-S method.  Dynamic output feedback is adopted because states are not 
always easily measured in practical system. In order to ensure the system have better 
convergence rate and energy saving properties, we design the guaranteed cost control-
ler. The study in this paper is based on LMI. Theoretical analysis and simulation re-
sults both prove the effectiveness of our method. 

2 System Description 

The nonlinear system with uncertainties and time delays in this paper is described by 
r rules of T-S fuzzy model as follows [16]: 

 

1 1: if is and , , is ; then
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 (1) 

where Ri denotes the i-th rule of T-S fuzzy model, also known as fuzzy subsys-
tem. 1 gZ Z denote the premise variables of fuzzy rules, ijM denotes Fuzzy set, 

d denotes delay time and d>0. And 
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 1 2 1 1, , ,i i i i id id i iA DFE B DFE A DFE C D FED = D = D = D =  (2) 

When considering global fuzzy model, the fuzzy model can be expressed as  
follows:  
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We will design dynamic output feedback controller under each corresponding rule, 
namely: 
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and form a global fuzzy model: 
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The global fuzzy model can make primary system asymptotically stable and 
form a corresponding guaranteed cost controller, where the performance index is 
given as follows. 

 
0

[ ]T TJ x Qx u Ru dt
¥

= +ò  (6) 

3 Controller Introduction 

First, rewrite the nonlinear system above to another form [17]. 
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The corresponding controller is: 
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where 
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Rewrite the model and controller in closed-loop form. Suppose ˆ[ ]T T Tx x x= ,  then 
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The performance index function (6) can be rewritten as [18] 
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4 Guaranteed Cost Controller Design 

Definition 1. For system (1) and corresponding performance function (6), if there 
exists a control law u and a positive constant J*, such that the closed-loop system is 

asymptotically stable and J J *£ under all uncertainties. Then we call u the guaran-
teed cost control law of networked control systems and J* the performance bound of 
the systems [18].  

Lemma 1. (Schur Complement) 

If partitioned matrix A is real symmetric, i.e.,  

 
11 12

12 22
T

A A
A

A A

é ù
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 (11) 

then the necessary and sufficient condition to make A<0 is 
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1
11 22 12 11 120, 0TA A A A A-< - <  or 1

22 11 12 22 120, 0TA A A A A-< - <  (12) 

Lemma 2. [19] Let M, D, F, and E are fitness-dimensional matrices, where M is 

symmetric and TF F I£ , then ( ) 0TM DFE DFE+ + <  if and only if there exists 

constant 0e> making 1 0T TM DD E Ee e-+ + < .  
First, we demonstrate the sufficient conditions by the following theorem for the 

dynamic output feedback guaranteed cost controller dealing with models with uncer-
tainties and time delays.  

Theorem 1. For system (1) and its corresponding performance function (6), there 

exist symmetric positive definite matrices 2 2
1, n n n nP R P R´ ´Î Î and cA , cB , 

cC making the following inequality for arbitrary matrix  F. 
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where the definitions of correlative matrices are the same as above. Furthermore, a 
corresponding upper bound of the performance is given by: 
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Proof 

Select a Lyapunov function as  
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, from (13), we can have that 

0 0F < , such that the augmented system of [ ]T T T
dx x  is asymptotically stable. Then 

we will prove that the guaranteed cost control is satisfied.  
From(13) and  (17), it follows that  
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When integrating the above formula from 0 to ¥ , we obtain the following re-
sult, ( ) (0)V V J¥ - <- , namely,  (0) ( )J V V< - ¥ . And as , ( ) 0T V¥ ¥  , it 

follows that J<V(0). Furthermore, we can get that   
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which is a corresponding upper bound of the system performance. From Definition 1, 
the guaranteed cost control is satisfied.                                            ■ 

The conditions we give in Theorem 1. contain uncertain matrix F and are only suf-
ficient conditions. Solution method for Ac, Bc, Cc is not given. We will give the solu-
tion method for Ac, Bc, Cc in Theorem 2. 

Theorem 2. For system (1) and its corresponding performance function (6), if there 
exist scalars 1e , 2e , matrices cA , cB , cC  and symmetric positive definite matrices 

S, R, P1 making the following inequalities simultaneously. 
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Then using a set of feasible solution 1e , 2e , cA , cB , cC , S , R and 1P , we get invert-

ible matrices M and N via singular value decomposition on I-RS. The dynamic output 
feedback guaranteed cost controller parameters of system (1) can be obtained from 
the following matrix equations. 
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Proof 

We divide the coefficient matrices of augmented system of [ ]T T T
dx x into determin-

ing parameter matrices and uncertain parameter matrices, that is 
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 (21) 

Let 

 [ ]1 2
c 1
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B D

é ù é ù
ê ú ê ú= = =ê ú ê úë ûë û

 (22) 

then, we obtain 

 ' ' ' ' '
1 11 11 12 12( ) ( )T TF =F + F +F + F  (23) 

where 

 [ ]' '
11 120 , 0

0 0
d

PD PD
F E F E
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Using Lemma 2, we can get that  

 

' ' ' '
1 11 11 12 12

' ' 1
1 12 12 1 1

( ) ( ) 0

( ) 0 0 0
0 0

T T

T
TT PD PD

E Ee e -

F +F + F +F + F <

é ù é ù
é ù é ùê ú ê ú F +F + F + + <ë û ë ûê ú ê ú

ë û ë û

 (24) 

From Lemma 1, (24) is equivalent to the following inequality 
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Let 

 1
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f f-

é ù é ù é ù é ù
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 (26) 

then, it is easy to show that 

 1 2Pf f= , 1 1 1 2
T T R I

P
I S

f f f f
é ù
ê ú= = ê úë û

 

We use left-multiplication matrix { }1diag T I If  and right-multiplication ma-

trix { }1diag I If  methods on 4F , and  let 

 
ˆ

ˆˆ ,

T T
c c c

T
c c

A NA M NB CR SBC M SAR

B NB C C M

= + + +

= =
 

then the following inequality follows 

 11 12
5

22

0
*

J J

J

é ù
ê úF = <ê úë û

 (27) 

where the definition of partitioned matrices are the same as Theorem 1 and the correl-
ative controller parameters can be obtained from (20).                             ■ 

It is noteworthy that P and its inversion appear in (26). So we cannot get the results 
directly via linear matrix inequality. Considering this, let P Id= , 0d> [19]. Then we 
can get the solution conveniently by selecting parameter d . 

Considering Â , B̂ , Ĉ  and other uncertain items are all global variables, now we 
give the solution method of dynamic output feedback controller parameters Acj, Bcj, 
Ccj, j=1, 2 … r in each T-S fuzzy subsystem. 

Before moving on, we define that  
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then, it follows that  

 5
1 1 1

= ( ) 0
r r r r

i j ij i i ii i j ij ji
i j i i j

h h h h h hy y y y
= = = <

F = + + <å å å å  (30) 

In the following section, we will give the sufficient conditions which make Theorem 
2 hold, and give the solution method for Acj, Bcj, Ccj, j=1, 2 … r. 

Theorem 3. For system (1) and its corresponding performance function (6), if there 

exist scalars 1e , 2e , matrices Â , B̂ and Ĉ  and symmetric positive definite matrices 

S, R and P1 making the following inequalities hold simultaneously 

 

0, 1 2

0,

0

ii

ij ji

i r

i j r

R I

I S

y
y y
< =

+ < < £

é ù
ê ú >ê úë û


 (31) 

Then the parameters of dynamic output feedback controller in each T-S fuzzy subsys-
tem, Acj, Bcj, Ccj, j=1, 2 … r, can be obtained based on the method of Theorem 2. 

The proof is similar to Theorem 8-8 of [20] and therefore omitted. 

5 Simulation Example 

In order to prove the effectiveness of our method, we give a simulation example [20]. 
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M x t = -  , 12 2 11 2( ( )) 1 ( ( ))M x t M x t= - . 

 
The nonlinear system above can be expressed as T-S fuzzy models with uncertain-

ties and time delays. 

Rule1: if 2 ( )x t  is 11M , then 1 1 1 1( ) [ ] ( ) ( ) ( )dx t A A x t A x t d B u t= +D + - +  
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Q
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, 1 80e = , 2 100e = . From the methods 

proposed in this paper, we can get that  
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, 1 [-1424.8  - 9688.4]TcB = ,

2 [-1428  -12957]TcB = , 1=[0.0172  -2.4015]cC , 2 [0.0172  - 2.4004]cC = . 

The system state trajectory without any control is shown in Fig. 1. It is obvious that 
this system is a strong nonlinear divergence system. 
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Fig. 1. Trajectories of the system states without control 

When the designed controller of our paper is applied, the state trajectory varies. As 
shown in Fig. 2. We can see that it can guarantee the state to be stable and to con-
verge to the origin in a period of time. 
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Fig. 2. Trajectories of the system states under the proposed DOF controller 

6 Conclusions 

This paper focuses on nonlinear system with uncertainties and time delays based on 
T-S fuzzy models. We design the guaranteed cost controller based on dynamic output 
feedback considering the immeasurability and impracticability of states. So the sys-
tem can maintain better performance on the premise of stability. The simulation  
results of a nonlinear divergence system demonstrated the effectiveness of the pro-
posed approach. 
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Shape and Color Based Segmentation Using Level Set 
Framework 
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Abstract. We propose a level set based variational approach that incorporates 
shape and color prior into Local Chan-Vese model for segmentation problem. 
Object detection and segmentation can be facilitated by the availability of a 
reference object. In our model, besides the level set function for segmentation, 
we introduce another labelling level set function to indicate the regions on 
which the prior shape and color should be compared. The active contour is able 
to find boundaries that are similar in shape and color to the prior, even when the 
entire boundary is not visible in the image. The experimental results 
demonstrate that the proposed model can efficiently segment the objects. 

Keywords: Level Set Framework, shape prior, color prior, segmentation. 

1 Introduction  

Image segmentation is the process of dividing images into meaningful subsets that 
correspond to surfaces or objects. Numerous approaches have done great efforts and 
proposed a wide variety of methods for image segmentation. Recent works address that 
prior knowledge on the shape of interest can significantly facilitate segmentation 
processes [5, 7, 8]. Prior knowledge on the shape of interest can significantly facilitate 
these processes, particularly when the object boundaries missing data or occlusions. 
Color images carry much more information than gray-level ones, in many pattern 
recognition and computer vision applications, the color information can be used to 
enhance the image analysis process and improve segmentation results.  

In this approach, our aim is to combine existing successful active contour and shape 
based image segmentation methods in segmentation problems. We use a novel level set 
model called Local Chan-Vese model, presented in [6] which utilize both global image 
information and local image information for image segmentation. By using the local 
image information, the images with intensity inhomogeneity can be efficiently 
segmented in limited iterations. Our contribution in this paper is using shape prior 
information which constrains the active contour to get a shape of interesting, 
concurrently with the segmentation we compare the current segmented image with the 
prior image’s color similarity. Combined shape and color information will make the 
segmentation more robust and accurate. 
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2 Local Chan–Vese Model 

Now, we present local Chan–Vese model (LCV). Traditional level set methods used 
either the image gradient or the global information to drive the evolving curve towards 
the true boundaries. The LCV model combined both global and local statistical 
information to overcome the inhomogeneous intensity distribution. By using the local 
image information, the images with intensity inhomogeneity can be efficiently 
segmented in limited iterations. The time-consuming re-initialization step in level set 
methods can be avoided by introducing a new penalizing energy. 

The overall energy functional in LCV model can be described as: 
LCV G L RE E E Eα β= ⋅ + ⋅ +                  (1) 

The global term GE is defined based on the global properties, i.e., the averages of 0u  
inside C and outside C, as follows: 

2 2

1 2 0 1 0 2(C) (C)
(c , c ,C) (x, y) c (x, y) cG

inside outside
E u dxdy u dxdy= − + −      (2) 

The local term LE  uses the local statistical information help to improve the 

segmentation capability of model. 

2 2

1 2 0 0 1 0 0 2(C) (C)
(d ,d ,C) * (x, y) (x, y) * (x,y) (x,y)L

k kin out
E g u u d dxdy g u u d dxdy= − − + − −   

(3) 

where kg is a averaging convolution operator with k×k size window. 1d and 2d are the 

intensity averages of difference image 0 0( * (x, y) (x, y))kg u u− inside C and outside C.  

We add to the regularization term RE a length penalty term L(C) which is defined 
related to the length of the evolving curve C and a penalty term that can force the level 
set function to be close to a signed distance function. Then the regularization term RE  

should be composed of two terms: 

21
( ) ( (x, y)) (x, y) ( (x, y) 1)

2
RE dxdy dxdyφ μ δ φ φ φ

Ω Ω
= ⋅ ∇ + ∇ − 

 
      (4) 

Where μ is the parameter which can control the penalization effect of length term. 
So, the overall energy functional (2, 3, 4) can be further described as follows: 

2 2

1 2 1 2 0 1 0 0 1

2 2

0 2 0 0 2

2
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ε
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Ω

Ω Ω
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


 
 

(5) 

Where (z)Hε and (z)εδ  are the regularized approximation of Heaviside function 

and Dirac delta function as follows: 

2 2

1 2 1
(z) 1 arctan (z)

2

z
H

zε ε
εδ

π ε π ε
= + = ⋅

+
               (6) 
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Where 1C and 2C  evolved concurrently with the evolution of (x, y)φ  by: 

0 0

1 2

(x, y) ( (x, y)) (x, y)(1 ( (x, y)))
( ) ( )

( (x, y)) (1 ( (x, y)))

u H dxdy u H dxdy
c c

H dxdy H dxdy

ε ε

ε ε

φ φ
φ φ

φ φ
Ω Ω

Ω Ω

−
= =

−
 
 

       (7) 

3 Prior Shape Model and Color Consistency Constraint 

3.1 Prior Shape Model 

There is a serious practical problem with level set method that if the boundary has 
‘leak’ or ‘gap’, standard level set method do not have any information about how the 
gaps are to be bridged. One solution to the problem is to incorporate into the energy 
functional some prior information about the expected shape of the boundary. Shape 
prior information can aid the segmentation problems involving missing data or 
occlusions. The shape prior can be defined by level set function. This description can 
naturally consistent with the level set framework of active contours. 

Then, by the given prior image, prior shape term can be described as pE . The 
shape term incorporated in the energy functional measures the non-overlapping areas 
between the prior shape and the zero level-set of φ . Let pφ  be a labeling function of 

the shape in the prior image. Thus, the shape term takes the form: 

( ) 2
, (H( (x, y)) H( (x, y)))p

p pE dxdyφ φ φ φ
Ω

= −   
          (8) 

3.2 Color Consistency Constraint 

We adopt the color feature in this paper because it is usually the most dominant and 
distinguishing visual feature and the level set method is just apply on binary image, 
lacks other meaningful features-such as color and texture.  

Color is perhaps the most dominant and distinguishing visual feature. Color 
histogram is the most widely used color descriptor in content based retrieval research. 
A color histogram captures global color distribution in an image. Color histograms are 
easy to compute, and they are invariant to the rotation and translation of image 
content. The RGB space has been widely used due to the availability of images in the 
RGB format from image scanners. Regardless of the color space, color information in 
an image can be represented either by three separate 1-D histograms. A suitable 
normalization of the histograms also provides scale invariance. Let H(i) be a 
histogram of an image. Then, the normalized histogram I is defined as follows: 

             (i)
(i)

(i)
i

H
I

H
=


                          (9) 

Euclidean distance is used as a metric to compute the distance between the feature 
vectors. Let ,R GP P  and BP  be the normalized color histograms of prior image and 

let ,R GI I  and BI  be the normalized color histograms of the image. The similarity 

between the prior image and the current segmented image (P, )D I  is given by the 

following equation: 
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2 2 2(P ) (P ) (P )
(P, I)

2 3
R R G G B Br r r

I I I
D

− + − + −
=

×
  

   
        (10) 

4 Proposed Framework and Algorithm 

We now describe our proposed framework. By combining shape term (8) with LCV 
energy functional, our energy functional can be written as: 

PLCV G L p RE E E E Eα β υ= ⋅ + ⋅ + ⋅ +                 (11) 

Or explicitly: 
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(12) 

1c  and 2c  calculate in (7), 1d  and 2d  are given by: 

0 0 0 0

1 2

(g * (x,y) (x,y)) ( (x,y)) (g * (x,y) (x,y))(1 ( (x,y)))
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−
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(13) 

Then we can deduce the associated Euler–Lagrange equation for φ  .The 

minimization of (12) can be done by introducing an artificial time variable 0t ≥ , and 
moving φ  in the steepest descent direction to a steady state.The associated gradient 

equation for φ  is then: 

2 2 2 2
0 1 0 0 1 0 2 0 0 2

2

( )[ ( (u c ) (g *u (x,y) u (x,y) d ) ) ( (u c ) (g *u (x,y) u (x,y) d ) )]

[ ( )div( ) ( div( ))] 2 ( ) H( (x,y)) H( (x,y))

k k

p

t

ε

φ δ φ α β α β

φ φμδ φ φ δ φ φ φ
φ φ

∂ = − − + − − + − + − −
∂

∇ ∇  + + ∇ − + − ∇ ∇

  (14) 

Then, we can summarize the proposed algorithm for segmentation: 
1. Choose an initial level-set function 0tφ =  that determines the initial segmentation 

contour. 
2. Set the value of parameters. In practice, 0.1, 1t εΔ = = , set the window size k of 

averaging convolution operator in local term. Set the values of the controlling 
parameter of global term ∂ , the controlling parameter of local term β , and 

length controlling parameter μ . 

3. Updateφ  using the gradient descent equation according to (14). 

4. Repeat steps 3 until convergence. 
5. Compare the color similarity between segmentation result and prior image. 
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5 Experiments and Results 

In this Section, we present the experimental results of our model. In all experiments we 
set: ∆t = 0.1, 1ε = , k=15. The contributions of the first three terms are normalized to 
[−1, 1], iterations are specified by the user. It can be found that we were able to get good 
segmentation results on a wide range of images. 

We firstly considered the LCV model’s advantage in less number of iterations and 
no sensitive to initial contour. Fig.1 (a) is the original image, 1(b) is the initial contour 
for level set function, (c) and (d) is the segmentation result of CV model and LCV 
model, total consumption of time and iterations shown in table 1. Next, we change 
initial contour that do not include the object, (e) shows the changed initial contour. (f) 
and (g) shows the segmentation result of CV model and LCV model. 

 

       
(a) Original image (b) initial contour  (c) CV model   (d) LCV model  (e) initial contour   (f) CV model   (g) LCV model 

Fig. 1. Test image and the segmentation result of CV model and LCV model 

Table 1. Iteration number and processing time of CV model and LCV model 

 Iteration number Processing time (s) 

CV 800 16.8949 

LCV 100 6.4740 

Next, consider the object boundaries missing data or occlusions. Fig. 2a is the prior 
image. (b) is the image to segment which has a gap. Segmentation result using LCV 
model is shown in (c). (d) shows Successful Segmentation using our model. 

          
       (a) prior image      (b) initial contour     (c) LCV model      (d) CV model 

Fig. 2. Segmentation results of LCV model and proposed model 

We next consider a color image. Fig. 3a shows prior image, it is a ripe banana, we 
want to split ripe banana from an image. (b) is the image to segment. (c) shows 
segmentation without prior knowledge of LCV model, all bananas are split out. The 
desired segmentation result using our proposed method is shown in Fig. 3d.  
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(a) prior image (b) image to segment       (c) LCV model         (d) proposed model 

Fig. 3. Segmentation results of proposed framework 

6 Conclusion 

In the present paper, we introduce the modified Local level set framework used local 
information instead of edge alignment constraint. And on this basis we proposes a 
novel more robust shape-based segmentation approach based on level set techniques 
depending on both color and shape prior information. Given a reference image, 
segmentation process is carried out concurrently with a comparison of the prior 
instance of the object to the image to segment. The approach proposed in our paper 
show that our model can segment images with few iteration times and be less sensitive 
to the location of initial contour. The following work we can using an efficient 
algorithm extraction the prior shape and color information from the existing image 
database. More work is needed to address these issues. 
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Abstract. In this paper, a sub-sequence based integrated algorithm is proposed 
to deal with the non-rigid structure from motion (NRSFM) with small sequence 
size. In the proposed method, multiple sub-sequences are first extracted from 
the original sequence. Then, the extracted sub-sequences are used as the inputs 
of a recently reported NRSFM algorithm with rotation invariant kernel (RIK-
NRSFM). Finally, the 3D coordinates estimated by the RIK-NRSFM algorithm 
are integrated to obtain the final estimation results. Experimental results on two 
widely used image sequences demonstrate the effectiveness and feasibility of 
the proposed algorithm. 

Keywords: Sub-sequence, small sequence size, weaker estimator.  

1 Introduction 

Non-rigid structure from motion (NRSFM) is the process of recovering the time 
varying 3D coordinates of the feature points on a deforming object by utilizing the 
corresponding 2D points located on a sequence of 2D images [1]. In the NRSFM 
model, the objects generally undergo a series of shape deformations and pose 
variations. Thus, in the absence of necessary prior knowledge on shape deformation, 
reconstructing non-rigid structure from motion becomes a difficult ill-posed problem. 

Currently, the large majority of works in NRSFM are the variants of the standard 
matrix factorization method [1]. As NRSFM is an under-constrained problem, recent 
research works have attempted to define some effective constraints to make NRSFM 
more tractable [2, 3]. In [4, 5], smoothness constraints are enforced on camera motion 
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and object deformation. In order to compress the shape space of possible solutions, 
the kernel trick is applied in the NRSFM to complement the low-rank constraint by 
capturing non-linear relationships in the shape coefficients of the linear model [6]. 
Further, to deal with the data lacking temporal ordering or with abrupt deformation, a 
novel NRSFM with rotation invariant kernel (RIK-NRSFM) is proposed in [7] by 
utilizing the spatial variation constraint.  

In practice, the quantity of available high quality images may be limited in many 
cases, such as the face images in a monitor system, etc. In this paper, a sub-sequence 
based integrated algorithm is proposed to deal with the small sequence problem. In 
the proposed method, the 3D coordinates of each frame is estimated one by one. For a 
test frame, except for itself, a few frames are first randomly extracted from the 
original sequence. Then, the extracted frames are combined with the test frame to 
form a sub-sequence, and used as the input of RIK-NRSFM. Similar to the classifier 
committee learning, the sub-sequence and the estimation process of RIK-NRSFM 
constitute a weaker estimator. Finally, the z-coordinates obtained by multiple weaker 
estimators are integrated and used as the final estimation of the test frame. 
Experimental results on two sequences demonstrate the effectiveness and feasibility 
of the proposed method. 

The remainder of the paper is organized as follows. The proposed method is 
presented in Section 2. Experimental results are given in Section 3. . Finally, 
conclusions are made in Section 4. 

2 Methodology 

2.1 Sub-sequence Extraction 

The first step of our proposed method is to extract the sub-sequences from the 
original sequence. Assume that , ,[ , ] ( 1,2,..., )T

t j t jx y t n=  is the 2D projection of 

the thj  3D point observed on the tht  image, the n  2D point tracks of F images 

can be represented as a 2F n×  observation matrix W . For the tht  image, the 
observation tw  is a 2 n×  matrix, 

                 
,1 ,2 ,

,1 ,2 ,

t t t n

t
t t t n

x x x

y y y

 
=   
 

w



.                        (1) 

The observations tw ( 1,..., )t F=  of F images consist of the original sequence. 

When the 3D coordinates of the tht image are to be estimated, a sub-sequence 

,s jW can be constructed by randomly selecting 1sF − observations 

from 1 1 1[ ,..., , , ]T T T T T
r t t F− +=W w w w w , and merging them with jw . When the process 

is repeated for N times, N sub-sequences can be obtained.                 
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2.2 RIK-NRSFM Based Weaker Estimator 

For each test frame, we can extract N sub-sequences ,s jW . Further, we input ,s jW  to 

the RIK-NRSFM algorithm [7] to restructure the 3D coordinates of the sub-sequence. 
According to the linear subspace model, ,s jW  is factorized as: 

                 3( ) ,sj = = ⊗W MS D C I S                            (2) 

where the matrices 2 3F FR ×∈D , F KR ×∈C , 3I  represents a block-diagonal rotation 

matrix, a shape coefficient matrix and a 3 3× identity matrix, respectively. S  is the 

K  basis shapes. Let T
tc  be the tht  row of C , and the 3D shape of tht  image is 

modeled as 

                      
3 ,

1

( ) ( )
K

T T
kt t t k

k

S c
=

= ⊗ =c c I S S                         (3) 

3k n×∈S   is the 3D basis shape, and K is the number of 3D basis shapes. In [7], T
tc  

is represented as a nonlinear mapping of each 2D shape tw  via the kernel function, 

                     ,
1

( ) ( , ) ,
d

t t i
t k k b ik

i

c f xκ
=

= =w w w                        (4) 

After computing a complete kernel matrix 
bWWK  and its eigenvector matrix V  

associated with the d largest eigenvalues in the diagonal matrix Λ , each observation 
( )TΦ W is projected on to the eigenfunction subspace. A new basis matrix B  of C  

is defined as: 

                          1/2 .−= WWB K VΛ                             (5) 

Correspondingly, 

                          3( ).= ⊗M D BX I                             (6) 

According to (4), 

                            †=S M W                                 (7) 

where †M denotes the Moore-Penrose pseudo-inverse of M . In terms of (4) and (7) 
the 3D shape of the tht  image can be given by 

                   †
3( ) ( ( )) ( ) .T t T

t tS S f= = ⊗c w c I M W                    (8) 

2.3 Integration of Weaker Estimators 

For the thj  test frame, we can see from Section 2.2 that one set of estimated 

( 1,..., )sj j N=z  can be obtained for each sub-sequence sjW . Therefore, each input 
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sjW  and the reconstruction model can be considered as a weaker estimator. Further, 

in order to integrate the results obtained by N weaker estimators, the mean tz of 

1,...,t tNz z  is computed as  

                          1 ...
ˆ ,t tN

t N

+ +
=

z z
z                             (9)  

and used as the final estimated z-coordinates of the tht  test image. 

3 Experimental Results 

We evaluate the performance of our proposed method on 2 widely used sequences: 
stretch [7] and the Bosphorus database [8]. As the problem addressed in this paper is 
the small size sequence, we first select 15 images from the stretch sequence and use 
them as the experimental data. In experiments, sF  is set as 6, and the trials are 

repeated for 10 times, i.e. N=10.  To evaluate the estimation accuracy, the correlation 
coefficient between the true z-coordinates z and the estimated z-coordinates ẑ  is 
used as the performance index. Moreover, to verify the performance of our sub-
sequence based integrated RIK-NRSFM algorithm (denoted as SSI-RIK-NRSFM), we 
compare it to the original RIK-NRSFM method [7]. 

Table 1. The correlation coefficients of two algorithms on the stretch sequence when the 
sample size is 15 

          RIK-NRSFM 
 

SSI-RIK-NRSFM 
 

1 0.1700 0.9668 

2 0.2425 0.9655 
3 0.3295 0.9822 

4 0.4602 0.9850 

5 0.6325 0.9943 
6 0.8696 0.9896 

7 0.9205 0.9950 

8 0.9497 0.9965 
9 0.9601 0.9943 

10 0.9551 0.9928 
11 0.9207 0.9905 

12 0.9010 0.9857 

13 0.8933 0.9832 
14 0.8843 0.9804 

15 0.8711 0.9785 
μ  0.7307 0.9854 
σ  0.0813 9.3e-5 
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Table 1 shows the correlation coefficients of two algorithms on the stretch se-
quence. In Table 1, the numbers 1 to 15 denote the 1th to the 15th frame. The last two 
rows show the mean ( μ ) and the standard deviation (σ ) of the 15 frames. We can 

see from Table 1 that the performance of SSI-RIK-NRSFM is significantly improved 
compared to RIK-NRSFM. 

Table 2. The correlation coefficients between the true and estimated z coordinates on 
different sample sizes of one individual of the Bosphorus database 

 7 8 9 10 11 12 

RIK-NRSFM 0.6047 0.4209 0.1721 0.3673 0.4356 0.4780 

SSI-RIK-NRSFM 0.6992 0.7883 0.7478 0.7791 0.7738 0.8114 

 13 14     

RIK-NRSFM 0.6219 0.6750     

SSI-RIK-NRSFM 0.8170 0.8196     

 
Further, we present the experimental results for the real Bosphorus database. In 

experiments, the z -coordinates of the frontal-view image are estimated. Table 2 
shows the correlation coefficients when the sequence sizes are varied from 7 to  
14 for one individual. It can be seen that the proposed method achieves a better 
performance than the RIK-NRSFM method. 

4 Conclusions 

In this paper, a sub-sequence based RIK-NRSFM algorithm is proposed for NRSFM 
with small size sequence. The experimental results on the artificial data and the real 
data verified the effectiveness and feasibility of the proposed method. 
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Abstract. The general image super-resolution reconstruction (SRR) methods 
based on sparse representation utilizes the one-stage high and low resolution 
dictionary pairs to reconstruct a high resolution image, and this method can not 
restore much image detail information. To solve this detect, two-stage high and 
low resolution dictionaries are explored here. The goal of exploiting the two-
stage dictionaries is to reconstruct the difference image between the original 
high resolution image and the reconstructed image obtained by using the one-
stage dictionaries. In learning two-stage dictionaries, the difference image is 
used as the high resolution (HR) image, and the first-order and second-order 
gradient feature images of the one-stage reconstructed images are used as the 
low resolution (LR) images. Then, the two-stage dictionaries are learned by K- 
singular value decomposition (K-SVD) method. In test, an artificial and a real 
LR image are used, and simulation results show that, compared with other 
learning-based methods, our method proposed has remarkable improvement in 
PSNR and visual effect.    

Keywords: Super-resolution reconstruction (SRR), Sparse representation,  
K- singular value decomposition (K-SVD), One-stage dictionaries, Two-stage 
dictionaries, Low resolution, High resolution. 

1 Introduction 

At present, image super-resolution reconstruction (SRR )methods based on learning  
have been the research hot [1-2]. The latest learning based method is that proposed by 
Yang et al [3-4] denoted SC-SRR method, here SC is the abbreviation of sparse cod-
ing. The theory of SC-SRR is that the coefficients of high resolution (HR) images can 
be represented by using those of low resolution (LR) images [5-7]. This method can 
restore certain high frequency details of images, but the reconstructed results have 
certain block effect to some extent. To restore much image details and improve the 
quality of reconstructed images, on the basis of SC-SRR, the two-stage HR and LR 
dictionary learning is proposed here. The one-stage HR and LR dictionaries are 
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learned by SC-SRR method. Utilizing the one-stage reconstructed image as the HR 
features, as well as the first order and the second order gradient features of the one-
stage reconstructed image as LR features, the two-stage HR and LR dictionaries can 
be learned by the K- singular value decomposition (K-SVD) method [8-10]. In test, an 
artificial and a real millimeter wave (MMW) image are utilized. Compared with other 
learning-based methods, simulation results show that our method has great improve-
ment in image structural similarity and visual effect. 

2 Sparse Representation Based SRR Method 

Let the matrix N KD ×∈ℜ （ n K<< ）be an over-complete dictionary of K prototype 

atoms, and supposed a vector Nx ∈ℜ can be represented as a sparse linear combina-
tion of these atoms. Thus, this signal x can be approximately written as  

2

2
min , . .

ps
s s t x Ds ε− ≤  . (1)

where Ks ∈ℜ represents the sparse coefficient vector [5], 
p

⋅ and 
2

⋅ denote respec-

tively the pl  and 2l  norm. Assumed that hx  and lx  denote respectively a HR and 

LR image patch vector, according to Eqn. (1), hx can be approximated by the equa-
tion of hh sx D≈ , and lx  can be approximated by hl hT T sx x D= ≈ , here T  is the 
mapping matrix. Thus, the LR dictionary lD  can be calculated by l hTD D= . Name-
ly, the HR image patch hx can be restored by using the equation of hh sx D= . Com-
monly, for an image I , to improve the quality of reconstructed images, it is randomly 
sampled L times with p p×  patch, denoted by matrix { }1 2, , , N L

LX x x x ×= ∈ℜ , 

thus, the dictionary D  is learned from X , and the optimized problem is described 
as 

{ } 2

1,
, arg min

FD S
D S X DS Sλ= − +  . (2)

subject to 
2

2
1kd ≤  ( 1,2,3, ,k K=  ), kd  is the kth atom of the dictionary D , and 

S denotes the sparse coefficient matrix.  

3 Training Two-Stage Dictionaries  

3.1 SC- SRR Based One-Stage Dictionary Pairs Learning 

The one-stage HR and LR dictionary pairs are trained here by Yang’s SC-SRR me-
thod [4-5]. This problem  by generalizing the basic SC scheme as follows [4-5] 

{ }
{ }

1

2 2

2 2 1
1, ,

min
L

x xh l
h l i

i

L

h lhi i li i i
isD D

x s x s sD D
=

=
− + − + λ  . (3)



 Image Super-Resolution Reconstruction Based on Two-Stage Dictionary Learning 279 

 

Further, to guarantee the compatibility between adjacent patches, Yang et al mod-
ified the optimization problem of Equation (3), which is written as follows [6-7] 

2
2

1 1
2

2

1 1min
2 2

lli
i i ii

S
hhi

Fx FD
y Ds s ss

Px D

       − ⋅ + λ = + λ−      λλ       

 . (4)

Where Eqns. (3) and (4) are subjected to ( )
2

:, 1h kD ≤ and ( )
2

:, 1l kD ≤  

( 1,2,3, ,k K=  ). Parameter P  extracts the region of overlap between current target 
patch and previously reconstructed high-resolution image, and F  is a feature extrac-
tion operator. Given the optimal solution *s , the HR patch can be reconstructed as 

*ˆ hhx sD= , and the patch ˆhx  is put into the HR image 1ˆ hX  set.  

3.2 Two-Stage Dictionary Pairs Learning 

Assumed that the original HR image is denoted by hI , and it can be represented 

as 1ˆh eI II= + , where eI  is the difference image between the HR image hI  and the 

one-stage reconstructed image 1Î . The goal of training two-stage high and LR dictio-

naries is to reconstruct the difference image and make it appreciate eI . Here, the train-
ing of two-stage dictionaries are mainly generalized as follows: 

Step 1. Ascertaining the HR image patch set 2hX . The difference image eI is used as 

the HR image. Randomly sampled eI  image L  times with d×d pixels, the HR 

image patch set { }2 2 22
1 2, , ,h h hh

Lx x xX =   with the size of 2 Ld ×  can be obtained.  

Step 2. Ascertaining the LR image patch set 2lX . Because the high frequency infor-
mation of LR images has important effect on predicting detail information of HR 
images, for the one-stage reconstructed image 1Î , four one dimension gradient filters 

[19] are used to improve the prediction precision of HR images’ details. Utilizing four 
gradient filters, the first order and second order gradient information of 1Î , distribut-

ing in vertical and horizontal direction, can be obtained. Therefore, the four gradient 
feature images obtained are used as the LR features of the two-stage LR dictionary. 
For each gradient feature image, the image patch random sampling method is the 
same as that utilized in Step 1 so as to obtain a LR image patch set with 2 Ld ×  size, 

denoted by { }2 2 22
1 2, , ,l l ll

rg rg rg rgLx x xX =  ( )1,2,3,4r = , which represents respectively the 

first order horizontal and vertical gradient feature image patch set (i.e., 2
1
l
gX  and 

2
2
l

gX set), and the second order horizontal and vertical gradient feature image patch set 

(i.e., 2
3
l

gX  and 2
4
l

gX set),  . And then, connected each gradient feature image patch 

set in order, the  total LR image patch training set { }2 2 2 2 2
1 2 3 4; ; ;l l l l l

g g g gX X X X X=  can be 

obtained.  



280 L. Shang and Z.-l. Sun 

 

Step 3. Selecting the high frequency features. Because the human visual system 
(HVS) is sensitive to image edge features, the high frequency features are selected as 
cluster features. For an original HR image hI , its high frequency features are obtained 
by using contourlet transform method [20-21]. Here, the number of contourlet de-
composition layer is set as 2, thus each layer has four high pass sub-band images. For 
each layer, the fusion image of four high pass sub-band images is first considered, and 
each layer’s fusion result is denoted by 1f

hI  and 2f
hI . And then, the fusion be-

tween 1f
hI  and 2f

hI are considered again, and this high pass sub-band images’ fusion 

result between each layer is denoted by f
hI . Further, f

hI  image is segmented into 
M image patches by using the fixed d d×  sub-window, and the cluster sample set of 

high frequency features { }1 2, , ,hf hf hf hfMx x xX =   with 2 Md × size are obtained.   

Step 4. Defining classified marking vector and cluster center of high frequency fusion 
feature set hfX . Set the threshold Δ  , for { }1 2, , ,hfhfi hf hf hfMx x x xX∀ ∈ =  , if the 

variance of hfix , denoted by ( )var hfix , is smaller than Δ , then the set satisfying the 

condition of ( )var hfix < Δ  is defined as the smooth set hfsX , conversely the remain-

ing hfix  elements comprise the feature set hffX . Utilized K-means method, the sam-

ple set of K classes and the K cluster centers can be obtained.  

Step 5. Classifying the HR and LR set 2hX ′  and 2lX ′ .  The class label of the HR 

and LR vector 2h
ix  and 2l

ix  are determined by iφ . Thus, the 1K + class HR and LR 

sample set can be obtained, denoted respectively by 

{ }22 2 2 2
1 2 1, , , ,

hh h h h
K KXX X X X += ′′ ′ ′ ′  and { }22 2 2 2

1 2 1, , , ,
ll l l l

K KXX X X X += ′′ ′ ′ ′ . 

Step 6. Training the two-stage HR and LR dictionary pairs. The two-stage LR dictio-
nary 2lD  corresponding to 2lX ′  is trained by K-SVD algorithm. Utilized the LR 

coefficient matrix KS  and the HR training set 2hX ′ , the two-stage HR dictionary 
2h

kD  can be learned by 
22 2 2argminh h h

k k k k F
SD X D= −′ . Combined 2h

kD  and 2l
kD , the 

two-stage dictionary pairs { }2 2,h l
k kD D can be obtained. 

4 Experimental Results and Analysis 

4.1 SRR Results Using One-Stage Dictionary Pairs 

In test, five natural images with 512×512 size were used. Each original image was 
sampled randomly with 8×8 image patch 10000 times, thus the HR image patch set 
denoted by 1hX  with 64×50000 size was obtained. For each HR image, using a point 
spread function (PSF) filter and the down-sampling method, the corresponding LR 
image can be obtained. For example, a test image called Elaine and its LR version 
was shown in Fig. 1(a) and Fig.1(b). At the same time, the real LR image, namely the 
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MMW image, was also shown in Fig.1(d). Using the same image patch sampling 
method, the LR image patch set denoted by 1lX  with 64×50000 size could be ob-

tained. Let 1hX  and 1lX to be the training samples of SC-SRR, it can be obtained the 

one-stage HR and LR dictionary pairs, denoted by 1hD  and 1lD with 256 atoms.  

 

 
   (a) The original Elaine image (b) The LR image 

(c)  The original  toy gun image (d) MMW image 

Fig. 1. The original images and corresponding low-resolution versions 

And for given LR dictionary 1lD  and the LR image patch feature vector{ }1lix , the 

LR coefficient vector{ }1lis can be learned by the following form  

211 1 11
12

1
arg min

2
ll l ll

i i iis
ss x sD γ= − + . (5)

Utilizing the LR coefficient 1l
is  and the HR dictionary 1hD , the reconstructed HR 

image patch 1ˆh
ix  can be solved by 1 11ˆh lh

i ix sD= , further, replaced 1ˆh
ix  to the corres-

ponding location in 1Î , 1Î  can be reconstructed. Here, considering the paper’s 

length, only the reconstructed examples of Elaine LR version and MMW image were 
given shown in Fig.2. Clearly, LR images’ contour has been reconstructed, however, 
LR images’ many details are not still restored, at the same time, the restored image 
edge is very blurred from visual appeal. Especially, for the MMW image restored by 
the one-stage reconstructed process, the background noise is not reduced well. 
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(a) Elaine image (b) MMW image 

Fig. 2. SRR images obtained by using one-stage high and LR dictionary pairs. (a) Recon-
structed Elaine image. (b) Reconstructed MMW image. 

4.2 SRR Results Using Two-Stage Dictionary Pairs 

In this stage, for each reconstructed image 1Î , its high frequency feature set { }hfix  

can be obtained by contourlet transform with 2 layers and 4 directions, then the class 
of hfix  can be determined by K-means cluster method. And the four order gradient 

images of 1Î  are used as the LR feature set { }2l
ix , and its class is defined by that of 

{ }hfix  . Then, according to the threshold Δ , the high frequency feature set { }hfix  is 

divided into the feature set { }hffix and the smooth set { }hfsix .  The class of image 

patches in the set { }hfsix  is marked as the 1K +  class, and the corresponding LR 

feature image patch can be represented by LR dictionary 2
1

l
KD + . For feature set{ }hfix , 

the class is defined by the form of 
2

arg mini
k

hfi kk x c= − . Thus, the set 2l
ix  can be 

represented by using the i thk −  dictionary 2
i

l
kD . Further, the LR sparse coefficient 

vector 2l
is  can be obtained by the equation of 

222 2 22

12

1
arg min

2 i

ll l lh
i i ik is

ss x sD γ= − + ., 

the two-stage reconstructed image 2Î  can be computed by the following form: 

2Î ( ) ( )
1

22
1ˆ

i

TT lh
ii i ikii

R sR R DI
−

   + =      
. (6)

where iR  is the ith image patch of the extracted image, and it is converted a column 
vector in solving the optimization of Eqn.(6). 

And utilized Eqn. (6), the two-stage reconstructed images could be obtained. In the 
same way, considering the paper’s length, only the reconstructed results of Elaine LR 
image and MMW image were given as shown in Fig.5 by using our method.In the 
same way, the reconstructed results of Elaine LR image and MMW image were given  
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(a) Elaine image (b) MMW image 

Fig. 3. SRR images obtained by using the two-stage high and LR dictionary pairs. (a) Recon-
structed Elaine image. (b) Reconstructed MMW image. 

as shown in Fig.3 by our method. Compared Fig.3 and Fig.2, from the visual effect, 
the edge of the reconstructed Elaine image shown in Fig.3 (a) is clearer than those 
shown in Fig.2 (a), and much detail information is restored. And for reconstructed 
MMW image, much background noise in Fig.3 (b) has been reduced greatly.   

In order to further differentiate the performance of different SRR algorithms, for 
reconstructed natural images, the PSNR measurement criterion is used to estimate the 
equality of reconstructed results. For the reconstructed MMW image, it is measured 
by using the relative SNR (RSNR) criterion. The calculated values of PSNR with 
different algorithms were listed in Table 1. And for the MMW image, the computed 
RSNR values were shown in Table 2. 

Table 1. PSNR values of restored images using different algorithms (LR images were 
processed by PSF filter with Gaussian variance 2 and downsampling with the extracted scale 3) 

          Algorithms 
Images 

Our method SC-SRR K-SVD Noise images 

Elaine 20.53 19.26 18.14 4.97 
Lena 21.55 19.37 18.21 5.66 
Boat 20.78 18.46 17.72 5.34 

House 22.62 21.53 19.17 7.83 

Table 2. RSNR values of restored MMW images using different algorithms 

       Algorithms 
Images 

Our method SC-SRR K-SVD MMW image 

Reconstructed 
MMW image 

15.36 14.84 14.63 12.37 
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5 Conclusions 

A novel image SRR method using the two-stage dictionary pairs with class informa-
tion is discussed in this paper. The one-stage HR and LR dictionary pairs are learned 
by SC-SRR method. And the two-stage HR and LR dictionaries are trained by K-
SVD algorithm. In test, the restoration effect of our method is testified by using five 
highly degraded natural images and a real MMW image. Experimental results show 
that, compared with methods of K-SVD and SC-SRR, our method indeed has clear 
improvement in PSNR for natural images and in RSNR  for the MMW image, and 
has better image structures and visual effect. 
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Abstract. Improving the position accuracy of the closed chain robots needs a 
global robot kinematic model. Their closed loop constraints should be included 
in the global model via the specific passive joints of the robot. This paper  
proposes a simple but effective method to derive a mathematical formula for 
identification of all parameters of the robots having multiple closed chain 
mechanisms. An experimental calibration is carried out on a Hyundai HP160 
robot to validate the correctness and effectiveness of the proposed method. 

Keywords: kinematic calibration, parameter identification, robot having closed 
mechanism. 

1 Introduction 

Recently, robotic manipulators are widely used for advanced industrial manufacturing 
lines. Improving the position accuracy of these robots is really necessary. Manipula-
tors are designed in the form of multiple closed loop mechanisms to increase the 
overall stiffness of robot structures. Calibration for serial robots was well defined in 
various previous works [1-5]. But, calibration for manipulators containing many 
closed loops will be challenging and difficult. Some works [6, 7], had assumed that 
the closed chain mechanism were perfect, so the authors treated the robots like the 
simple serial linkages. However, there were some other researches focusing on cali-
bration for robot containing one or multiple closed loops [8, 9]. In the study [8], cali-
bration for robot having closed loops was carried out by replacing an optimization 
problem imposed constraints with an optimization problem without constraints by 
means of using Lagrange multipliers. In the studies [9], the authors first found solu-
tions of the equations of constraints explicitly and then integrated the solutions to the 
kinematic model of the robot main open chain to make the robot global kinematic 
model. The proposed model in [10, 11] did not select correctly the main open  
kinematic chain of the robot having one closed link mechanism. 

                                                           
* Corresponding author. 
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This paper presents a simple but effective method for the formulation of parameter 
identification equations of a robot having multiple closed chain mechanisms. First, a 
robot model is developed by combining kinematics of the main open loop and of the 
closed loops as in [9]. The global differential relationship is obtained by combining 
the differential relations of the closed loops and of the main open chain. An experi-
mental calibration is carried out on Hyundai HP160 manipulator (as shown in Fig.1 
(left)) to verify the correctness and effectiveness of the proposed method. Section 2 
presents the modeling of robot kinematics. Section 3 formulates the identification 
equations. Section 4 presents experimental calibration on the HP160 robot. Section 5 
withdraws some conclusions. 

2 Model of HP160 Robot  

A four degree of freedom (d.o.f) Hyundai HP160 robot (shown in Fig. 1 (left)) con-
sists of one main open kinematic chain, which is connected by four revolute joints θ1, 
θ2, θ3p, θ4p, θ4a, and three closed chain mechanisms ABCD, AEFD, DGHK. The 
link frames are fixed on the joint axes, which are elements of the main open kinematic 
chain, based on the Danevit-Hartenberg (D-H) method [12] (shown in Fig. 1 (left)). 
Nominal D-H parameters of the open chain and the link lengths of the closed loops 
(Fig. 1(right), Fig. 2 (left and right)) are listed in Table 1.  

θ4p
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z4azE
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O0

  
Fig. 1. Hyundai HP160 robot and its link frames assignment (left); closed loop ABCD, dashed 
line for degenerated loop (right) 

A homogeneous transformation matrix from robot base frame {0} to end-effector 
link frame {E} is calculated by following equation: 

 3p 4p0 0 1 2 4a
E 1 1 2 2 3p 3p 4p 4a E4p 4a= ( ) ( ) ( ) ( ) ( )θ θ θ θ θT T T T T T T , (1) 

where 1− Ti
i  is a transformation matrix from frame {i-1} to the frame {i}:  

 1
1 1 1 1( , ) ( , ) ( , ) ( , )i

i i i i i i i i iRot x Tr x a Tr z d Rot zα θ−
− − − −=T , (2) 
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Rot(·) and Tr(·) are (4×4) matrices of rotation about and translation along an axis, 
respectively, i = 2, …, 5; the robot base and tool transformations matrix are: 

 0
1 0 0 0 0 0 0 0 0 1 1 1 1= (x , ) (x ,a ) (y , ) (y , ) (z , ) (z , )Rot Tr Rot Tr b Rot Tr dα β θT , (3) 

 4a
E 5 5 5 5 6 6( ) ( ) ( )Tr x ,a Tr y ,a Tr z ,dT = , (4) 

where the matrices 2
3pT  and 3p

4pT  are computed with passive angles 3pθ , 4pθ . 

Table 1. Nominal D-H parameters of HP160 robot (units: length [m], angle [°]; --: not exist) 

Nominal D-H parameters of the main open chain 

i 1α −i  1−ia  1β −i  1−ib  id  θi  

1 0 0 0 0 0.6915 θ1 
2 90 0.300 -- -- 0 θ2 
3 0 1.250 0 -- 0 θ3p 
4 0 1.350 0 -- 0 θ4p 
5 90 0.250 -- -- 0.17 θ4a 
6 -- 0.1 -- 0.1 0.1 -- 

Link lengths of closed chain mechanisms 

21'L  0.5614 31'L  1.2500 31L  0.5614 

22'L  0.5300 32'L  1.2500 32L  0.530 

33'L  0.520 43'L  1.350 43L  0.520 
 
The position constraint equations of closed loop ABCD in Fig. 1 (right) is as 

follows [13]: 

 
2 2 31 2,31 21' 3 31' 3,31'

2 2 31 2,31 21' 3 31' 3,31'

0,

0,

a c L c L c L c

a s L s L s L s

θ θ θ θ
θ θ θ θ

+ − + =

+ − + =
 (5) 

where θic , θis  and ,i jθ  are short form of cos( )θi , sin( )θi  and θ θ+i j , respec-

tively. 
This closed mechanism is a parallelogram, so 21' 31=L L  and 31' 2=L a . The 

passive joint angle in (5) is computed by (6): 

 31 3 2 31' 3 2, 360 ,θ θ θ θ θ θ= − = − +  (6) 

The position constraints of closed loop AEFD as in Fig. 2 (left) is as follows: 

 
2 2 32 2,32 22' 32' 32'

2 2 32 2,32 22' 32' 32'

( ) 0,

( ) 0,

a c L c L c L c

a s L s L s L s

θ θ γ γ θ
θ θ γ γ θ

+ − − + =

+ − − + =
 (7) 
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This mechanism also has parallelogram structure, so 22' 22=L L  and 32' 2=L a   

(γ = 148.11 [°]). Given a value of the joint angle 2θ , the values of passive joint posi-

tions of closed loop AEFD in (7) are computed by (8), 

 32 2 32' 2, 360 .θ γ θ θ θ γ= − = + −  (8) 

Similarly to the both closed loops above, position constraint equations of closed 
kinematic loop DGHK (note 33' 43=L L  and 43' 3=L a ) in Fig. 2 (right) are: 

 
3 33 43 33,43 33' 33' 43' 33',43'

3 33 43 33,43 33' 33' 43' 33',43'

0,

0,

a c L c L c L c

a s L s L s L s

θ θ θ θ
θ θ θ θ

+ − − =

+ − − =
 (9) 

The joint position values need to be obtained in (7) and (9) are: 33 3 1θ θ ξ= −  and 

33' 2θ γ ξ= − . Constant angles 1ξ  = 175.9144 [°], 2ξ  = 112.892 [°] and 3ξ  = 

35.218 [°]. The values of passive joint positions of closed loop DGHK are: 

 43 1 2 3 43' 1 2 3, 360 .θ γ ξ ξ θ θ ξ ξ θ γ= + − − = + + − −  (10) 

   

Fig. 2. The closed loop mechanism AEFD (left); Connection of the closed loops DGHK, 
ABCD and AEFD (right) 

By solving (5), (7), and (9), then the passive joint positions such as 3pθ  and 4pθ  

in (1) can be computed by the following formulas: 

 3p 31 1 3 2 1 4p 43 3 3 1 2 3, .θ θ ξ θ θ ξ θ θ ξ θ γ ξ ξ ξ= − = − − = − + = − + + − +  (11) 

The real link lengths of the closed mechanism of the physical robot deviate from 
their nominal values, so the actual values of the passive angles 3pθ  and 4pθ  should 

be computed by solving (5), (7) and (9) with the actual current link length parameters. 
The HP160 manipulator has three consecutive parallel joint axes, the transformation 
in (1) is modified as follows: 
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2  
2 2 2 2 2 2 3p 3p3p 

3p 
3 3 3 3 3 3 4p 4p4p 

= ( , ) ( , ) ( , ) ( , ),

= ( , ) ( , ) ( , ) ( , ),

Rot x Tr x a Rot y Rot z

Rot x Tr x a Rot y Rot z

α β θ

α β θ

T

T
 (12) 

where 2β  and 3β  are the link twist parameters about the axes 2y  and 3y . 

3 Mathematical Formulation for Robot Error Identification 

A differential homogeneous transformation of the main open kinematic chain could 
be obtained by differentiating (1) as follows [14]: 

 [ ]i ai i di iα β θΔ = Δ = Δx J J J J J p J p , (13) 

where Δx  is a (3×1) vector of three differential positions of the robot end-effector. 
Δp  is a (20×1) vector of the robot kinematic parameters. J  is a (3×20) error propa-

gation matrix which relates the vectors Δx  with Δp . The column vectors of the 

matrix J  are numerically computed as follows [14]: 

 [ ]1 1α − −= ×J x pi i i , [ ]1−=J xai i , [ ]1 1β − −= ×J y pi i i , [ ]=J zdi i , [ ]θ = ×J z pi i i , (14) 

where 1−xi , 1−yi , zi  are directional vectors of link frames {i-1} and {i}; pi  is a 

vector represents the position of robot end-effector with respect to the link frame {i}. 
The positions of the passive joints of the closed loops could be expressed by func-

tions of related parameters as follows 

 3p 1 4p 1 2 3( , ), ( , , , ),f gθ θ= =q L q L L L  (15) 

where vectors  2 3[ , ]θ θ=q T , 1 31 21' 31' 2[ , , , ]=L TL L L a , 

2 32 22' 32' 2[ , , , ]=L TL L L a , 3 43 33' 43' 3[ , , , ]=L TL L L a ,  f  and g are mathematical 

functions. These functions are derived by combining (5), (7) and (9) for robot current 
parameter values. The direct differentiate of the functions f and g in (15) are:  

 3p 1 4p 1 2 3
1 1 2 3

, .
f f g g g gθ θ∂ ∂ ∂ ∂ ∂ ∂Δ = Δ Δ Δ = Δ Δ + Δ + Δ

∂ ∂ ∂ ∂ ∂ ∂
q + L q + L L L

q L q L L L
 (16) 

The joint C, F, H of the corresponding closed loops ABCD, AEFD, DGHK are as-
sumed virtually cut off. The closed loop ABCD in Fig. 1 (right) comprises of two 
open kinematic chains ADC and ABC which are connected at joint C. The differential 
relationship of individual open chains are described as follows, 

 C 1 1 C 2 2, ,Δ = Δ Δ = Δx J h x J h  (17) 
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where 1J  and 2J  are Jacobian matrices of the chains ADC and ABC, respectively. 

CΔx  is a vector of position error of endpoint C. The vectors of link parameter errors 

of the chains ADC and ABC are  1 2 31 2 31[ ]θ θΔ = Δ Δ Δ Δh Ta L  and 

2 3 31' 21' 31'[ ]θ θΔ = Δ Δ Δ Δh TL L , respectively. Equaling the both right sides of the two 

equations in (17), the following equation is obtained: 

 1 1 2 2Δ = ΔJ h J h . (18) 

By solving (18) for the passive joint position 3θΔ p  in term of the other link  

errors, the differential relation of the closed loop ABCD is as follows: 

 1
3p 31 c. ,θ θΔ = Δ = ΔJ h  (19) 

where 1
c 2 3 2 31 31' 21'[ ]Ta L L LJ J J J J Jθ θ=J  (‘c’ means ‘closed’) is a Jacobian matrix 

and 2 3 2 31 31' 21'[ ]θ θΔ = Δ Δ Δ Δ Δ Δh Ta L L L  is a vector of the closed loop link errors. 

Applying the singular value decomposition method [15] for evaluating of identifia-
ble parameter, a reduced Jacobian matrix and a vector of closed chain errors are: 

 1 1 1 1
c 3 31' 21' 3 31' 21'[ ] , [ ] .T T

L LJ J J L Lθ θ= Δ = Δ Δ ΔJ h  (20) 

Similarly, a differential relation of the closed loop AEFD shown in Fig. 2 (left) is 
described in the following equation, 

 2
32 c . ,θΔ = ΔJ k  (21) 

where a reduced Jacobian matrix and a reduced vector of closed loop link errors are as 

follows: 2 2 2 2 2 2
c 2 2 32 32' 22'[ ]Ta L L LJ J J J Jθ=J  and 2 2 32 32' 22'[ ]θΔ = Δ Δ Δ Δ Δk Ta L L L . 

The closed loop DGHK is connected with the two closed loops ABCD and AEFD 
as shown in Fig. 2 (right). Note that 33 31θ θΔ = Δ , 33' 32θ θΔ = Δ , and 4 43θ θΔ = Δp . 

The differential relationship of the closed loop DGHK in Fig. 2 (right) is: 

 43 c . ,θΔ = ΔJ w  (22) 

where a reduced Jacobian matrix and a reduced vector of  link errors of the closed 
loop DGHK are: 

c 33 33' 3 43 33' 43'[ ]Ta L L LJ J J J J Jθ θ=J , and 33 33' 3 43 33' 43'[ ]θ θΔ = Δ Δ Δ Δ Δ Δw Ta L L L . 

Substituting (19) and (21) into (22) via joint error variables 33θΔ ( 33 31θ θΔ = Δ ) 

and 33'θΔ ( 33' 32θ θΔ = Δ ), we have (23): 
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 3
43 4p c . ,θ θΔ = Δ = ΔJ g  (23) 

where a reduced Jacobian matrix and vector of closed loop errors are as follows, 

 
3 3 3 3 3 3 3 3 3 3
c 3 2 3 21' 31' 22' 32' 33' 43'

3 2 3 21' 31' 22' 32' 33' 43'

[ ] ,

[ ] .

T
a a L L L L L L

T

J J J J J J J J J

a a L L L L L L

θ

θ

=

Δ = Δ Δ Δ Δ Δ Δ Δ Δ Δ

J

g
 (24) 

Substituting (19) and (23) into (13) via passive joint error variables 3pθΔ  and 

4pθΔ  to form the global identification equation of the robot kinematic parameters,  

 [ ]i ai bi i di iα β θΔ = = Δx J' J' J' J' J J' J' p' , (25) 

where J'  is a global Jacobian matrix, Δp'  is the global vector of errors. 

4 Experimental Calibration and Results 

The proposed method for derivation of the robot global differential relationship is 
applied to the practical calibration procedure of the Hyundai HP160 robot (as shown 
in Fig.1 (left)). The residual position errors after calibration at 25 measurement points 
are shown in Fig. 3. The Table 2 summarized the calibration results. The experimental 
calibration results demonstrate that model 2 (the proposed model) results in a better 
accuracy than model 1 [6, 7]. 
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Fig. 3. Calibration results for robot HP160 with models 1 and 2 

Table 2. Residual position error of models 1 and 2 (experimental calibration) 

Robot models Average error  [mm] Maximum error [mm] 
Nominal model 3.5316 9.6538 
Model 1 (serial) 0.6554 1.2682 

Model 2 (proposed) 0.4426 0.6848 
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5 Conclusion 

This paper proposed a formulation method for parameter identification. The global 
differential relationship is obtained by integrating differential relationships of the 
closed loops and the main open chain. The results of the experimental calibration 
demonstrated the correctness and effectiveness of the proposed method. 
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Abstract. In this paper proposed a GPU-based parallel processing method for 
real-time image segmentation with neural oscillator network. Range image 
segmentation methods can be divided into two categories: edge-based and re-
gion-based. Edge-base method is sensitive to noise and region-based method is 
hard to extracting the boundary detail between the object. However, by using 
LEGION (Locally Excitatory Globally Inhibitory oscillator networks) to do 
range image segmentation can overcome above disadvantages. The reason why 
LEGION is suitable for parallel processing that each oscillator calculate with its 
8-neiborhood oscillators in real time when we process image segmentation by 
LEGION. Thus, using GPU-based parallel processing with LEGION can im-
prove the speed to realize real-time image segmentation. 

Keywords: Range image segmentation, CUDA, LEGION, GPGPU. 

1 Introduction 

Recently, due to the popularity of 3D- camera (KINECT, Xtion) rang images are 
widely used. In order to the scene understanding of range image, need to do range 
image segmentation. The requirements of environmental recognition in real time are 
increasing these days. 

X. Liu and D. Wang proposed use LEGION to do range image segmentation in [1]. 
It solved shortages are sensitive to noises and hard to extract detailed boundary be-
tween two objects in region-based and edge-based. However, it still remained a prob-
lem is hard to implement range image segmentation due to complexity of LEGION’s 
structure and CPU’s sequential execution.  

In this paper, we realize real-time range image segmentation using GPU-based pa-
rallel processing techniques with LEGION. Section 2 and 3 are introduced the exist-
ing LEGION model and range image segmentation using LEGION. Section 4 is 
shown the contents of range image segmentation using GPU parallel processing with 
LEGION and conclusion also shown in section 5. 
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2 LEGION Model 

LEGION algorithm was proposed with the object of keeping flexibility of Neural 
Oscillatory Network and simple the calculation. 

33 2ix x x y I S
i i i i i

ρ= − + − + + +                     (1) 

( (1 tanh(x / )) y )y
i i i

ε α β= + −                             (2) 

( )

( ) ( )i ik k x z z
k N i

S W H x W H zθ θ
∈

= − − −                 (3) 

The Eq. (1), (2) is showing LEGION’s constitute elements. i  is a single oscillator, 

ix  is excitability unit and iy  is inhibitory unit. In Eq. (1), (2) unit of excitability and 

unit of inhibitory defined as derivatives by time. Eq. (3) show the coupling strength of 
i  oscillator from its 8 neighbors [2], [3] 

3 Range Image Segmentation Using LEGION 

X. Liu apply LEGION algorithm to range image segmentation, ikW was defined as 

ikW =  (  255  /  (i, k)Ψ  +  1 )  in Eq. (3), set (i, k)Ψ as an input value and 

calculated by measured value of feature vector (z, , , ,C,G)x y zn n n . Z is the depth 

value and (  xn , yn  , zn )  is the surface normal. C is mean Gaussian curvature and 

G is Gaussian curvature. A surface normal in a point are represented as  
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The surface curvature at p point in the direction of q point is shown as 
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In Eq. (5), p and q refer to the 3-D coordinate vectors of the corresponding pix-

els, and pn is unit normal vector at point p , qn  unit normal vector at point q . 

The input value of LEGION algorithm is calculated as follows  

     if
(i, k)

 otherwise
.z i k n i k i

C i k G i k

cK z z K n n C T

K C C K G G

− + − ≤
Ψ =

− + −





 (6) 

ZK , nK , cK  and GK are weighted value and cT is a threshold value. 

4 Gpu-Based Real-Time Range Image Segmentation 

From Fig. 1, we can know with the development of the GPU graphics card, more and 
more powerful, the calculation has gone beyond the general CPU. Such a powerful 
chip if only as graphics will result in wasted computational capability. So NVIDIA 
launched the CUDA, lets graphics card can be used for purposes other than the image 
rendering.  

We utilized parallel processing technique of CUDA (Computer Unified Device Ar-
chitecture) in GPU offered from NVIDIA in this paper. 

CUDA consists of two parts: Host and Device. Generally speaking, Host stands for 
CPU, Device stands for GPU. In CUDA structure, main programming is also ex-
ecuted by CPU while it need process part of data, CUDA would compile program 
GPU is able execute then send to GPU. And this program is called core in CUDA. 

Actually, when execute the program CUDA would engender a lot of threads could 
execute in GPU; every thread would be to execute the program, although there is only 
one program, the reason why we calculate with different data is that there are different 
indexes. 

To be executed on the GPU thread, there are three types (1 dimension, 2 dimen-
sions and 3 dimensions) according to the most effective data sharing to set a block. 
These threads in the same block use the identical sharing internal memory. In addi-
tion, there is a limit to the size of every block, so could not put all of threads into one 
block (there are a lot of threads in GPGPU program). At this time can use the same 
dimension and size of block (need the same core) to construct a network (Grid) for 
batch processing (GPU need to compile it only one time). 

Our machine environment in GPU parallel programming uses Intel Core i7-
2600@3.40GHz, 8GB DDR3 ram, 1333MHz, GeForce GTX 580, 1536MB DDR5, 
NVidia driver version 335.23. 

As Fig. 2 below every oscillator have some connection with its neighbor 8 oscilla-
tors, so we can regard one oscillator as a thread in parallel processing of GPU. It 
means that the structure of LEGION is suitable for parallel processing in GPU. 
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Fig. 1. Floating-point Operations per Second for the CPU and GPU (form [4]) 

 

Fig. 2. 2D LEGION network and GPU thread 

When implementing parallel processing of GPU get image distance from KINECT 
is 480 * 640, one oscillator (pixel) correspond one thread. To optimize the availability 
of GPU, set per block as 786, so in every SM, there are 1536 threads (2 blocks) would 
be processed in every time. Set the block dimension as 2D because input image is 2D. 
Fig. 3 shows the image segmentation result. 
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(a) 

 
(b) 

Fig. 3. Segmentation result of the LEGION network for the range image: (a) is the range image 
gets from KINECT, (b) is the image segmentation result and each color part represents a seg-
mented region 

5 Conclusion 

In this paper, we use GPU-based parallel processing techniques to range image seg-
mentation. Because of LEGION is suitable for parallel processing, so we get a signifi-
cantly speed improvement than CPU-based serial processing. Finally, we realize the 
real-time range image segmentation. 
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Abstract. This paper presents a fast and simple method for action recognition 
and identity at the same time. A watermark embedding as a 2-D wavelet in the 
training data at the first step to identify the identity of who makes the action. 
The proposed technique relies on detecting interest points using SIFT (scale in-
variant feature transform) from each frame of the video for action recognition. 
More specifically, we propose an action representation based on computing a 
rich set of descriptors from 2D-SIFT key points. Since most previous approach-
es to human action recognition typically focus on action classification or locali-
zation, these approaches usually ignore the information about human identity. A 
compact yet discriminative semantics visual vocabulary was built by a K-means 
for high-level representation. Finally a multi class linear Support Vector Ma-
chine (SVM) is utilized for classification. Our algorithm can not only categorize 
human actions contained in the video, but also verify the person who performs 
the action. We test our algorithm on three datasets: the KTH human motion da-
taset, Weizmann and our action dataset. Our results reflect the promise of our 
approach. 

Keywords: action recognition, water mark, SIFT, K-mean, PCA. 

1 Introduction 

Applications such as surveillance, video retrieval and human-computer interaction 
require recognizing human actions from distance and identity in various scenarios. 
The benefit of knowing the identity of the person who is certain actions of private 
security and control of sensitive places or security nature of the state task.  But only 
few papers researched this problem and most papers only focus on recognizing or 
localizing human action, which usually cannot recognize the identity that makes the 
action at same time [4, 5]. Since most of the previous methods utilize the detailed 
human information (e.g. the face information) that is acquired from small distance to 
recognize the human identity.  As these views a person appears as a small patch. So 
under above discussed conditions, it is a difficult problem in computer vision to cap-
ture such detailed information from such distance. 

In this paper, we propose a framework to address the problems for recognizing  
actions and identity at the same time. Our framework can be summarized as follows 
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1) we propose an identity representation based on embedded a watermark as 2-D 
wavelet. 2) Detecting interest points for action recognition by using 2-D SIFT. 2-D 
SIFT has advantage which is limited size of the features vectors, which consumes less 
computation time than other techniques such as 3D descriptors[8], [18], and has an-
other advantage which does not need to use topic modelling methods such as pLSA 
and LDA, where a separate topic model is learned for each action class and new sam-
ples are classified by using the constructed action topic model [17]. 3) Principle 
Component Analysis (PCA) is applied to the features for dimension reduction without 
losing information. The idea to use PCA is due to the fact that, in most of the action 
datasets, there is a large amount of redundant information unnecessary for action 
recognition. 4) The K-means clustering algorithm is utilized to construct visual words. 
5) A linear multi class SVM [24] is trained to classify identity and action at the same 
time.  Action representation can be categorized as: flow based approaches [25], 
spatio-temporal shape template based approaches [26,27], tracking based approaches 
[28] and interest points based approaches [29]. In flow based approaches optical flow 
computation is used to describe motion[10], it is sensitive to noise and cannot reveal 
the true motions. Spatio-temporal shape template based approaches treat the action 
recognition problem as a 3D object recognition problem and extracts features from 
the 3D volume[18,19]. The extracted features are very huge so the computational cost 
is unacceptable for real-time applications. Tracking based approaches suffer from the 
same problems. Interest points based approaches have the advantage of short feature 
vectors; hence low computational cost. They are widely used and are adopted in this 
work. 

Recent work has focused on bag of spatial-temporal local interest point feature [3, 
4], [6], [11]. With our best knowledge very few works of recognize actions and identi-
ty like [1, 2, 3]. In this paper SIFT [9] is used for detecting interest points where the 
extracted features are invariant to scale, location and orientation changes. In addition, 
the accuracy is better than all (to our knowledge) previous work in this field.     

2 Related Works 

In the work related [1], in their paper, they propose a framework to address the prob-
lems for recognizing actions and identity. They propose an action and identity repre-
sentation based on computing rich descriptors from ASIFT key point trajectories 
which capture more global spatial and temporal information. And they used the object 
categories depicted using a model developed in the statistical text literature: Latent 
Dirichlet Allocation [1] (LDA), and combined action recognition and identification in 
a whole framework. They used trajectory extraction, which is may be not always use-
ful for action recognition. Their method requires more computation and time for 
recognition and identification. Another paper [2], he motivated by the view – invari-
ance issue in the gaitID problem. Address the general problem of classifying the 
“content” of human motions of unknown “style” and used bilinear modeling to im-
prove the recognition when the test motion is performed in an unknown style. In [3] 
they have proposed a framework that performs action recognition and identity 
maintenance of multiple targets simultaneously. In the current paper we proposed a 
framework that performs identity as a watermark based 2-D wavelet transform on the 
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video, and extract features using SIFT algorithm. To reduction the size of the dimen-
sion, we use PCA. The whole framework as shown in Figure 1, takes less time and 
little computation for action recognition and identity as compared to other researches. 

3 Proposed Approach 

We adopt the notion of watermark from [13] as identity to the training data. In our 
method we enter the watermark, which represents identity of human to the video we 
want training and then divided the video into short clips and each clip consists of frames 
of 0.5 second, the distribution of a video clip reveals the temporal variation of the pix-
el’s intensity. The goal of digital watermarking is to hide a watermark (some sort of 
identification data) within the image, so that it is not perceptually visible to the human 
eye, but also it is robust enough to withstand the various kinds of transformations. 

One of the many advantages over the wavelet transform is that it is believed to be 
more accurately model aspects of the HVS as compared to the FFT or DCT. This 
allows us to use higher energy watermarks in regions that the HVS is known to be 
less sensitive to, such as the high resolution detail bands {LH, HL, HH) [4]. Using 
discrete wavelet transform (DWT) is motivated by good time-frequency features and 
well-matching with human visual system directives. These two combined elements 
are important in building an invisible and robust watermark. In this paper, the water-
mark is embedded into high frequency DWT components of a specific sub-image and 
it is calculated in correlation with the image features and statistic properties. 

3.1 Watermark Embedding 

Let C be the matrix associated to block to be watermarked. C has order n   power  
of  2. In the watermark embedding step DWT decomposition is applied to C to obtain 
the four sub-matrices which have the DWT coefficients of the decomposition level as 
elements .Only the entries of high frequencies detail matrices {HL,LH,HH} are modi-
fied by watermark. The number of DWT wavelet decomposition depends on the  
order of sub-image matrix associated to blocks. Typically we apply three DWT de-
composition levels on a block with associated matrix of order 256, and two DWT 
decomposition levels on each block with associated matrix of order 128. Watermark 
embedding is calculated with the following formulas [15]: 

( , ) ( , ) ( , ),k kC i j C i j i jθ θ ω α= + ∗                         (1) 

where i,j=1,2,…,nk  and  i,j=1,2,…,nk and α(i,j) is the generic element of a matrix of 
order equal to the order of kCθ α(i,j)∈{-1,0,1} and its value is computed depending on 

the belonging of the corresponding DWT coefficient to an interval, more details can 
be found in [15]. Watermark detection applies a re-synchronization between the orig-
inal and watermarked image. The watermark is embedded in a training video data set 
only, so that when we recognize the action, we also recognize the identity at the same 
time in the training data set, because in the training data sets, we know the identity by 
detecting a watermark.  
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Fig. 1. Flow chart of training proposed algorithm 

3.2 Feature Description Methods 

A video sequence is represented as a collection of spatial-temporal words by extract-
ing space-time interest points, after the localization of a space-time interest point in 
the video sequence; a video patch is extracted around the interest point location and 
described using one of the description methods. The main advantage of using such 
SIFT is the simplicity due to the unsupervised nature. The main idea is to extract fea-
tures through a staged filtering that identifies stable points in the scale space: 1) select 
candidates for features by searching for peaks in the scale space of the difference – of 
- Gaussians (DoG) function. 2) localize each feature using measures of its stability, 
and 3) assign orientations based on local image gradient directions.  Provision of an 
interest point detection schema from three different planes along the spatial and the 
temporal axes; Formulation of the space-time detector that is scale and location invar-
iant; Application of the developed ST-SIFT on a human action classification task, 
with comparison to other state-of-the-art approaches.  The 2D SIFT detector maps 
the special content of an image to a coordinate of scale, location and orientation invar-
iant feature. This is achieved using a scale space kernel function such as the Gaussian, 
which is a continuous function to capture stable features in different scales. The fea-
ture extraction procedure of SIFT can be described as follows. 

STEP1. Construct the DOG scale-space: 

D(x, y, σ) = (G(x, y, k σ)− G(x, y, σ ))∗ I(x, y) = L(x, y, k σ) − L(x, y, σ)       (2) 

G(x, y, σ) = 
ଵଶగఙଶ ݁−(ݔଶ + (ଶߪଶ)/2ݕ

                         (3) 

Where I(x, y) is the original image, and L(x, y, σ ) = G(x, y, σ) ∗ I(x, y) 

STEP2. Get the key points: We get the key points at the scale space extreme in the 
difference of Gaussian function convolved with the image. 

Dived to clips 

Insert water-
mark SVM classification  

Extract features  

PCA 

K-means cluster

Input a video 
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At a certain scale to give a scale space representation L(x, y, t) = G(x, y, t) * I(x, 
y), then the Laplacian operator  

2

.xx yyL L L∇ = +  (4)

STEP3. Assign an orientation and gradient modulus to each key point. 

STEP3. Assign an orientation and gradient modulus to each key point. 

STEP4. Construct the descriptor of SIFT features: We sample within an 8*8 neigh-
borhood window centered on the key points, and divide the neighborhood into four 
4*4 child windows as shown in Figure1. Then we calculate the gradient orientation 
histogram [9] with eight bins in each child window and get a 128-dimensional vector 
called descriptor.  Where the DoG function is the difference between two neighbors 
with the constant scale factor K. Finally the maxima and the minima of D(x, y, σ) 
give scale-invariant points in the scale-space. A typical image of size 500x500 pixels 
will give rise to about 2000 stable features (although this number depends on both 
image content and choices for various parameters).  In our implementation the de-
scriptor is about 2929 key points with 128 feature vectors. The size of this descriptor 
is reduced with PCA. The covariance matrix for PCA is estimated on 39,000 image 
patches collected from various images of actions. The 128 largest eigenvectors are 
used for description. In Table 1 shows the value of parameters that is used in SIFT 
algorithm.  

Table 1. Parameters of SIFT key points detection 

parameter value 
Number of  
octaves 

4 

First octave index -1 
Number of scale 
levels per octave 

2 

Edge threshold 0.8 
Peak threshold 10 

3.3 Feature Matching and Indexing 

Indexing consists of storing SIFT keys and identifying matching keys from the new 
image. Lowe [9] used a modification of the k-d tree algorithm called best-bin-first 
search method that can identify the nearest neighbors with high probability using only 
a limited amount of computation. The best candidate match for each key point is 
found by identifying its nearest neighbor in the database of key points from training 
images. The probability that a match is correct can be determined by taking the ratio 
of distance of the second closest. In [9] rejected all matches in which the distance 
ratio is greater than 0.8.  
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3.4 Features Description 

The SIFT feature vector consists of 128 elements, the coordinates of each point (the x 
and y location in the frame) are made use of to enhance the results as inspired by Lai 
et al. [16], so the new feature vector becomes 130 elements (the old 128 elements 
vector + x coordinate of the interest point + y coordinate of the interest point). One of 
the reasons to use 2-D SIFT (beside that it is invariant to scale, location and orienta-
tion changes) is its short feature vector which does not need to use topic modeling 
methods as pLSA and LDA, where a separate topic model is learned for each action 
class and new samples are classified by using the constructed action topic models. 

3.5 Building a Visual Vocabulary 

The objective here is to vector quantize the descriptors into clusters which will be the 
visual ‘words’ for action retrieval. Then when a new frame of the action is observed 
each descriptor of the frame is assigned to the nearest cluster, and this immediately 
generates matches for all frames throughout the action. The vocabulary is constructed 
from a subpart of the video, and its matching accuracy and expressive power.  The 
vector quantization is carried out here by K-means clustering histogram. 

3.6 Action Recognition 

Various supervised learning algorithms can be employed to train an action pattern 
recognizer. Support vector machine (SVM) [12] is used in our approach. SVM has 
been successfully applied to a wide range of pattern recognition and classification 
problems. The advantages of SVM over other methods consist of: 1) providing better  
prediction on unseen test data, 2) providing a unique optimal solution for a training 
problem, and 3) containing fewer parameters compared with other methods. The 
whole recognition process can be divided into two phases: the training phase and the 
testing phase. During the training phase, as the flow chart shown in Figure 1, the in-
terest points are extracted by SIFT  detector from the training sequences, and then 
descriptor of each sequence is generated by the structural distribution of interest 
points. Descriptors from all training sequences are gathered together for further clus-
tering by K-means which uses Euclidean distance as the clustering metric. The cluster 
centers are represented as the video words and they constitute the codebook. Each 
feature descriptor is assigned to a unique video word based on the distance between 
the descriptor and cluster centers. And the codebook membership of each feature 
descriptor is utilized to create a model representing the characteristics of each class of 
the training sequences [14]. All sequences were divided with respect to the subjects 
into a training set (8 persons), a validation set (8 persons) and a test set (9 persons). 
The classifiers were trained on a training set while the validation set was used to op-
timize the parameters of each method. The presented recognition results were ob-
tained on the test set. Representations of motion patterns in terms of local features 
have advantages of being robust to variations in the scale, the frequency and the ve-
locity of the pattern Whereas local features have been treated independently , the 
spatial and the temporal relations between features provide additional cues that could 
be used to improve the results of recognition.  
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5 Experimental Results 

We tested our approach on the KTH dataset, and our own action dataset for identity 
and action recognition. SVM with is chosen as the default classifier. In our experi-
ment, we empirically used   128-bin SIFT histogram. We divide the dataset into two 
parts for training and testing respectively instead of leave-one-out classification. The 
results are shown in Figure 4, 5, 6 and table 2, 3. For matching SIFT features, we use 
ROC curve that computing true positive (TP) number of detected matches that are 
correct, and false positive (FP) number of detected matches that are incorrect, maxim-
ize area under the curve (AUC). 

 

 

Fig. 4. Confusion matrix for the KTH  and Weizmann datasets 

 

Fig. 5. Accuracy error of KTH dataset 

Table 2. Comparison of method and Conventional detectors 

detector descriptor Describing 
an identity 

KTH Weizmann Our data 

2D SIFT 2D HOG Water mark 
as 2D wavelet 

94.01% 90.14% 82.25% 

ASIFT 2D HOG Visual words 80.74% 78.21% 80.13% 
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Abstract. This paper introduces the augmented reality surveillance system 
which evaluates the density of the traffic on roads and displays information in 
an easy to understand form over the video stream and a map. A mutual depen-
dence between the real world, global coordinates and the position of the pixel in 
the image is explained. The way to find the real size of an object by knowing its 
dimension in the image is introduced. An operator can decide what points on 
the map it is required to survey, and the camera will know how to rotate to 
those points by mapping of global coordinates to pan and tilt angles. The densi-
ty of the traffic is evaluated by processing video data and applying the know-
ledge about real width and length of cars.  

Keywords: Traffic monitoring, Car detection, PTZ camera, Camera  
measurements. 

1 Introduction 

Our system allows mounting a camera at any part of a road with different altitude and 
position. The system automatically connects the visual information from the camera 
with data from a map. Overlays on the image and on the map show knowledge about 
density of the road traffic presented both by number of objects and their color which 
is easy to understand. Ways of getting the real sizes of objects were introduced in this 
work. It allows deciding whether there are cars presented in the image according to 
the real size of objects. In the third chapter of this paper the mappings from the real 
world to image coordinates and vice versa are introduced. The fourth chapter explains 
how to detect cars using background subtraction and find out the density of the traffic. 

2 Related Works 

Some researchers use microphones [1] to say whether there are many motors working 
at the same time. This approach cannot tell whether both sides of the road are  
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occupied. Another approach is detection of the traffic density where each car checks 
its surrounding and builds its own picture of the environment [2]. In developing coun-
tries movement of cars is not well organized. Special algorithms which take in ac-
count features of traffic of a particular country are developed [3]. It becomes more 
and more popular to use support vector machines and histogram of oriented gradients 
(HOG) in the process of detection vehicles [4]. Although detection results can be 
good, processing time for HOG with sliding window is not sufficient for the real-time 
processing. Some researchers try to use a simple method to achieve real-time perfor-
mance by sacrificing detection accuracy [5]. When the camera is shaking, there is still 
a solution to detect moving objects [6], but the objects are not classified in this work. 

3 Camera to Real World Projection 

In this work the pan-tilt-zoom (PTZ) camera Samsung SNP-3370 was used which can 
rotate about its vertical and horizontal axes. 

Relation between angle and the sensor size is shown in (1): 

 12 tan
2

d

F
α −  = ⋅  ⋅ 

  (1) 

Then the sensor size can be estimated: 

 2 tan
2

d F
α = ⋅ ⋅  
 

  (2) 

where F is the focal length and α is the angle. 
Horizontal angle of view for different focal lengths (f) for Samsung SNP-3370 is 

 ( ) 1 3.6
2 tan

2H f
f

α −  
= ⋅  ⋅ 

  (3) 

Vertical angle of view for different focal lengths for Samsung SNP-3370 is 

 ( ) 1 2.7
2 tan

2V f
f

α −  
= ⋅  ⋅ 

 (4) 

The spherical model is considered in this work. In general, the angular resolutions 
do not distribute evenly on the sensor since the sensor is a plane not a spherical sur-
face. However, in surveillance task mostly the narrow field of view is required. The-
reby, distortions caused by the chosen model are inessential. 

Fig. 1(a) represents a model of the real world where C is the position of the cam-
era, p is a point in the real world. Fig. 1(b) shows the side view of the model. Fig. 2 
shows the vertical view of a model of scene. Image resolutions in degrees are: 
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where RV is the height of the image in pixels. 
 

 
(a) (b) 

Fig. 1. (a) 3D model of scene; (b) Side view of a model of scene 
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where RH is the width of the image in pixels. 
Vertical and horizontal angles between p and the optical axis of the camera are: 
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Fig. 2. Vertical view of a model of scene 

 90 Vβ τ γ= − −  (9) 
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If two points are selected on the ground plane, then distance between them can be 
found using law of cosines. 

 2 2
1 2 1 22 cos( )pd z z z z ρ= + − ⋅ ⋅ ⋅   (12) 

where ρ is the angle between two points, z1 and z2 are distances to the first and the 
second points respectively. 

When pan and tilt equal to zero, the optical axis is directed to the north and parallel 
to the ground plane respectively. The GPS coordinates of the point are: 

 ( ) ( ) ( )2 1 1arcsin sin cos cos sin cos
z z

lat lat lat
R R

θ    = ⋅ + ⋅ ⋅    
    

  (13) 

where lat1 and lat2 are latitudes of the camera and the point respectively, z is found in 
(11), θ is the bearing angle, R is the mean radius of the Earth (6371 km). 
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where lon1 and lon2 are longitudes of the camera and the point respectively. 
To show some exact position given in GPS coordinates, it is required to know pan 

and tilt angles to rotate to (as in [7]). The tilt angle is: 
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Camera pan angle should be calculated with additional conditions. 
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1 2 1 2

180
arccos , ( & )

G

z
P if lat lat lon lon

z π
  

= ⋅ < <     
  (17) 

where z1 is the distance from the camera to the support point l which we introduced in 
the Mercator coordinate system (Fig. 3(a)). 
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                             (a)       (b) 

Fig. 3. (a) Support point used to find the pan angle of a camera; (b) Width estimation of the 
blob 
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4 Traffic Density Estimation 

The region of interest is set as boundaries of the roads found by the lane detection 
algorithm based on vanishing point detection ([8]). To detect the moving cars on the 
road the very first step is building a background model. The scoreboard algorithm 
([9]) which is a tradeoff between accuracy and computational cost is used in this 
work. After the background acquired, the vehicles are segmented from the back-
ground and the image is binarized by using the threshold introduced in [5].  

If the camera is not fixed firmly, then the image quality will suffer from the shak-
ing making the background in the image move in random directions. This becomes a 
serious problem with the narrow field of view. In this case another subtraction tech-
nique should be applied. Xinyi Cui et al. [10] proposed to analyze the behavior of 
background using the low rank constraint when the foreground satisfies the group 
sparsity constraint. The preliminary step of generating points and tracking their trajec-
tories using GPU [11] processes less than 0.5 frames per second. So, if this approach 
is used, the camera position should be selected such that the car will appear in the 
sequence of frames during more than 4 seconds. 

 The connected components labeling algorithm is then applied. After that for each 
blob the average width is calculated using the following approach: for some random 
vertical coordinates in the image which consist the blob pixels, the horizontal scan 
lines are built and the distance in pixels between the leftmost and the rightmost pixels 
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is found as shown in Fig. 3(b). After that the average value of these distances is cho-
sen as the width of the blob. Delete the blobs which are not in (21): 

 2 2,c c cCar W W L ∈ +  
  (21) 

where Wc and Lc are the real possible width and length of the car. Wc and Lc should be 
chosen suchwise they cover sizes of both small passenger cars and trucks. 

After the car blobs are found, the road area is divided into 2 parts according to de-
tected lanes (to represent the density of traffic in opposite directions) and for each part 
the number of blobs is calculated. The more blobs found the higher the density of the 
traffic. 

In the final step these blobs should be shown on a map. Using equations (13) and 
(14) the coordinates of the center of these blobs is found and displayed on the map. 
According to the density of the traffic (number of cars), a colored layer is overlaid for 
each part of the road. 

5 Experimental Results 

To test the pan and tilt angles calculation the camera was mounted on the bridge 
above the road. GPS coordinates of the camera were collected during 3 minutes using 
2 GPS receivers and the average value was decided as the real one to decrease the 
error. We aimed the camera at the first landmark, and set the pan angle to zero. The 
difference between the north direction and the orientation of the camera with zero pan 
value was taken into account for the all next measurements. Manual measurements 
showed that the average error of the orientation was about 3 meters by 100 meters of 
the distance. This error is permissible when rotating the camera to the point marked 
on the map. Using the comparison with a background (Fig. 4 (a)), the cars within 100 
meters to the camera were detected correctly (Fig. 4 (b)). 

 
(a) (b) 

Fig. 4. Car detection: (a) Background of the road scene with ignored non-road regions; (b) 
Road scene with detected cars 
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Detection of the real sizes of objects was performed both indoors and outdoors. For 
the latter case (Table 2) the error of the automatic measurement is higher than indoors 
because a pixel covers bigger area in the real world due to its discrete nature. Distance 
from the camera to objects was 150 meters. In the second test (10.5 meters) the field 
of view was wider than during other tests that directly impact on the accuracy of mea-
surements because of the camera model used. 

During tests it was found out that different layers of the Google Maps service do 
not match (Fig. 5). 

Table 1. Measurement of real size of objects using camera 

Real size (m) Average error (m) Error (%) 
5.5 0.1 1.8 
10.5  0.7 6.6 
20 0.2 1 
25 0.3 1.2 

 

Fig. 5. Positions of cars shown on different maps 

6 Conclusions 

The road traffic monitoring system was developed with augmented reality layers 
which make it easier to understand the density of the traffic. The mapping between 
camera and real world coordinates was introduced. Measurements of the mapping 
show that their accuracy is high enough to be used in the real application. 

In future works we would like to detect and show on the map not only cars but oth-
er participants of the city life such as pedestrians and bikes. Every detected moving 
object will be tracked which will allow to estimate its velocity. Using map services it 
might be possible to get boundaries of buildings, parks, and other objects and show 
them to the user as overlays for the video stream. To do that the vectorization algo-
rithm should be developed. One of disadvantages of our system is that it considers the 
ground plane as totally planar. In future we will rebuild mapping functions while 
considering the ground plane as a non-planar surface. Distortion of the lens is another 
problem to be addressed; otherwise errors are increased when the distance is meas-
ured on the edge of the image. By now the system covers relatively small region 
which is not enough to build a complete picture of traffic along the road. In the future 
we will mount a camera on a multicopter and will move it along roads which will 
raise new problems to solve, such that compensation of ego motion in image 
processing. 
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Abstract. In this paper, we propose a vision based palm tracking method with 
three inherently connected components: i) an offline palm detector that locates 
all possible palm-like objects; ii) a SURF-based tracking module that identifies 
the tracked palm’s location using historical information; iii) an adaptive skin 
color model and a patch similarity calculation module. The outputs from the last 
component can effectively eliminate false detections and decide which palm is 
under tracking and also provide updated information to the first two modules. In 
summary, our work makes the following contributions: i) an effective offline 
palm detector; ii) a benchmark dataset for training and testing palm detectors; 
iii) an effective solution to tackling the challenges of palm tracking in adverse 
environments including occlusions, changing illumination and lack of context. 
Experiment results show that our method compare favorably with other popular 
tracking techniques such as Camshift and TLD in terms of precision and recall. 

Keywords: Palm Tracking, Detection, SURF, Skin Color Model, Integrator. 

1 Introduction 

In recent years, vision based dynamic hand gesture recognition has received growing 
interests from the computer vision community. Due to its ease of use and power of 
metaphor, hand gesture has long been serving as an essential communication tools 
since the beginning of human society and has great potential in human computer inte-
raction (HCI) [1]. Palm tracking is one of the most important components of dynamic 
hand gesture recognition. Typical applications include vision based remote control, 
sign language recognition and palm localization in palm print recognition. However, 
palm tracking in unconstrained environments still remains as a challenging task due to 
factors such as changing illumination, occlusions, deformable palm shape and the lack 
of body or arm context information.  

One of the key steps in palm tracking is finding a proper set of features so that the 
palm region can be extracted as accurately as possible. Recent studies [2] show that, 
for hand detection, color is an effective feature compared to other texture features 
such as LBP (Local Binary Pattern), Haar-like [3] and gradient features. However, the 
color feature can fail when the illumination condition is poor. In this paper, we will 
investigate the possibility of adopting non-color features such as LBP and normalized 
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HOG (Histogram of Oriented Gradient) in the training of offline detectors while using 
the color feature as complementary information.  

Another issue in palm tracking is how to use historical cues to increase the preci-
sion of tracking. In complex situations, offline detectors may often produce false or 
multiple detections and it is also difficult to obtain satisfactory tracking results consis-
tently as the feature points may be unstable. To address this issue, there is a need to 
build a link between the detector and the tracker. In our work, we will show how a 
SURF (Speeded Up Robust Features) based tracking module can be used to propagate 
the information of accurately tracked palm on a frame to frame basis.  

Furthermore, a representative human palm dataset is essential in the research of 
palm tracking. Unfortunately, there is a lack of publicly available datasets that are 
well suited for this purpose. As a result, a fully annotated palm dataset containing 
samples from various sources is introduced, as shown in Fig. 1.  

 

Fig. 1. Some positive hand samples in our benchmark dataset 

2 Related Work 

The issue of segmenting hands from images or videos in constrained environments 
has been extensively studied in the literature. However, in complicated real-world 
scenarios, methods independently using skin detection [4-6] or cascade detectors 
based on wavelet features [7, 8] often fail in tracking. Some approaches treat human 
pictorial structure as the spatial context for locating hand positions [9, 10]. However, 
these methods require the location information of certain human body parts (e.g., head 
and arms), which are not always visible in the image, especially when the user is close 
to the camera. In [11], a novel approach to hand segmentation is based on creating 
hand regions from contours, but extra information is still required in this method. 
There are also some studies in which different techniques are combined to achieve 
improved performance. For example, in [12], three detectors and two segmentation 
methods were used to locate the hand in images. However, this method cannot be 
extended to hand tracking in video due to its high computational complexity. By 
combining traditional tracking methods with the skin color features, it is possible to 
achieve fast tracking but the system is not robust enough against the interference of 
hand-like objects [13, 14].  
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Other well known tracking methods such as block tracking and the state-of-the-art 
TLD algorithm [15] have been tested in our preliminary experiments. The block 
tracking can fail to track the palm for many reasons. For example, the face can be 
accidently tracked after the hand moves across it. The failure of TLD is because there 
is not sufficient training data for the online detector and the deformation of palm can 
produce many problematic patches that may compromise the performance of detector. 
Motivated by the methods mentioned above, the proposed method not only detects the 
palm using multiple descriptors but also integrates the detections and tracking results, 
resulting in significantly better tracking performance. 

3 Framework 

This section gives an overview of our palm tracking method, as shown in Fig. 2. 
There are four components: pre-processing module, palm detector trained offline, 
SURF-based tracker and integrator. The pre-processing stage including image 
smoothing and color space transformation can effectively decrease noises, which may 
otherwise be falsely treated as tracking points. The task of tracking is actually to track 
the foreground and a foreground detector can be helpful [16]. In our method, multiple 
cues are used to detect the foreground and both the offline detector and the tracker 
take the preprocessed frame and the feedback of the integrator as inputs. 

 

Fig. 2. The framework of the proposed tracking process 

If there are multiple palm-like objects in the image, the detector will recognize all 
of them and output their bounding boxes Bd1, Bd2,…. We noticed that classifiers 
trained offline were unable to detect the palm with large rotation degrees (e.g., more 
than ± 15 degrees). In practice, the palm is unlikely to rotate sharply between two 
frames. Therefore, it is possible to inject the rotation information into the detector by 
analyzing the bounding box in the last frame. The SURF-based tracker takes as input 
two consecutive frames and the bounding box in the last frame. A number of SURF 
points within the bounding box are tracked and outliers are filtered out. Remaining 
points are used to estimate the motion of the box region and the location of the new 
tracking box is equal to the location of the last bounding box plus the motion offset. 
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4 Implementation Details 

4.1 Offline Palm Detector 

We collected 500 palm images as positive training samples, together with their left-
right reflections (1000 images in all), as shown in Fig. 1. Some of the images were 
generated by our lab members while others were retrieved from Cambridge Hand 
Gesture Data Set [17]. Negative training samples were based on the images used in a 
face detection project [18] and all images containing hand-like objects were removed, 
resulting in 6465 normalized images.  

 

Fig. 3. A palm (left) and its HOG (middle) and LBP (right) reconstruction images 

For feature extraction, we tested the discriminative power of different features: 
HSV, RGB, YCbCr, Gabor, Harr-like, HOG, BRIEF and LBP. In our results, color 
features often failed when illumination was poor, and the last three features ranked 
higher than Gabor and Harr-like features. Since HOG describes the shape and contour 
of palm while LBP is invariant to grey value and rotation, when combined together, 
they may generate better results. Therefore, HOG and LBP descriptors were selected 
to form combined feature vectors (Fig. 3).  

 

 

Fig. 4. The workflow of cascade classifiers 

Cascade classifiers were used in the classifier training process, as shown in Fig. 4. 
The number of classifier stages depends on the specific training process. In each 
stage, the GAB (Gentle AdaBoost) algorithm boosted a strong classifier consisting of 
a group of decision trees (weak classifiers). The maximum tolerable false positive rate 
FPR (50% in our experiments) and minimum tolerable true positive rate TPR (99.9% 
in our experiments) influenced the number of weak classifiers in each stage. During 
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testing, all sub-windows went through stages one by one, and more than half of the 
remaining negative sub-windows were rejected at each stage. In our experiments, the 
cascade had 20 stages and the number of weak classifiers was between 5 and 28. The 
overall false positive rate was 2 201 0.5 0.5 0.5 0.0001%− − − ≈  and the overall 
true positive rate reached 200.999 98%≈ . Finally, the cascade classifiers identified all 
palm-like objects and generated a bounding box for each of them. 

4.2 SURF-Based Tracker 

There are two key factors for achieving reliable tracking: the selection of feature 
points and the point matching strategy. Different from the standard KLT tracker [19], 
we used SURF feature points [20] and, for each SURF point within the bounding box 
Bf  in the frame Ft, its location in Ft+1 was tracked. Next, the same procedure was 
conducted in the opposite direction, which means that we tracked backward the point 
that has already been tracked in Ft+1. For example, in Fig. 5 (right), given P0 in frame 
Ft, its corresponding point P1 in frame Ft+1 is located. When we track P1 backward, P2 
is identified. The Euclidean distance between these two points is then calculated. If 
the distance between P1 and P2 is smaller than a predefined threshold, P1 will be 
treated as an effective tracking point. Otherwise, P1 will be abandoned. 

                     
tF 1tF +

0P
1P

2P

Eθ

 

Fig. 5. Examples of extended KLT tracking based on SURF points and the forward-backward 
point matching strategy 

The implication of our forward-backward tracking is as follows. For points that are 
visible in both frames, it is usually easy for the tracker to locate them correctly. If a 
point is invisible in the next frame, the tracker may locate a different point, leading to 
false tracking. Fig. 5 (left) gives an example of tracking SURF feature points, which 
are labeled as blue circles over the palm in the upper-right corner.  

In summary, the tracking precision of the standard KLT tracker can be improved 
due to the use of SURF tracking points and the specific point matching strategy. The 
SURF points are invariant to rotations and scale change while falsely tracked points 
can be effectively removed by tracking them back to the last frame. The details of the 
error estimation of this bi-directional tracking can be found in [21]. 
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4.3 Integrator  

The integrator combines the outputs of the offline detector and tracker. It provides the 
rotation information to the detector and the object to be tracked in the next frame. In 
the following, our work is conducted in the perspective of patch. A single instance of 
the object’s appearance is represented by an image p called patch, which is either 
described by color statistics or texture statistics. We generated all possible patches by 
shifting an initial box with the following parameters: scale step = 1.2, horizontal step 
size = 10% of the width, vertical step size = 10% of the height and minimal box size: 
20×30 pixels for a 640×480 image. Finally, all these grids were normalized to create 
uniform patches with 40×60 pixels. 

 

Fig. 6. An example of the patch set. Positive patches consist of correctly tracked palms in the 
history while negative patches are areas without the palm. 

A patch set M includes both positive patch p+ and negative patch p-, as illustrated 
in Fig. 6. Next, the skin color model extracts the color information from the positive 
patches while the patch similarity calculation module mainly considers the texture 
information of both positive and negative patches. 

Skin Color Model can work well or badly depending on the illumination condition. 
To initialize the skin color model in the beginning of tracking, a face detector is em-
ployed to locate the human face, which provides the required skin color information. 
If there is no face in the frames, empirical threshold values are used. The model is 
then used to reject the inputs (bounding boxes) if they violate the skin color informa-
tion. This model can also increase recall by finding skin regions outside the input 
bounding box. During the tracking process, the model keeps updating itself by ex-
tracting skin color information from positive patches in the latest frame. 

Patch Similarity Calculation Module takes the outputs from the skin color model. 
As mentioned above, we define positive patches as those tracked correctly in the his-
tory and their background neighborhoods are regarded as negative patches (sampled 
from regions close to the trajectory). The similarity S (pi, pj) between two patches is 
defined as (1).  
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       ( , ) 0.5( ( , ) 1),i j i jS p p NCC p p= +                  (1) 

In (1), NCC is the Normalized Correlation Coefficient. Given an arbitrary patch p 
and a patch set M represented by (pi

+ , pi
-  ), the similarity between p and negative 

patches is defined as (2). A large value of S- means that the patch shares similar 
appearance with the background. The similarity between p and the last 10% positive 
patches  is given by (3), where m is the total number of patches. In general, it is more 
accurate when considering only the last 10% patches as older patches of the palm may 
differ a lot from the newly generated ones.  
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The conservative similarity Sc  ranging from 0 to 1 is defined in (4). A large value 
of Sc implies high confidence that the patch resembles appearance observed in the last 
10% of the positive patches. 
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                        (4) 

The overlap rate Oθ is defined as the intersection area of two rectangles divided by 
their total area. According to (5), if the Oθ value between one of the detected bound-
ing boxes (n is the number of boxes) and the tracked bounding box is greater than 
50%, it implies a perfect tracking result and we can simply output the average of the 
two boxes. Otherwise, the integrator calculates the conservative similarity Sc between 
each input patch and the patch set M, and outputs the one with the maximum Sc.  
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                (5) 

If none of the tracker, the detector and the skin color model is able to generate a 
bounding box, the palm is declared as being invisible or a system failure is reported. 
In this situation, the skin color model will be re-initialized. 

5 Experiments 

We implemented the proposed tracking system in C++ (single thread), and tested it on 
a PC running Windows 7 32-bit version with Intel Core i5 CPU and 4GB RAM. 
Three video sequences named Gao, Huang and Yang were captured in normal lab 
working environments with different levels of difficulty. The environment in Huang 
was the simplest, without occlusion and other palms. In Gao, the tracked palm was 
occluded and out of frame sometimes. In Yang, there were a variety of challenging 
factors including occlusion, interference by other palms and discontinuity. 
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Qualitative Studies. In Fig. 7, the top row of images demonstrates the performance 
of the offline detector in recognizing palm and the back of the hand with rotation and 
deformation. An example with naked arms (middle of the first row) was also included 
to show that the exposure of arm skin has no negative effect on our approach. The 
middle row is an ordinary tracking example without occlusion.  

To demonstrate the advantages of the proposed tracking system on dealing with 
complicated background and topology changes, we compared our system with the 
standard TLD, as shown by the sequence in the bottom row in Fig. 7. The standard 
TLD performed poorly when an identical object (e.g., another palm) passed over the 
object under tracking. For example, the blue bounding circle of TLD was distracted 
by the appearance of the left palm and stayed with it, losing the real target (right 
palm). By contrast, due to the patch comparison module in use, our method consis-
tently tracked the right palm (red bounding box) in all frames. 

 

 

Fig. 7. An illustration of the detection (top) and tracking (middle) performance of our approach 
and the comparison with TLD (bottom) 

Quantitative Studies. In the three benchmark video sequences, the position of palm 
was manually annotated. The tracking performance was evaluated using the precision 
and recall measures: precision is the number of frames with correctly tracked palm 
divided by the number of frames with a bounding box; recall is the number of frames 
with correctly tracked palm divided by the number of frames that should be tracked 
according to the ground truth. 

Table 1. Precision and recall of different tracking technqiues 

Sequences Number of  frames 
Camshift Standard TLD Mittal’s [12] Our Method 

P R P R P R P R 

Huang 3368 0.42 0.37 0.81 0.63 0.98 0.60 0.94 0.85 

Gao 4108 0.22 0.16 0.38 0.22 0.95 0.51 0.94 0.87 

Yang 5884 0.10 0.08 0.22 0.14 0.97 0.45 0.92 0.80 

Average 4453 0.25 0.20 0.47 0.33 0.967 0.52 0.93 0.84 
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In Table 1, the Mittal’s method is a sophisticated hand segmentation method [12]. 
Its precision value was very high but it failed to detect the palm in many frames, lead-
ing to a low score in recall. The standard TLD performed well in simple situations but 
was not robust against occlusion or interferences.  

As to time complexity, for a 640×480 frame, it generally takes our method 90 ms 
to 150 ms to process, depending on the number of detections produced by the offline 
detector. The average processing times on the three video sequences are presented in 
Table 2. The standard TLD often took significant amount of time in learning new 
samples especially at the beginning of tracking and the time reported was when the 
tracking was relatively stable. Note that the Mittal’s method took much longer time 
compared to other tracking techniques. 

Table 2. Average computation time of each frame (miliseconds) 

Sequences Camshift Standard TLD Mittals’ [12] Our Method 
Huang 11 134 31856 99 
Gao 9 118 31974 113 

Yang 13 115 32196 135 

Average 11 123 32008 116 

6 Conclusions 

In this paper, we presented a hybrid method for robust palm tracking in complex 
scenes. An offline palm detector with HOG and LBP descriptors based on cascade 
classifiers was trained to extract palm-like objects from the background. Furthermore, 
the traditional KLT tracker was extended with SURF features and an effective point 
matching strategy was employed to reduce false tracking. At last, a novel integrator 
containing the skin color model and the patch comparison module was proposed. It 
not only combines the offline detector and the tracker but also provides vital feedback 
information such as rotation degrees.  

Experiments on three video sequences showed that our technique achieved better 
tracking performance in terms of precision and recall, compared to Camshift and 
standard TLD, especially in challenging environments. It also features reasonable 
computational complexity, making it suitable for conducting real-time tracking. A 
major direction of future work is to further improve the effectiveness of the offline 
detector so that it can better handle the deformation and rotation of palms. 

References  

1. Zhu, Y.M., Yang, Z.B., Yuan, B.: Vision Based Hand Gesture Recognition. In: 2013 In-
ternational Conference on Service Science, pp. 260–265 (2013) 

2. Li, C., Kitani, M.K.: Pixel-Level Hand Detection in Ego-Centric Videos. In: 2013 IEEE 
Conference on Computer Vision and Pattern Recognition, pp. 3570–3577 (2013) 



 Effective Palm Tracking with Integrated Tracker and Offline Detector 327 

 

3. Chen, Q., Georganas, N.D., Petriu, E.M.: Real-Time Vision-Based Hand Gesture Recogni-
tion Using Haar-like Features. In: 2007 IEEE Instrumentation and Measurement Technol-
ogy Conference, pp. 1–6 (2007) 

4. Wu, Y., Huang, T.S.: View-Independent Recognition of Hand Postures. In: 2000 IEEE 
Conference on Computer Vision and Pattern Recognition, vol. 2, pp. 88–94 (2000) 

5. Wu, Y., Liu, Q., Huang, T.S.: An Adaptive Self-Organizing Color Segmentation Algo-
rithm with Application to Robust Real-Time Human Hand Localization. In: 2000 Asian 
Conference on Computer Vision, pp. 1106–1110 (2000) 

6. Dadgostar, F., Sarrafzadeh, A.: An Adaptive Real-Time Skin Detector Based on Hue Thre-
sholding: A Comparison on Two Motion Tracking Methods. Pattern Recognition Let-
ters 27(12), 1342–1352 (2006) 

7. Viola, P., Jones, M.: Rapid Object Detection Using a Boosted Cascade of Simple Features. 
In: 2001 IEEE Conference on Computer Vision and Pattern Recognition, vol. 1, pp. 511–518 
(2001) 

8. Ong, E.J., Bowden, R.: A Boosted Classifier Tree for Hand Shape Detection. In: 6th Au-
tomatic Face and Gesture Recognition, pp. 889–894 (2004) 

9. Karlinsky, L., Dinerstein, M., Harari, D.: The Chains Model for Detecting Parts by Their 
Context. In: 2010 IEEE Conference on Computer Vision and Pattern Recognition, pp. 25–32 
(2010) 

10. Kumar, M.P., Zisserman, A., Torr, P.H.: Efficient Discriminative Learning of Parts-Based 
Models. In: 12th International Conference on Computer Vision, pp. 552–559 (2009) 

11. Arbelaez, P., Maire, M., Fowlkes, C., Malik, J.: From Contours to Regions: An Empirical 
Evaluation. In: 2009 IEEE Conference on Computer Vision and Pattern Recognition,  
pp. 2294–2301 (2009) 

12. Mittal, A., Zisserman, A., Torr, P.H.: Hand Detection Using Multiple Proposals. In: 22nd 
British Machine Vision Conference, 75.1-75.11 (2011) 

13. Kolsch, M., Turk, M.: Fast 2D Hand Tracking with Flocks of Features and Multi-Cue In-
tegration. In: IEEE Workshop on Real-Time Vision for Human-Computer Interaction,  
pp. 158–165 (2004) 

14. Bretzner, L., Laptev, I., Lindeberg, T.: Hand Gesture Recognition Using Multi-Scale Color 
Features, Hierarchical Models and Particle Filtering. In: 5th IEEE International Conference 
on Automatic Face and Gesture Recognition, pp. 423–428 (2002) 

15. Kalal, Z., Krystian, M.K., Matas, J.: Tracking-Learning-Detection. IEEE Transactions on 
Pattern Analysis and Machine Intelligence 34(7), 1409–1422 (2012) 

16. Rittscher, J., Tu, P.H., Krahnstoever, N.: Simultaneous Estimation of Segmentation and 
Shape. In: 2005 IEEE Conference on Computer Vision and Pattern Recognition, vol. 2,  
pp. 486–493 (2005) 

17. http://www.iis.ee.ic.ac.uk/~tkkim/ges_db.htm 
18. http://tutorial-haartraining.googlecode.com/svn/trunk/ 

data/negatives/ 
19. Lucas, B.D., Kanade, T.: An Iterative Image Registration Technique with an Application to 

Stereo Vision. In: 7th International Joint Conference on Artificial Intelligence, pp. 674–679 
(1981) 

20. Bay, H., Tuytelaars, T., Van Gool, L.: SURF: Speeded up robust features. In: Leonardis, 
A., Bischof, H., Pinz, A. (eds.) ECCV 2006, Part I. LNCS, vol. 3951, pp. 404–417. Sprin-
ger, Heidelberg (2006) 

21. Kalal, Z., Mikolajczyk, K., Matas, J.: Forward-Backward Error: Automatic Detection of 
Tracking Failures. In: 20th International Conference on Pattern Recognition, pp. 2756–2759 
(2010) 



 

D.-S. Huang et al. (Eds.): ICIC 2014, LNAI 8589, pp. 328–338, 2014. 
© Springer International Publishing Switzerland 2014 

Monocular 3D Shape Recovery of Inextensibility 
Deformable Surface by Using DE-Based Niching 

Algorithm with Partial Reinitialization 

Xuan Wang1, Fei Wang1, and Lei Chen2 

1 Xi’an Jiaotong University, Xi’an, China 
xwang.cv@gmail.com, wfx@mail.xjtu.edu.cn 

2 Beijing Institute of Spacecraft System Engineering, Beijing, China 
chenleibit@gmail.com 

Abstract. Template-based deformable surface shape recovery is a well-known 
challenging problem for its compatible local minima and high degree of free-
dom. The gradient-based optimization method often converges to the local min-
imum, the premature convergence also occurs even using the evolution  
strategies which are highly effective in locating a single global minimum. 
Meanwhile, exploration in a high dimensional space is often time exhausted. To 
avoid these difficulties, a two-step method was proposed. The projections of 
vertices of a mesh were estimated firstly. Then the 3D positions of the vertices 
were estimated via estimating the depth along the sightlines calculated accord-
ing to the given projections. While the depth of vertices was estimated, the 
problem was regarded as a multimodal optimization. A DE-based niching algo-
rithm was used to solve it, and the partial reinitialization was used to keep the 
diversity of the population. The effectiveness of our method was demonstrated 
on both synthetic data and real images. 

Keywords: Monocular shape estimation, Crowding differential evolution,  
Multimodal optimization. 

1 Introduction 

Recovering the 3D shape of a deformable surface in monocular images is a well-
studied but still open field. In the particular template-based setup, there is a reference 
3D view of the surface, called template. 3D reconstruction is then carried out from 3D 
to 2D correspondences established between the template and an input image of the 
object surface. This problem has been treated as an ill-posed problem. Only the repro-
jection information is not sufficient to well-constrain the problem, because lots of 
different surfaces project at the same positions on image. That is to say, the problem 
is highly ambiguous. In order to constrain the problem, most works assume the sur-
face to deform isometrically or to be developed. Furthermore, learning-based  
deformation models [1-3] were proposed to restrict the possible deformations. In 
these works, the possible deformations were restricted in a scope corresponding to the 
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training samples. But the ambiguities still existed. The work in [4] tried to resolve this 
problem by using a covariance matrix adaptation (CMA) evolution strategy. It dem-
onstrated the effectiveness of the evolutionary computation method in this field, but it 
could only process the learned deformations in a relative small range, because the 
global linear deformation models were used in this work. The most recent progress 
presented in [5] proved that the problem about template-based 3D reconstruction of 
an isometrically deformed surface has unique solution. It means that the problem can 
be regarded as a minimizing problem which locating the unique global minimum in 
the space of optimization variables. 

For a global optimization problem, the evolutionary computation methods were 
demonstrated effective. In most situations, many nature-inspired optimization algo-
rithms, in particular the CMA evolution strategy, showed excellent search abilities, 
but only when they were applied to some 30-100 dimensional problems [6]. But the 
degree of freedom (Dof.) of the deformable surface represented as a triangulation 
mesh was often larger than 100. Although the problem had the unique solution, it just 
meant that the objective function had the unique global minimum. But lots of local 
minima still existed and had comparable fitness value to the global one. To deal with 
this kind of problems, the premature convergence often occurred when using the orig-
inal CMA evolution strategy or other evolutionary computation method. 

In this paper, the problem about template-based 3D reconstruction of an inextensi-
bility surface was divided into two sub-problems. The first one was estimating the 
projections of the vertices of the mesh. The second one was regarded as a multimodal 
optimization problem which locating the best 3d position of vertices via moving the 
vertices along the sightlines. For this, a variant of crowding differential evolution 
algorithm was proposed which originated from the works in [7]. In the DE niching 
algorithm, neighborhood mutation was used to improve the local exploitation abilities 
of the algorithm, and the partial reinitialization is used to keep the high diversity of 
the population. 

The rest of this paper was organized as follows. Section 2 reviewed differential 
evolution (DE) for niching. Section 3 discussed the proposed method and showed 
how the method recovered the shape of an inextensibility surface. In section 4, the 
proposed method was applied on test set including both synthetic data and real image, 
and the performance was shown and discussed. Finally, this paper was concluded in 
section 5. 

2 DE-Based Niching Algorithm 

2.1 Differential Evolution 

The DE algorithm was proposed by Storn and Price in [8]. It was a simple but effi-
cient algorithm in solving global optimization problems [6, 9-10]. DE was a popula-
tion-based stochastic global optimization technique. It contained four main steps, i.e. 
initialization, mutation, crossover and selection. Many different strategies were sug-
gested. The original strategy DE/rand/1 was used in this paper, which represented as 
follows: 
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where, iv  is the mutation vector, 1r , 2r  and 3r  are random and mutually differ-

ent integers drawn from the current target vector ix , and F is a scale factor used for 

scaling the differential vector. 
Crossover was applied after mutation process to obtain the trial vector 
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where CR  is  a control parameter of DE that decides in a comparison with a random 

number jrand  in the rang [ ]0,1  whether components are copied from 
iv  or 

ix , 

respectively, into trial vector iu . The selection process is based on a simple competi-

tion between the corresponding parent and offspring in the case of single objective 
global optimization. 

2.2 Crowding DE Algorithm with Neighborhood Mutation 

Several DE-based niching algorithms were proposed to solve the multimodal optimi-
zation [12-13]. Relating to our works, the crowding DE (CDE) algorithm was pro-
posed in [11] by Thomsen. In CDE, when an offspring was generated, it would only 
compete with the most similar (measured by Euclidean distance) individual in the 
current population. The offspring would replace this individual if it had a better fit-
ness value. The details were as follows: 

─ Randomly generate NP  number of initial trial solutions. 
─ Loop: for 1i =  to NP  

•  Produce an offspring iu  using the standard DE. 

• Calculate the Euclidean distance of iu  to the other individuals in the DE popu-

lation. 
• Compare the fitness of iu  with the most similar individual and replace it if the 

iu  has a better fitness value. 

─ Stop if a termination criterion is satisfied. Otherwise, go to Loop. 

In literature [7], the neighborhood-based CDE (NCDE) was proposed. In the NCDE 
algorithm, only one more parameter m  was added, which was the neighborhood size. 
It was often chosen according to the population size. And the flow of the NCDE algo-
rithm was as follows: 

─ Randomly generate NP number of initial trial solutions. 
─ Loop: for 1i =  to NP  
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• Find the parametrically most similar (the similarity is measured in terms of Euc-
lidean distances of parameter space) m individuals of solution i  to form a sub-
population isubpop . 

• Produce an offspring iu  using DE within isubpop , i.e. pick 1r , 2r , 3r  from the 

i th  subpopulation. 
• Calculate the Euclidean distance of iu  to the other individuals in the entire 

population. 
• Compare the fitness of iu  with the most similar (in Euclidean distance)  indi-

vidual and replace the most similar individual if the iu  has a better fitness  

value. 
─ Stop if a termination criterion is satisfied. Otherwise go to Loop.  

In the following section, it showed how the NCDE algorithm could be used to re-
cover the shape of an inextensibility surface. According to the properties of the prob-
lem, a partial reinitialization mechanism was added to the NCDE algorithm to keep 
the diversity of the population. Besides, a different measurement replaced the Eucli-
dean distance was used to measure the similarity between individuals. 

3 Template-Based Shape Recovery of the Inextensibility 
Surface 

3.1 Problem Statement 

In the template-based setup, a 3D reference and an input image captured by a cali-
brated camera were given. Then the 3D-to-2D correspondences between them were 
established. According to the common way, the shape of the surface was represented 
as a triangulation mesh denoted by { }, ,M V E F=  , where { }1...m vV v m N= =  was the set 

of vertices, ( ){ }, , 1... vE m n m n N= =  was the set of edges recording all the pairs of ver-

tices which were connected by an edge, and ( ){ }, , , , 1... vF m n l m n l N= =  was the set 

of facets recording all the triple of vertices belonging to the same facet. 

 

Fig. 1. Template and input image 
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In the template-based setup, a 3D reference { }{T} {T} , ,M V E F=  was given. Recover-

ing the shape of the deformed surface in input image was a problem equaling to esti-
mating the 3D position of the vertices 

IV  corresponding to the deformed surface. In 

this paper, two kinds of information were available. One was the reprojection infor-
mation from the correspondences between template and input. The other one was 
invariance of the edges length known from the inextensibility assumption.  

Assuming there were 
cN   feature points { 1... }j cQ q j N= =  in 3D template and 

their corresponding point { }C C= 1j cQ q j N=  could be found in input image. Consider-

ing a specific feature point 
jq  , its 3d coordinates could be converted to barycentric 

coordinates, i.e. represented as a linear combination of coordinates of the three vertic-
es of the facet where the feature point was located. Then, when the coordinates of 
vertices were computed, the reprojection of the feature point could be calculated, and 
the reprojection error could be evaluated by calculating the difference between the 
positions of its reprojection and its corresponding position C

jq in input image. Now the 

problem could be regarded as a minimizing problem: 

 ( ) ( )( ){T} {T} C {T}arg min _ , , , , _ , ,j j
V

V reproj err V V F Q Q iso err V V E= +   (3) 

3.2 Estimation of the Projections 

Because the degree of freedom of the mesh was often too large, minimizing the equa-
tion (3) directly led to a global optimization problem with relative large scale. In order 
to decrease the dimension of the problem, the problem was divided into two  
sub-problems.  

 

Fig. 2. Estimation of the projections of vertices with green stars as estimations and blue circles 
as projections of the ground-truth 

First, the projections of vertices *V needed to be estimated. Considering the ambi-
guities in the non-rigid reconstruction problem, the ambiguities were due to that the 
different points at the same sightline would be projected on the image at the same 
position. Conversely, There was no ambiguity in the process that only estimating the 
projections of vertices. 
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We assumed no deformation occurred on a single facet, and then the facets could 
be assumed flat during the deformation process. For each facet, 2D projective homo-
graphic transformation between the facet plane and its projections in image could be 
estimated. Through minimizing the residuals of all the homographic matrices corres-
ponding to each facet, the projections V  of vertices {I}V  were calculated. 

3.3 3D Reconstruction of the Surface 

Given the estimated projections of vertices, the sightlines through the projection of 
each vertex could be computed by equation (4). 

 1-1 * -1 *A Am m ms v v
−

= ⋅ ⋅ ⋅   (4) 

Where A is the intrinsic matrix of camera which is calibrated, *
mv  is the homogene-

ous coordinates of the projection of vertex m  and ms  is the sightline through *
mv . 

Since the projections of vertices were fixed, the shape of surface only depended on 
the depths { }mD d=  for each vertex. For the same reason, in the 3D reconstruction 

step, the reprojection errors could be ignored and only the  _iso err  needed to be 

minimized. Then the objective function was rewritten as equation (5). 

 
( )

{I} { } { }

,

arg min T T
m n m m n n

D m n E

D v v d s d s
∈

= − − −   (5) 

Before the reconstruction of the deformed surface, the comparison between this 
problem and a standard multimodal optimization problem is essential. Both problems 
had the objective function with lots of comparable local minima, but the standard 
multimodal optimization tried to locate all the local minima and our goal was to find 
the best one. According to the inherent properties of this problem, even the NCDE 
algorithm would prematurely converge to a subset of local minima. Since only the 
global minimum was really wanted in this case, a partial reinitialization mechanism is 
added to the traditional NCDE algorithm which can keep the diversity of the popula-
tion. When every g  generations passed, the current survival individuals would be 

clustered by KNN algorithm, the individual would be chosen as the cluster center who 
had the best fitness value in its own cluster. Then the clusters were sorted by the fit-
ness value of their centers. The best c  clusters were saved to the next generation and 
the other clusters would be removed and reinitialized.  

─ Randomly generate NP number of initial trial solutions. 
─ Loop: for 1i =  to NP  

Find the parametrically most similar (the similarity is measured by equation (6) ) m 
individuals of solution i  to form a subpopulation isubpop . 

• Produce an offspring iu  using DE within isubpop , i.e. pick 1r , 2r , 3r  from 

the i th  subpopulation. 
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• Calculate the Euclidean distance of iu  to the other individuals in the entire 

population. 
• Compare the fitness of iu  with the most similar (in Euclidean distance)  indi-

vidual and replace the most similar individual if the iu  has a better fitness  

value. 
─ If every g  times of iterations passed, clustering all the individuals and re-

initializing the individuals not belong to the best c  clusters. Go to Loop. 
─ Stop if a termination criterion is satisfied. Otherwise go to Loop.  

Except for adding the partial reinitialization mechanism, the similarity between two 
meshes (individuals) was not calculated by a Euclidean distance (this was used in 
traditional NCDE algorithm) between their coordinates of vertices. Because not only 
the distances between corresponding vertices, but also the difference of degree be-
tween corresponding facets indicated the similarity between two meshes. For the two 
given meshes {1}V  and {2}V , the similarity between them was shown in equation (6). 

 ( ) ( )
( )

( )T{1} {2} {1} {2} {1} {1} {1} {2} {2} {2}

1 , ,

, , , , ,
vN

m m m n l m n l
m m n l F

sim V V v v nor v v v nor v v v
= ∈

= − + ⋅    (6) 

Where, nor is the function calculating the normal vector of the facet. As what was 
to be shown in section 4, the proposed method could yield good results on both syn-
thetic data and real images. 

4 Results 

We first used the two motion capture datasets to generate the synthetic data: one was 
captured from cardboard and the other one was captured from cloth. Both of them 
were used in the literature [3] and available online. To generate the synthetic data, we 
sampled the barycentric coordinates of the ground-truth meshes and projected the 
resulting 3D points with a known camera. Then the Gaussian noise with deviant 1 was 
added. Then the proposed algorithm was applied on it. Thanks to the motion capture 
dataset, we could evaluate the accuracy of the proposed algorithm explicitly.  

The Fig.3 and Fig.4 displayed the result from our method and comparisons. The ef-
fectiveness was illustrated by comparing with the two methods in [3]. In the Fig.3 and 
Fig.4, our method displayed as green curves, then the comparison, constrained latent 
variables model (CLVM) and Gaussian process latent variables model (GPLVM) 
were displayed as blue and red curves. For cardboard dataset, our method reached the 
comparable reconstruction error and our result was much more stable. Nearby the 
frame 30, CLVM and GPLVM reached the larger errors, since the object in these 
frames deformed strongly. This was because CLVM and GPLVM methods were both 
learning based method which capacity was restricted by the training samples. For the 
cloth dataset, the same situation is more obvious because the cloth could deform 
much more freely that the training samples cannot contain all the possible deforma-
tions. At the beginning and the end of the synthetic data sequence, the deformations 
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rarely occurred on the object surface. Since our method used no more priors but inex-
tensibility assumption, for example the smoothness regularization, our result reached 
the relative larger but acceptable errors at the ends of the data sequence. But when the 
obvious deformations occurred, our method was illustrated more accuracy and stable 
than the comparisons. 

 

Fig. 3. 3D reconstruction errors on the cardboard dataset with our method in green, CLVM in 
blue and GPLVM in red 

 

Fig. 4. 3D reconstruction errors on the cloth dataset with our method in green, CLVM in blue 
and GPLVM in red 

Then we applied our proposed algorithm on the real images set in which the object 
surface was a piece of bend paper. The data could be found on the homepage of 
EPFL’s CVLab, the data was used in Salzmann’s works in [14]. 

In Fig.5, we could find that some reconstructed surfaces were not smooth. That is 
because we did not use any regularization terms in the objective function. It could be 
solved easily if any kinds of regularization were added to the objective function. 
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Fig. 5. Examples from cardboard dataset with ground-truth in blue and the results in green 

 

 

Fig. 6. Examples from cloth dataset with ground-truth in blue and the results in green 

 

 

Fig. 7. Examples from real images with reprojection in the top and results in the bottom  
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5 Conclusions 

In this paper, we proposed a two-step method for template-based shape recovery of 
inextensibility surface from the monocular images. The two-step strategy divided the 
original problem into two sub-problems with relative low dimensions and the partial 
reinitialization mechanism was used to keep the diversity of population. The proposed 
method was demonstrated effective on both synthetic data and real images. 

In future work, we plan to use the evolutionary computation method on the non-
rigid structure from motion case, since the template is often unavailable in many prac-
tical cases. 
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Abstract.  Nowadays, development is synonymous with construction of 
infrastructure. Such road infrastructure needs constant attention in terms of 
traffic monitoring as even a single disaster on a major artery will disrupt the 
way of life. Humans cannot be expected to monitor these massive 
infrastructures over 24/7 and computer vision is increasingly being used to 
develop automated strategies to notify the human observers of any impending 
slowdowns and traffic bottlenecks. However, due to extreme costs associated 
with the current state of the art computer vision based networked monitoring 
systems, innovative computer vision based systems can be developed which are 
standalone and efficient in analyzing the traffic flow and tracking vehicles for 
speed detection. In this article, a traffic monitoring system is suggested that 
counts vehicles and tracks their speeds in realtime for multi-track freeways in 
Australia. Proposed algorithm uses Gaussian mixture model for detection of 
foreground and is capable of tracking the vehicle trajectory and extracts the 
useful traffic information for vehicle counting. This stationary surveillance 
system uses a fixed position overhead camera to monitor traffic.  

Keywords: computer vision, surveillance system, Gaussian mixture model. 
Vehicle Trajectory.  

1 Introduction 

Computer vision is effectively used in manufacturing industry for assembling 
electronics control in vehicles by robots. Quality control in multi-Billion dollar 
electronics industry is maintained by computer vision where involvement of the 
human eye is unheard of during the past decade. Large infrastructure projects are too 
vast to monitor by humans along. More and more computer vision based systems are 
developed for security and maintenance. Computer vision has been successfully used 
in the UK for monitoring traffic to avoid traffic bottlenecks. However, such systems 
cost tax payers millions of dollars every year and are far from economical in the 
current economic slowdown of the world. So, it is very desirable to develop new 
surveillance systems which are stand along and inexpensive that making use of the 
latest hardware developments even for smaller freeways. In a traffic monitoring 
system, vehicles can be detected and tracked for their speed for a short period of time 
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using a live video stream. This can be used for counting the traffic density of any 
track or section of the freeway and could potentially identify the traffic jams due to 
certain kind of breakdown or accidents. The propose can detect  the event before the 
authorities are notified of any event. Major applications of such systems include 
intelligent traffic monitoring, counting vehicle on road, traffic rule violation detection, 
classification of E-TAG (Electronic tag) system. In recent years, there have been few 
instances of intelligent vehicles with autonomous driving. However, there are many 
challenges for such a system in practice. Major challenges in vehicle detection 
algorithm are weather conditions, poor road illumination, occlusions from other 
vehicles, view point orientation and the challenges posed by variety of vehicles with 
trailers. A lot of work has been attempted to handle some of these issues. 

Vehicle detection can be classified as camera based systems or optical sensor based 
detection and tracking [1].  Computer vision has been successfully implemented in 
many vision-related scenarios with increasing reliability [2-11]. Camera quality and 
its sensing system have been improved a lot in recent times and same level of 
improvement can be seen in computational power of computer system. These factors 
are enabling researchers to enhance vehicle detection algorithm’s accuracy. Number 
of sensors and quality of sensing device are key factors in computer vision 
application. Major goal of many current research activities regarding vehicle 
monitoring is geared towards improving accuracy with reduction in complexity to 
handle different weather conditions and occlusion problems.      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Categorization of Sensor based Vehicle Detection Methods 

1.1 Sensor Based Vehicle Detection  

Sensor based vehicle detection system is a non-computer vision based system. It is 
based on the physical interaction or presence of vehicles. It is categorized in two 

     Sensor based 
Vehicle Detection

Inductive loop detectors Video image processor 

Active Infrared/Laser Pneumatic Tube Detector

Magnetometers Microwave radar 

Magnetic sensors Weigh-in-motion 

Intrusive Non-intrusive
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major types as shown in Fig. 1. Intrusive techniques are based on the physical 
interaction of vehicles with sensors.  In these approaches, embedded sensor detects 
the existence of vehicle through weight or metal body of vehicle. Second major type 
is non-Intrusive; it is based on the vehicle presence. 

1.2 Vision Based Vehicle Detection 

Out of all the existing technologies of traffic surveillance, computer vision-based 
systems are one of the latest and most considerable. Numerous research work have 
been carried out in computer vision-based Intelligent Transportation Systems (ITS) 
due to its various features as compare to others such as easy installation and 
maintenance, quick response, simple operation and maintenance, high flexibility, low 
cost, and their ability to monitor and analyze of  wide areas [2-11]. Major issues in 
vision based system are occlusion and illumination. The common approach in vision 
based algorithms is to apply preprocessing such as filtering to remove sensor noise 
followed by detecting the foreground. Then, segmentation of vehicle position is 
attempted through connected component analysis. Finally, detected vehicle is tracked. 
In literature, vision based multi vehicles detection algorithm are classified as 
Background Detection [12], Color Cluster method [13], Graph Axis method [14], 
Optical flow [15] and Space Vector Differencing.  

 

Fig. 2. Categorization of Vision based Vehicle Detection Methods 

Background modeling approaches [16][17] are very popular and widely used 
because these techniques supply the most complete feature data for accurate detection 
of moving objects. Background modeling methods develop the background model by 
observing the scene for a particular time period. After background modeling, 
subtraction of current frame from the background frame is performed for detecting  
the moving objects.  Accurate building of background model is a key challenge 
especially in dynamic outdoor environment. In addition, it is necessary to adapt to 
new conditions of weather, illumination and shadows and update the model. 
Background modeling approach has a very straightforward mechanism. This approach 
assumes that background scene will not change with sequence of frames.    
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Firstly, difference kD   from the current frame
k

f  and the background model frame 

kb   is determined by using equation (1) [18]. 

 

( , ) | ( , ) ( , ) |k k kD x y f x y b x y= −     (1) 

Then threshold the difference kD  according to equation (2) [18]: 

1, D ( , ) T
R ( , )

0,otherwise
k

k

x y
x y

> 
=  
 

      (2) 

If Rk  has value ‘1’ then this pixel is foreground pixel. Selection of threshold value T 
has direct impact on the quality of background modeling. Too high T affects as 
broken occurrence on region of targeted moving object. Whereas, too low value of T 
introduces a lot of noise.  Generally, threshold is chosen through gray histogram by 
finding double peaks or more and then selecting the bottom value between two peak 
values [18]. Foreground detection is an essential step in vision based detection. In 
literature, recursive and non-recursive approaches are presented to detect foreground.  

Non recursive approaches are further classified in frame differencing [19], median 
filter [20], and linear predictive filtering [21]. Frame differencing [19] technique uses 
previous frame of time instance t-1 as the reference for current frame at time t. This 
method might not able to determine the interior pixels of colored object movement. In 
median filter approach, the estimated background is defined as the median value for 
each pixel position of every frame. Assuming that pixel remains in background about 
in half of the frame. Median filtering [20] uses median for color images. Estimation of 
background is performed using a linear prediction filter [21] to the pixels in the 
buffer. Filter coefficients are evaluated at each frame time on the basis of the 
covariance of the sample, which makes it difficult to implement in real time.  
Recursive approaches are classified in Approximated Median [20], Kalman filter [22] 
and Mixture of Gaussian [23]. In Approximated Median [20], estimation of the center 
is increased by one as a result of  input pixel value is greater than the estimated 
value, and vice versa.  Estimation converges to a point where half of the input pixels 
are higher than the others. Kalman filter [22] is a recursive technique for tracking of 
linear dynamical systems with Gaussian noise. Kalman filter estimates the global 
illumination change, and noise variance. Also, it performs the management of 
structures pixel. In mixture of Gaussian approach, pixel values that are not belonged 
to background are assumed as foreground. This is a famous technique for 
segmentation ofmoving regions at real-time. Gaussian model are updated using K-
means approximation method. Each Gaussian distribution is appointed to represent 
the background or a moving object in the model of adaptive mixture. Each pixel is 
then evaluated and classified. 

Color cluster method [13] combines the information of different sources, such as 
structure and color. The information structure is the census transforms and color 
information which is obtained from color histograms. Color image is divided into 
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method clusters. Objects of interest are grouped based on color contrast so object 
shape is reflected by the respective color shape. To this end, it must have the prior 
knowledge and data of individual objects. 

In graph axis method [14], pixels of an image are modified according to the x-axis 
and the y-axis. There is no such concept as a fixed background and variable 
background. This method can detect the moving objects by finding the change in 
position of pixels.  

Optical flow method [15] is based on a relative movement, rather than the absolute 
motion, as in the case of motion vector search method. This technique uses the change 
trend of gray scale of each image point. Optical flow finds the image changes which 
are dependent on motion during a time interval. Optical flow field represents the 
speed of object movement of 3D points in a 2D image.  However, this method is 
quite complicated and requires a higher material. So, as a consequence, it is not 
suitable for real time processing.  

Space vector difference method [24] uses the difference in vector space to obtain a 
card unlike current video and the modeling of background frame. Then, an adaptive 
threshold is automatically calculated by analyzing the characteristic of difference map 
histogram. This method adopts the concept of technical RGB color. Space vector 
difference is applied to color images and gives good results, but it cannot detect the 
background objects if the color of the background and the object is the same. 

2 Vehicles Detection 

In proposed algorithm, Gaussian mixture model [23] is used to detect the foreground 
of video. There is need to provide some initial frames in Gaussian mixture model and 
then it computes probability density function (PDF) of each frame and then it measure 
the change in entrain intensity value of all frames. If change is greater than threshold 
intensity then value become part of foreground otherwise it assumes as background. A 
0 or 1 is assigned to each pixel intensity value based on change in PDF in all initial 
frames. The concept of histogram equalization is observed to assign values. Fig. 3. 
shows the system flow diagram.  

 

Fig. 3. Flowchart of Vision based Detection, Tracking 
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Gaussian Mixture model which is a background subtraction method is applied on a 
video stream shown in Fig. 4a, for foreground detection that is shown in Fig. 4b. In 
this Gaussian Mixture modeling, illumination variations in background are 
automatically adopted.   The recent history {X1, ...,Xt} of a pixel is modeled through 
mixture of K (normally, 3 to 5) Gaussian distributions. The probability of current 
pixel is [23]: 

, , ,
1

( ) ( , , )
K

t i t t i t i t
i

P X w X
=

= ∗η μ                       (3)   

K defines the number of distributions, ,i tμ is the mean value of the ith  Gaussian in 

the mixture at time t, 
,i tw is an estimate of the weight  of the ith Gaussian in the 

mixture at time t, 
,i t  is the covariance matrix at time t for the ith  Gaussian in the 

mixture, and η is a Gaussian probability density function [23]: 
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If the current pixel value does not match with any of the K distributions than the least 
predictable distribution takes the place of a distribution that has current value as its 

mean value, low prior weight, and an initially high variance. The prior weights ωk,,t  
at time t for the K distributions [23]: 

, , 1 ,(1 ) (M )k t k t k t−ω = − α ω + α               (5) 

where 
,Mk t

 is ‘1’ for the matched model and ‘0’ for the remaining models, and α is 

the learning rate. In addition, weights are renormalized after this approximation.  

A surface is deemed to be background with higher probability (lower subscript k) if it 
occurs frequently and variation is not so much occurred. To set the background [23]: 

1

B arg min( )
b

k
b k

w T
=

= >                (6) 

After detection of foreground by Gaussian Mixture model, next task is to remove 
noise in detected foreground. To this end, morphological operation is applied to get 
the best result. Morphological operation depends upon shape of the object. In this 
case, morphological closing with square structuring element provides best result. 
Same process is applied on all frames to detect noiseless foreground as shown in Fig. 
4c. The next step is to boundary extraction and reduction of falsely detected objects 
(vehicle). For this purpose, a connected component analysis is performed and all 
objects that having area of less than 2500 are removed. Connected component 
analysis is applied on all detected vehicles.  



 Computer Vision Based Traffic Monitoring System for Multi-track Freeways 345 

 

 
 
 
 
 
 

 
         (a)                               (b)  

 
 
 
 
 
 
 

       (c)                               (d) 

Fig. 4. (a).Original Video Frame, (b).Detected Foreground, (c).Morphological Operation  
(d).Detected Vehicles 

3 Vehicles Tracking and Occlusion Resolution 

Once true objects are detected as shown in Fig. 5b then at next step,  Kalman filter is 
applied for vehicle tracking and centroid of every detected vehicle is also determined. 
Tracking process can be disrupted if vehicles are occluded at time of entrance to 
frame. Generally, vehicles occlusion is seen on side by side in horizontal direction 
across adjacent lanes. To solve this issue, a prior occlusion detection method [25] is 
proposed which is based on lane information. Firstly, a lane mask L(x, y) is made with 
values:- -1 (neglected area), 0 (separated area), 1 (first lane), and so on as shown in 
Fig. 5(b). A label m with a label image f(x, y) is assigned to each vehicle after 
connected-component labeling. After that, vehicles are monitored according to Eq.(7) 
to get a histogram G(m,h) as regards to lane h. Eq.(8) is used with an adequate 
threshold Thrsh = 5 to detect the occluded region. At the end, occlusion is removed 
through splitting the vehicles with the help of reference of L(x, y). 
 

        ( , )f x y m= and ( , ) 1L x y ≠ − and ( , ) 0L x y ≠  

( , ( , )) ( , ( , )) 1G m L x y G m L x y= +            (7) 

if || G( ,h) (m, h 1) || Thrsh, thenm G− + <          (8) 

 

Resolve the occlusion 
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Fig. 5. Lane information in visual representation, gray-level regions = different lanes, white 
color regions = separation areas, black color regions = neglected area  

In case, the aforementioned technique fails to handle the occlusion then a post 
occlusion detection method [25] is applied. The following steps are applied to 
determine that a vehicle is shaped by occluded vehicles or not.  
 

1. If vehicle is not related to any existing trajectories then go to step 2. 
Otherwise, add the vehicle to trajectory. 

2. If an offset which is calculated through centers of last two nodes of trajectory  
and vehicle region are a superset of last trajectory node then go to step 3. 
Otherwise, a new vehicle trajectory is created.  

3. Object is split into two moving objects. 

4 Traffic Parameters 

A virtual line is drawn to count vehicle. When centroid touches virtual line, then 
algorithm checks the last five position of centroid and takes the decision for counting.  
Algorithm keeps track of centroid value and stores center value of detected object for 
further computation. Traffic parameters are derived from tracking trajectories. 
However, in this proposed method, each trajectory is classified to a lane ID for 
calculating traffic parameters. The technique [25] which is used for classification a 
trajectory to lane ID is stated in Eq. (9). Way to get G(m,h) in Eq.(9) is the same as  
Eq.(7) and l is m(n, t-1) at time instance (t-1) which show the n-th trajectory.  

*(n, ) arg ( (n, 1), )max
h

h t G m t h= −           (9) 

Following equations [25] listed in Table 1 are used to calculate the traffic parameters.  

5 Experimental Results  

In these experiments, many common traffic video sequences are used which are 
available on different online data sources.  However, we mostly focused on freeway 
traffic. In that, fixed position camera was located on a 1.5 meters long pole over a 
pedestrian bridge. Overall height of camera from the road is 6.5 meters, as observed 
in Fig. 6a. Experimental video was observed in a sunny day and consists of three 
minutes since 01:17pm to 01:20 pm.   
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Table 1. Traffic Parameters Equations 

Traffic 
Parameters 

Equations 

Speed(h*) (n,t 1) ( , ( , 1))
| ( | 0.005

( *(n, t)) 1/ 8Speed(h*(n, t)) 7 / 8
(n, t 1) FramesperHour (n)
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N
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− − −
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−
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N(n,t-1) is number of nodes at at time t-1in n-th trajectory ,  

C is vehicle center, (n)P
−

is nodes average width  

Quantity(h*) If N(n,t-1), 
Quantity (h*(n,t) = Quantity (h*(n,t) + 1 

Volume (h*) Quantity(h*(n, t)) FramesperHour
( *( , ))Volume h n t

t
=  

 
 
 
 
 
 
 
 
  
        

 
     
(a)                                         (b) 

Fig. 6. (a) Counting and Tracking; a case of prior occlusion (b) Video Information 

 
 

 
 

 
 

 

 

 

 

 

                 (a)                                                (b) 

Fig. 7. (a) Speed 98.4km/hr, Quantity 06, Volume 1383/hr, the 1000-th Frame; (b) Speed 
105km/hr, Quantity 35, Volume 1802/hr, the 5000-th Frame 
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Information regarding to frame rate, data rate and siz of video can be seen in  6b.  
The proposed system is developed on Windows 7 platform with a Pentium® Dual-
Core 2.1GHz CPU, 3GB Ram. 

6 Conclusion and Future Work 

In this paper, different techniques of vehicle detection and tracking are discussed 
which are broadly categorized as sensor and vision based approaches. Researchers are 
taking interest in vision based approaches due to increasing quality of sensing device, 
computation power of computers, accuracy, human resource reduction and cost 
minimization. In proposed algorithm, Gaussian mixture model is used to detect 
foreground and Kalman filter is applied for tracking.  In addition, a technique for 
occlusion handling is described. At the end, traffic parameters are determined. Future 
work is to enable system to handle serious occlusion and weather condition, and 
classification approach to differentiate the different types and sizes of vehicles.  
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Abstract. To uniquely determine the position and orientation of a calibrated 
camera from a single image, pose estimation algorithms have been developed. 
However, the presented algorithms usually encounter pose ambiguity problem 
when process approximate coplanar targets, which can be defined as that a ma-
jority of object points on these targets belongs to a plane while some others dis-
tract outside the plane. Based on a more comprehensive explanation for pose 
ambiguity from the influence of 3D object configuration, we propose a robust 
pose estimation algorithm. The approximate coplanar points are divided into 
coplanar points and non-coplanar points. When two candidate solutions are cal-
culated by coplanar points, final pose is determined using non-coplanar points. 
Simulation results and experiments on real images prove the effectiveness of 
our proposed pose estimation algorithm. 

Keywords: pose ambiguity, object configuration, pose estimation. 

1 Introduction 

The aim of pose estimation is to determine the position and orientation between a 
calibrated camera and an object. There are many applications of pose estimation in 
computer vision, such as hand-eye robot systems, augmented reality, photogrammetry 
and so on. 

In computer vision literature, several pose estimation approaches have been pro-
posed [1, 2, 3, 4, 5]. Most of them work for arbitrary 3D targets, while some of them 
are developed especially for planar objects [6, 7, 8]. In theory, pose can be estimated 
from four or more non-collinear points [9, 10, 11, 12, 13], if the intrinsic parameters 
of the camera are known.  However, in some special applications, people often ob-
serve that pose calculated by these algorithms is not very robust, which results in 
significant jitter, pose jumps and gross pose outliers. We compare several state-of-the-
art pose algorithms [1], [13], [14] and observe several pose jumps, which should not 
occur.  
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Pose estimation algorithms usually encounter pose ambiguity problem when 
process planar targets, which has been realized by most people. Oberkampf et al. [16] 
first mentioned pose ambiguity for planar points. They gave a straightforward inter-
pretation and developed an algorithm based on scale orthogonally projection. Howev-
er, this approach does not discuss the perspective situation. Schweghofer and Pinz 
[17] analyzed the pose ambiguity problem for planar points using the general case of 
perspective projection. They chose the correct pose with minimum re-projection error 
from two possible minima. However, with noise increasing, the two possible minima 
may be very close to each other and the correct rate of pose estimation will decrease 
regardless of the selected strategy. What’s more, the algorithm cannot be applied for 
arbitrary 3D targets because of the hypothesis of planar object configuration. 

Among these state-of-art pose estimation algorithms designed for arbitrary 3D tar-
gets, pose ambiguity also exists according to the analysis in our paper. Fiore’s method 
[14] is a linear algorithm, which makes real-time performance possible for large num-
ber of object points. He initially constructs a set of linear equations from which the 
rotation and translation parameters from world to camera are eliminated, allowing the 
direct recovery of the point depths without considering the inter-point distances. Un-
fortunately, ignoring nonlinear constraints produces poor results in the presence of 
noise. Lu et al.’s [1] is one of the fastest and the most accurate algorithms. It mini-
mizes an error expressed in 3D space, unlike many earlier methods that attempt to 
minimize re-projection residuals. However, the algorithm tends to converge fast but 
may get stuck in an inappropriate local minimum if incorrectly initialized. Our expe-
riments reveal the results of Lu et al.’s would get less accurate for planar and approx-
imate coplanar targets. Lepetit et al. [13] proposed a non-iterative solution, called 
EPnP, whose computational complexity grows linearly with the number of object 
points. The central idea is to write the coordinates of the 3D points as a weighted sum 
of four virtual control points. This reduces the problem to estimating the coordinates 
of the control points in the camera referential, which can be done in O(n) time by 
expressing these coordinates as weighted sum of the eigenvectors of a 12 × 12 matrix 
and solving a small constant number of quadratic equations to pick the right weights. 
Unfortunately, the approach also causes problems when extended to planar or approx-
imate coplanar configurations. 

In this paper, we demonstrate that pose ambiguity also exists among non-planar 
targets, especially for approximate coplanar points and traditional pose estimation 
algorithms may produce large error in some cases. Through analyzing the cause of 
pose ambiguity and a more comprehensive explanation for pose ambiguity from arbi-
trary 3D objects, we point out that pose ambiguity has a compact relationship with the 
configuration of object points and the influence of planar points and non-planar points 
in 3D targets should be dealt with respectively. Based on this, a robust algorithm for 
approximate coplanar targets is presented. The approximate coplanar points are firstly 
divided into coplanar points and non-coplanar points. When two possible solutions 
are calculated by the coplanar points, final pose is determined using the remaining 
non-coplanar points. 
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2 Analysis of Pose Ambiguity 

In this section, a more comprehensive explanation for pose ambiguity from arbitrary 
3D objects is provided. We point out that pose ambiguity is an inherent phenomenon 
relating to the configuration of targets. Especially, pose ambiguity is obvious for both 
planar targets and approximate coplanar object points. Based on this, our novel  
robust pose estimation algorithm for approximate coplanar targets is presented in next 
section. 

Assuming that the coordinates of corresponding 3D object points and normalized 

image points are [ ]T

i i i ip X Y Z= and [ ]Tiii yxv = , for 1,2, ,i N=  . The perspective 

projection camera model can be described as 

 ( ) , 1, 2, ,
1

i
i i

v
l s Rp T i N
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 

 ,  (1) 

where il  and s  are scale factors . R  and T  are the rotation matrix and translation 
vector describing the relationship between the camera and a 3D target. Pose estima-
tion is then to seek the optimal rotation matrix R and translation vector T  that best 
satisfy the N equations in (1).  We define the data matrices 
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The null space of  P  can be calculated as 

 ( )W null P= . 

We therefore have that 
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We isolate the third row in (2) and let ( )1 2, , ,
T

NL l l l=  : 

 0TW L=  

This means that L  is determined by the null space of TW .  Noting that the matrix 

( 4)( )ij N NW w × −=  is spanned by P , we therefore have that 

 
TL P α= , (3) 
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for an unknown 4 1×  vector α . This allows us to rewrite the equations in (2) as 
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The best α  can then be found from the SVD of matrix C  by choosing the right 
singular vector corresponding to the minimum singular value of C . Alternatively, we 
can pre-multiply by TC  in the two sides of (4) and seek the eigenvector correspond-
ing to the minimum eigenvalue of the matrix TC C . 

Once α is determined, the parameter ( )1 2, , ,
T

NL l l l=  will be calculated using (3) 

and the pose estimation in (1) can be changed to the absolute orientation. Denoting 
the left-sides of (1) as  
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Then, (1) becomes  
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=   are the centroids of the two data sets. Two 

new data matrices can be decided as 

 
[ ]

1 2

1 2

, , ,

, , ,

N

N

B b b b

A p p p

  =  
=

  

  
  

where 0i ib b b= − and 0i ip p p= − . 

This problem is known as the Orthogonal Procrustes Problem, whose solution is 
given by Golub and Van Loan [18] as 
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where RU and RV  are the left and right singular vectors of the SVD of matrix TAB . 
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Based on the above analysis, the process of determiningα  in (4), which solution is 
the eigenvector corresponding to the minimum eigenvalue of the matrix TC C , is the 
key procedure of pose estimation. However, considering different distribution of 3D 
object points and image points, the minimum eigenvalue of matrix TC C  may be dif-

ferent. What’s more, different minimum eigenvalue will give different parameters il , 
resulting in different pose estimation results, especially when the minimum eigenva-
lue cannot be determined easily or the number of minimum eigenvalue is more than 
one. A sample simulation experiment illustrates this problem clearly. 
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Fig. 1. Three characteristic objects: object1 is a cube; object2 contains a plane and a point out-
side the plane; object3 is a planar target. 
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Fig. 2. Four eigenvalues of matrix
TC C  for each object 

Fig.1 gives three characteristic objects with 8 points. The first one is a cube, denot-
ing arbitrary uniform 3D object configuration. The second can be called approximate 
coplanar 3D object, while most points distribute in a plane with a small number of 
non-coplanar points (only one in this special case). The third is a planar configuration 
because all the points belong to a plane. The eigenvalues of the 4 4× matrix TC C  are 
calculated for each object according to (4), whose results are shown in Fig.2.  
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As illustrated in Fig.2, object2 and object3 both have two minimum eigenvalues, 
leading to two different pose for each object configuration, which is called pose  
ambiguity. In [17], Schweghofer and Pinz propose an interpretation for the pose am-
biguity of planar object points. The results above lead us to demonstrate that pose 
ambiguity also exists among non-planar targets. Meanwhile, we can conclude that 
pose ambiguity has a close relationship with the configuration of 3D object points and 
pose ambiguity may arise when object points are planar or approximate planar. 

3 Robust Pose Estimation Algorithm 

Based on above analysis, we realize that the influences of planar points and non-
planar points in approximate coplanar targets are different and both the influences 
should be considered comprehensively when estimating pose. On the basis of this 
idea, we propose a robust pose estimation algorithm for approximate coplanar points.  

The data set of approximate coplanar points can be written as follow 
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where copP  is the coplanar object points and outP is the remaining points outside the 

plane. The two subsets can be conveniently distinguished by using SVD method. 
According the segmentation in object coordinate system, the corresponding image 
points also can be rewritten as 
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where copD and outD  are image points corresponding to  copP  and outP  respectively. 

As we know, there are two pose solutions for planar object points and a robust pose 
estimation algorithm from planar targets (RPP for short) has been presented by [20].  
Two candidate pose solutions can be calculated from the selected coplanar points 

 [ ]1 1 2 2, , , ( , )cop copR T R T RPP P D=
. 

(7)
 

Once we get the two possible pose estimation results, a method should be found to 
choose the correct one by using the selected non-planar points. In general, there are 
two kinds of re-projection error function because of different projection methods. One 
is image space error function: 
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And another is object space error function: 
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where outN  is the number of  non-planar points ; I  is the identity matrix; R  and T  

are denoted as follow 

 3 3 1 2 3 3 1, , , [ , , ]T T T T
x y zR r r r T t t t× × = =  . 

The final and correct pose, which has the lowest re-projection error, can be deter-
mined easily: 

 

1 1 / 1 1 / 2 2
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is os is os
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(10)

 

According to the above algorithm, pose parameters can be uniquely determined 
and pose ambiguity problem of approximate coplanar targets can be avoided. The 
central idea is to treat all the points in a target as two data subsets. One is coplanar 
points which belong to a plane and the other is non-coplanar points which distract 
outside the plane. Then, pose estimation can be done using the coplanar points, which 
usually leads to two possible solutions because of planar pose ambiguity. Finally, the 
final correct pose can be determined from the two candidate solutions, using the non-
coplanar points. Our robust pose estimation algorithm is summarized as follows: 

1) Selecting the majority of object points residing in a main plane using SVD  
method; 

2) Calculating the two candidate solutions using the algorithm in [17] for the se-
lected planar points from (7); 

3) Computing the re-projection error in both image space and object space using 
(8) and (9); 

4) Choosing the correct pose corresponding to the minimum re-projection error 
using the criterion in (10). 

4 Experiment Results 

In this section, we compare the effect of our approach against that of the state-of-the-
art ones both on synthetic and real world data. 

4.1 Synthetic Experiments 

For all the synthetic experiments in this subsection, we use the following setup: 



 Robust Pose Estimation Algorithm for Approximate Coplanar Targets 357 

 

1) We produce synthetic 3D-to-2D correspondences in a 640 × 480 image acquired 
using a virtual calibrated camera with an effective focal length of 

800u vf f= = and a principal point at ( , ) (320,240)c cu v = . 
2) There are 8 object points, where 7 points are coplanar and the object shape is 

the same as object2 in Fig.1. 
3) Given the true camera rotation matrix trueR and translation vector trueT , we then 

can compute the relative error of the estimated rotation matrix R    

by / 100%R true trueE R R R= − × .  Similarly, the relative error of the estimated 

translation T  is determined by / 100%T true trueE T T T= − × . Then we define a 

pose estimation solution is right if both <RE threshold and <TE threshold . 

4) The corresponding image points are calculated through rotation matrix trueR  

and translation vector trueT , and the different level Gaussian noise is added for 
all the image points.   

For each noise level, we run 1000 independent simulations for our proposed algo-
rithm and three state-of-art ones (Lu's algorithm, Fiore's algorithm and EPnP). Fig.3 
shows the rate of finding the correct solution. 
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Fig. 3. Rate of correct pose for different algorithms in each noise level 

In Fig.3, we can see that for different noise levels, Lu's algorithm has a correct rate 
about 50 percent, which is because that Lu's algorithm gives only one pose even if 
there are two possible solutions for approximate coplanar points. Fiore's algorithm is a 
linear algorithm and the correct rate is very low, which means Fiore's algorithm is 
extremely unstable for approximate coplanar points. EPnP algorithm has a great im-
provement in the correct rate. The slightly less robust results (about 15 percent) can 
be explained in this way: in a larger range, the result can be optimized to the correct 
pose; however, in some range, it will reach to the other wrong pose because of pose 
ambiguity. The correct rate of our algorithm is almost 100 percent for all the noise  
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Fig. 4. Relative errors of rotation matrix and translation vector for different algorithms with 
noise=5 pixels 

level, which demonstrates the effectiveness of our novel algorithm, which considers 
both the influences of planar points and non-coplanar points, especially the targets are 
approximate coplanar configuration. 

For the sake of intuitive observation, we present 20 simulation results of RE and 

TE  with the noise level is 5 pixels as follows. 
Fig.4 presents 20 simulation results for the relative rotation error and translation er-

ror with noise=5 pixels respectively. We can see that our pose estimation algorithm, 
without significant jitter and pose jumps, is more robust than the other ones, which 
may produce large error in some cases. These experiments illustrate that pose parame-
ters can be uniquely determined and pose ambiguity problem of approximate coplanar 
targets can be avoided by our robust method. 

4.2 Real Images 

We select two different models to validate the effectiveness of our robust pose estima-
tion algorithm on real images. The object points in two models are extracted manually 
while keeping most of them in a plane and one point outside the plane. Statistic data is 
analyzed in Table 1. We can see obviously from Table 1 that the correct rate of our 
proposed algorithm is higher than others. 

Table 1. Rate of correct pose estimation for different models 

 Total Frames Fiore’s Lu’s Our algorithm 
Model 1 93 26 (28.0%) 58 (62.4%) 93 (100%) 
Model 2 436 91 (20.9%) 294 (67.4%) 429 (98.4%) 

Some pose estimation frames on two video sequences of the two different models 
are depicted in Fig.5 and Fig.6. 
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Fig. 5. Experiment for real images (pose in frame # 37 of model 1): top-left: model and approx-
imate coplanar object points (red dots); top-right: our algorithm; bottom-left: Lu’s algorithm; 
bottom-right: Fiore’s algorithm. 

  

  

Fig. 6. Experiment for real images (pose in frame # 402 of model 2): top-left: model and ap-
proximate coplanar object points (red dots); top-right: our robust algorithm; bottom-left: Lu’s 
algorithm; bottom-right: Fiore’s algorithm. 
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The selected object points on the two models are approximate coplanar points, 
which means pose ambiguity exists according to the analysis in section 2. All the 
points are used to estimate pose in each frame, and then the model is re-projected to 
the image frame, which can confirm the effectiveness and precision intuitively and the 
rate of correct pose estimation can also be determined. In Fig.5 and Fig.6, approx-
imate coplanar points are shown in the top-left images as red dots and re-projection of 
the model using three algorithms is depicted by thin blue lines respectively. We can 
see that Fiore's algorithm has significant deviation and the rate of correct pose estima-
tion is very low, which means Fiore’s algorithm is not suitable for the approximate 
coplanar configuration. Lu's algorithm has a certain bias, though the re-projection of 
planar points seems all right. To some extent, this situation proves that planar points 
and non-planar points have different effects on pose estimation and the algorithm will 
encounter problems if treating all the object points in the same way. Our algorithm 
matches the model very well and reaches a high rate in all the image frames of the 
two video sequences, by considering the influences of planar points and non-planar 
points comprehensively. Meanwhile pose calculated by our algorithm is robust and 
precise, without jitter and obvious bias. The real image results demonstrate the effec-
tiveness of our robust algorithm. 

5 Conclusions  

In this paper, we provide a more comprehensive explanation for pose ambiguity from 
arbitrary 3D objects. We point out that pose ambiguity is an inherent phenomenon 
relating to the configuration of targets. Especially, pose ambiguity is obvious for both 
planar targets and approximate coplanar targets. Based on this, a robust pose estima-
tion method for approximate coplanar targets, considering both the influences of cop-
lanar points and non-coplanar points respectively, is developed and pose ambiguity is 
avoided effectively. The central idea of our robust pose estimation algorithm is to 
treat all the points in a target as two data subsets. One is coplanar points which belong 
to a plane and the other is non-coplanar points which distract outside the plane. When 
two candidate solutions are calculated by coplanar points, final and correct pose is 
determined using non-coplanar points. 

According to the analysis, when we need to estimate pose in practice, the configu-
ration of object points should be considered to avoid pose ambiguity. When designing 
the configuration of 3D targets, it would be better for the uniform distribution in all 
directions, which can decrease the probability of pose ambiguity and then increase the 
robustness of pose estimation. If the approximate coplanar configuration is encoun-
tered, our proposed algorithm can be adopted to improve the robustness of pose esti-
mation. This robust algorithm should be relevant for many applications in AR and 
autonomous navigation. 
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Abstract. This paper presents a stock price forecast model using LM-BP algo-
rithm, which has adopted three-layer back propagation neural networks.  This 
model is more fast convergence rate and overcomes redundancy and noise of 
the samples. The proposed model is simulated in MATLAB platform and the 
experimental results of stocks price prediction show that the LM-BP model at-
tains high accuracy of predicting the stock price in short-term. This paper pro-
vides also the comparison of actual value and forecast value, which proves that 
the model is effective and promising.  

Keywords: BP neural networks, stock price prediction, LM-BP algorithm. 

1 Introduction 

The stock price forecast is one of the hottest fields of research recently due to its 
commercial applications owing to the high stakes and the kinds of attractive benefits 
that it has to offer. Unfortunately, stock market is essentially dynamic, non-linear, 
complicated, nonparametric, and chaotic in nature [1]. In addition, stock price is af-
fected by many macro-economical factors such as political events, policies of firms, 
general economic conditions, commodity price index, bank rate, movements of other 
stock market, psychology of investors, etc [2]. The technical method for stock price 
prediction mainly includes statistical methods and artificial intelligent methods [3, 4]. 
The time series analysis method is one of the primary method based on statistics and 
the common models includes Random Walk model, ARMA model and Markov Chain 
model etc[5].The artificial intelligent, especially neural network, have achieved great 
development in recent years. Lots of research scholars have carried out the study of 
the stock forecasting based on neural network technique. Artificial neural network has 
the ability of self-organization and self-adaptability, self-study, high-nonlinear map-
ping etc. Thereby it is suitable for stock price forecasting. The BP neural network has 
a wide application in this field [6]. There are defects such as slow convergence speed 
and generalization ability weak in the traditional BP algorithm. Many scholars have 
improved BP algorithm [6]. The Approach to forecast stock price based on LM-BP 
algorithm has given in this paper. Furthermore, we have verified effectiveness of this 
forecasting method combining with the actual data of a stock market.  
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2 Back Propagation Neural Network 

Back propagation neural network (BP-NN) has been proposed by Rumelhart and 
McClelland [7]. The BP-NN model is a well known a multi-layer feed forward train-
ing model. They are effective in many applications of fields such as pattern recogni-
tion, risk evaluation and self-adaptive control [10].  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Algorithm and training chart of BP network 

The most common BP-NN is three-layer. The structure of three-layer BP-NN mod-
el is depicted in Fig. 1. There are three layers including input layer, hidden layer, and 
output layer. Two nodes of each adjacent layer are directly connected, which is called 
a link. Each link has a weighted value presenting the relational degree between two 
nodes [8]. Assume that there are n input neurons, many hidden neurons, and m output 
neurons. The outputs of all neurons are calculated by Eq. 1. 

 yj = f (
i
 wjixi - θj) = f (netj) (1) 

Here y j is the output value and net j is the activation value of the j node.  f () is 
called the activation function, which is usually a Sigmoid function. θ j is threshold 
value of  j node and xi is the input value, w ji is connection weight value.  

The BP-NN training process can be divided into two steps: information forward 
propagation and error back propagation. The flow of BP training is showed in Fig 2. 
The BP-NN training can reach any small approximation using the steepest gradient 
descent method [10]. 
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The BP-NN possesses so strong fault tolerant ability that solves the noise problem 
in stock prediction. The structure of multi-layer forward feed can solve nonlinear 
problem. The BP-NN is a kind of supervised learning neural network. Therefore BP-
NN is suitable to forecast stock price.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Flow chart of network training 

3 Parameter Selection  

3.1 BP Model 

This paper adopted three layers BP training model of 10×12×1, in which has 10 input 
variables in the input layer, one hidden layer including 12 nodes and 1 output node in 
the output layer. The one output node is the closing price of next trading day. 

We selected 15 technical indicators, which play a key role in the short-term stock 
price forecast. At last 10 technical indicators, which acted as input variables, have 
been retained by the preprocessing of attribute reduction and normalization.  
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The selection of hidden layer nodes is a complicated problem, which is directly re-
lated to the number of input and output layer nodes. In practical applications, the node 
number of hidden layer can be determined by Eq.(2) . 

 h = *m n  + a   (2) 

Here h is the number of hidden layer node, n is the number of input layer node, m is 
the number of output layer node and a is a regulator constant ranging from 0 to 10 [9]. 

We adopted 12 nodes of the hidden layer by the method of trial and error, which 
acquired the satisfactory results. The selected parameters for the forecasting of stock 
price are showed in Table.1. 

3.2 LM-BP Algorithm 

We have implemented the simulation prediction by means of MATLAB 7.0. The 
neural network toolkit of MATLAB contains many customizable BP algorithms. We 
selected training function “trainlm”, which is a Levenberg-Marquadt (LM) learning 
algorithm. The advantage of LM algorithm is fast convergence rate and so it can 
overcome slow speed of training process. LM can skip local minimum, thereby solve 
redundancy and noise of the samples [11].  

Table 1. Parameters information of the BP_NN 

Layer Parameters Value 

Input layer Concomitant variable 1 Trading volume 

Concomitant variable 2 MA5 

Concomitant variable 3 MA10 

Concomitant variable 4 MA20 

Concomitant variable 5 WR1 

Concomitant variable 6 WR2 

Concomitant variable 7 PSY 

Concomitant variable 8 PSYMA 

Concomitant variable 9 MACD 

Concomitant variable 10 KDJJ 

Number 10 

Rescale method normalization 

Hidden layer The Number 1 

The node number 12 

Activation function Hyperbolic tangent 

Output layout Dependent variable Closing quotation 

The number 1 

Rescale method normalization 

Activation function Hyperbolic tangent 

Error function Quadratic sum 
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4 Simulation and Results 

4.1 Experimental Data  

The raw data for the stock prediction experiment has been collected from one stock 
market in china. The total number of samples for the stock indices is 120 trading days 
from 5th January 2010 to 2th July 2010. Each sample consists of the closing price and 
trading volume. In order to reflect fully change of the stock market, the technical 
indicators are added to the BP network. A portion of raw data and technical indicators 
are shown in table 2. The data was divided into two groups, 70% - 80% of which was 
used for training sample, 20% -30% was used for testing sample.  

We selected 100 samples for training and 40 samples for test in our research. The 
function logsig is selected as transfer function between input layer and hidden layer 
and the function purelin is selected as transfer function between the hidden layer and 
output layer. 

Table 2. The original data 

date 
Closing 
 price 

Trading  
volume 

MA. 
MA5 

MA. 
MA20 

WR. 
WR1 

PSY MACD
KDJ. 

J 

01/04 3243.76 122446259 3236.8 3211.066 20.171 58.333 16.221 105.71 

01/05 3282.18 142274964 3255.488 3208.581 5.129 66.667 21.758 109.67 

01/06 3254.21 135131301 3263.975 3206.456 16.368 66.667 20.517 99.123 

01/07 3192.78 145228703 3250.012 3204.119 46.698 58.333 10.773 59.305 

01/08 3196 114602542 3233.788 3201.206 59.546 66.667 4.439 34.27 

01/11 3212.75 161502182 3227.587 3199.478 59.535 66.667 2.29 29.383 

01/12 3273.97 159128744 3225.938 3198.028 20.782 66.667 8.548 58.624 

01/13 3172.66 185213142 3209.637 3192.941 85.012 66.667 -1.016 23.952 

01/14 3215.55 151986663 3214.188 3190.959 57.82 66.667 -1.589 28.695 

01/15 3224.15 131414089 3219.813 3193.209 52.368 66.667 -0.869 36.542 

01/18 3237.1 145703540 3224.688 3199.372 44.158 66.667 1.18 47.648 

01/19 3246.87 144950161 3219.275 3205.569 37.964 66.667 3.546 58.312 

01/20 3151.85 172555629 3215.1 3210.631 97.778 66.667 -7.395 16.943 

01/21 3158.86 132639664 3203.762 3214.887 82.23 66.667 -13.065 9.014 

01/22 3128.59 156427043 3184.65 3213.644 72.98 66.667 -19.862 16.776 

01/25 3094.41 93994068 3156.113 3211.297 85.05 66.667 -27.462 9.664 

4.2 Prediction Results 

The training result is showed in Fig.3. It shows that the error curve is declining  
and becomes smooth and steady with the increase of iterations (>200). After 500  
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iterations, the total error is closes to 0.0000145. The result has reached the desired 
precision and the mean square error is 0.0078. This indicated that the LM-BP has 
quite convergence and stability and fast training speed. 

This paper provides the comparison of actual value and forecast value, which is 
showed in Fig.4. We selected samples of 20 trading days and implemented the fore-
cast using trained LM-BP model. This shows that the accuracy of prediction attains 
56% and the accuracy of trend prediction attains 76%. The result indicates that the 
LM-BP model can forecast the closing quotation considerably accurately.  

 

 

Fig. 3. Training Results 

 

Fig. 4. The comparison of actual value and forecast value 
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5 Conclusion 

The results demonstrated that the operation of the stock market in China has its  
inherent law. The optimized LM-BP model, which have fast convergence rate, can 
forecast the change of short-term stock price effectively. The predictions are quite 
accurate. The LM-BP algorithm is effective and promising. 

The initial input variables comprise as many as possible technical indicators, which 
influence stock price. The initial variables were recombined use attribute reduction 
and normalization and consequently short-term prediction accords with the actual 
stock market regular.  

However, the model has certain limitation without considering macro-economic 
factors, fundamental value analysis, movements of other stock market factors and so 
on. The further research should be one comprehensive prediction method, which will 
comprise different prediction technology. 

Acknowledgements. This work was supported by National Natural Science Founda-
tion of China (No. 61173034). 
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Abstract. Leaves from plants are proved to be a feasible source of information 
used to identify plant species [1]. In this paper, we present a method to recog-
nize plant leaves employing Histograms of Oriented Gradients (HOG) as the 
feature descriptor. For better robustness to illumination, shadow, quality degra-
dation, etc., five vital factors of original HOG algorithm are discussed to eva-
luate the respective effects in different configurations. Experimental results 
show that this method achieves excellent performance in recognition rate. 

Keywords: Leaf recognition, Histograms of Oriented Gradients, ICL database. 

1 Introduction 

Plant information obtained from leaf images are proved to be sufficient for the identi-
fication of plant species [1]. For classification of images, the selection of a proper 
feature descriptor and a suitable classifier is significantly important for final accuracy 
rate and execution speed. In this paper, we will focus on the former.  

We implement HOG algorithm to extract features for plant leaf recognition. HOG, 
short of Histograms of Oriented Gradient were proposed as an algorithm of image 
feature extraction by Navneet Dalal and Bill Triggs [2] for the purpose of human 
detection. Among kinds of different feature descriptors, the HOG descriptor gets 
some of the better performance for its invariance to 2D rotation and its capability of 
representing local structures as well as object contours. However, few publications 
can be found which successfully implement HOG to the classification of plant leaves. 
In order to get a robust feature descriptor which is insensitive to illumination and 
perform high execution speed, several crucial variables in the HOG algorithm will be 
discussed in this paper.  

In 2005, Ling et al. [11] proposed using the inner-distance between landmark 
points to build shape descriptors while the inner-distance was defined as the length of 



370 Q. Xia et al. 

 

the shortest path between landmark points within the shape silhouette. Experiments 
showed that the inner-distance was articulation insensitive and more effective at cap-
turing complex shapes with part structures than Euclidean distance. Besides, Manh et 
al. [9] make efforts for weed leaf identification using an algorithm of fitting a parame-
tric model to leaf outlines by minimizing an energy term related to internal constraints 
of the model and salient features. Wang et al. [10] extract eight geometric features 
from leaves contours shape, meanwhile they propose a moving median hyper sphere 
classifier to achieve a better result. This algorithm has just been used to recognize 20 
kinds of plants leaves. Du et al. [12] enhance and detail the moving median hyper 
sphere classifier based on a constructed leaf database. Those methods are applicable 
for different certain plant groups. 

2 The HOG Descriptor for Leaf Recognition 

The accordance of the original HOG algorithm, is that the appearance and shape of 
local object can often be characterized rather well by the distribution of light intensity 
gradients and directions, even without precise knowledge of the corresponding gra-
dient or edge positions.  

Features of HOG are extracted on the basis of evaluating well-normalized histo-
grams of gradient orientations in the detection window. In detail, gradient values and 
orientations are firstly computed on each image pixels while the leaf image is divided 
into cells which are dense grids of uniformly adjacent and spaced regions with certain 
size. And then oriented gradient histograms are counted on cells by dividing orienta-
tions into fixed number of orientation bins. Aimed at achieving characteristics of in-
variance and robustness, oriented gradient histograms are locally normalized on 
blocks which are overlapping and spatially connected regions grouped by cells. In 
practice the size of cells, blocks, block overlapping strides and orientation bins should 
be analyzed and discussed according to experiment results. Following parts of this 
section will detail the procedures of extracting HOG from pant leaf images. 

2.1 Computing Gradients and Orientation Angles 

Considering pre-processing functions make little impact on the final performance of 
HOG features, only graying is applied into images before computing gradients. The 
leaf appearance can be outlined by the pixels which have large gradient values. 
Meanwhile gradient orientations show the tendency of gradients. If a pixel in leaf 
images is described as ݔ)݌, ,ݔ) where ,(ݕ -is respectively the horizontal and vertic (ݕ
al coordinates of the pixel, the gradient value can be given by: ݃௣ = ,ݔ)݃ (ݕ = ඥ∆ݔଶ +  ଶ                             (1)ݕ∆

And the gradient direction is given by: ߠ௣ = ,ݔ)ߠ (ݕ = ݊ܽݐܿݎܽ ∆௫∆௬                                 (2) 

where  ∆ݔ and ∆ݕ can be given by kinds of algorithm, such as Sobel operator, etc.  
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2.2 Counting Histograms of Oriented Gradient on Cells 

Counting Histograms of Oriented Gradient  

Gradient magnitudes, gradient orientations and relations between them contain suffi-
cient informations of leaf appearances. Histograms of oriented gradient which count 
the gradient magnitudes by diving orientation into separated bins are a direct structure 
to represent those informations. So the dimensions of a histogram is same as the num-
ber of separated bins. 

In HOG, gradient magnitudes are taken as weight of pixels and contribute to two 
adjacent orientation bins according to the bilinear interpolation algorithm. If gradient 
orientation range over 0。 −  180。and are divided into ݉ bins, the gradient angle of ߠ௣ could be represented by: ߜ௣ = ఏ೛∗௠ଵ଼଴ − 0.5݂                            (3) 

Meanwhile, the contribution of gradient magnitudes to two adjacent bins according to 
the bilinear interpolation algorithm is given as ݒଵand ݒଶ: ω௣ = ௣ߜ − ଵݒ (4)                            (௣ߜ)ܴܱܱܮܨ = ݃௣ ∗ (1 − ω௣)                           (5) ݒଶ = ݃௣ ∗ ω௣                           (6) 

Segment Images into Cells 

The histogram computed on the whole image represents global structures, but is short 
of local patterns. As a Supplement, computing histograms on image segments, called 
cells, could represent local structures in a good manner. In summary, histograms on 
cells represent local leaf features and the combination of those histograms represent 
global leaf features. 

If size of a leaf image is presented as(ܺ, ܻ) and the size of cells is presented by (ܥ௫, ܥ :௬) in units of pixels, the number of spaced cells would be calculated byܥ ௫ܰ = ௑஼ೣ                       (7) ܥ ௬ܰ = ௒஼೤                      (8) 

where CN௫ and ܥ ௬ܰ are respectively the cell number in horizontal direction and the 
cell number in vertical direction. Then the whole image are divided into CN௫ ∗ ܥ ௬ܰ 
spaced cells of same size and the number of histograms on cells are CN௫ ∗ ܥ ௬ܰ as 
well. 

2.3 Normalization Histograms on Overlapping Blocks 

Features on cells are simple and efficient. But there is a potential drawback of  
those cells features that is those features are tend to be very sensitive to impurity of 
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illumination. Images of plant leaves are inevitably to avoid illumination whether ac-
quired through photographs or scanners. Normalizing the cell histograms will elimi-
nate the impact of light and compensate for robustness by accumulating a measure of 
local histogram energy over the somewhat larger connected regions and using the 
results to normalize all cells in the large regions. The overlapping large regions 
grouped by cells are called blocks. Normalization on overlapping blocks make a cell 
express more than once in the final features. We choice rectangular block for leaf 
image recognition on account of its faster computing speed and almost the same effect 
compared with circular blocks. 

If the size of blocks and block strides are respectively ൫ܤ௫, ,௫ܦ௬൯ and ൫ܤ  ௬൯ inܦ

units of pixels, then the block size in units of cells is (஻ೣ஼ೣ , ஻೤஼೤) and the number of 

blocks BN௫ × ܤ ௬ܰ  is given by: ܤ ௫ܰ = 1 + ௑ି஻ೣ஽ೣ ܤ (9)                            ௬ܰ = 1 + ௒ି஻೤஽೤                          (10) 

Normalization is implemented on each block histogram combined by 
஻ೣ஼ೣ × ஻೤஼೤ em-

bedded cell histograms. 

3 Experiments 

3.1 Database  

We tested our method on the ICL public database [17] established by the Intelligent 
Computing Laboratory. All images in the ICL database are taken by cameras or scan-
ners in a white background under vary illumination conditions after plucked leaves 
from plants. Two sides of a leaf are respectively taken to images. Images taken 
through this process are tend to be in a uniform size and colorful. To ensure a plain 
background, only one leaf is put in an image. The ICL database includes 200 species 
of plants. Each species includes 30 samples of leaf images (15 per side). Hence there 
are totally 6000 images.Fig.1 shows some samples from the ICL database in which 
the top images are the frontal side of plant leaves and the bottom images are the other 
side. 

 

Fig. 1. Two sides of leaf images from the ICL database 
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3.2 Experimental Results  

To evaluate the effect of variables in our method and detect the best value set of va-
riables for accuracy rate, a series experiments by different schemes are carried out on 
the ICL database. We select randomly 50 species in our experiments. For each spe-
cies, 20 images are used as training data and another 10 images are used as testing 
data. Variables including image size, block size, cell size, block stride, as well as 
number of orientation bins are taken into experiments to detect their effects on final 
recognition rate. In the experiment scheme for one variable, other variables are set to 
fixed values to observe the effect of the single variable. 

Following Fig.2-Fig.5 lists the experimental results by different schemes, from 
which we could make the following findings: Firstly, the accuracy rate achieves best 
at 0.97 when block size is 2-4 times of cell size, which means one block contains 4-16 
cells inside. Secondly, 9-11 is the best number of orientation bins and the accuracy 
rate changes little while increasing the number of orientation bins. More number of 
bins means slower execution speed. So we could choose 9 number of orientation bins 
without decreasing accuracy. Thirdly, for image size, it keeps a relation with the 
combination of block size, cell size and bins number, generally it performs best when 
one image could be divided into 64 cells. Though smaller size of block stride will 
increase dimensions of the final feature descriptor, the accuracy rate does not increase 
persistently while reducing the block stride.  

 

 

Fig. 2. Effect of block size and cell size 

 

Fig. 3. Effect of number of orientation bins 

 

Fig. 4. Effect of block stride size 
 

Fig. 5. Effect of image size 
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4 Conclusion  

A leaf recognition method using HOG to represent leaf appearance features is pro-
posed in this paper. The experimental results demonstrate that our approach signifi-
cantly outperforms when all variables are set in proper values. Our work will focus on 
the improvement of HOG for plant leaf recognition. 
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Abstract. This paper presents a new optical network architecture based on the 
PCE (Path Computation Element) by adding a PCE-Agent to intelligently 
control PCEs in each layer of the conventional multi-domain optical network. 
The PCE-Agent uses a weighted sum policy to evaluate the performance of 
each domain managed by a PCE in each layer for the selection of the next hop 
domain when establishing a P2P (Point to Point) or P2MP (Point to Multiple 
Points) routing path. A PA-BRPC (PCE-Agent Backward Recursive PCE-based 
Computation Algorithm) routing algorithm is then proposed by extending the 
BRPC (Backward Recursive PCE-based Computation Algorithm) algorithm in 
the PCE-Agent-based multi-domain optical network architecture. Compared 
with the traditional BRPC algorithm, our PA-BRPC algorithm based on the 
improved PCE-Agent architecture obtains better performance in terms of both 
the utilization rate of resources and the load balance of the optical network. 

Keywords: Path Computation Element, Multi-domain networks, PCE-Agent, 
BRPC. 

1 Introduction 

With the development of the optical network communication, the multi-domain 
optical network topology is becoming more and more complex, and the transfer 
requirement of large capacity communication is increasing. The traditional optical 
network architecture becomes unable to meet the needs of calculating the optimal 
paths in optical network. Therefore, how to calculate routing paths in the multi-layer 
multi-domain optical network has become an important research focus in the future 
development of optical networks. 

In order to solve these problems, some protocols for the interconnection of 
multiple optical network domains have been proposed including Optical Border 
Gateway Protocol (OBGP), an optical network control protocol based on the border 
gateway protocol [1], External Network-to-Network Interface (E-NNI) [2], and the 
Path Computation Element (PCE) [3-5] and so on. At present, the main two types of 
routing mechanisms are the Generalized Multi-Protocol Label Switching (GMPLS) 
based multi-domain hierarchical routing [6-7] and the multi-domain hierarchical 
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routing based on PCE. PCE, proposed by the Internet Engineering Task Force (IETF), 
has gained wide attention due to its efficiency and flexibility for computing the 
constrained routing paths. PCE is a functional entity in the optical network to perform 
the path computation. The optimal path satisfying certain constraints is calculated 
according to the request of the path computation client. When many service requests 
to the same PCE for the centralized processing result in large processing delay, so, for 
distributed multi-layer and multi-domain network architecture, the traditional PCE-
based optical network architecture is not an ideal solution. 

In RFC5441, based on the PCE, IETF defines a Backward Recursive PCE-based 
Computation (BRPC) algorithm, which can support the multi-domain path 
computation based on backtracking [8]. With the known domain sequence, the 
algorithm of BRPC has an advantage of low complexity and can also provide the 
shortest path. However the algorithm does not guarantee a successful wavelength 
assignment. When the congestion and physical injury situation occur in the network, 
the algorithm of BRPC cannot timely and effectively avoid these situations. This will 
result in some cases that the network is blocked while there are still available 
resources in the network. 

To handle the above problem, we improve the multi-domain optical network 
architecture by adding a PCE-Agent to intelligently help the selection of the domain 
sequence by evaluating the performance of each domain controlled by a PCE for each 
layer. Based on the implementation of our proposed architecture, a new routing 
algorithm named PA-BRPC is proposed (PCE-Agent-based Backward Recursive 
PCE-based Computation Algorithm) by extending the BRPC algorithm. In each layer, 
a PCE-Agent is designed to estimate the performance of each domain when choosing 
the best next hop domain to build P2P or P2MP routing paths. The performance of 
each domain, such as the free wavelength, the available bandwidth, the average 
transmission delay and the blocking probability, etc., is weighted by calculating the 
weights of boundary nodes according to a measurement strategy. The simulation 
results show that our proposed algorithm can improve the resource utilization rate of 
the whole optical network and decrease the network blocking rate. 

The rest of the paper is organized as follows. In section 2, we present the relate 
work. Section 3 presents the proposed multi-domain optical network architecture 
based on PCE-Agent. Section 4 describes the proposed PA-BRPC routing algorithm. 
We evaluate our algorithm by experiments and summarize the obtained results in 
section 5. Finally, section 6 concludes this paper. 

2 Related Work 

From the BRPC algorithm that we know how to get a good domain sequence is a 
crucial problem to be solved. The manner by which the sequence of traversed 
domains is selected has been studied in both management [9,10] and Border Gateway 
Protocol (BGP) [11–13] based networks. The BGP-based scheme, which has the 
inter-domain link traffic engineering information, can dynamically perform domain 
sequencing. In a BGP-based scheme, however, the lack of knowledge on intra-domain 
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resource information leads to a high blocking probability, especially in networks 
where intra-domain and inter-domain topologies are both complicated. So a k random 
path (KRP)-based inter-domain routing algorithm in a hierarchical PCE architecture 
has been proposed [14]. The network traffic blocking performance improves because 
of the introduction of factor k. As k increases, the proposed algorithm achieves lower 
blocking probability. Compared with the traditional scheme, the proposed algorithm 
achieves lower blocking probability and more efficient resource utilization while 
preventing the increase in PCEP signaling overhead. But the KRP algorithm also has 
some questions such as for different large optical networks how to set the value of k 
to make the optimal path is still worth discussing. 

IETF has proposed a backtracking algorithm based on the PCE multi-domain 
optical network architecture. The algorithm calculates the shortest path from the 
source node to the destination node for the given domain sequence. The procedure is 
first to calculate the Virtual Shortest Path Tree（VSPT）from the destination node to 
the boundary nodes of the PCE that contains the destination node, then send the VSPT 
to the upper reaches of the PCE. The PCE of the upstream domain calculates the 
VSPT from the entrance boundary node to the outlet boundary nodes，reserves the 
optimal path, and removes the suboptimal path which does not meet the conditions. 
The upstream domains repeat the above process repeatedly, until the source node's 
domain is found and the optimal path from the source node to the destination node is 
thus obtained. 

 

Fig. 1. The multi-domain optical network topology with three domains 

Figure 1 shows an example calculation of a virtual shortest path from the source 
node S to the destination node D using BRPC. The process is as follows: the known 
domain sequence is Domain-A - Domain-B - Domain-C. The destination node D lies 
in Domain-C and the source node S lies in Domain-A.A path calculation request 
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message is delivered from PCE-A, PCE-B and PCE-C in turn. The virtual shortest 
path tree is calculated by PCE-C from the entrance gateway and sent the results to 
PCE-B.PCE-B calculate the virtual shortest path tree of the Domain-B’s import 
gateway nodes to the export gateway nodes. Combining the results sent by PCE-C, 
the shortest path tree from the import gateway nodes to the destination node .Then the 
results are sent to the upstream PCE-A. PCE-A calculate the virtual shortest path tree 
from the source node S to the adjacent gateway nodes between Domain-A and 
Domain-B. Combining the results from PCE-B, the shortest path tree from the source 
node to the destination node is thus obtained. 

As mentioned above, the traditional BRPC algorithm assumes the domain sequence 
is known and has a low complexity. However, the algorithm does not guarantee a 
wavelength assignment for success when the congestion or physical injury situation 
occurs in the network. In order to balance the utilization of the network resources, this 
paper improves the traditional multi-layer multi-domain optical network architecture 
by designing a PCE-Agent-based multi-domain optical network architecture. Then a 
new PA-BRPC algorithm based on the designed architecture is proposed to test the 
effectiveness and efficiency of the new architecture. 

3 The Multi-domain Optical Network Architecture Based on 
PCE-Agent 

The multi-domain optical network architecture based on PCE-Agent is the 
improvement of the traditional PCE architecture. PCE’s TED (Traffic Engineer 
Database) contains all the domain's resource information, the link resource 
information of the domain and the neighboring domain. for each domain, its 
neighboring domain is directly connected with it and the link resource information of 
other domains is unknown. A PCE-Agent is able to communicate with PCEs in each 
layer. It is designed to set the weights for the boundary nodes of each domain so that 
it can quantify each domain’s performance. The performance is represented by some 
traffic engineering information including the free wavelength, the available 
bandwidth, the distance between the neighboring routing domains, the average 
transmitting time and the blocking rate. The aim is to choose the best neighboring 
domain to complete the establishment of P2P or P2MP routing. By extending the 
existing PCEP [15] protocol, we propose a PCE-Agent-based multi-domain optical 
network architecture as an example shown in Figure 2. Each layer has a PCE-Agent 
which can communicate with all the PCEs within this layer. It is responsible for the 
collection and collaboration of traffic information among PCEs through the PCEP, i.e. 
each PCE can report the real time routing information of its domain to PCE-Agent. 
The multi-domain optical network architecture based on PCE-Agent can be 
implemented as the extension of the traditional optical network layered routing 
model, where a PCE-Agent is added to intelligently determine the routing paths for 
the multi-domain multi-layer optical networks. When a path computation request 
arrives, PCE-Agent will weight each domain’s performance and select the next 
neighboring domain to form a better domain sequence. The selected domain’s PCE 
calculates the shortest path using the BRPC algorithm. 
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Fig. 2. The PCE-Agent-based multi-domain optical network architecture 

The PCE-Agent-based multi-domain optical network architecture is effective with 
the increasing number of network domains. In Figure 2, there are four domains in the 
network, the source node's domain is Domain-A and the destination node is located in 
Domain-D. When calculating the routing path from Domain-A to Domain-D, which 
inter domain, i.e., Domain-B or Domain-C will be selected as the neighboring domain 
will be decided by the PCE-Agent considering the current traffic engineering 
information returned by PCE-B and PCE-C. A weighted sum policy is defined as a 
weighted combination W of cost, delay and packet loss rate each domain, the value of 
W is calculated according to the formula 1. Where C represents the network cost; D 
represents the delay; P represents the packet loss rate; x, y, z represent the weighs of 
C, D, P respectively. A domain with smaller W value has a better overall performance 
in terms of the current traffic information. The cost is the cost of the whole building 
of the link. The delay refers to the transit time of sending a message or packet from 
one node to another node. The packet loss rate is defined as to the percent of lost 
packets to the packets sent. 
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4 The PA-BRPC Algorithm  

he PA-BRPC is an extension of the traditional BRPC algorithm based on the proposed 
multi-domain optical network architecture based on the PCE-Agent. The domain 
sequence is selected according to the current traffic condition. PA-BRPC is more 
flexible for large scale multi-domain optical network. 
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Fig. 3. The Multi-domain optical network topology with four domains 

For example， as shown in Figure 3， the source node is S, the destination node 
is G, where the source node S lays is Domain-A and the destination node lays in 
Domain-B. Domain-A and Domain-B have the same boundary nodes E and F, which 
means Domain-A and Domain-B are neighboring domains. The shortest path tree 
from boundary nodes to the source node S is(S-B-F), (S-A-C-E) calculated by PCE-
A, the shortest path tree from the source node S to the destination node is calculated 
as (S-B-F-G). 

By using the defined weighted sum policy as in Formula 1, considering the impact 
of the routing delay, the packet loss rate and the energy consumption simultaneously. 
Domain-B’s value of w is smaller than that of Domain-C. PCE-Agent thus concludes 
that Domain-B has better performance than that of Domain-C, and then the domain 
sequence is selected as Domain-A - Domain-B - Domain-D.  

The same BRPC procedure is applied to calculate the shortest path from the source 
node S to the destination node D as follows: 

1, The known domain sequence is Domain-A - Domain-B - Domain-D. The 
destination node D lies in Domain-D and the source node S lies in Domain-A. A path 
calculation request message is delivered from PCE-A, PCE-B and PCE-D in turn. The 
virtual shortest path tree is calculated by PCE-D from the entrance gateway O and P 
to the destination node D, i.e. O-D, and the results are sent to PCE-B. 

2, PCE-B calculates the virtual shortest path tree of the Domain-B’s import 
gateway E and F to the export gateway nodes O and P: E-G-H-O, F-G-H-O, and F-I-
O.  Combining the results sent by PCE-D, the shortest path tree from the import 
gateway nodes to the destination node is E-G-H-O-D and F-I-O-D. Then the results 
are sent to the upstream PCE-A. 

3, PCE-A calculate the virtual shortest path tree from the source node S to the 
adjacent gateway nodes E and F between Domain-A and Domain-B is S-A-C-E and 
S-B-F. Combining the results from PCE-B, the shortest path tree from the source node 
to the destination node is S-B-F-I-O-D in this example. 
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5 The Analysis of Simulation Results 

Based on the proposed PCE-Agent-based multi-domain optical network architecture, 
we use Matlab as the simulation software to build the experimental platform to test 
the performance of our proposed PA-BRPC algorithm. The network topology with 17 
random nodes the simulation model is built in a square area of the 100*100. Each 
node’s location coordinate is recorded, based on the geographical location, the 
network topology is divided based on K-means clustering method (MacQueen, 1967) 
is one of the simplest unsupervised learning algorithms that solve the well-known 
clustering problem. The procedure follows a simple and easy way to classify a given 
data set through a certain number of clusters (assume k clusters) fixed a priori. The 
main idea is to define k centroids, one for each cluster. These centroids should be 
placed in a cunning way because of different location causes different results [16]. 
The link bandwidth and the node energy are randomly generated in a certain range. 
The delay value represents the distance between two points divided by 2/3 speed of 
light, packet loss rate is randomly selected between 0 ~ 0.01. Three parameters (x, y, 
z) are used to describe the characteristics of each network topology as defined in 
formula (1). In order to investigate the effectiveness of the PA-BRPC algorithm, three 
different types of multi-domain optical network topologies as shown in Figure 5, 
Figure 6 and Figure 7 have been used as the test instances. We compare three 
algorithms including the traditional BRPC algorithm，the KRP algorithm and our 
proposed PA-BRPC algorithm based on the designed multi-domain optical network 
simulation platform. All the experiments are repeated 30 times on each network 
topology for each algorithm. The experimental results are shown in Figure 7, 8, 9, 10, 
11 and 12. 

 

Fig. 4. The network topology A 
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Fig. 5. The network topology B Fig. 6. The network topology C 

  

Fig. 7. The Packet Loss on the topology A Fig. 8. The Delay on the topology A 

  

       Fig. 9. The Cost on the topology A           Fig. 10. The Delay on three topologies 
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Fig. 11. The Cost on three topologies Fig. 12. The Packet Loss rate on three 
topologies 

 
The simulation results show that the adding of PCE-Agent in the multi-domain 

optical network architecture improves the utilization rate of resources in the optical 
networks. From Figure 7, 8 and 9, we can see that for most cases, the average delay, 
packet loss rate, cost obtained by the proposed PA-BRPC algorithm is better than 
those of the other two algorithms on the network topology A.  The comparisons of 
three network parameters (i.e. the average delay, the packet loss rate and cost) on the 
three network topologies are shown in Figure 10, 11 and 12. Experimental results 
show that the PA-BRPC algorithm has the best overall performance than both the 
traditional BRPC algorithm and the KRP algorithm in terms of the average delay, the 
packet loss rate and cost on the three network topologies. 

6 Conclusions 

In this paper, we propose a new multi-domain optical network architecture based on 
the Path Computation Element (PCE) by adding a PCE-Agent to intelligently control 
PCEs in each layer of the conventional multi-domain optical network. In order to 
quantify each domain’s network performance, the PCE-Agent is designed to 
intelligently set the weights for the boundary nodes of each domain, which can be 
helpful for choosing the best neighboring domain when building the P2P or P2MP 
routing paths in the multi-domain optical networks. Then, a PA-BRPC routing 
algorithm is proposed based on the PCE-Agent-based multi-domain optical network 
architecture. The simulation results indicate that network performance is improved 
because of the introduction of PCE-Agent. Compared with the traditional BRPC 
algorithm and the KRP algorithm, the proposed algorithm achieves lower blocking 
probability and more efficient resource utilization. This work can be further extended 
for solving the multicast routing problem in multi-domain multi-layer optical 
networks. 
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Abstract. Virtual Network Mapping Problem (VNMP) is one of the key problems 
in network virtualization, which is proved as a non-deterministic polynomial hard 
(NP-Hard) problem. Considering the relevance of nodes and links, a virtual  
network mapping algorithm based on biogeography optimization algorithm is 
proposed in this paper. In order to reduce the cost of the substrate network em-
bedding, it is designed as a one-stage algorithm and solved with heuristic algo-
rithm. The experimental results suggest that the proposed algorithm increases the 
average operating income of the virtual networks and reduces the cost of substrate 
network comparing with other two-stage mapping algorithms. 

Keywords: network virtualization, virtual network mapping, biogeography-
based optimization. 

1 Introduction 

With the rapid increase of Internet users, Internet ossification gradually appears and 
network virtualization has become key technology to solve this problem. Network 
virtualization means that multiple independent virtual networks share all kinds of 
resources in substrate networks, and service providers can provide different services 
to various users according to their requirements [1]. Virtual network mapping prob-
lem is that the infrastructure providers distribute the substrate network resources to 
the requested virtual network with node and link resources constraints, which is a 
non-deterministic polynomial hard (NP-Hard) problem [2].  

Generally speaking, the study of virtual network mapping problem is under certain 
constraints [3, 4]: (1) all requests of the virtual network are known beforehand; (2) the 
node and link resources of substrate network are infinite; (3) the limitations on posi-
tion requirement are ignored. 

Some efficient virtual network mapping problem algorithms have been proposed to 
solve different variants of virtual network mapping problem in the past years [2, 3, 4, 
5, 6, 7]. Ref. [2] presented two stages mapping algorithm, handling the node mapping 
in the first stage and doing the link mapping in a second stage. In paper [3], the author 
studied virtual network assignment without reconfiguration. Ref. [4] studied the prob-
lem of mapping diverse virtual networks onto a common physical substrate. Ref. [5] 
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proposed a distributed and autonomic framework. Ref. [6] proposed a virtual network 
mapping algorithm based on subgraph isomorphism detection, which maps nodes and 
links during the same stage. Ref. [7] tried to solve the problem considering data rate 
constraints. 

In the paper, the above restrictions on the virtual network mapping problems are 
not assumed, and a binary model of virtual network mapping problem with no as-
sumption that substrate network needs to support path splitting is constructed [8, 9]. A 
new virtual network mapping algorithm based on biogeography-based optimization 
(VNM-BBO) is proposed. In order to reduce the substrate network cost, we adopted a 
one stage mapping method by fully considering the correlation between the nodes and 
links. Therefore, the virtual network mapping problem is modeled as global optimiza-
tion and solved with intelligent algorithm. Experimental results demonstrated that the 
average operating income of substrate is effectively improved and the cost of sub-
strate network is reduced. 

The remainder of this paper is organized as follows. Section II describes the virtual 
network mapping problem and Section III describes model of VN mapping problem. 
Section IV introduces improved biogeography-based optimization (BBO) and details 
application of BBO to virtual network embedding problem. Section V presents the 
simulation experimental results and discussion. Section VI concludes the paper and 
points out future work. 

2 Virtual Network Mapping Problem 

This section briefly introduces the virtual network mapping problem. 

Definition 1: Substrate network (SN). We define the substrate network by an undi-
rected graph GS=(NS,ES,A

N
S,A

E
S),where NS and ES refer to the set of substrate node 

and the set of substrate link. AN
S and AE

S describe the attribute set of substrate node 
ns and the attribute set of substrate link es. A

N
S include the node computing capacity 

and physical location, while AE
S refer to the remaining bandwidth resources of link es. 

PS is denoted as the set of all paths in the substrate network.  

Definition 2: Virtual network (VN). We also define the virtual network by an undi-
rected graph GV=(NV,EV,BN

V,BE
V). Among, NV and EV refer to the set of virtual node 

request and the set of virtual link request. BN
V and BE

V describe the attribute set of 
virtual node request and the attribute set of virtual link request. BN

V include the node 
computing capacity of virtual node request and status requirement, while AE

S refer to 
the bandwidth resources of link request. We use Q (GV, D, t, life, hop) to describe a 
virtual network request. Where D refers to the maximum limitation distance from a 
virtual node mapping to a substrate node, t refers to the time that the virtual network 
request arrived, life is defined to the life time of the virtual network and hop describe 
as the hop limit of the substrate path. 

Figure 1(b) depicts the substrate network, the numbers near the nodes refer to the 
current computing resources, and the numbers nears the links denote the current 
bandwidth.  
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Fig. 1. The virtual network requests mapping scheme 

Definition 3: Virtual network mapping problem (VNMP). 

Virtual network mapping includes two stages: node mapping and link mapping. The 
node mapping problem is described as Fn：(NV，BN

V ) (NS, A
N

S), where mapping 
the virtual node to the substrate node in certain constrain. And link mapping problem 
is defined as Fe：(EV, BE

V)  (ES, A
E

S), where mapping the virtual link to substrate 
path which is meeting the bandwidth constraints. 

As shown in figure 1(b), the node mapping scheme of the virtual network request 
VN1 and VN2 are {aA, bE, cC}and{dG, eF, fH}.  While the link 
mapping scheme are {（a, b）  {(A,D), (D,E)}, (a, c)  {(A,B), (B,C)}}and{（d, 
e） {(G,C),(C,B),(B,F)},(d, f)  {(G,H)},(e, f)  {(F,H) }}. Substrate nodes and 
links must satisfy the constraints of resources that virtual nodes and links request. 

3 The Binary Model of Virtual Network Mapping 

Different from paper [10], this paper uses intelligent algorithm to strengthen the cor-
relation between the nodes and links, combining with a binary model of virtual net-
work mapping problem with no assumption that substrate network needs to support 
path splitting, to reduce the cost of virtual network mapping. 

Let Ma denote the binary node-mapping matrix with m rows and n columns. Each 
row represents one virtual node and m is equal to |NV|. Meanwhile, each column rep-
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resents a substrate node and n is equal to |NS|. Therefore, if the virtual node nv
i is 

mapped on the substrate node ns
j,  Ma(i,j)=1; Otherwise, Ma(i,j)=0. 

Let Me denote the binary edge assignment matrix with p rows and q columns. Each 
row refers to one virtual link and p is equal to |Ev|. Furthermore, each column refers to 
one substrate link and q is equal to |Es|. Me(i,j) is equal to 1 if the substrate link es

y 
∈PS. 

For node constraint, the CPU capability of substrate node must satisfy the corre-
sponding virtual node request, and the substrate node must be in the maximum limita-
tion distance that the virtual allowed. The constrain condition of node is defined in 
(1). 

{ ( , ) ( ) ( )
( , ) ( ( ), ( )), M a i j cpu i cpu j

V S M a i j Dis l i l j Di N j N × ≤
× ≤∀ ∈ ∀ ∈          (1) 

In addition, each virtual node must be assigned to one and only one physical node 
as defined in (2) and (3). 

( , ) 1, {1, 2, , }
m

i

M a i j j n≤ ∈                    (2) 

      

( , ) 1, {1, 2, , }
n

j

Ma i j i m= ∈                      (3) 

For link mapping, the virtual link eαv between virtual node ni
v and nj

v are mapped to 
the path set PS(i,j)between substrate node ni

s and nj
s. The available bandwidth of all 

substrate links in PS(i,j) must satisfy the bandwidth request of virtual link eαv, the 
constrain condition as described in (4). 

       

( , ) ( ) ( )

( , ) {0,1}, {1,2, , }, {1,2, , }
v vMe i j bw e bw e

Me i j i m j n

α β× ≤
∈ ∈ ∈                (4) 

The resources of substrate nodes assigned for virtual nodes is certain for each virtu-
al network request, but the resources of substrate links assigned for virtual links will 
be different for the choose of path, therefore, we use the bandwidth resources of vir-
tual links assigned by substrate links to measure the cost of mapping. The objective 
function is the summation of minimized link resources. 

1 1

min( ( , ) ( ))
p q

vMe bw eα

α β
α β

= =
                 (5) 

4 A Heuristic Virtual Network Mapping Algorithm 

4.1 Introduction to BBO 

Biogeography-Based Optimization (BBO) is a new heuristic algorithm proposed by 
Dan Simon in IEEE Transactions on Evolutionary Computation in 2008 [11]. Habitat 
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Suitability Index (HSI) and Suitable Index Vector (SIV) are defined in the paper [12]. 
In BBO, the algorithm is composed of n habitat and they realize information ex-

change between each other by immigration and emigration. The migration of habitat 
was judged by HSI, the mutation was defined to prevent the algorithm falling into 
local optimum. 

4.2 Definitions and Algorithm 

To solve the problem of the virtual network mapping problem, we redefine the habitat 
characteristic vector, habitat migration rate, immigration operation and emigration 
operator. The definitions are presented as follows. 

Definition 4: Habitat characteristic vector: xi=(xi1,xi2,…,xiD) was defined as the I 
possible mapping scheme. Among, D is the number of virtual network nodes in the 
virtual network request, the value of xiD indicates the substrate node number that the 
virtual node D mapped. 

Definition 5: Habitat migration rate: the immigration λi and emigration μi are defined 
as the adjustment strategy of mapping scheme, the defined of immigration and emi-
gration are described in (6). λi and μi is the number between 0 and 1. The greater of 
the value of λi, the more possible for the mapping scheme to adjust.  

(1 ( ) )

( )
i i

i i

I f x

E f x

λ
μ

= −
= ×

                               (6) 

Here        

1 1

( )

( )

m in ( ( , ) ( ) )

v V

v
e E

p q

v

b w e

f x

M e b w e α

α β
α β

∈

= =

=


 
                          (7) 

( )
v V

v
e E

bw e
∈
  is the summation of link resources that the virtual network requests. 

Definition 6: immigration operation and emigration operator: We define xik as the 
immigration operation of the habitat vector xi, meanwhile, xjk is defined as the emi-
gration operator of habitat vector xj,  i≠j, when proceeding the operation of immigra-
tion we use xjk to replace the xik on the corresponding dimension. 

The virtual network mapping algorithm based on biogeography-based optimization   
(VNM-BBO) is briefly described in the following. 

We mark f(x) as the suitability function in VNM-BBO, x is defined as the possible 
mapping scheme.  

Step 1 Initialize parameters. Initialize max immigration rate I, max emigration rate E, 
max mutation rate mmax, max iteration times MG. Initialize a random set of mapping 
scheme. 

Step 2 Calculate f(xi) of each mapping scheme, immigration probability λ and emi-
gration probability μ. 

Step 3 Probabilistically use immigration and emigration to modify each mapping 
scheme. 
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Step 4 Mutation process. Compute mutation probability mp. Select a mapping scheme 
with mutation probability mp. Mutate selected mapping scheme with randomly gener-
ated SIVs. 

Step 5 If immigration, emigration and mutation for population of current iteration are 
not finished, Go to Step 3. 

Step 6 Go to step 2 for the next iteration. Otherwise, output final solutions. 

5 Simulation Experiments 

5.1 Evaluation Metrics 

Two evaluation metrics are employed in our study and some definitions are described 
first in the following.  

R(Gv) is defined as the revenue of substrate network when accepting a virtual net-
work request, including the computing resources and bandwidth resources of the 
nodes in the virtual network requests. 

( ) ( ) ( )
v V v V

v v v
n N e E

R G cpu n bw e
∈ ∈

= +                        (8) 

C(GV) is defined as the cost of substrate networks when accepting a virtual network 
request, including the computing resources and bandwidth resources of the substrate 
nodes allocated for the virtual networks. 

( ) ( ) ( )
v V v V s S

V v v
n N e E e E

C G cpu n bw e
∈ ∈ ∈

= +                    (9) 

The main evaluation metrics of the virtual network include: 

1) Average revenue of substrate network 
The average revenue of substrate network is defined in (10). 

            

( )VR G
R

T
=


                                   (10) 

2) Average cost of substrate network 

The average cost of substrate network is defined in (11). 

( )VC G
C

T
=


                             (11) 

5.2 Simulation Setting  

GT-ITM tool is used to generate the substrate network topology and virtual network 
request. The substrate network topology is configured to own 100 nodes. Each pair of 
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substrate nodes is randomly connected with probability 0.5. The CPU resources  
at nodes and the link bandwidths at links follow a uniform distribution ranging from  
0 to 100.  

In a virtual network request, the number of virtual network nodes is randomly de-
termined following a uniform distribution between 2 and 10. The CPU requirements 
of the virtual nodes are real numbers uniformly distributed between 0 to 20 and the 
bandwidth requirements of the virtual links are uniformly distributed between 0 and 
25. The arrivals of virtual network requests are modeled by a Poisson process  
with mean 5 reqs. per time window. We run all of our simulations for 10000 time 
windows, which corresponds to about 100 requests on average in one instance of 
simulation. 

In VNM-BBO, the values of the parameters are set as follows: population size is 
15, max iteration times is 10, max immigration rate I is 1, max emigration rate E is 1, 
and max mutation rate mmax is 0.005. 

5.3 Discussion 

In the following experiments, VNM-BBO is contrasted with greedy node mapping 
with Shortest Path Based Link Mapping (G-SP), which employs greedy strategy to 
select nodes with maximum residual resources. 

Table1 shows simulation results of average revenue and cost of substrate network, 
which are both generated by using the VNM-BBO to dispose 100 virtual networks. 
Wherein, C/R means the ratio of the cost and revenue. The changing curves of reve-
nue and cost are depicted in Fig.2 and Fig.3. 

Table 1. Simulation results of revenue and cost of substrate network 

VNs 1 2 3 4 5 

revenue 1.08E+02 1.22E+02 1.30E+02 1.19E+02 1.14E+02 

cost 2.53E+01 1.79E+01 1.68E+01 1.74E+01 1.53E+01 

C/R 2.35E-01 1.46E-01 1.29E-01 1.46E-01 1.34E-01 

VNs 6 7 8 9 10 

revenue 1.30E+02 1.24E+02 1.30E+02 1.31E+02 1.32E+02 

cost 1.58E+01 1.69E+01 1.60E+01 1.48E+01 1.65E+01 

C/R 1.22E-01 1.37E-01 1.24E-01 1.13E-01 1.25E-01 

VNs 11 12 13 14 15 

revenue 1.32E+02 1.33E+02 1.27E+02 8.27E+01 5.28E+01 

cost 1.65E+01 1.60E+01 1.61E+01 1.08E+01 6.77E+00 

C/R 1.25E-01 1.21E-01 1.27E-01 1.31E-01 1.28E-01 

VNs 16 17 18 19 20 

revenue 4.32E+01 4.18E+01 4.30E+01 4.34E+01 4.03E+01 

cost 5.97E+00 6.04E+00 5.71E+00 5.93E+00 5.58E+00 
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Table 1. (continued) 
 

C/R 1.38E-01 1.44E-01 1.33E-01 1.36E-01 1.39E-01 

VNs 21 22 23 24 25 

revenue 4.02E+01 3.92E+01 3.79E+01 3.83E+01 3.69E+01 

cost 5.54E+00 5.45E+00 5.30E+00 5.29E+00 5.41E+00 

C/R 1.38E-01 1.39E-01 1.40E-01 1.38E-01 1.47E-01 

VNs 26 27 28 29 30 

revenue 3.75E+01 3.68E+01 3.74E+01 3.80E+01 3.91E+01 

cost 5.42E+00 5.26E+00 5.39E+00 5.25E+00 5.34E+00 

C/R 1.45E-01 1.43E-01 1.44E-01 1.38E-01 1.37E-01 

VNs 31 32 33 34 35 

revenue 4.01E+01 4.05E+01 4.05E+01 4.07E+01 4.16E+01 

cost 5.51E+00 5.77E+00 5.85E+00 5.77E+00 5.82E+00 

C/R 1.37E-01 1.43E-01 1.44E-01 1.42E-01 1.40E-01 

VNs 36 37 38 39 40 

revenue 4.20E+01 4.30E+01 4.37E+01 4.46E+01 4.49E+01 

cost 5.86E+00 5.80E+00 6.02E+00 6.01E+00 6.34E+00 

C/R 1.39E-01 1.35E-01 1.38E-01 1.35E-01 1.41E-01 

VNs 41 42 43 44 45 

revenue 4.52E+01 4.48E+01 4.58E+01 4.59E+01 4.64E+01 

cost 6.35E+00 6.47E+00 6.61E+00 6.55E+00 6.48E+00 

C/R 1.40E-01 1.44E-01 1.44E-01 1.43E-01 1.40E-01 

VNs 46 47 48 49 50 

revenue 4.66E+01 4.64E+01 4.62E+01 4.53E+01 4.45E+01 

cost 6.81E+00 6.66E+00 6.65E+00 6.69E+00 6.66E+00 

C/R 1.46E-01 1.44E-01 1.44E-01 1.47E-01 1.50E-01 

VNs 51 52 53 54 55 

revenue 4.44E+01 4.37E+01 4.41E+01 4.41E+01 4.44E+01 

cost 6.67E+00 6.56E+00 6.53E+00 6.56E+00 6.60E+00 

C/R 1.50E-01 1.50E-01 1.48E-01 1.49E-01 1.49E-01 

VNs 56 57 58 59 60 

revenue 4.46E+01 4.44E+01 4.47E+01 4.40E+01 4.40E+01 

cost 6.66E+00 6.65E+00 6.65E+00 7.11E+00 7.03E+00 

C/R 1.49E-01 1.50E-01 1.49E-01 1.62E-01 1.60E-01 

VNs 61 62 63 64 65 

revenue 4.38E+01 4.43E+01 4.29E+01 4.30E+01 4.21E+01 

cost 7.13E+00 6.99E+00 6.75E+00 6.69E+00 7.05E+00 



 A Heuristic Virtual Network Mapping Algorithm 393 

 

Table 1. (continued) 

C/R 1.63E-01 1.58E-01 1.58E-01 1.55E-01 1.68E-01 

VNs 66 67 68 69 70 

revenue 4.10E+01 4.09E+01 4.24E+01 4.23E+01 4.18E+01 

cost 6.86E+00 6.82E+00 6.89E+00 6.84E+00 6.78E+00 

C/R 1.67E-01 1.67E-01 1.63E-01 1.62E-01 1.62E-01 

VNs 71 72 73 74 75 

revenue 4.19E+01 4.22E+01 4.24E+01 4.23E+01 4.24E+01 

cost 6.86E+00 6.81E+00 6.80E+00 6.80E+00 6.76E+00 

C/R 1.64E-01 1.61E-01 1.60E-01 1.61E-01 1.59E-01 

VNs 76 77 78 79 80 

revenue 4.14E+01 4.07E+01 3.95E+01 3.89E+01 3.86E+01 

cost 6.61E+00 6.48E+00 6.30E+00 6.23E+00 6.09E+00 

C/R 1.60E-01 1.59E-01 1.59E-01 1.60E-01 1.58E-01 

VNs 81 82 83 84 85 

revenue 3.87E+01 3.88E+01 3.90E+01 3.91E+01 3.95E+01 

cost 6.13E+00 6.14E+00 6.14E+00 6.17E+00 6.19E+00 

C/R 1.58E-01 1.58E-01 1.58E-01 1.58E-01 1.57E-01 

VNs 86 87 88 89 90 

revenue 3.95E+01 4.00E+01 3.97E+01 3.97E+01 3.98E+01 

cost 6.30E+00 6.35E+00 6.27E+00 6.27E+00 6.29E+00 

C/R 1.59E-01 1.59E-01 1.58E-01 1.58E-01 1.58E-01 

VNs 91 92 93 94 95 

revenue 3.94E+01 3.93E+01 3.89E+01 3.87E+01 3.86E+01 

cost 6.23E+00 6.21E+00 6.12E+00 6.08E+00 6.05E+00 

C/R 1.58E-01 1.58E-01 1.58E-01 1.57E-01 1.57E-01 

VNs 96 97 98 99 100 

revenue 3.88E+01 3.87E+01 3.87E+01 3.87E+01 3.88E+01 

cost 6.08E+00 6.07E+00 6.07E+00 6.06E+00 6.05E+00 

C/R 1.57E-01 1.57E-01 1.57E-01 1.57E-01 1.56E-01 

 
In Fig. 2, the average revenue of the substrate network is shown in which 100 vir-

tual networks arrives in limited time. The average revenue of the substrate network 
employing VNM-BBO is also higher than that employing G-SP.  
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Fig. 2. Revenue of the substrate network 

Fig.3 illustrates the average cost of the substrate network, at the beginning, the av-
erage cost of G-SP is lower than that of VNM-BBO, with more virtual networks ar-
rive, the cost of the substrate network employing G-SP surpasses the VNM-BBO.  

 

Fig. 3. Cost of the substrate network 

6 Conclusions and Future Work 

This paper presents a new virtual network mapping algorithm based on biogeography-
based optimization. We redefine the habitat characteristic vector, habitat migration 
rate, immigration operation and emigration operator and define the cost of mapping as 
the fitness function. Simulation experiments demonstrate that the average revenue of 
substrate network is competitive in contrast with the G-SP algorithms. The experi-
mental results suggest our approach increases the average operating income of the 
virtual network and reduces the cost of substrate network comparing with some other 
two-stage mapping algorithm. 
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Our work is primary and there are many problems that remain unresolved. In the 
future, we will continue our work from the following. On one hand, the virtual net-
work mapping algorithm will be elaborated and analyzed. On the other hand, more 
simulation experiments will be designed and compared with other existing algorithms. 
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Abstract. In the design and remote maintenance of district and city petition 
business docking platform, loose coupling environment of service composition 
flow, and autonomy of distributed resources can easily lead to failures of inter-
process interaction, the platform running will gradually changes form trouble-
free operation to operation with fault, so we design a docking platform with 
fault-isolation and fault-tolerance control based on services choreography and 
orchestration, and a remote monitoring system based on fault-diagnosis by fus-
sy inference. More than two years’ operation and remote maintenance verify the 
effectiveness of the fault-tolerant control mode in the process of business dock-
ing services composition. Achieve the goal, that the improving of fault-recovery 
mechanism and the changing of business docking requirements won’t affect 
each other. Accordingly, it reduces the complexity of maintenancing services 
composition software, provides application value in business docking service 
mode for service computing and cloud computing, and SaaS-level monitoring 
and repair method. 

Keywords: Fault-tolerant control, Fault diagnosis, Business docking service 
composition flow, Services choreography and orchestration. 

1 Introduction 

With the development and application of the Internet technology, the Internet has 
become a network computing platform with abundant resources because of its exten-
sive connectivity, heterogeneity and self-organization. Innovative service modes, such 
as service computing and cloud computing, developed on the basis of Services-
oriented Architecture which provides standards for the inter-connectivity, inter-
communication, and inter-operability of network software, have greatly contributed to 
service-oriented software engineering [1] by incorporating the open-source software 
service resources into softwares. While services composition improves the inter-
operability among business partners by combining services with greater range and 
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further integrated resources, constant input or output flow [2] of network computing 
nodes are formed, because business collaborations involving multiple independent 
processes need long life cycle and peer-to-peer message interaction among participat-
ing services automatically. It is easy to lead failure of service interactions, not only 
because of the association between the service composition process and network ex-
ecution environment, but also the autonomy of distributed dynamic resource. Conse-
quently, it’s necessary for service users to measure and control quality features of 
software , and enhance fault-tolerant control of service composition to realize the 
accurate fault localization and diagnosis along with self-repairing of failure entities , 
so as to make operate entity continuous run and improve under the cloud environ-
ment, and meet constant changing business requirement for the sake of sustainable 
development [3] under the constant changing external environment, when service 
composition software’s design, operation and remote-maintenance. 

2 Relevant Researches 

As to set up web service system with fault-tolerance, reference [4] puts forward a 
method to enhance the reliability of service composition taking advantage of software 
fault-tolerant mode. Reference [5] has designed a fault-tolerant framework in engine 
performance to evaluate fault conditions according to service response time so as to 
choose different solutions for fault tolerance. However, various elements affect the 
normal operation of the service and its handling strategy has a weak pertinence. 

As to monitor and repair service composition software, reference [6-7] has made a 
research on runtime monitoring and recovery services composition’s architecture. 
However, they have to pre-select the monitoring point and prepare repair behavior in 
advance, but it’s so difficult to predict faults in the future, and to adapt to the chang-
ing business needs of services composition when operating. Reference [8] gives the 
monitoring and recovery architecture of different levels (SaaS, PaaS, IaaS) service 
models in cloud computing environment, yet it does not mention the solution of moni-
toring and recovery. 

In terms of the problems that networked software (service composition) faces on 
design and application, this article adopts fault-tolerant models of business docking 
web service composition with fault isolation and fault-tolerant control in petition 
businesses docking platform design according to the requirement of petition business 
docking between the district and city systems, leading to a platform in application 
being able to skip fault process by fault isolation so as not to affect other petition 
letters business automatic docking (advancing) flow just because of interaction failure 
of certain petition letter business docking flow; during the platform runtime and the 
process of remote maintenance, the fault diagnosis and remote monitoring system 
which is based on fuzzy reasoning was designed, in order to separate the processing 
logic of business service composition process and fault recovery mechanism, and to 
eliminate the deficiencies caused by intruding troubleshooting into[6-7] service com-
position process. By constantly improving fault diagnosis and repair abnormal 
process, and by enhancing the autonomic computing functions on self-localization, 
self-diagnosis and self-recovery, the complexity of continuingly operating the plat-
form can be greatly reduced. 
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3 The Models of Services Choreography and Orchestration of 
the District and City Petition Businesses Docking Platform 

3.1 The Model of Services Choreography of the District and City Petition 
Businesses Docking 

The petition system was put into use in the district government since June, 2005. In 
the inter-connection project between the district and city petition systems at the be-
ginning of 2012, one of these business demands is to deal with the skip-level petitions 
(which are called transferred petitions or just petitions for short in this article) of the 
city system by the district system. 

The services choreography model of the district and city petition business docking 
is shown in Fig. 1 (the middle part) where the information interaction sequence (de-
scribed from a district-operation point of view) agreed upon by the district and city 
systems includes: reading the list of transferred petitions, reading the data of trans-
ferred petitions and their attachments, confirming the reception of transferred peti-
tions, turning back transferred petitions, registering accepted and disposed transferred 
petitions, reporting to the city petition system the treatment results of transferred peti-
tions and their relevant attachments. Each interaction procedure in the interaction 
sequence possesses the request and response behavior. The interaction operation ap-
pears to be exclusive between turning back transferred petitions and accepting and 
disposing transferred petitions. That is, each petition treatment instance will normally 
terminate when it has implemented the message exchange between city and district 
systems of the turning back transferred petitions or reporting to the city system the 
information of disposed petition cases. 

 City system        Business cooperation (Choreography)  District system (Orchestration) 

                                               
 Read data and attachment

Read the petition list

Confirmation of receipt

Accepted petition

Petition fallback
Mutual

exclusion

Reported processed results

 Send the petition list  

Receive confirmation of receipt 

Send data and attachment  

Receive fallback reason 

Receive processed 
 confirmation  

Receive processed result  

                     Receive the petition list  

Send confirmation of receipt 

Receive data and attachment 

Send fallback reason

Send processed 
confirmation  

Send processed result  

Processing 

 

Fig. 1. The flow model of services choreography and orchestration in the district and city busi-
ness docking 

3.2 Service Choreography and Orchestration Methods of the District and City 
Businesses Automatic Docking Flow 

Services choreography and orchestration offer an approach to design web services 
composition from whole to parts. Choreography defines the sequence [9] of  
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interactions between cooperating web services (global-based interaction rules), and 
then the global rules are mapped to participants’ local interaction rules (the process of 
each participant partner is formulated through services orchestration). When some 
active driving points of the processes in the parallel executions of all participants’ 
handling processes bring about interactions between participants, a business coopera-
tion model (similar to the one shown in Fig. 1) for composite services from a global 
view is established. 

In district petition system, the flow routing and host departments are constituted by 
the petitions handling process, both of which are in dynamic change. Each petition 
letter processing instance may be handled by N different departments. From petitions 
acceptance to their settlements, the process may take days or even months. During the 
docking process, there are at least 3 to 4 times interactions between the district and 
city (receive petitions and attachments, accept or rollback, report closing results and 
attachments), rendering the service composition process of dynamic change, multiple 
participants and long life-cycle. It’s difficult to supervise each process operation and 
locate fault points of anomalous instances when random various process messages 
exchange between multiple petition business flow and the city system. From this point 
of view, Java language has realized the district and city business automatic docking 
platform based on web services via service choreography and orchestration method on 
the strength of interaction protocol state machine, which effectively controls all op-
erations of business docking process instances between district and city from a global 
view. 

3.3 The Operating Principle of the Interaction Protocol State Machine 

Interaction protocol state machine drives service combination by using business 
processes [10], which realizes automatic docking of the district and city petitions 
business by combining message exchange sequence (services choreography) with 
interaction rules (services orchestration, shown in Fig. 1 ) of the district system.  

Interaction protocol is the logical realization of data exchange function completely 
accomplished between the district and city systems. 

To improve the scalability of dynamic work flow of the district system and simpli-
fy the design of local interaction rules, the activity participated by department in 
charge ought to be chosen as the driving point of interaction protocol, or transfer 
some driving points to active points participated by department in charge. The process 
of the local virtual interaction rules of the district system with only one participant is 
expressed in the Petri nets in Fig. 2 [11]. Every active driving point in the figure cor-
responds to a protocol state value relative to the processing progress of transferred  
district’s petition cases. With the progressing of the petition treatment, the active  
driving point which reflects the course of the interaction protocol change and the cor-
responding state value will also change, thus a virtual process composed of active 
driving points is formed, which reflects the advancement of transferred  district’s 
petitions is consistent with the progressing process of the interaction protocols,  
bearing the conditions of protocol change. 
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Fig. 2. The progressing process of the local virtual interaction rules in the district system 

As is shown in Fig. 2, the interaction protocol state machine takes the competent 
department of district system as the participant, to progress the interaction protocol 
sequence of both cooperative parties which based on the local virtual interaction rules. 
And the inference rules, that used to progress process, is described in a triple [11]: 

 IRi = (Sprei , Ti , Sposti)                 (1) 

If interaction protocol sequence is progressed as the sequence structure shown in 
Fig. 2, there is the relationship as Sposti = Sprei+1 between IRi and IRi+1. In the triple, 
Sprei symbolizes the pre-state value of the current active point, Ti the conditions to be 
met when the change from Sprei to Sposti happens (in Fig. 2, each active driving point 
and protocol state value only represent the order and procedures of progressing inte-
raction protocol, some processing activities that haven’t been marked between the 
driving point and its follow-up, is needed to meet the  conditions of driving Sposti 
interaction protocols), Sposti the post-state value of the active points; if Sprei is void 
of subsequent interaction protocols, Sposti is null, and the state is terminated. 

The protocol state machine monitors the processing progress of every transferred 
petition instance in distric system and maps it onto the corresponding active driving 
point of the protocol state value; when it also meets the pre-state value of the current 
active point called Sprei (implying that Sprei interactive operation has been imple-
mented) and the Ti vicissitude condition of driving the Sposti protocol, the inter-
operation of the Sposti protocol is implemented (according to the virtual flow struc-
ture of Fig. 2, the driving point of Sprei changes to the subsequent driving points of 
Sposti). In this way, the interactive operation of every transferred petition instance is 
progressed according to inference rules in Eq.1, until the end of the task. The dotted 
circles in Fig. 2 is the processing activity of common petitions and important petitions 
before the case closed. 

4 Fault-Tolerant Model of Service Composition Flow in the 
District and City Petition Business Docking 

4.1 Reliability Analysis of Business Docking Service Composition Flow 

Reliability is mathematically defined to an exponential distribution: teR λ−= , in 
which λ is failure rate, and t represents continuous running time but discrete call times 
to software [12]. 
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The reliability of service composition flow needs to allow for web service func-
tional reliability Rf, service binding reliability Rb, service connecting reliability Rc, 
and process logic reliability Rp in service composition flow realized by service users.  

In the business docking platform, the reliability of process binding belongs to web 
service offered by the city system, if without wrong binding, Rb=1. Reliability of 
business docking process can be described as 

 R = Rf Rc Rp (2) 

Therefore, in the execution of business docking process, it will record information 
of three aspects : the (interactive) abnormal log of calling services, the process logs of  
the business docking platform, and the functions execution log of city system.  

The exception of business docking service composition when running, is been clas-
sified as Table 1. 

4.2 Fault-Tolerant Modes and Handling Strategies of Business Docking Flow 

Software fault tolerance is the key technology to ensure the reliability and availability 
of the system through redundancy, so as to work normally even if system partial fail-
ure happens. Usually there are three fault-tolerant modes [4]: 

Recovery block mode, N version program design mode, 1-out-of-N mode. 
Four types of strategies are likely to be adopted when there is anomalous service 

composition: Retry, skip, reconfiguration (substitution), partial reconfiguration. 
Fault-tolerant control is closely associated with fault diagnosis that the former can 

provide early-warning for the latter by logs of fault-tolerant control behavior, and 
offer important information of process instance’s bug symptom for remote mainten-
ance in time. Appropriate fault-tolerant mode and handling strategies can raise fault-
tolerance and self-recovery of business docking process. Accordingly, we should pay 
attention to the following rules in designing each interaction protocol of the district 
and city business docking flow: 

(1) Recovery block mode and skip processing strategy to achieve transactional in-
tegrity of interaction protocols: It is essential for protocol design to do with service 
atomicity (basic service), so as to lessen (decoupling) associations between informa-
tion and operation (such as separate basic information and attachments of petitions). 
When there is any abnormities of either interaction part, record the relational abnor-
mal logs, abandon the current instances, achieve similar operations as transaction 
processing, and make the process returns to the state before executing this interaction 
protocol, namely using skip processing strategy to achieve the fault-tolerant control of 
recovery block mode. 

(2) Retry after interaction protocol failure: Because of the hardware temporary ab-
normity (such as full database space, server overload) or unstable operating environ-
ment (such as call service failure, network delay), the platform abandons the current 
operation when the executing certain interaction protocol goes wrong, polling mode 
can be used to retry this protocol after a period of time which means, using the retry 
processing strategy to achieve improved 1-out-of-N mode fault-tolerant control. 
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Table 1. The anomaly in business docking process 

Anomaly 
classification Fault causes Fault involving 

cooperative parties Handling strategies 

Incompatible service interface before and after the change √ ①Skip、②Retry 

Unavailable service √ ①、② 

Anomalous service implementation  ①、② 
Anomalous 

Web services 

Anomalous transaction √ ①、③Partial reconfiguration 

Interaction protocol logic error  ①、② 

Service interface parameter anomaly  ①、②、③ 
Anomalous 

service 
composition Unmatched data forma  ①、② 

Network connection failure √ ①、② Anomalous 
communication Network delay  ①、② 

Server fault of services providers √ ①、② 

Server fault of service composition users  ①、② 
Anomalous 
hardware 

Insufficient data space  ①、②  

4.3 Fault Localization and Isolation of Business Docking Service Composition 
Process 

(1) Polling and retry of automatic progressing interaction protocol sequence: Protocol 
state machine will touch off the execution of the docking process in accordance with 
specified intervals: First, the network is monitored, and then detect processing sche-
dule Ti of every transferred petition instance and business docking process schedule 
Sprei to advance subsequent interaction protocol meeting Eq. 1, until the end of dock-
ing or the consistency of process instances progress and business docking. If the net-
work is abnormal, trigger this mission after a period time. 

(2) Fault localization: Inference rules of business docking flow (such as Eq. 1) are 
that interaction operation of Sposti protocol will be implemented if process instances 
of certain transferred petition meet the condition of Sprei∧Ti, which reflects the pro-
tocol state value of progressing order being changed into Sposti from Sprei. However, 
if operation has to quit owing to the fault (that is fault-tolerant control of recovery 
block mode by skip) when performing Sposti agreement, the state value of process 
instance is remained in Sprei (in Eq. 3), interaction protocol corresponding to state 
value Sposti (Sprei+1) is decided as fault point by what is described (conditions) in Eq. 
3, 4, 5. 

 Sprei∧Ti = true, but the protocol state value is still Sprei.  (3) 

 Ti+1 = true,   Sprei+1 ≠ Sposti. (4) 

Fault detecting time > fresh schedule accomplished time of transferred petition + 
intervals of polling implementation interaction protocol.  (5) 

(3) Fault isolation: As Eq. 1 describes, inference rules not only restrict the process 
order of business docking flows, but also play an important role in fault isolation in-
stances. If a process instance still stays in a certain interaction protocol process of 
business docking process (in Eq. 3) because of faults, and it meets the transferred con-
dition of subsequent interaction protocol, Ti+1 = true, but does not meet its combination 
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condition, Sprei+1∧Ti+1≠true (in Eq. 6). Subsequent interaction will not be promoted if 
precursor interaction protocol have not ran , protocol state machine will skip over 
process instances with fault point automatically refer to Eq.3 and 6. 

 Ti+1 = true,   Sprei+1∧Ti+1≠true. (6) 

The model of fault-tolerant control process of interaction protocol based on Petri 
nets is shown in Fig. 3 and Table 2. 
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Fig. 3. The fault-tolerant control process model of the interaction protocol 

Table 2. Transitions and places in interaction protocol fault-tolerant control process model 

Places Position Transitions Operation 

Sprei Protocol i pre-state Ti Protocol i operation 

Ppb Front protocol parameter tpb Protocol front operation 

Pfa Fault points tfar Anomalous runtime (skip) 

Pii WSi requests service message tin Runtime services 

Pin Input parameters tes End of service 

Pout WSi response message tse Anomalous services (skip) 

Poi Return results tpa Protocol subsequent operation 

Pr Process results tend End of protocol 

Pce Communication faults tfat Fail transmission (skip) 

Prl Running logs tgl Access logs 

Pel Exception log trt Retry or time out 

Sposti Protocol i post-state Ti+1 Protocol i+1 operation   

5 Fault Diagnosis Based on Fuzzy Inference and Remote 
Monitoring System 

Fault diagnosis based on fuzzy inference and remote monitoring system are com-
prised of remote monitoring system with monitoring platform running and recovering 
fault, and remote testing system of petition businesses interface, whose supervi-
sion object is all business docking service composition process instances. 
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As is shown in Fig. 4, fault-tolerant control, fault diagnosis and recovery structure 
in the district and city business docking flow can be classified as monitoring, analysis, 
decision and self-recovery. In this case, the business docking platform with fault-free 
operation is made to realize the self-localization and self-isolation of fault by auto-
matic computing [13], as well as fault diagnosis and recovery by monitoring system. 

5.1 Monitoring Modes of Business Docking Platform Operating Status 

By analyzing the exception listed in Table 1, and viewing from the service interaction, 
the combination service process logic and the execution logs of city system’s service, 
on-line monitors progressing state log of business docking process instances in plat-
form operation, calling anomalous log of the city system (web services) interface, also 
implement operation log and anomalous log of interaction protocol. 

Petition business interface test system provides means for remote troubleshooting 
when interface goes wrong, including: detect and get the logs (normal and abnormal 
logs) of the city system, when it responses to service requests; detect the input/output 
changes of Web service interface when docking.  

5.2 Fault Instances Localization and Fault Diagnosis Approaches 

Fault recovery strategies are been made according to fault diagnosis consequences 
though fault localization and fault isolation have been realized by fault-tolerant con-
trol mode (referring to Section 4.2) of interaction protocol, inference rules (such as 
Eq.1) of interaction protocol sequence and timeout mechanism of interaction protocol 
advancing schedule (such as Eq. 3, 4, 5, 6). 
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Fig. 4. Fault-tolerant control, fault diagnosis and recovery structure diagram in the district and 
city business docking flow 
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We can draw a conclusion from Table 1, it is unreasonable to deal with anomalies 
by using traditional two-value logic, because, those anomalous symptoms of platform 
operation log and fault causes corresponding to different fault points in protocol im-
plementation are fuzzy with uncertainty and incomplete information. 

More than two years’ platform operation and remote maintenance (At the end of 
July 2013, the district petition system, the district and city petition docking platform, 
remote monitoring system were moved to operate in the cloud environment ) have 
enabled us to collect more than 20 kinds of symptom information from platform’s 
anomalous logs  and  the anomalous logs of interaction between city system and 
local district. We summarize the symptoms and causes  of the failure (shown in Ta-
ble 1) by experience from fault diagnosis, fault troubleshooting. We are still improv-
ing the method of fault diagnosis based on fuzzy reasoning [14] , and providing  
supplementary troubleshooting information to the remote maintenance. 

Suppose there are m kinds of key anomalous symptoms of business docking 
process, described as xi (i=1, 2, …, m), and n possible fault causes, described as yj 
(j=1, 2, …, n). Then causality matrix C between key anomalous symptom information 
and fault causes is a m × n matrix: 
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cij represents membership of ith anomalous symptom belonging to jth fault cause, 
0≤cij≤1, i=1, 2, …, m, j=1, 2, …, n. 

Fuzzy relational equation of key anomalous symptom info and fault causes is: 

 Y = X   C (8) 

X is fuzzy vector of key anomalous symptom information; Y is fuzzy vector of 
fault causes;   is fuzzy operator. 

The remote off-line fault diagnosis method in the system is listed as follows: 

(1) Check progressing state log of every transferred petition in on-line docking 
process, to failure monitoring by Eq. 3,4,5 with the goal of accurately locate the fail-
point (interaction protocol) of fault flow. 

(2) According to abnormal classification listed in table 1, starting from the comple-
tion time (Assuming it is t) of interaction protocol without fault before fault flow, the 
system searches the anomaly information of procedure-related and time-related from 
the abnormal service interaction logs after time t, abnormal protocol processing logic 
logs, and web service function logs of city system. 

(3) Take abnormal information (as string), which was got from step (2), with each 
value of anomalous symptom vector X (as keywords or sub-string), check their match 
case until each value of X has been checked. 

(4) One or more membership fault causes can be found by Eq. 8, that can narrow 
the scope of troubleshooting; if values in vector X do not match the symptom value of 
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anomaly information, the causality matrix C (sparse arrays) and the anomalous symp-
tom matrix X can be replenished by the troubleshooting results and constantly im-
prove the fuzzy reasoning algorithm.  

5.3 Troubleshooting and Fault Decision-Making 

Abnormities listed in Table 1 show that some faults are temporary (such as network 
delay) while some need manual checking (such as software bugs, hardware faults). 
The causes of those faults involving coordinating parities, or invalid process instances 
(n faults) in which the faults got corrected and failure process repaired, will continue 
to be solved with the help of city maintainers. Processing strategy will be imple-
mented in view of the fault’s effect on failure process after it is been cleared: 

(1) Promoting failure caused by abnormity, but the process has not change the 
docking state of city, district business, the retry strategy (“②” in Table 1) can be 
applied for self-repairing. 

(2) The failure process that affect the transactional integrity of the city, district 
business docking, can be restored by partial reconfiguration strategy (“③” in Table 
1), namely, give up the protocol operation that has already been done, return to the 
former status point which the collaboration parts are consistent with each other, and 
re-execute the interaction protocol which has been troubleshoot and modified to reach 
the original target state point. 

5.4 System’s Self-Repairing Principle and Its Applications 

There are always certain faults listed in Table 1 after the platform has ran for over two 
years. Some abnormal process needed to repair instances by using partial reconfigura-
tion strategy (“③” in Table 1). Such as: 

(1) Protocol of turning back transferred petitions: As a result of successful res-
ponses of service suppliers though sending parameters including empty turn-back 
causes, Therefore, the district and city systems should be restored to the former proto-
col status without fault, and then the district system will re-execute the protocol of 
turning back transferred petitions. 

(2) Reporting to the city petition system the treatment result of transferred petition 
and its relevant attachments: when the treatment result of transferred petition and its 
relevant attachments are reported to the city petition system, it happened that the at-
tachment is too large to upload totally. However, the corresponding result of service 
supplier is successful. After the program bug has been modified, the district system 
will be responsible for submitting the attachment only. 

While other anomalies in process implementation are able to realize self-repairing 
just by retry mechanism (“②” in Table 1) after the fault are eliminated. Such as: 

(1) Business docking process instance (long life cycle) which executes before and 
after the changes of service interface, will go wrong because of the incompatibility of 
the service interface changes. After modifying the agreement which causes incompa-
tibility, retry strategy can help it start from the failure point (protocol status points) to 
restore the abnormal process instance. 
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(2) Abnormalities can be caused by full database space, communication error, and 
hardware problems. In this case, retry strategy can be adopted to resume execution 
process instance after troubleshooting. 

When some bugs are hard to troubleshoot, we will get the function logs of the city 
system; if the causes are still difficult to analyze and troubleshoot from the city sys-
tem’s logs, we will coordinate with the city system maintenance personnel. 

6 Conclusions 

Aiming at the stable operation of the district and city petitions businesses docking 
service composition flow, business docking platform based on services choreography 
and orchestration came into being with functions of fault isolation and fault-tolerant 
control, so that self-localization and self-isolation of fault flow can be realized during 
the platform’s operation to promote the petition business docking flow. Also, a system 
for fault diagnosis and remote monitoring came into being based on the fuzzy infe-
rence. With the help of fault localization and analysis of its causes, the monitoring 
system can go through a recovery process based on the interaction protocol granularity. 
The experience of platform’s continuous and stable operation and remote maintenance 
for over two year shows that, the automatic business docking service combination for 
fault-tolerance control  mode and SaaS-level monitoring and repair method, which is 
mentioned in this paper is far more competitive than the service combination frame and 
monitoring method mentioned in reference [6-7]. 

(1) The automatic business docking platform combines the advantages of the ser-
vice choreography (an overall view) and the service orchestration (partial view). 
When the processing mode of automatic business docking service integrates with the 
mode of fault-tolerance control, both the interactive orders determined by both colla-
borations and the requirements of promoting the district system’s service can be taken 
into account. As a result, by monitoring all the online service composition processes 
which differ in automatic docking progress, it is easier to realize the automatic locali-
zation and isolation of failure process, as well as the adoption of skip and retry strate-
gies when abnormality happens in this process. 

(2) The business logic of the docking service composition flow and fault recovery 
can be separated, so that when design business logic , we only need to record relevant 
logs (the business automatic docking log and the information of fault-tolerant control 
behavior), and don’t need to consider possible exception types and strategies for fault 
recovery. Owing to the performance of business docking platform and actual results 
of troubleshooting, the remote monitoring system can aim at improving the methods 
of fault diagnosis and recovery. Besides, business docking demands become variable 
while fault diagnosis and fault recovery mechanism get improved, and won’t affect 
each other. 

At the same time, the research and practical work in this paper have provided ap-
plication value in business docking service mode for service computing and cloud 
computing, and SaaS-level monitoring and repair method. 
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Abstract. Proximity Distribution Kernel is an effective method for bag-of-
featues based image representation. In this paper, we investigate the soft as-
signment of visual words to image features for proximity distribution. Visual 
word contribution function is proposed to model ambiguous proximity distribu-
tions. Three ambiguous proximity distributions is developed by three ambi-
guous contribution functions. The experiments are conducted on both classifica-
tion and retrieval of medical image data sets. The results show that the perfor-
mance of the proposed methods, Proximity Distribution Kernel (PDK), is better 
or comparable to the state-of-the-art bag-of-features based image representation 
methods. 

Keywords: Bag-of-Features, Proximity Distribution Kernel, Soft Assignment. 

1 Introduction 

Due to the rapid growth of modern digital imaging and video technologies, the vo-
lume of visual data is also increasing significantly. The management and retrieval of 
visual information has attracted much attention of the research community of comput-
er vision, machine learning, and scientific computing [1-10]. Recently, Content-Based 
Image Retrieval (CBIR) has been one of the most popular research areas [11–14, 63, 
64]. Given an query image, this problem is to retrieval images from a large image 
database based on the visual similarity between the query and the database images. In 
this case, representing the visual information of each images as some feature meas-
ures are critical [15–20]. Most often, both global and local visual information are 
important. Cognitive science community has shed some light on this topic, in particu-
lar in the ground laying work of Kong [21, 22] on how human visual cognition 
processes global and local visual information and utilize both type of information to 
solve complex visual problems. Kong’s work on global/local visual information 
processing has not only made great impact in the field of cognitive science, but also 
inspired many advances outside cognitive science, such as in the one discussed in this 
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paper [21, 22]. J. Yang et al. [23] presented a novel approach for foreground objects 
removal while ensuring structure coherence and texture consistency. The approach 
used structure as a guidance to complete the remaining scene. The work benefits a 
wide range of applications especially for the online massive collections of imagery, 
such as photo localization and scene reconstructions. Moreover, this work is applied 
to privacy protection by removing people from the scene. Inspired by Kong’s work 
[21, 22], various image representation methods have been proposed. Among them, 
local visual descriptors has been shown to be outperforming other visual methods 
[24–28]. This kind of methods are also called bag-of-features since each images is 
represented as a collection of  local features [29–31]. 

This work presents a novel content-based  image retrieval system, which is based 
on the Visual Words (VW) framework. VW framework is a recently introduced 
framework, and it has been successfully applied to scenery and object image retrieval 
tasks [32, 33, 15]. The VW model represents each image using a discrete and disjunct 
visual vocabulary which is composed of  many visual word elements [34-37]. Base 
on this model, it is possible to split an image into a set of visual features and to 
represent the image using the statistics of these local visual features. The ideal intrin-
sic features should be transition, rotation, and scaling invariant [38, 39]. However, in 
many applications, it is hard to find the ideal features. In our system the visual fea-
tures are the key points with SIFT (Scale Invariant Feature Transform) descriptors 
[40–43], or image patches (small sub images) [44–47]. One effective statistical image 
presentation of VM model is Proximity Distribution (PD) [48, 49]. Moreover, a cor-
responding kernel function is also proposed to match a pair of proximity distributions. 
The PD is defined as the distributions of co-occurring local features as they appear at 
increasing distances from one another. One inherent procedure of the PD model is the 
discretization of visual words from continuous image local features. 

In this study we investigate the effect of ambiguity modeling on ambiguous prox-
imity model. To the best of our knowledge, there are no published studies on the ap-
plication of visual word ambiguity in constructing proximity distribution. The main 
contribution of this paper is an investigation of visual word ambiguity leading to ex-
plicit Visual Word Contribution Function for the Ambiguous Proximity Distribution 
model. Moreover, we try to develop a kernel to match two Ambiguous Proximity 
Distribution, so that it can be used in image retrieval.  

The paper is organized as follows: In section 2, we introduce the proposed Ambi-
guous Proximity Distribution Kernel. Section 2.1 discusses the original Proximity 
Distribution Kernel model. Section 2.2 introduces the Visual Word Contribution 
Function for generalization of hard and soft assignment of a local feature to a word in 
the dictionary, and by developing three ambiguous contribution functions, we pro-
posed three Ambiguous Proximity Distributions in section 2.3. Section 3 presents the 
experimental results and Section 4 concludes with the final remarks. 

2 Ambiguous Proximity Distribution Kernel 

Let X be an image and {xl}; l = 1,……, L a collection of L local features extracted 
from X. Typically, the local features or regions xl are detected interest regions with 
SIFT descriptors [40], or densely sampled image patches [50]. In the learning phase, 
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we construct a codebook V using a clustering algorithm. Usually, k-means is used to 
cluster centers of features which extracted from all images in the database, then, these 
cluster centers are used as a vocabulary (codebook) V = {v1, …… , vK} with K visu-
al words for all images to get word vector representation [51–53]. On the set of all 
available features of query image X, we perform vector-quantization, to arrive at K 
codebook elements V = {v1, …… , vK}. So, in this first coding stage, the image X is 

represented by the local feature {(xl,αl)} k = 1, …… ,L 

  (1) 

where xl is image region l, and D(vi, xl) is the distance between a codeword vi and 
region xl. 
Given a vocabulary of K codewords, and the traditional VW approach describes an 
image X by a distribution over the visual words. For each word vi in the vocabulary V 
, the traditional VW model estimates the distribution of visual words in an image by 

  (2) 

The indicator I(x) outputs 1 when the Boolean variable x is true and 0 otherwise. By 

applying I(αl = i), the region xl is only assigned to the nearest word vi in the dictio-
nary. The VW model represents an image by a histogram of word frequencies that 
describes the probability density over codewords. 

2.1 Proximity Distribution Kernel 

The proximity distribution kernel(PDK) is proposed by Ling and Soatto in [54], which 
matches distributions of co-occurring local features as they appear at increasing dis-
tances from one another in an image X. In this case, each feature point xl is first 
mapped to one of K discrete visual words vi ∈ V , which are the prototypical local 
features identified via clustering on local features of many training images. 

Each local feature set {xl,αl}, l = 1, …… ,L of X is converted to a K × K × R-
dimensional histogram. Specifically, for a given image input represented as a local 
feature set X, each histogram element HX(i, j, r) is defined as the number of times 
visual word type j occurs within the r spatially nearest neighbors of a visual word of 
type i. The proximity distribution of X is given as 

  (3) 

where dNN(xl, xm) ≤ r indicates that xm is within the r- th nearest neighbors of xl. R is 
the size of the neighborhood. Since r = 1, …… ,R, apparently it is a cumulative dis-
tribution of the cooccurring pairs of words. The (unnormalized) proximity distribution 
kernel (PDK) value between two images with feature sets Y and Z is then 
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  (4) 

where HY and HZ are the associated arrays of histograms computed for the two input 
feature sets for image Y and Z. 

2.2 Visual Word Contribution Function 

In this section, we generalize the bag-of-features based image presentation as a visual 
word contribution form. First of all, for a region xl in an image X, we define it’s con-
tribution in the constructing of an statistical presentation (histogram or proximity 
distribution) as Visual Word Contribution Function as its contribution in accumulat-
ing the i-th bin as F(vi, xl). Then we consider the Visual Word Contribution for Prox-
imity Distribution HPD. Apparently, (3) can be rewritten as  

  (5) 

In the above histogram and proximity distribution, one inherent component of the 
hard assignment for codebook model is the assignment of image local feature to visu-
al words in the vocabulary by using Hard Assignment Contribution Function as 
Fhard(vi,xl). Here, an important assumption is that a discrete visual word is a characte-
ristics representative of a continuous image feature. 

2.3 Ambiguous Proximity Distribution 

The continuous nature of local visual features indicates selecting a most representa-
tive visual word from a visual vocabulary. It is possible that one local feature can 
have zero, one, or multiple optimal visual words in a visual vocabulary [34]. If there 
is only one optimal visual word, there is no ambiguity. We propose a robust alterna-
tive method of discrete proximity distribution to estimate a probability density func-
tion, which is based on kernel density estimation [34].We call it Ambiguous Proximity 
Distribution. By giving three different ambiguous contribution function to replace the 
hard contribution function Fhard, we developed three kinds of Ambiguous Proximity 
Distributions (APD) as follows: 

Kernel Proximity Distribution. In the VW model, the histogram estimation function  
of the visual words may be replaced by a kernel density estimation function. Moreo-
ver, a suitable kernel is used, and it allows kernel density estimation to become a part 
of the visual word. With this function, the Kernel Proximity Distribution is given as, 

  (6) 
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where  is the Kernel Contribution Function, as follows,  

  (7) 

In this way, a kernel visual vocabulary replaces the hard mapping of local features in 
an image region to the visual vocabulary. This soft assignment models is realized by 
replacing the hard contribution function with the kernel contribution function. This 
soft assignment models two types of ambiguity between visual words: codeword un-
certainty and codeword plausibility, which are introduced as follows. 

Uncertainty Proximity Distribution. Uncertainty Contribution Function indicates 
that one image local feature xl may be assigned to more than one visual words. Uncer-
tainty Contribution Function is defined as follows, 

  (8) 

Func normalizes the probabilities to 1 and is distributed over all visual words. By using 
Func , we can define the Uncertainty Proximity Distribution as  

  (9) 

In this way, visual word uncertainty is kept and it has the ability to assign one local 
feature to multiple visual words. However, it does not take the plausibility of a visual 
word into account. 

Plausibility Proximity Distribution. Visual word Plausibility Contribution Function 
is proposed by by using ambiguous contribution functions. This function indicates 
that an image local feature may not be close enough to be represented by all the visual 
words in the vocabulary. Plausibility Contribution Function is defined as  

 F୮୪ୟ(v୧, x୪) = K஢൫D(v୧, x୪)൯I(α୪ = i) = ൜K஢൫D(v୧, x୪)൯, if α୪ = i0, otherwise (10) 

Fpla selects for an image local feature xl only the closet visual word vi and assigns it 
probability to the kernel value of that visual word. But it should be noted that it can-
not select multiple visual word candidates. 

In this way, we redefine the Proximity Distribution using Plausibility Contribution 
Function Fpla, resulting the Plausibility Proximity Distribution as 

ker i l(v , x )F

2
i l

ker i l i l 2

D(v , x )1 1
(v , x ) (D(v , x )) exp( )

22
F Kσ σπσ

= = −

i l
unc i l |V|

l
1

(D(v , x ))
F (v , x )

(D(v , x ))j
j

K

K

σ

σ
=

=


li l
NN l m|V| |V|

1 1
l l

1 1

(D(v , x ))(D(v , x ))
(i, j, r) { (d (x , x ) r)}

(D(v , x )) (D(v , x ))

L L
jX

unc
l m

k k
k k

KK
H I

K K

σσ

σ σ
= =

= =

= ≤
 



414 Q. Wang and Y. Li 

 

   (11) 

An unified formula is given as follows for these three ambiguous proximity  
distributions: 

  (12) 

where F(vi ,xl) is to the a version of Kker(vi, xl) for Kernel Proximity Distribution,. 
Moreover, by setting F(vi, xl) = Fhard(vi, xl) = I(αl = i), the original hard assignment of 
Proximity Distribution in (4) can also be included in (15). 

Then the corresponding (unnormalized) Ambiguous Proximity Distribution Kernel 
(APDK) value between two images with feature sets Y and Z is 

  (13) 

where and  are the associated arrays of Ambiguous Proximity Distribu-

tion computed for the two input feature sets.  

3 Experiments 

The proposed method is in general applicable for CBIR of large image databases ac-
cording to learned local visual vocabulary. In this section, we demonstrate our algo-
rithm using image patch exemplars [55] applied to a nearest neighbor classification 
problem medical image retrieval. We carry the experiments based on ImageClef 2007 
medical image classification and ImageClef 2008 large-scale medical image retrieval 
competitions. In these two groups of experiments, each image is treated as a collec-
tion of image local image features. 

3.1 Experiment on ImageClef 2007 Dataset 

In the ImageClef 2007 medical image classification competition [56], a database of 
12,000 categorized radiograph images is used. A set of 11,000 images are used as 
training set, and the remaining 1000 images are used as test images. There are 116 
different classes within this database, based on the differences of either the examined 
region, the image orientation with respect to the body or the biological system under 
evaluation. We represent each image as a bag of small patches, which are the repre-
sentation of local features of an image. We extract a small patch around every pixel,  
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Fig. 1.   (a) Effect of vocabulary size, for K-NN and SVM classifiers. (b) Classification per-
formance results of various types of Ambiguous PDK for the ImageClef 2007 dataset over 
various vocabulary sizes 

using a patch size of 9 × 9 pixels and the level of noise, we have also applied the 
Principal Component Analysis (PCA) [57, 58] procedure to the data dimensionality of 
descriptor vector of each local feature from 81 to 7. We use the the k-means algorithm 
to cluster the patches. Using the generated visual vocabulary, each image X is 
represented as an Ambiguous Proximity. In this step images are sampled with a dense 
grid. We firstly use  the k nearest neighbor classifier for the classification problem 
[59–61]. With our Ambiguous Proximity Distribution, we adopt the Ambiguous Prox-
imity Distribution Kernel KAPD to compute the similarity of the Ambiguous Proximity 
Distribution of two patches collections for images. We use the L1 norm distance DL1 
(HX, HY ) between the word histograms of the two images X and Y as distance measure 
for hard histogram,   
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  (14) 

The multiclass SVM is implemented as a series of one-vs-one binary SVMs with an 
Ambiguous Proximity Distribution Kernel KAPD. We run 20 cross-validation experi-
ments trained on 10000 training images and then test it on 1000 randomly selected 
test images. 

 

Fig. 2. Precision vs Recall graph of visual retrieval systems; ImageClef 2008 medical database. 
Predication shown for first 5,10,15,20 and 30 returned images. 

As Figure 1 shows, we increase the number of visual words up to 700 words. The 
performance of vocabulary size of 700 visual words is significantly better than that of 
the 200 vocabulary for the Hard Histogram baseline. However, with Ambiguous PDK 
the results are very similar for both sizes, as Ambiguous PDK can utilize more infor-
mation of provided by vocabulary by Ambiguous Visual Word Contribution Function. 
Figure 1 (a) also demonstrates that using an SVM classifier provides results that are 
more than 3% higher than the best K-NN classifier for both Hard Histogram baseline 
and Ambiguous PDK. We then make a concrete analysis of the results in Fig. 1 (b) 
with the various types of Ambiguous Proximity Distributions. The results show that 
Uncertainty Proximity Distributions HUNC consistently outperforms other types of 
ambiguity for all vocabulary sizes. But we should note that this performance gain is 
not always that significant. On the other end of the performance scale, there is Plausi-
bility Proximity Distribution HPLA, which always yields the lowest results. We can 
also see that a Kernel Proximity Distribution HKER, outperforms Hard Proximity Dis-
tributions for smaller vocabulary sizes. 

3.2 Large Scale Image Retrieval Experiment 

In ImageClef 2008 a large-scale medical image retrieval competition was conducted. 
In this competition, there are 66,000 images in the database, and also 30 query topics. 
Moreover, each topic is composed of one or more images and also a short textual 
description. The objective of retrieval is to return a set of 1000 images from the given 
database. Figure 2 shows the scores of our Ambiguous Proximity Distribution Kernel 
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(Ambiguous PDK), along with visual retrieval algorithms submitted by additional 
groups [62]. As the results shown in Fig. 2, The Ambiguous PDK for either original 
method shows the best possible performance, and again as we decrease the returned 
images, we can expect more accurate results at the cost of fewer returned images. 

4 Conclusions 

This paper proposed Ambiguous Proximity Distribution, a novel image presentation 
combining the advantage of visual word ambiguity and ambiguous proximity distribu-
tion. A visual word contribution function framework was used for analyzing its rela-
tion with the popular VW model and developing three novel Ambiguous Proximity 
Distributions. An extensive comparative medical image retrieval and classification 
experimental analysis with state-of-the art medical image retrieval methods provided 
empirical evidence of the effectiveness of the proposed technique for enhancing the 
performance of medical image retrieval system. 
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Abstract. Space partitioning based indexing technique reduces search space 
and increases performance of the retrieval system. Geometric hashing is one 
such space partitioning technique which creates a global model descriptor. 
Aligning points prior to geometric hashing proves to be better for increasing the 
retrieval performance. This paper presents a newer technique of aligning points 
of Speeded Up Robust Features (SURF) using basis direction obtained through 
Singular Value Decomposition (SVD). Performance gets boosted by 10% on 
average in online searching as compared to classical approach. Further, the 
implicit parallelism that exist in proposed technique motivated us to use 
Graphics Processing Unit (GPU). The GPU based implementation of the 
proposed indexing technique achieved speed up in the range of 14.3x-82.28x 
for offline database indexing and 3.54x-4255.88x for online searching. 
Extension to the single query execution is provided by the newer multi-query 
approach. It proves to be better than the linear execution of multi-query. For 
GPU based multi-query implementation, speed up obtained is in the range of 
3.74x-3097.55x for 1 to 10 queries to be executed simultaneously. 

Keywords: Geometric Hashing, Graphics Processing Unit (GPU), Indexing, 
Multi-query, Searching, Singular Value Decomposition(SVD). 

1 Introduction 

In model based image recognition system, there is a need to generate global model 
descriptor offline from all the available database models. During online identification 
process, a query is mapped to the given global model descriptor and the closest 
matching model is considered as an output to the query. Computational cost of match-
ing query with every model descriptor of image in the database is reduced tremend-
ously using global model. Space organizing indexing structures like multidimensional 
hashing [9], grid-files and kd-trees [5] construct varying global model descriptors for 
faster recognition. Among all such descriptors, geometric hashing based image recog-
nition is the simplest and widely used technique suitable for both 2D and 3D model 
points. Instead of applying vector based global descriptor directly on the image 
points, extracting image features containing selective spatial image points and the 
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associated descriptor can improve accuracy and precision. Such extracted features 
emphasize on the structural analysis of spatial image points and statistical analysis of 
associated descriptor with each point. Hence, Palm based images [1] are chosen for 
experimentation, preserving both structural and statistical properties to provide better 
recognition accuracy. [3], [4] carry out model based recognition on it to achieve spee-
dup in the overall matching process. Scale Invariant Feature Transform (SIFT) [8] and 
Speeded Up Robust Features (SURF) [15], [14], [12] are two widely used spatial 
point based feature extraction methods. SIFT provides features invariant to scaling 
and translation, while SURF also provides invariance against rotation. As palm im-
ages may have some rotation we used SURF for our experimentation. 

Global model space generated using geometric hashing is accompanied by 
different transformation techniques for making changes in the spatial location of the 
points. We hereby propose a new transformation technique to speed up the overall 
process and achieve invariance against change. There is high level of parallelism in 
geometric hashing that can be leveraged by the modern GPUs available. The 
implementation is done on GPUs to speed up overall process of both, the classical and 
proposed indexing techniques. Global model-based indexing is mostly for single 
query processing environment. In such systems there is high turnaround and waiting 
time for the number of queries pipelined for execution. By extending it for the multi-
query this execution time can be reduced tremendously.  
The salient contribution of this paper is as follows: 

• Proposes and evaluates a newer technique to efficiently index SURF based key-
points by basis direction from Singular Value Decomposition (SVD). 

• Compares proposed technique with both sequential and GPU based parallel im-
plementation of classical geometric hashing. 

• Proposes multi-query support in the proposed technique. 
• Validates multi-query technique by implementing both sequential and GPU based 

parallel approach. 

The paper is further arranged as follows: Section II will give information about the 
related study and work carried out in this domain. Section III will discuss SURF fea-
ture extraction technique and presents algorithm for proposed transformation tech-
nique for indexing, brief about its parallelization on GPU and provides extension for 
multi-query environment. Section IV will discuss experimental findings and Section 
V will provide conclusion. 

2 Related Work 

Drost et. al [6] presents efficient 3D object recognition using global model descriptor. 
Searching was done with 2D scene query by matching locally to generated 2D search 
space. It shows better performance than the traditional matching techniques. Gavrila 
and Groel [7] did similar model based recognition on 3D images by searching for 2D 
images. 
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Badrinath et al. [4] uses palm images for comparison based on geometric hashing 
with newer score voting strategy. Indexing based on similarity transformation was 
done to change the locality of the generated feature space. It shows better recognition 
and invariance to changes in the palm prints. Jayaraman et al. [10], [11] uses both 
geometric hashing based indexing with novel preprocessing  based on mean transla-
tion, scaling and alignment of feature points along the principal components. By 
aligning points along the principal components points, variance of the feature space is 
considered. This work applied the Principal Component Analysis (PCA) technique to 
find the direction in which variability is maximized. One of the major drawbacks of 
PCA is that, it cannot align outliers due to its implicit definition. 

Alcantara et al. [2] presents real time two-level hashing based on sub-table creation 
implemented on GPUs. Verification of this approach was done by 3D painting, colli-
sion detection and other methods. We implemented GPU based partitioning for 2D 
space which we derived from [2] for handling large data with collision resolution. 
Lefebvre and Hoppe [13] also provide hash table creation on GPUs in real time for 
image recognition and collision detection. 

3 Proposed Indexing Technique 

This section proposes indexing technique which uses geometric properties of the SVD 
based basis vectors. This technique is based on aligning points along the direction of 
maximum variance to utilize the spatial properties in the newly transformed space. 
Figure 1 shows general framework for using such an indexing technique with index-
ing and searching as its main component. During indexing, all the features extracted 
from models are mapped into the 2D hash table. While searching, by using hash table, 
the best match is retrieved without comparing it to the whole database. The tech-
niques presented in this paper provide flexibility in inserting a new model inside the 
database without reconstructing the whole index structure. 

3.1 Speeded Up Robust Features 

SURF is a multidimensional feature extraction technique widely used for objects and 
image recognition. A 64-bit descriptor is associated with each key spatial point se-
lected by this technique. This key spatial point selection is done using the Hessian box 
operator at different scales and sample rates. It makes this technique scale, rotation 
and translation invariant. Method to obtain SURF features is discussed in detail in [4]. 

Suppose there are N model images each containing m average interest point’s ex-
tracted using SURF method. Each of these interest points is associated with a descrip-
tor of length 64 with it. For an online query containing n interest point’s extracted 
using SURF method, a similar model is identified by comparing all n points, with 
each of the m points using Euclidean distance measure. Further, indexing technique 
based on space partitioning is applied to reduce the overall distance. 
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Fig. 1. General Framework for Proposed Indexing Technique 

3.2 Indexing 

After feature extraction, indexing using SVD based transformation and hash table 
generation is performed in the feature space. A translated and rotated object in the 
query is transformed using SVD and compared to the database model. During trans-
formation, SVD is applied directly on the data matrix to generate eigenvectors for 
each nonzero eigenvalue. Eigenvectors corresponding to two largest eigenvalues will 
be selected as a basis vector and whole data matrix will be projected with these basis 
vectors aligned along the coordinate axes. Input to the transformation framework will 
be the features extracted from each model image having matrix Mm×2. Our objective is 
to calculate basis vectors B1 and B2 corresponding to M using SVD. Unlike SVD, 
PCA is performed by working with the covariance matrix generated from the mean-
invariant data matrix. Variance due to the impact of outliers is larger in SVD than in 
PCA. Figure 2 shows the transformation of points in the 2D space for a sample fea-
ture space generated from the image of a palm. Figure 2(a) shows the original feature 
space, while 2(b) shows the change in the feature space after transformation by SVD. 

The transformed space is then partitioned into a 2D hash space of size N1×N2, 
where N1, N2>0. For every model image, this common 2D hash space is generated 
and stored as a global model descriptor. The indexing algorithm is given in Algorithm 
1. Indexing using Algorithm 1 over palm databases, figure 3(a) shows an increase in 
the number of elements per bin by proposed indexing over the classical approach 
shown in figure 4(a) for a small size of hash bins (say 64*64 in this case). With large 
hash bins, the scenario gets changed. Figure 3(b) shows lesser elements per bin than 
4(b) (Hash bin size is 1024*1024). Hence the number of elements per bin will de-
crease for larger hash bins, which will also further decrease the overall comparison 
for the online searching. 
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(a) Originial Coordinates (b) Aligned Coordinates after SVD 

Fig. 2. Coordinates Transformation during Indexing 

Algorithm 1: Indexing 

INPUT: Set of model images 
OUTPUT: Global model identity hash table 
For each model image M do: 

1. Extract SURF based features of an image. Assume created feature Matrix M 
of size 2*m, where m is extracted features. 

2. Determine two basis vectors (each of 2*2) from SVD of matrix M. Basis 
vectors are eigenvectors with highest eigenvalue. 

3. Rotate the feature space with two basis vector aligned to co-ordinate axis. 
Assume rotated feature Matrix R of size 2*m. 

4. Partition the transformed feature space into geometric hash bins. Assume 
number of hash-bin be N1 and N2 in both direction. 

5. Index every feature element from R matrix into partitioned hash bins N1, N2 
to create global model identity. 

3.3 Searching 

The main advantage of the proposed indexing technique is a reduction in the response 
time compared to the classical technique with transformation. The searching algo-
rithm is given in Algorithm 2. Suppose {I1, I2,.., Iq} be q transformed features ex-
tracted from a query Q. For finding the match, every query interest point, Ii is mapped 
to z index of the hash table. Euclidean distance is calculated between Ii and c, where c 
is an element of H(z). A candidate set is created for every element below threshold 
and at last all the candidate sets are considered in voting for the best match image. 
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Fig. 3. Hash Distribution for Proposed Indexing Scheme  
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Fig. 4. Hash Distribution for Classical Geometric Hashing 

Algorithm 2: Searching 

INPUT: Query Image, Global model identity hash table 
OUTPUT: Best Match 
For Query Image Q do as follows: 

1. Extract SURF based features of an image. Assume created feature Matrix Q 
of size 2*m, for q extracted features. 

2. Determine two basis vectors (each of 2*2) from SVD of Matrix Q. Basis vec-
tors are eigenvectors with highest eigenvalue. 

3. Rotate the feature space with two basis vectors aligned to co-ordinate axis. 
Assume rotated feature Matrix QR of size 2×m. 

4. Index the transformed feature space QR into hash bins N1, N2 to query iden-
tity, N1 and N2 need to be same as indexing. 

5. Map every non-zero query identity hash bins into global model identity. 
6. Compute Euclidean distance of feature element with every element present in 

both the indexed bin. 
7. Compute Candidate Solution per bin with certain threshold. 
8. Calculate total votes for a database model from the candidate solution. 
9. Return database model with maximum vote. 
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3.4 Paralleling Geometric Hashing 

There is a high level of parallelism provided by geometric hashing and its compo-
nents. Each of them can be parallelized easily, apart from creating the global model 
descriptor. There may be a race condition when multiple threads try to index feature 
element on the same location. Locking becomes inevitable for incorporating all the 
changes in the hash bins. We implemented block free based approach for it. For han-
dling such a race condition, we firstly register position in a shared hash-bin for the 
feature element using compare and swap instruction and secondly, insert it into that 
registered bin location without locking. It is to be noted that elements need to register 
a priori before inserting into any bin and this will guarantee mutual-exclusion of 
changes to be handled properly. 

3.5 Proposed Multi-Query Environment 

In this section, we propose to execute multiple queries simultaneously. Figure 5 
shows that instead of constructing query identity iteratively, one can buffer all the 
available queries and form a common query model identity with their unique map-
pings. The overall waiting and turn-around time, by creating query model identity and 
then comparing with global model identity, will reduce. Algorithm 3 shows the mod-
ified algorithm for multi-query approach. 

 

Fig. 5. Constructing Common Query Identity for Multiple Queries 

Algorithm 3: Multi-Query Searching 

INPUT: Multiple Query Image, Global model Descriptor hash table 
OUTPUT: Best Match for all queries 
For each query image Q do as follows: 

1. Extract SURF based features of an image. Assume created feature Matrix Q 
of size 2×m, for q extracted features. 

2. Determine two basis vectors (each of 2×2) from SVD of Matrix Q. Basis vec-
tors are eigenvectors with highest eigenvalue. 

3. Rotate the feature space with two basis vectors aligned to co-ordinate axis. 
Assume rotated feature Matrix QR of size 2×m. 

4. Index the transformed feature space QR into hash bins N1, N2 to create 
common query identity. 
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After creating common model Identity do as follows: 

1. Map every non-zero query identity bins to global model identity. 
2. Compute Euclidean distance of feature element with every element present in 

both the indexed bin. 
3. Compute Candidate Solution per bin with certain threshold for every query. 
4. Calculate total votes for a database model from the candidate solution for 

every query. 
5. Return database model with maximum vote for all the queries. 

4 Experimental Results 

Proposed approach is evaluated with CASIA Palm-print Image Database containing 
images of 512 subjects [1]. Sequential version of the methods are verified with Intel 
(R) Core(TM) i3 CPU with 6 GB of RAM and parallel version are verified with Tesla 
C2070 GPU containing 448 CUDA cores and 5376 MB of global memory for storage. 
Experimentation is carried out with 1000 total image models due to limited primary 
memory. Evaluation of the system is done by comparing performance of both classic-
al and proposed indexing technique. This was done using percentage data reduction 
and multiple distance evaluation mechanisms. We also compared GPU based parallel 
versions, and looked at the performance of the proposed indexing for multiple queries 
in both sequential and parallel versions. Performance is calculated for both off-line 
indexing and online searching. For all experiments we consider different number of 
hash-bins and different types of queries. For both the methods all parameters are set 
the same for all the experimentation. The algorithm was implemented in C++ with 
CUDA 4.0 and OPENCV-2.4.0. All given timings include the overall time take by the 
system including preprocessing, feature extraction, memory transfer between CPU 
and GPU, model creation, distance computation, candidate selection and voting. A 
preprocessing step is required to model images before calculating the model identity. 
Hence, masking (to blur) and histogram equalization (to enhance images) is per-
formed, resulting in an increase in the number of interest points for searching effec-
tively. 

Figure 6 and 7 shows timing of both, offline and online activities in the proposed 
as well as the classical technique. Online activity, which is the prime target of any 
retrieval system to optimize, gives good results with our methodology. Figure 8(a) 
shows speed-up achieved by comparing it with the sequential version of the same 
method. In comparison with the classical technique, our proposed indexing obtains a 
better speedup due to the change in the locality and the number of elements per bin. 
Table 1 and 2 show database reductions for both, proposed indexing and classical 
geometric hashing. Overall database reduction range for different queries and hash 
bins for the proposed indexing is 94.3% to 99.8%, while for classical indexing is 
91.5% to 99.6%. 

Figure 9(a) and 9(b) shows distance evaluation for different queries on both, the 
proposed and classical techniques respectively. The number of distance computations 
for a larger bin size is much lesser in the case of the proposed technique, due to the 
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spatial relocation of points. This will reduce the online searching time. Table 3 shows 
performance of sequential and parallel version of proposed multi-query approach. 
Experimentation is done with a single query, having an average interest point; and 
multiple queries to be executed simultaneously for different hash sizes. Figure 8(b) 
shows corresponding speedup for the experimentation carried out for different hash 
sizes and number of queries. The proposed multi-query approach for a higher number 
of queries did not increase linearly as was expected from the naive implementation of 
the system. Hence our multi-query approach is performing better than expected. 
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Table 1. Database Reduction: Proposed Indexing (Values are in %) 

Hash bin Size  
Queries 

Minimum Average Median Maximum 

64×64 97.2 94.4 94.3 94.3 

128×128 99.2 94.6 94.4 94.3 

256×256 99.6 95.9 96.1 95 

512×512 99.8 97.9 98.3 96.9 

1024×1024 99.8 99 99.4 98.3 

Table 2. Database Reduction: Classical Geometric Hashing (Values are in %) 

Hash bin Size  
Queries 

Minimum Average Median Maximum 

64×64 97.2 94.4 94.3 94.3 

128×128 99.2 94.6 94.4 94.3 

256×256 99.6 95.9 96.1 95 

512×512 99.8 97.9 98.3 96.9 

1024×1024 99.8 99 99.4 98.3 
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Fig. 9. Distance Evaluation for Different Queries 

Table 3. Performance of Multi-Query Based Proposed Approach (Online Searching) 

No.of Query 
64×64 128×128 256×256 

Sequential Parallel Sequential Parallel Sequential Parallel 

1.  25.43 6.79 78.84 6.96 301.14 3.96 

2.  25.80 6.89 88.44 8.06 344.36 6.43 

3.  31.41 7.04 99.41 7.63 397.46 9.06 

4.  36.41 7.19 117.54 7.64 428.07 12.54 

5.  43.69 7.31 127.57 4.41 476.68 14.09 

6.  46.62 7.54 149.21 8.04 659.08 17.34 

7.  51.11 7.86 188.79 7.26 884.86 19.31 

8.  55.12 7.72 211.41 7.28 926.39 28.18 

9.  61.29 8.05 228.13 6.31 999.01 26.29 

10.  67.59 7.97 247.09 9.27 1106.76 27.74 
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Table 3. (continued) 
 

No.of Query 
512×512 1024×1024 

Sequential Parallel Sequential Parallel 

1.  1073.7 8.02 17302.9 5.58 

2.  1297.15 3.32 17434.7 8.98 

3.  1197.79 3.76 17248.5 12.45 

4.  1242.9 4.67 18786.8 16.22 

5.  1312.16 5.59 15974.2 19.7 

6.  1403.98 6.79 34275.6 23.96 

7.  1464.03 7.93 66159.7 26.15 

8.  1524.61 8.54 53968.7 29.24 

9.  1591.06 9.39 28533.6 33.4 

10.  1641.43 10.18 25144.4 35.23 

5 Conclusion and Future Work 

In this paper we proposed and evaluated a new indexing technique with transforma-
tion using SVD based basis directions. We verified our technique with palm print 
based images. We obtained considerable speed-up as compared to the classical tech-
nique of geometric hashing. We further parallelized both, the presented approach and 
the classical technique on GPU based systems and achieved a major speedup as com-
pared to its sequential counterpart. We also extended the single query system to ex-
ecute multiple queries simultaneously and received a considerable speedup after port-
ing it to GPUs. In future we will try to work on the more intrinsic parts of the index-
ing systems to make it more efficient. 
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Abstract. Managing Service Level Agreements (SLAs) in cloud computing in a 
dynamic manner becomes a critical issue for cloud service providers. This is 
due to the emerging technology and the frequent and continuous change in 
cloud service requirements and techniques over the time. Current cloud SLAs 
management methods are rigorous in terms of SLA updation to incorporate new 
changes. Since updating any SLA, to meet any required change in cloud 
requirements and techniques, requires reformulation and remapping to all 
available SLAs (called public SLAs). This paper proposed a mechanism to 
dynamically manage cloud computing SLAs based on Real Options Analysis 
(ROA) concept. The proposed model maps the required changes to all public 
SLAs and sorts out the most related or suitable SLAs (solutions) based on 
options theory while recording the other solutions for any future change 
according to emerging circumstances. The technique incorporates any new 
change dynamically; by mapping it to a limited number of SLAs (recorded 
solutions) based on various options presented by ROA. The framework 
presented in this paper would provide a flexible solution in managing cloud 
SLAs in both cloud provider and the user’s perspectives.  

Keywords: Cloud computing, Service level agreement (SLA), Real options 
analysis, User requirements. 

1 Introduction 

Cloud computing is a modern computation technique in which the data is stored on 
interconnected servers permanently and cached temporarily through handheld 
devices, laptops , computer terminals , tablets etc.  [1]. Cloud computing differs from 
grid computing in that the shared pool of virtualized accessible computing  resources 
can be rented by consumers with minimum management and interaction efforts 
[2][22].  
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To establish a service contract between cloud consumer and the service provider, 
service level agreements (SLAs) reflect the quality of services. The SLA is basically a 
plain-text document containing information about the service’s requirements, goals, 
etc. To be more specific, it contains: i) service level agreement related parties, such as 
service provider, consumer and third parties ii) provided services along with their 
definitions iii) measurement metrics to evaluate and audit the delivered services v) 
duties of all involved parties and vi) SLA update issues [3]. Cloud SLAs management 
involves three main steps namely SLA mapping and negotiating, monitoring and 
profiling, and finally recovering and enforcing. The first step maps the consumer’s 
requirements to service provider’s public SLAs (sometimes called SLA templates) 
and negotiates the subscription issues e.g., price, update, etc. The SLA monitoring 
and profiling are executed during the subscription period to measure the service 
provisions and collect runtime information, respectively. The recovery sub-step is 
essentially used for updating the service SLA in case if any exception occurred. 
Finally, the SLA enforcement is used to end the SLA lifetime if the service provision 
is completed [4].  

Current cloud computing providers use static and rigorous SLAs. Whereas, the 
consumer selects the cloud service and agreed on the corresponding public SLA by 
clicking on a provided checkbox. However, cloud requirements and techniques are 
continuously changing over the time and, as a result, updating a cloud SLA requires 
specifying a new SLA or mapping the new change to all public SLAs. Despite the 
recent progress in SLA understandings, troubling gaps and shortcoming remains. 
Little is known, for example, about the dynamically updating cloud SLAs with the 
emerging trends and techniques. Several cloud SLAs management approaches 
[5,6,7,8] have been proposed to address this issue but these approaches require 
mapping the new change to all public SLAs, instead of some suitable SLAs only. As 
such updating the cloud SLAs dynamically still requires more research efforts [9]. 

This paper proposed a preliminary framework for dynamic cloud SLA 
management. The proposed model inherits the real options analysis (ROA) concept 
which helps in providing a dynamic cloud SLAs management. A modest but growing 
body of research supports employing real option theory to propose more suitable SLA 
solutions [10].  As such, the design creates option for the most appropriate SLA while 
prompting to frame the other selected suitable SLAs situational specifics. Whenever a 
new change is required to a specific SLA; only related and suitable SLAs are 
analyzed to address the new solution (SLA) for sustainable and efficient computing 
utility. Thus, one way to address this is dynamic updating of SLA mechanism in real 
time. 

The paper is organized as follows: Section 2 reviews the related works in cloud 
SLAs management. Then, Section 3 presents the real options analysis (ROA) concept. 
The proposed model is presented in Section 4. Section 5 presents the SLA 
specification language for the deployment model used by this research. Finally, 
Section 6 concludes this work with the future directions of this preliminary 
framework.  
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2 Related Work 

Several cloud SLAs management approaches have been proposed in the literature. 
These approaches can be classified into two categories SLA ontologies and SLA 
mapping approaches [11]. The SLA ontologies approaches [12,13,14,15,16,17] let 
cloud consumers to specify their requirements in a semantic language for matching 
mechanism and then the SLA is created based on the consumer requirements. 
However, these approaches require the consumers to know how to use the semantic 
language to specify their requirement and not considering the continuously changing 
mechanisms on both sides (technological and user requirements) [9].  

The SLA mapping approaches [5,6,7,8] are proposed to address the issue of 
adaptability by combining the consumer SLA (called private SLA) with the service 
provider SLA (called public SLAs) to come out with a new SLA. Using these 
mapping approaches, SLA templates - popular SLA formats- are used during creation 
and updating the SLAs provided for consumers. The SLA templates can be either 
public or private. The public SLA templates are created by service provider while the 
private SLA templates are created by consumers. In any way, using existing 
specifications for defining SLA templates, it is difficult to adapt the defined SLAs to 
meet the new requirements [8].  

In addition, using the above mapping approaches, the cost of service subscription 
process seems to be high as the consumer needs to manually define his private SLA 
even if the consumer may keep his old private SLA to be used with other services. 
According to Padhy et al., [9], the consumer must specify only a high level of metrics 
while the details of SLA must be described by the service provider. In other words, it 
is clear that there is a need for using only high-level requirements for specifying the 
new requirements (consumer, service provider, technical requirements and so on) and 
also updating the cloud SLA without issuing a new SLA or mapping the new 
requirements to all existing public SLAs. The framework proposed in this paper, 
would help cloud users to specify and update their SLAs with the advent of new 
technology and mechanism also for cloud providers (a flexibility to adapt new 
technology) as well as their customer’s requirements.  

3 Real Options-Based Dynamically Changing Requirements 
Management 

The real options analysis (ROA) is a “corporate finance method that provides 
strategic guidelines to model asymmetric response for investment decision making” 
[10]. The ROA concepts have been transformed and applied in [10,18,19,20] to 
information systems to address several issues such as dynamically changing security 
requirements and to incorporate updates in information security systems. The 
application of this methodology in IT systems (as mentioned in [10]) contains three 
steps namely identification, formulation and analysis and information recording. As 
such, such steps can be modeled as real options. During identification phase, the 
factors that lead to updating the system are identified. These factors can be internal or 
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external i.e. users, system errors, new technologies, etc. Then, the formulation and 
analysis step is used for analyzing the change request – submitted by users – and find 
the more appropriate solution from multiple future options (inherited from options 
theory). The whole solution is divided into sub solutions and adopted after a careful 
analysis by considering the uncertainty issues that might request a change in future. 
The anticipation is based on real mechanisms i.e. upcoming technology, previous 
experience, internal and external factors and the current needs of the customer 
mapped to the existing technology of the provider. Finally in recording information 
stage, some information are recorded into cards to be used later on for any further 
new change request. In this paper, this methodology is applied to address the issue of 
cloud computing SLAs with dynamically changing requirements management 
(creation and update).  

4 The Proposed Model 

The overall architecture of the proposed model is shown in Fig 1. The cloud service 
provider defines public SLAs for his provided services and uploads them to a 
database called public SLAs DB. The new consumer, technical or provider’s high-
level requirements are defined along with their corresponding priorities.  

 

Fig. 1. The overall architecture of the proposed model 

As shown in Fig 2, the ROA-based dynamic cloud SLA management has three 
main sub-components namely change identification, SLA analysis and information 
recording. The following sub-sections present these components in detail.  
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4.1 Change Identification 

According to Abbas et al., [10], the real option analysis (ROA) process starts with 
identifying factors/initiators that caused generating new SLA. The change factors can 
be classified into two categories implicit and explicit change. The implicit change is 
requested by the system due to any irregular behavior. Whereas, the explicit change is 
made by any cloud computing party such as consumer, provider, broker, etc. 
However, a new SLA is required in both cases. In fact, each change involves new 
requirement(s) measures with different metrics [23]. For example, the memory size 
can be given several values with different prices. The requirements are specified  
as high-level requirements, means no need for specifying the new requirements in a 
new SLA. 

 
Fig. 2. The ROA-based dynamic cloud SLA management 

4.2 SLA Analysis  

In this step, new requirements (initiated by any new change) and public SLAs are 
analyzed to find out the more related SLAs based on the ROA concept. The execution 
process of the SLA analysis is illustrated in Fig 3 in an algorithm format.  
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Fig. 3. The execution process of the SLA analysis  

As illustrated in Fig 3, the analysis process receives both the new high-level 
requirements with their priorities and public SLAs. The new high-level requirements 
are selected as a metrics and specified in what is called CR_record. For each public 
SLA, the new metrics (high-level requirements) are compared to the SLA’s metrics. 
The result is calculated based on the number of the matched metrics, additional 
requirements and uncovered requirements. We assumed that the number of new 
requirements (change) is 10. As shown in line 19, an SLA is executed if all 
requirements are satisfied without any extra requirements defined inside the SLA. If 
there are extra requirements, so the re-formulate option is selected. The output of this 
step is a list of several related SLA (solutions) where one of them will be executed 
while the other solutions will be recorded for any further change or update. 

4.3 Information Recording 

As mentioned earlier, the output of the analysis process will be a list of some 
suggested SLAs. Whereas, one of this suggested SLA will be executed as the more 
appropriate solution. However, some information about the suggested SLAs and new 
requirements is stored in XML-based file called SLAs_Cards_List. This information 
will help to resolve any required change in the future. Fig 4 shows an example of the  
 

INPUT: CR_record; Public_SLAs_DB
OUTPUT: Selected_SLA and SLAs_Cards_List. 
Let Selected_SLA=null 
Let SLA_card=null; 
Let NRSs= required Number of suggested solutions (SLAs) 
Enter the NRSs  
For each SLA in Public_SLAs_DB 
Let i=1; While (i<CRnum) 
  If CRrecord[i] found inside SLA then rank=rank+1 
    If ((i- rank>2) 
       i= CRnum //switching option (jump to another SLA)  
    If End 
    Else i=i+1 // Sequential option (test the next step) 
While End 
  If (Rank equal CRnum) then 
   If (SLA’s requirements equal CRnum) 
      Begin  
       Selected_SLA= SLA //execute this solution 

     Add SLA and rank to SLA_card 
   If End 
   Else add SLA and rank to SLAs_Cards_List // reformulate  
Else  
If ((rank +2)=>CRnum){ 

Add rank to SLA_card 
Add additional requirements to SLA_card 
Add uncovered requirements to SLA_card 

End If   
End For 
Return Selected_SLA and SLAs_Cards_List   
End 

01: 
02: 
03: 
04: 
05: 
06: 
07: 
08: 
09: 
10: 
11: 
12: 
13: 
14: 
15: 
16: 
17: 
18: 
19: 
20: 
21: 
22: 
23: 
24: 
25: 
26: 
27: 
28: 
29: 
30: 
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SLAs cards list which contains one or more SLA card. Each card includes four  
sub-elements namely SAL_identifier, Rank, Additional_Requirements, and 
Uncovered_Requirements.  
 
 

<?xml version="1.0" encoding="UTF-8"?> 
<SLAS_Cards_List> 

<SLA_Card> 
<SLA_identifier>PC12</ SLA_identifier> 
<Rank>7</Rank> 
<Additional_Requirement> 

<Name>SCALABILITY</Name> 
<Description>Computing platform scalability 

</Description> 
<Operations> run </Operations> 
<Address>//resources/PC12</Address> 

</Additional_Requirement> 
<Uncovered_Requirement> 

<Name>anyname</Name> 
<Description>asasa</Description> 
<Operations></Operations> 
<XPath>//SigmodRecord/issue[1]</XPath> 

</Uncovered_Requirement> 
<SLA_Level>5</SLA_Level> 

</SLA_Card> 
</SLAS_Cards_List> 

Fig. 4. An example of SLAs cards list  

 
The SLA_identifier is a unique identifier of the corresponding SLA. The Rank is a 
number of the matched requirements found inside the SLA. The 
Additional_Requirements sub-element lists all additional requirements found inside 
the SLA and not related/listed to/in the new requirements. The 
Uncovered_Requirements contains all new requirements not found inside SLA.  

5 SLA Specification  

For deploying the proposed model, the SLA specification issue must be considered. In 
other words, the SLA specification language need to be chosen and modified to meet 
the proposed model’s components. Several SLA specification languages have been 
proposed such as Web Service Agreement (WS-Agreement) and Web Service Level 
Agreement language and framework (WSLA). These languages are used for 
specifying the SLAs contents. In this research, the WSLA will be used as it is the 
widely accepted language. Using WSLA, each cloud SLA has three main parts, 
namely parties, service definition and obligation. The parties are service provider, 
consumer and other supporting parties such as cloud broker. The service definition is 
the service level parameters which are specified as metrics and used to define how the 
provided service is measured. Each metric can have several values for the same 
service. Different metrics are defined for different cloud services.  
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According to Alhamad et al., [21], the SLA metrics for IaaS are memory size, boot 
time, storage size, scale up, scale down, scale up time, scale down time, auto scaling, 
and maximum number of VMs, availability, and response time. For the PaaS, the SLA 
metrics are integration, scalability, pay-as-you-go billing, servers, browsers, number 
of developers, and development environments. The SLA metrics for SaaS are defined 
as reliability, scalability, usability, customizability and availability. Finally, the 
obligation includes the service level objectives which are actually formal expressions 
defined as “if …then…” statement. 

However, the parameter structure within WSLA is modified in such a way that 
each SLA parameter will have three elements namely metric, type and priority instead 
of metric only. The SLA parameter type determines whether the requirement (defined 
by the parameter) is internal or external. In this research, the cloud services’ changes 
(new requirements) are assumed to be classified into internal and external changes. 
The internal changes are any change defined/required by the cloud computing parties 
such as service provider, consumer, broker, etc. It can be technical or financial 
change. The latter are the external change required by an external party such as 
government, policy, etc. Finally, the priority is used for ranking the requirement and – 
later on – deciding which ROA option is suitable for this requirement.  

In addition, the new high-level requirements are specified as measurement metrics. 
The priority of each measurement metric has also to be specified. Regarding the 
public SLAs, since the cloud computing provides several services (such as IaaS, PaaS, 
and SaaS) so each service has its own public SLAs. This means that the number of 
public SLAs categories – inside the public SLAs DB - will be equal to the number of 
the provided services.  

6 Conclusion and Future Work 

The paper proposed a preliminary framework for SLA dynamic management model in 
a component based approach based on the real options analysis (ROA) concept to 
address the issue of dynamically changing user requirements and the emerging 
technology. The new requirements need to be mapped to all public SLAs only once. 
The result will be suggested based on the SLAs list along with some other related 
solutions (or SLAs) considering current scenario and future expected change. The 
number of the related solutions can be varied and may have entailed financial and 
system considerations. As such, cloud administer can rationally factor into their 
decisions greater volatile solutions. Then, if any new change happens and affects a 
specific SLA, the new change is mapped to only the related solutions. The future 
intention of this research is to come up with a comprehensive model for dynamically 
changing cloud SLA management with deployment details and case studies from 
cloud providers and cloud user’s perspectives. Furthermore, we will also investigate 
matrices for intelligent choices made by cloud administrator because volatile options 
hysteresis may increase. 
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Abstract. There are two main development trends in the modeling techniques 
for the manufacturing procedure of foundry material. One is based on numerical 
simulation, the other is based on artificial intelligence. The numerical simula-
tion method depend on the strict mathematics model and scientific mechanism, 
therefore, it is difficult to predict the final structure and properties by comput-
ers. The artificial intelligence method can learn from the empirical data, sum-
marize regularity, automatically build models, and predict the future as human 
brain does. Focusing on the complexity of foundry material design and combin-
ing advanced research in the field of artificial intelligence, this paper describes 
the application and development orientation about artificial intelligence tech-
nology in foundry material design, expounds the features of various technolo-
gies. In particular, the applications of artificial intelligence in some way of 
foundry material properties predicting are summarized.  

Keywords: foundry material design, artificial intelligence, foundry material 
performance modeling, quality prediction of sand casting process. 

1 Introduction 

With the development of technology, the requirement of new foundry materials in-
creases continuously. Study and production of foundry materials become more and 
more complex, to solve this problem, multi-discipline knowledge (foundry, physics, 
chemistry, mathematics, artificial intelligence, computer science) and multi-science 
methods (laboratory analysis, induction and deduction method) should be combined 
organically. This gives rise to a novel concept of “foundry material design”, which 
focuses on how to predict and optimize the performance of foundry material by mod-
eling the chemical composition, structure and physical property through scientific 
theory and computation.  

Theoretically, the foundry material design can be realized by building a mechanism 
model. However, in practice, the theory study of the foundry material design pro-
cessing is far behind the practical application. The researchers could not design the 
foundry material only in theory. Therefore, it’s a viable method to build models that 
reflect the relationship between the foundry material components, technology, and 
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properties of material according to the empirical data, which come from scientific 
research and productive practice. Optimizing the components and technology by us-
ing effective optimal method makes the empirical design of the foundry material to be 
possible.  

In order to design foundry material precisely, we need to create a reasonable and 
accurate simulation model at first. However, due to the manufacturing procedure of 
material, whose dynamic process covers many complicated variation such as tempera-
ture field, flow field, structure field, stress field, deformation field, melting, solidifica-
tion and so on, refers to the micro-properties and macro-dimensional accuracy of 
material structure, the production mechanism of foundry material is still unclear. In 
recent years, with the rapid development of computer and information science, it is 
possible to carry out computer simulation for foundry material. Lots of casting numer-
ical simulation technologies have been used in the industry production. Some soft-
ware (FT-Star, CAE et al), which combine the traditional foundry method and  
computer simulation technology, as important tools in casting production are playing 
an increasingly important role [3]. To date, there are two main development trends in 
the modeling techniques for the manufacturing procedure of foundry material. One is 
based on numerical simulation, the other is based on artificial intelligence. In general, 
when the casting method can be described by a strict mathematics model and has 
exact analytic solution, it can enter the practical stage and have a satisfying applica-
tion. The most representative casting numerical simulation technologies are: the  
solidification simulation [3-6] which based on the Fourier's Law, the mold filling 
simulation [3, 7-9] which based on momentum equation and mass conservation equa-
tion, the simulation of mold filling with heat transfer [10-12] which based on momen-
tum equation, mass conservation equation, and energy equation. However, due to the 
complex of foundry production, there are multiple factors effects the processing, 
therefore, it is difficult to predict the final structure and properties by computers. 
Since the mechanisms are unknown, the traditional computer simulation can’t build 
mathematics models exactly to reflect the relations. Numerical simulation is applied 
under the condition that the mechanism model of foundry material is known. In the 
circumstances that the mechanism model is unknown, one should rely on artificial 
experience, i.e. adopting artificial intelligence method. 

Artificial intelligence [13] is also called machine intelligence. It is an interdiscipli-
nary subject formed by the computer science, control theory, information theory and 
neurophysiology. Unlike the traditional computer simulation, artificial intelligence 
can discover underlying rules and extract useful knowledge from the empirical data 
when the mechanisms are unknown. The researchers can get a bridge between the 
foundry theory and experimental data by using the method that combined with induc-
tion and deduction. The advent of the artificial intelligence provides an effective  
method for intelligent foundry material design.  

2 Artificial Intelligence Method 

It's hoped that the computer has the ability of learning and thinking, since the first 
computer was developed. For some problems that people knows the mechanism and 
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the mathematics formula, the researcher only need to design the algorithm and data 
structure for computer, then they will get the solution by the numerical simulation et 
al. However, there are some problems that we haven’t found the complex mecha-
nisms. We do believe that there are some processes that can explain the problems. 
Though we don’t know the details of the underlying process, we know that it is not 
completely random. Though identifying the complete process may not be possible, we 
can still detect certain patterns or regularities. We may not be able to identify the 
problem completely, but we can construct a good and useful approximation. The ap-
proximation may not explain everything, however, it can account for some part of the 
problem. We can get the regularities by observation and learning, and predict the 
future event by the regularities. Artificial intelligence is programming computers to 
optimize a performance criterion using example data or past experience. With artifi-
cial intelligence, computer can gain knowledge from data automatically, and build a 
predictive model to make predictions in the future. Predictive ability has always been 
the key to intelligence.  

The foundry material production is one kind of typical complex process, which 
combines a lot of uncertain factors. In particular, the final structure and performance 
of the foundry material are affected by lots of uncertain factors. The related structure 
and parameters are time-variant. What’s more, there are a lot of disturbances in the 
environment, which leads to the fuzzy of the data. It is difficult to obtain the mathe-
matical model of such complex process, thus the traditional numerical simulation 
methods can’t solve the problems effectively. Therefore, we need to use the artificial 
intelligence technologies to supervise the computer learning, according to the empiri-
cal knowledge, and built a model to predict the final properties of the foundry materi-
als. It is subsidiary to the foundry production, providing a new effective way for de-
signing new foundry materials. According to the industrial applications, we introduce 
some common artificial intelligence technologies that are commonly used in foundry 
material design: statistical regression, artificial neural network, and support vector 
machine. 

2.1 Statistical Regression 

Statistical regression analysis is a common method that deals with the foundry mate-
rial data. It first studies the relationships among multiple variables by using the exper-
imental data and observation data, then builds the mathematics model based on the 
correlation, and then uses the model to solve the problems of prediction, optimization 
and controls. Statistical regression analysis can be used to study the relationship 
among the material component, organizational structures and physicochemical prop-
erties of foundry materials. It also can be used to study the dynamic change rule  
between the properties and the technology of the foundry processing. In foundry ex-
periment, the statistical regression analysis is performed as follows. It first builds a 
regression model by using the experimental data, then predicts the properties of the 
foundry material and optimizes the technology parameters. 

The traditional regression methods include least square method, multiple linear re-
gression, multiple nonlinear regression, principal component regression, partial least 
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squares regression, and so on. In the field of foundry industry, the primal data analysis 
methods are linear regression. As to the nonlinear data, they should be mapped to the 
linear space firstly. Then the analysis is performed in the linear space. In general, the 
experimental results are affected by the foundry environment. Since there are meas-
urement errors in the dataset, the traditional statistical regression analysis can only get 
an approximate expression to show the regularity. Therefore, the modern statistical 
regression methods often combine with other artificial intelligence technology to have 
the ability of self-learning and nonlinear fitting. The combination of artificial intelli-
gence technology and computer science application can improve the efficiency of the 
foundry material data processing, and help the researchers to analyze and  
predict the performance more exactly. 

2.2 Artificial Neural Network 

Artificial neural network is one kind of complex network that is constructed by a 
series of neurons with a certain structure and weight. It can simulate the structure and 
behavior of the neural network in human brain. Artificial neural network automatical-
ly extracts features from the input and output of the objects that need to be processed, 
gets the empirical knowledge and stores it in the combination of the network. Artifi-
cial neural network has some characteristics of the biology neural network, such as 
self-learning, self-organization, association, and fault-tolerant. Therefore, it is used to 
solve the linear and nonlinear problems, and is applied widely in the foundry area. It 
can not only solve the qualitative problem, but also deal with the quantitative prob-
lem. Artificial neural network doesn’t depend on any empirical knowledge, it auto-
matically summarizes the regularity of the foundry material data. Most of modern 
regression analysis models are based on artificial neural network, therefore, the re-
gression algorithms have the function of self-learning, and the ability of the nonlinear 
regression. The typical artificial neural networks are back-propagation neural net-
work, radial basis function neural network, and so on. The combination of the artifi-
cial neural network models and the computer science technology improve the  
efficiency of the regression analysis, and help the researchers to predict the foundry 
results more accurately. 

2.3 Support Vector Machine 

Support vector machine is a machine learning method. It is under the principle of struc-
tural risk minimization and has best overall solver. Support vector machine gets a good 
trade-off between complexity and learning ability with limited samples. It performs very 
well in the problems of classify and regression. Support vector machine can avoid the 
disadvantage that caused by the traditional machine learning method, such as over-
fitting, dimension disaster, and local minimization problem. It is easy to generalize un-
der the small-sample size cases, and it is widely used in the foundry material design. On 
one hand, the foundry material design involves complex process, such as micro-
structures, physical change, chemical change, electromechanical properties, and so on.  
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The properties of foundry material are affected by technics parameters, procedures, and 
machining accuracy. Since there are so many factors affect the foundry processing, the 
modeling method should be able to solve the problem of dimension disaster. On the 
other hand, since the working condition of the thermal processing is bad, it is hard to get 
effective samples of the material design. The traditional statistical analysis methods are 
robust only if the numbers of samples tends to infinity. However, support vector ma-
chine studies the machine learning problem in small-sample size cases, therefore, it is 
effective to deal with the regression problem when the samples are very limited. 

3 Applications of Artificial Intelligence in Foundry Material 
Design 

With the development of foundry production and scientific experiment, lots of found-
ry material dataset have been built recently. Extracting the regularities from the em-
pirical knowledge and experimental data by using the artificial intelligent technology 
is a new trend of foundry material design. Applications of artificial intelligence in 
foundry material design includes building relationship between material structure and 
properties, predicting chemical change, casting technology modeling and optimiza-
tion, process control and fault diagnosis et al. From the aspect of application, we  
review two main technologies: properties predicting and quality prediction of sand 
casting process in this paper. 

3.1 Properties Predicting 

In general, the purpose of the properties predicting is to obtain the relationship among 
material component, material structure and the properties, such as: quantitative struc-
ture-activity relationship, the material constitutive relation, and material component-
technology-structure-performance relation. On one hand, the properties of the foundry 
materials are affected by multiple factors. For instance, the mechanical property is the 
function of material component, organization structure, and foundry technology. 
There is a complex non-linear relationship between the mechanical property and mul-
tiple factors. On the other hand, theoretically, it is need to build an intelligent model 
to map the complex non-linear relationship. The model can help the researchers to 
predict the foundry material properties, and reduce the experimental procedure.  

As to the application of artificial intelligence in foundry material design, the earlier 
models are based on the theory of statistical regression. Pickering proposed the meth-
od of alloy design [14]. They applied the regression model to design alloy, and  
obtained the good performance and microstructure parameters by using the control 
technology. Yu et al [15] measured the mechanical properties and microstructural 
parameters, and made the comprehensive chemical analysis. They got the regressive 
formulae of the relationship between mechanical properties and chemical composi-
tions along with microstructural parameters by adopting statistical method. In the 
paper, they also compared the chemical compositions between steel products of 
Angang and Baogang Iron and Steel Works. Zhao et al [16] performed the low cycle 
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fatigue testing on Nickel base super alloy at three different temperatures. The strain-
life and cyclic stress-strain relationship at various temperatures were given by using 
the least square method. They discussed the change in fatigue life behavior and fa-
tigue parameters with temperature, and found out that the fatigue life decrease with 
the increasing of temperature at low and intermediate total strain amplitudes.  

Artificial neural network has some special advantages that the traditional regres-
sion methods don’t possess, such as self-organization, self-adaptation and self-
learning. Therefore, artificial neural network become a useful mathematics modeling 
method and has been extensively applied in the material design. Malinov et al pro-
posed a model for the analysis and prediction of the correlation between processing 
parameters and mechanical properties in titanium alloys by using artificial neural 
network [17]. The input parameters of the artificial neural network are alloy composi-
tion, heat treatment parameters and work temperature. The outputs of the artificial 
neural network model are nine most important mechanical properties namely ultimate 
tensile strength, tensile yield strength, elongation, reduction of area, impact strength, 
hardness, modulus of elasticity, fatigue strength and fracture toughness. The model 
can be used for predicting properties of titanium alloys at different temperatures as 
functions of processing parameters and heat treatment cycle. It can also be used for 
the optimization of processing and heat treatment parameters. Li et al [18] applied an 
artificial neural network to acquire the relationships between the mechanical proper-
ties and the deformation technological parameters of TC11 titanium alloy. In estab-
lishing the relationships, they took the deformation temperature and the true strain as 
the inputs, and took the ultimate tensile strength, the yield strength, the elongation and 
the area reduction at fracture as the outputs, respectively. Comparison of the predicted 
and experimental results shows that the neural network model used to predict the 
relationships of the mechanical properties of the forged TC11 titanium alloy has good 
learning precision and good generalization. The neural network method proposed in 
this paper has been found to have advantage of being able to treat noisy data, or data 
with strong non-linear relationships. Huang et al [19] applied an artificial neural net-
work to predict the mechanical properties of the ceramic tool. The non-linear mapping 
relationship between the component, the composition content of raw material, the 
flexural strength, and the fracture toughness of the composite ceramic tool is investi-
gated. The model for predicting the mechanical properties of the alumina matrix ce-
ramic tool is established by means of an artificial neural network. The mechanical 
properties of two-phase and three-phase composite ceramic tools such as Al2O3–(W, 
Ti)C and Al2O3–TiC–ZrO2 are used to verify the proposed model. The research re-
sults indicate that the model based on artificial neural network is available and effec-
tive in simulating the composition content and predicting the mechanical properties of 
the ceramic tool. Zhou et al [20] developed a model for predicting the correlation 
between process parameters of second aging treatment and proper ties of 7055 Al 
alloy by applying the artificial neural networks. The model was based on error back-
propagation algorithm and trained by Levenberg-Marquardt training algorithm. The 
experiment results show that the model has high precision and good generalization 
performance, and can be successfully used to predict and analyze the influence of 
secondary aging treatment on the mechanical properties of 7055 Al alloy . Fang et al 
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[21] qualitatively analyzed the mechanical properties of 7005 Al alloys by partial 
least squares method and quantitatively calculated the mechanical properties of 7005 
Al alloys by using back propagation artificial neural network with the same pro-
cessing parameters as features. The computation results are in substantial agreement 
with experimental ones. The partial least squares method can compute the scores for 
the principal components according to the sorts of components and thus compress the 
input data for back propagation artificial neural network with linear arithmetic. The 
proposed model is suitable for forecasting the mechanical properties of the alloys. 

Although artificial neural network does very well in the prediction of material per-
formance, it is robust only if the number of samples tends to infinity. As we have 
discussed above, it is hard to get effective samples of the material sometimes, because 
the working condition of the thermal processing is bad. Therefore, it is very common 
case that the material samples are very limited in practice. Fortunately, support vector 
machine studies the machine learning problems in small–sample size case, it is effec-
tive to deal with the regression problem when the samples are very limited. Recently, 
support vector machine has been widely used in the application of material design. 
Wu et al [22] used support vector machine to build the mathematical model for pre-
dicting the mechanical properties of 42CrMo steel. The experimental results show 
that the relative maximum predicting error is 4.78% under the condition of using a 
small quantity of samples, and the predicting precision of the model maintains in a 
steady extent with the rising of the training precision. They also found out that the 
generalization of support vector machine model is obviously better than the model of 
artificial neural network. The support vector machine technology is suitable to be 
used to build mathematical model for predicting mechanical properties of materials 
after heat treatment, and it can solve the contradiction better between a small quantity 
of samples and predicting precision. Cai et al [23] used the support vector regression 
approach based on the particle swarm optimization, and combined with leave-one-out 
cross validation to predict the mechanical properties of 7005 Al alloys under different 
processing parameters including extrusion temperature, extrusion velocity, quenching 
type and aging time. The results strongly support that the prediction precision of their 
model is superior to those of partial least squares, back-propagation neural networks 
and their combination model by applying the identical dataset. According to an exper-
imental data set on the superconducting transition temperature of 21 BiPbSrCaCuOF 
superconductors under different process parameters including the amount of bismuth, 
amount of oxygen, sintering time and sintering temperature, a model, which com-
bined support vector regression with particle swarm optimization for its parameter 
optimization, was proposed to establish a model for prediction of the Tc of 
BiPbSrCaCuOF superconductors [24]. The performance of the proposed model was 
compared with that of back-propagation neural network and multivariable linear re-
gression model. The results show that the mean absolute error and mean absolute 
percentage error of test samples achieved by the proposed model are smaller than 
those achieved by others. This study suggests that support vector regression as a  
novel approach has a theoretical significance and potential practical value in devel-
opment of high-Tc superconductor via guiding experiment. Cai et al [25] applied a 
support vector machine model to establish the porosities of NiTi alloys synthesized by 
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self-propagation high-temperature synthesis approach under different process parame-
ters, including temperature, particle size and green density. The prediction results 
indicate that the mean absolute percentage error achieved by the support vector re-
gression model is smaller, and it is more accurate than that of back-propagation neural 
network for identical training and test samples. The results indicate that the prediction 
ability of support vector machine is superior to that of back-propagation neural net-
work; the mean absolute percentage error predicted by leave-one-out test of the  
support vector regression model is also slightly better than that of back-propagation 
neural network. Therefore, it is demonstrated that support vector regression is a prom-
ising and practical technique to estimate the porosity of porous NiTi alloy synthesized 
under different self-propagation high-temperature synthesis process parameters, and 
can provide a reasonable guidance for the self-propagation high-temperature synthesis 
of porous NiTi theoretically. Zhao [26] investigated the influences of the contents of 
alternative elements in the hydrogen storage alloy, the experimental parameters of 
copper plating process on the hydrogen storage capacity and electrochemical property 
by using support vector regression modeling approach combined with particle swarm 
optimization. The modeling results reveal that support vector regression possesses 
excellent prediction accuracy and reliability. The comparative analysis between the 
calculation results of support vector regression model and those of the conventional 
quadratic polynomial model demonstrate that the accuracy of support vector machine 
model is superior to that of the traditional polynomial model when dealing with rela-
tively small size of experimental data. They also investigated the influence of the 
contents of substitution elements (Ce, Pr, Nd) on the maximum discharge capacity 
and high rate dischargeability. They studied the effect of substitution of Cr with Fe 
and Mn on the maximum and effective hydrogen storage capacity of Ti-Cr-V hydro-
gen storage alloys, and optimized the experimental parameters of copper plating on 
the AB5 alloy surface. The experimental results show that, in the researches of the 
hydrogen storage alloy, support vector regression is an effective modeling technique 
to analyze the experimental data, and play a significant role in the optimization of the 
foundry material design. 

3.2 Quality Prediction of Sand Casting Process 

Sand casting is most popular casting process. The molding sand is the most important 
casting material because of its low cost and high efficiency. The quality of molding 
sand directly affects the appearance quality of the castings. More than 50% casting 
defects，such as sand hole, sand inclusion and gas porosity, are caused by sand quali-
ty or improper use. Controlling the properties of sand strictly is the best way to de-
duce casting defects [27]. Meanwhile, the quality of green sand and its casting pro-
cessing will be benefit of the quality prediction for sand casting. There are so many 
indicators which determine the qualities of sand castings, most of them are with the 
characteristics of fuzziness and gray character, therefore, the forecast of sand mold 
quality is extremely complicated and difficult. What’ s more, sand casting processes 
involve a series of complicated changes, it is hard to obtain accurate mathematical 
models of sand casting processes by using classical numerical simulation methods. 



452 J. Zhao et al. 

 

However, obtaining knowledge models of sand casting processes by using the artifi-
cial intelligence technology is helpful for understanding the casting processes and 
realizing the intelligent control of the foundry processes. 

Support vector regression modeling method，which is an artificial intelligence 
technology that based on structural risk minimization principle, has strong generaliza-
tion ability. For complex process modeling with unknown mechanism, it has a good 
applicability. Therefore, Shanghai Jiao Tong University introduced support vector 
regression modeling method into the sand casting, made necessary formalization of 
related problems and provided relevant solutions in each step of support vector re-
gression modeling for hot work processes. Eventually, each step was modularized, 
COSVRKDSHT [28] and MPSVR [29] knowledge modeling software systems were 
developed. Based on HUNTER sand casting production line for Piston Ring of 
Huizhong Automotive Axle Works, modeling experiments on obtaining knowledge 
models of green sand casting process using software systems are carried out. The 
quality prediction methods not only setup the relation between parameters of sand 
properties and casting quality, but also predict the quantitative defects. The flow chart 
of the software MPSVR [29] is shown in Fig. 1, the details are as follows. 

 

Fig. 1. The flow chart of software MPSVR 

The designing of the model is based on the comprehensive experience and the the-
oretical analysis [29]. The sand compactibility, moisture content, green compression 
strength, and the ratio of the sand compactibility and moisture content are chosen as 
the parameters of the sand properties. They are the input variables of the intelligent 
prediction model. The quality of the casting process is measured by the ratio of the 
casting defects. It is the output variable of the intelligent prediction model that based 
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on the support vector regression. Five defects are considered here, they are sand in-
clusion defects, shrinkage defects, cracking defects, less meat defects and other de-
fects. Then the samples are taken from the HUNTER sand casting production line for 
Piston Ring of Huizhong Automotive Axle Works. They chose 120 groups of data to 
do the experiment, and each group includes 5000 casting productions. 100 groups of 
experimental data are randomly chosen to be the training data for intelligent learning, 
the others are for testing. 

To improve the accuracy of the system implementation, the input data need to be 
pre-processed. The data format is checked first and the noise is removed from the 
dataset. When the user’s input is not belongs to the scope of the technology data, the 
system will remind the user and ignore the useless data. Then dimensionless method 
is applied to the data, the data is normalized, thus they can remove the effect of the 
dimension. At last, they use the empirical data to simulate the sand casting process, 
then the quality prediction model that based on the support vector regression is built, 
thus they can predict the quality of sand casting. To obtain the accuracy of the system, 
the researchers used the real production model to test the performance of the artificial 
intelligence model. The experimental results indicate that knowledge model of green 
sand casting process using support vector regression method possesses good generali-
zation capability as well as high comprehensibility. The prediction curve coincides 
with the actual measured curve very well. Support vector regression method is intui-
tive, reliable and precise, which makes up for deficiencies in past traditional methods. 
The artificial intelligence modeling method can effectively obtain the models of com-
plex processes with a great number of uncertainties, such as green sand casting pro-
cesses. 

4 Conclusion 

A new type of material is usually developed with the “trial-and-error” method, which 
wastes a lot of time and effort. With the advancement of artificial intelligence and 
material science, material design can be carried out based on known knowledge and 
experience of the materials, with the aid of the computer. The compositions and con-
tents of the materials to be developed may be designed and simulated in accordance 
with the requirement for the mechanical properties. The development process of a 
new material can be carried out based on the simulated information of the material 
composition and content.  

The study of material design can help the researchers to design the experimental 
scheme in a cheap and scientific way. By using artificial intelligence, the develop-
ment technology processing of the material design will be improved, the period of 
developing production will be shorten. It provides a new way to design the materials 
effectively and exactly. Nowadays, designing the materials with artificial intelligence 
is just in the initial stages. There are some problems need to be further studied, how-
ever, artificial intelligence methods have provided useful insights into the develop-
ment of material design from the "qualitative" research to the "quantitative" research.  
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Abstract. This paper studies the impact of ‘herd behavior’ consumers in the 
market on demand of the products. In the duopoly market, two suppliers locate 
at two end of the line separately, providing an undifferentiated product. The po-
tential consumers are dispersed along the line randomly. Beside those ‘rational’ 
consumers who have willing to buy from one of the two suppliers according to 
transportation cost from their positions to the two suppliers, other ‘herd beha-
vior’ consumers may ignore the transportation cost, and change their mind to 
follow the most popular choice. To represent herd behavior of heterogeneous 
consumers, multi-agent based modeling and simulation is introduced to model 
and testify the operations of the market. Our numerical results show that ‘herd 
behavior’ consumers have a great influence on demand of two suppliers. More-
over, demand can be obviously increased once the first coming consumers are 
influenced by the supplier through sales efforts. 

Keywords: Herd Behavior, Sales Effort, Duopoly Market, Agent-Based Model-
ing and Simulation. 

1 Introduction 

How much does sales effort have on consumers’ purchasing decisions? This question 
is very important in marketing seeing that some consumers in the market are lazy to 
follow popular decision and promotional activities. Besides those consumers influ-
enced directly by the sales effort, more consumers are influenced by those pioneers as 
pass-on effects, ‘herd effect’ named. Therefore, marketers need to understand and 
measure the impact of sales effort in given market. 

Herd behavior, or ‘herd effect’ called, describes a social phenomenon in human so-
ciety that a large numbers of people act in the same way at the same time [1]. It is 
very common in financial market, e.g. stock market bubbles, where individual inves-
tors disregard their own private information and mimic actions of the crowd. In re-
search domain of behavior finance and behavior economics, literatures have usually 
identified the herding behavior of agents in global financial market by means of em-
pirical research. However, seldom works addressed to quantify its social influences on 
invisible demand of products. Because it is impossible to observe decision process of 
all the customers, impact of herd behavior is difficult to be directly evaluated.  
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To solve this problem, an artificial market was developed, in which each customer 
was modeled as an intelligent agent. Through agent-based simulation, impact of herd 
behavior was examined from simulation results. 

At the same time, various promotional activities are conventional tools to expand 
the market [2]. For example, supplier can stimulate demand by customer service be-
fore and after sales, celebrity endorsement, or TV advertisement, etc. The adoption of 
sales effort will significantly increase operational cost, but the increased demand may 
not benefit the supplier. So, the supplier needs to measure the value of sales effort 
carefully before it is put into practice. However, the presence of ‘herd behavior’ con-
sumers complicated evaluation of the effects of sales effort. In this situation, some 
consumers are influenced by sales effort directly, while more potential consumers are 
influenced by these actual consumers. Therefore, these two part of consumers need to 
be identified as the increased demand. It is unrealistic to recognize each influenced 
consumer in real world market, so that many marketers are unconvinced about the 
success of sales effort. As a result, this paper evaluated the effects of sales effort 
through simulation. By modeling and simulating decision-making process of each 
consumer, the difference of demand is easy to be calculated. 

The rest of the paper is organized as follows. We review literature in Section 2 and 
describe our multi-agent model in Section 3. Then, the numerical results and mana-
gerial insights are presented from multi-agent simulation on the given scenarios. Sec-
tion 5 concludes the whole paper. 

2 Related Works 

The herd behavior phenomenon is very usual in economics, finance and human beha-
vior, while it is seldom related to operations and supply chain management [3]. In the 
following, we review the literature in these domains. 

Banerjee proposed a simple sequential decision model in which each decision-
maker makes her own decision seeing the decisions made by previous decision-
makers [1]. Analysis of this decision model shows that the decision rules that are 
chosen by optimizing individuals can be characterized by herd behavior. 

Palley presented a different socio-economic model of managerial herd behavior 
based on ‘safety in numbers’ [4]. Assume that managers are individually risk-averse, 
the model is completely independent of the information signaling model given by 
Banerjee in [1]. 

Cipriani and Guarino did an experiment with undergraduate students to study herd 
behavior [5]. In their laboratory financial market, a phenomenon was observed not 
accounted for by the theory. In some cases, subjects ignore their private information 
to trade against the market. 

Kim et al analyzed the herd behavior of returns for the won-dollar exchange rate 
and the Korean stock price index in Korean financial markets by method of empirical 
study [6]. Similar works include: Chen studied herd behavior of online book purchas-
ing in students from a Taiwanese university [7]; Manahov and Hudson simulated four 
different artificial stock markets to analyze the behavioral foundations of stylized 
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facts [8]; Chiang and Zheng examined herding behavior in global markets (18 coun-
tries) [9]. 

Generally, empirical study is common methodology to analyze herd behavior in 
these domains. Seldom research is found using modeling and simulation methods. 
There is only one paper mentioned ([8]) using agent based modeling and simulation to 
study herd effect in artificial stock markets. This paper also uses agent technology to 
model and simulate herd behavior in supply chain and operations system. 

Various kinds of sales effort are frequently used to increase sales and profits. Wei 
and Chen addressed concurrent determination of inventory replenishment and sales 
effort decisions [2]. Market responses to sales efforts are typically highly uncertain, 
and demand in each period has its distribution dependent on the sales effort. 

Heese and Swaminathan address an optimal strategy problem regarding the timing 
of promotional effort over a product life cycle [10]. To avoid stock-out occurrences, it 
is optimal to reduce sales effort at the beginning of a product life cycle. Such a reduc-
tion of sales effort allows a high service levels at low cost, and lower uncertain of 
demand. 

Xing and Liu studies a dual-channel supply chain system with one manufacturer 
and two retailers [11]. One of the two retailers is online retailer who offers a lower 
price. The other is a brick-and-mortar retailer who has higher operational cost, includ-
ing the sales effort to promote products. To encourage the brick-and-mortar retailer’s 
sales effort and improve the operations of the supply chain, several contracts are pro-
posed to help the manufacturer to coordinate the two retailers. 

Lau et al use simple models (only one retailer and one manufacturer) to identify 
situations where it is worthwhile for a manufacturer to impose ‘resale price mainten-
ance’ [12]. Results show that when demand depends on not only price but also sales 
effort, the classical ‘double marginalization’ effect may be reversed. 

Lau et al investigates the performance of volume discounting schemes in a supply 
chain where the market demand is sensitive to both retail price and sales effort [13]. 
Using a simple and parsimonious model, this paper shows that ‘continuous’ volume 
discounting schemes lead to perfect channel coordination, while ‘regular’ volume 
discounting schemes cannot perfectly coordinate the channel. 

These papers show that sales effort is a common variable or parameter to demand 
function in models of OR/OM. That also means market is sensitive to sales effort. 
However, the indirectly influence of sales effort to demand by way of ‘herd effect’ is 
not studies before. Therefore, this paper tries to assess influence of sales effort on 
demands by multi-agent based modeling and simulation. 

3 A Multi-agent Model of a Duopoly Market 

Consider a basic duopoly market model that there are two non-cooperative manufac-
turers (supplier A and supplier B named) producing a homogeneous product. Each 
potential consumer will buy and only buy one piece of product from either manufac-
turer. This market is a classic location model- Hotelling’s model that two suppliers 
located at two end of the line separately. Furthermore, assuming that all consumers 
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are dispersed along the line, and each consumer will buy from the ‘closest’ supplier 
because the product from the two suppliers is no difference. 

Without loss of generality, suppose that the supplier A is at location 0 of the line, 
the supplier B at location 1. Heterogeneous consumers located at different position of 
the line. Assume that vi(=vi-0) is the distance value that the customer with index i 
from the supplier A. Therefore, the customer i is (1-vi) far from the supplier B. In this 
paper, the valuation vi is uniformly distributed within the consumer population from 0 
to 1, with a density of 1. 

As mentioned above, consumers have willingness to purchase the product from the 
supplier A instead of from the supplier B only when the distance value (transportation 
cost), ui(A)=vi, that consumer from the supplier A is smaller than the distance value 
from the supplier B, ui(B)=(1-vi), and vice versa. If the distance value ui(A) is equal to 
ui(B), the consumer will choose either the supplier randomly. To model that the con-
sumer i likes to buy from the supplier A when the distance value ui(A) is smaller than 
ui(B), a widely accepted discrete choice function (multinomial logit choice model) is 
adapted [14]: 
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In (1), pi(A) indicates that the customer will chooses to  buy the product from the 
supplier A with larger probability if the value ui(A) is smaller. Since the supplier with 
the smaller transportation cost is not certainly chosen with probability 1.0, it implied 
that not all the potential customers are ‘perfect rationality’. The parameter τ is a con-
stant giving the effects of the distance value vi and (1-vi) on probabilities. When the 
parameter τ→∞, pi(A)=pi(B)=0.50, it means that the consumer disregards for the 
transportation costs at all and makes choices from two alternatives randomly. On the 
other hand, when the parameter τ→0, pi(A)=1.0 if vi<(1-vi), and vice verse. It implies 
that the consumer is a decision-maker of ‘perfect rationality’. 

In the market, besides those potential consumers making their decisions themselves 
(a β(0≤β≤1) percent of all consumers ), the rest (1-β) are ‘herd behavior’ consumers. 
These consumers like to follow the most popular choice. If the most popular choice is 
different choice to her, she will change to this choice. On the other side, if her choice 
is also the most popular choice, she will more likely choose the choice. In this situa-
tion, it is called that choice of this potential consumer was confirmed by the crowd. 
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Suppose that pA and pB are the ratio of buyers of the supplier A to buyers of the 
supplier B in the market, the decision-making process of the ‘herd behavior’ consum-
er is as followed: 

 

Fig. 1. Decision-making process flowchart of ’herd behavior’ consumer 

In Fig. 1, ‘herd behavior’ consumer will choose to buy product from the supplier A 
more likely than from the supplier B when more consumers in the market prefer to 
buy from the supplier A (pA≥pB). And, she will more likely prefer to buy from the 
supplier A if ratio of consumers who buy from the supplier A, pA, is larger than her 
expected probability– pi(A). 

Suppose demand of the market has an independent demand arrival rate. Specifical-
ly, we assume that consumers arrive at the two suppliers according to a Poisson 
process with constant intensity λ. Note that the market size N is a constant value, the 
potential consumers will arrive sequentially till total number of actual consumers 
reach the value N. 

We assume that the first coming consumers are not ‘herd behavior’ consumers. All 
these consumers will choose one of the two suppliers considering the transportation 
costs. Then, the following consumers will be influenced by these first consumers. In 
this paper, preference bias of these first coming consumers can be affected by sales 
effort of the suppliers, e.g. advertisement, promotion. 
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The pseudo code of multi-agent based simulation is shown as followed: 

//Number of incoming potential consumers is a Poisson 
distribution variable with means ‘AvgConsumersNum’ 
IncomingConsumers=PoissonDistribution(AvgConsumersNum); 
If(IncomingConsumers>=TotalConsumers-ActualConsumers){ 
  IncomingConsumers=TotalConsumers-ActualConsumers; 
} 
//The potential consumers make decision one by one 
For(i=0;i<IncomingConsumers;i++){ 
  //The ‘herd behavior’ consumer 
  If(IsHerdBehaviorConsumer(ConsumersSet[i])){ 
    //Probability to choose the supplier A is calculated 
by decision-making process as Fig. 1 shown 
    ProbSupplierA=HerdEffectFunc(ConsumersSet[i], ProbAO-
fActualConsumers,ProbBOfActualConsumers); 
  } 
  //The ‘traditional’ consumer 
  Else{ 
    //Probability to choose the supplier A is calculated 
by Equation (1) 
    ProbSupplierA=DiscreteSelectionFunc(ConsumersSet[i]); 
  } 
  If(ProbSupplierA<=RandUniformFunc()){ 
    //The ith consumer does buy from the supplier A 
    CustomersOfSupplierA++; 
  } 
  Else{ 
    //The ith consumer does buy from the supplier B 
    CustomersOfSupplierB++; 
  } 
  //Ratio of the supplier A’ consumers is updated 
  ProbAOfActualConsumers=CustomersOfSupplierA/ (Customer-
sOfSupplierA+CustomersOfSupplierB); 
  ProbBOfActualConsumers=1-ProbAOfActualConsumers; 
} 

We use a parameter θ(0≤θ≤1) to represent the level of sales effort exerted (by the 
supplier A) on the first coming consumers. Thus, the utility function for the first com-
ing consumers is adapted to be: 
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Considering both equation (1) and equation (3), pi(A) of first coming consumers 
will increase as ui(A) becomes smaller. In this paper, change of pi(A) indicates impact 
of the sales effort on the individual. 

4 Demonstration 

This duopoly market model is built on our previous work [14,15]. We set size of the 
duopoly market N=10,000, the mean number of incoming consumers λ=500, the pa-
rameter of discrete choice function (in equation (1)) τ=1.00. 

We replicated 100 times for each parameters’ settings. Fig. 2 shows the number of 
incoming consumers each period, and the number of the supplier A’s consumers with 
β=0,20. 

 

Fig. 2. Number of incoming consumers and consumers of the Supplier A 

The results, which are shown in Fig. 3, illustrate the demand of both the supplier A 
and B with different β (ratio of ‘traditional’ consumers in the market). Obviously, 
demand of two suppliers will be more different when ‘herd behavior’ consumers in 
the market are more and more. 
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Fig. 3. Demand of both suppliers 

The Quantile-Quantile plot in Fig. 4 (β=0,20) shows that the simulation results of 
100 replications are normal distributed, which indicates that 100 repeating times of 
multi-agent simulation is enough. 

 

Fig. 4. Quantile-Quantile plot of Demand of the supplier A 
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Fig. 5 shows demand of the supplier A with increasing sales effort. Seeing that li-
near regression function, demand of the supplier A is obviously bigger. 

 

Fig. 5. Demand of supplier A with different θ 

5 Conclusion 

This paper uses the method of multi-agent based modeling and simulation to study 
herd behavior in a duopoly market. In the market, some agents make choice to max-
imize their utilities, while others follow mass options. Simulation results verify that 
herd effect has a great influence on demand. More important, demand can be in-
creased dramatically by the first coming consumers if these pioneers are affected by 
supplier by means of sales efforts. 
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Abstract. The learner model in adaptive learning system plays an important role. 
The study aims to explore the main characteristics and components during stu-
dents' engaging in online learning system, proposing a “content-behavior” 
learner model based on combining students' learning behavior with the grasp 
degree towards concepts. Especially, the learner model should be open to stu-
dents in order to make them look into their learning process. And further, they 
can review peer's learning portfolio and then reflect their learning. The result of 
this study should provide some suggestions towards the research in the fields of 
adaptive eLearning in online learning environment.  

Keywords: Learner Model, Learning System, Adaptive. 

1 Introduction 

The Intelligent Tutor System (ITS) usually consists of three components: learner 
model, expert model and domain knowledge model. The crucial part in ITS is to 
characterize, quantify and diagnose the performance of students’ learning, giving 
appropriate feedbacks to students based on the diagnosis. Therefore, the most important 
element of the ITS is on how to design and model the learners’ learning status, so as to 
the system could provide adaptive learning guidance. 

The purpose of this study is to explore how to describe the characteristics of stu-
dents’ learning on current online learning environment. Compared with many years 
ago, currently, the learning system is usually networked and open to students. The 
space of students’ problem solving is no longer restricted to a closed learning envi-
ronment. When they encounter problems in the online learning system, students often 
seek solutions from peers and the internet. The online access behavior of students is an 
important attribute in the learning process. This study is to explore and propose a 
method to build a learner model named a “content-behavior” model, which consist of 
two dimensions. One dimension is the learning contents, which reflect the degree of 
students’ understanding on concepts. Another dimension is learning behavior, which 
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comes from the log file. And the “content-behavior” model is open to learners in order 
to promote students’ reflection and learning. 

2 Related Work 

2.1 ITS and Learner Model  

There has been a wide range about the educational applications of artificial intelligence. 
In the literature, the applications of artificial intelligence in the field of education can be 
found to follow such a route: from ICAI, then ITS, and then to agent technology. 
Currently, the artificial intelligence has an effective integration of multimedia tech-
nology, network technology and database technology to improve the learning effi-
ciency in online learning system. For example, a study constructed learner model based 
on students' learning style and graphically presented it to learners and teachers. Another 
study explored how to make better use of the intelligent tutor system based on the 
feedback mechanism of the students' learning [1, 2]. And there are also studies explore 
how to guide students in the learning system based on the interaction with different 
attributes proxy mechanism, including learning achievements, attitudes, errors, as well 
as a course holding force [3-7], BDI (Believes, Desires, Intentions) agent mechanism, 
and according to records related learning paths, and further building a learner model to 
guide students' learning [8]. 

2.2 Open Learner Model 

In the earlier studies, the learner model, as a part of the ITS, is generally hidden. The 
data stored in the learner model is automatically updated by a computer system. Stu-
dents can not browse, but also can not sense the presence of a learner model. The goal is 
to provide individualized teaching and learning [9-12]. In recent years, there is research 
that views the learner model from a hidden process (covert process) to an open process 
(overt process). That is, the learners can check the contents of the learner model, and 
can even edit the learner model. These studies argue that "to enable students to under-
stand their own, to encourage learners to self-control and self-reflection", which is the 
idea of open learner model in the early. The students are allowed to browse and access 
their own learner model, to further reflect on their own learning. It is named as open 
learner model [13, 14]. It is viewed as benefits of doing so, which encourage and 
stimulate students' meta-cognition in the theory. There is research which proved that 
the open learner model helps to improve students' self-awareness for their own learn-
ing, self learning difficulties, thereby enhancing learning [15]. 

In a word, there are few studies which explore the learning behavior of students 
based on the web log files. Generally speaking, most of the methods can give students 
feedback mechanism, which mainly are based on the diagnoses of the students’ per-
formance on the exercises, the students’ domain knowledge, errors in the students' 
learning process etc. This paper proposes a "content-behavior" open learner model 
based on integrating the students’ learning behavior and learning contents.  
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3 A “Content-Behavior” Learner Model 

A “Content-Behavior” learner model is built with two dimensions. One dimension is to 
characterize students’ understanding on the domain knowledge. Another dimension is 
the characterization of students’ learning behavior. 

3.1 The Grasp Degree towards Concepts on Learning Contents 

In the literature, the studies of Rafael, Nussbaum and Virvou, constructed a knowledge 
framework for modeling the students’ learning [16-18], which provides a base to our 
study. Their study showed a theoretical framework. They put forward "concept to grasp 
degree" which consists of quantitative indicators to describe students’ learning. The 
foremost study described in detail the principles of quantitative indicators, but the 
"concept to grasp degree" has not been realized in practice. Based on this, we improve, 
extend the quantitative indicators system and name this mechanism as grasp degree 
towards concepts. The structure is as follows in Fig.1. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The structure of grasp degree towards concepts 

Firstly, concepts of the course are extracted according to the chapters in the text-
book. And it is necessary to make sure that all sections of concepts with non-repetition. 
Based on the concepts, the appropriate test questions are constructed, such as Q1, Q2, 
Q3, Q4 in Fig.1. Each test question reflects different proportion of each concept. The 
different proportion is named as quantitative indicators to describe on what extent the 
test questions related to one concept, which is described with decimal fraction (a float) 
between [0,1] (See Fig.1). The average of these quantitative indicators characterizes 
students’ comprehensive grasp of the sets of concepts. In Fig.1, it shows concepts 
related to four test questions with multiple choices.  

Based on grasp degree towards concepts embed in student model, a learning plat-
form for C programming contents is established. And the model is put into practice. 
The following section will detail test contents and explain the mechanism how to be 
used. 
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3.2 The Implementation of Test Questions 

The open-source MySQL database is adopted as the underlying database system to 
store test questions. After requirement analysis and abstraction, Question Class is 
designed as a foundational class in the test questions. The use of Java's inheritance 
mechanism for different types of specific classes can be extended. So that, it will make 
codes more economic and easier to be maintained. The property of Question Class is 
shown in the following Table 1. 

Table 1. The Property of Question Class 

The Name of Property Explain
ID ID identifies items 
Chapter The chapter is that items belongs to 
Difficulty Item difficulty 
Content The details of each item 
Explanation The details of answering the question 
Concept_qs The sets of concepts object 
RightCount Number of correctness 
ErrorCount Number of wrongness 
Date The date of answering the question 
Course Identify different courses 

A unified coding system is designed for all test questions. Every test question has the 
only uniquely identifier in term of ID. For instance, one coding example is as follows: 

1001   06    4        0003 

ID+ Chapter + Difficulty + Content 

With the property of the ID, the learning system could uniquely identify a particular 
item. The property of difficulty is described with the numbers from 1 to 4 in ascending 
order. That is from easy to difficulty. Through analyzing the log file automatically, the 
learning system records the sum of students’ answers and also the number of correct-
ness and wrongness. Based on this, the system could calculate the average correctness 
rate for further reference when providing the guides. As regards other properties in 
Question Class, such as Concept_qs, it means that the concept objects. It is a set of 
objects with an unordered collection. It encompasses all the questions related to the 
concept. The object encapsulates the concepts’ name, key words in the test items. The 
property of Course is designed for future expansion of the system. At present, the test 
bank is only used in C programming. In the future, if there are new courses added to the 
learning platform, then the Question Class could has a special attribute to display 
different courses.  

From a view of database design, ID of the items held is a kind of foreign key in the 
subclass’ mapping table. And this foreign key can achieve foreign key mappings with 
the table which is initialized from Question Class, and it would connect with two tables. 
Because the Question Class is designed as a base class to inherit, there will be no 
specific implementation entities. So, there would be an abstract mapping. There will 
not be a corresponding entity table in the database, but its all features will be inherited 
by the Question Class’s item. The Selection Class is inherited from Question Class, 
which extended attributes are showed in the Table 2 below. 
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Table 2. The Property of Selection Class 

The Name of Property Explain
Options The options object is encapsulated 
Key The answers’ label 

Multiple choice questions are the most common style of test exercises in most 
learning system. And it is easy to quantify. Because that each option should be added a 
value, which could reflect the comprehensive grasp of the concept after answering the 
question. So that, the system will also package the select item’s property into an entity 
class named as Option Class, which also includes Key, examples and other content 
options. It facilitates the design of logic level, and mapped it into physical table, asso-
ciated with the main table in the database. 

Now, it assumes that there is a student who completes a multiple-choice test, sub-
mitting the answer. Then the server will receive a test report object, extracting the 
student's option to analyze and to assess the answer with correctness or not. And fur-
ther, the system calculated the average value of the grasp towards concepts involved 
this test item. The student model updates the corresponding data. Thus, a test is com-
pleted. Then, in the next stage, the value of grasp degree students owned will provide 
for adaptive learning programs as a basis for next adaptive guides. 

3.3 The Format of Test Questions 

To facilitate the extraction of data, the study design multiple-choice format into XML 
documents, using XSLT (eXtensible Style sheet Language Transformations) technol-
ogy to convert it into an HTML document and returning it to the client. Such kind of 
technology has been widely used in various web applications and in the construction of 
unstructured data management system to store unstructured data [19-20]. To reduce the 
storage space, the system does not directly stored information in text format which is 
the document content itself, rather than the address of the document is stored. Each test 
with a unique ID number for identification, the ID numbering system is relatively 
simple, as follows: 

1001    001 

Chapter + ID 

In addition to the basic information, the Test Class is designed to save the average 
score and other information. The information is packaged. And the Test Class will be 
mapped into physical table. The Test Class is constituted as following Table 3. 

The test questions module will be provided to the expert modules for further analy-
sis. Given the complexity of the adaptive learning system, a subsystem is designed for 
the corresponding entry to guide the teachers to input the test questions expediently in 
our future work. 
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Table 3. The Property of Test Class 

The Name of Property Explain
ID ID identifies items 
CourseNo Which courses questions belongs to 
TestAddress Storage questions’ addresses  
Time Average time 
AverageScore The average score 
DoneTimes The times of completions 

Base on above design, each option is corresponded to one kind of grasp. As a result, 
each student participated in a test will be recorded with a numerical value, which show 
students’ grasp towards one concept. And the numerical value of grasp is updated in 
real time.  

Every student, participating in the test, will be assessed with the immediately grasp 
towards the concept. And then, the system can use data visualization techniques to 
present students a graph, which could more directly reflect student learning. In addi-
tion, the system could provide more intelligent response and supporting according to 
the data visualization. In our study, a demonstration of understanding on the concept is 
shown by bar charts in Fig.2.    

 

Fig. 2. The bar chart of the grasp degree towards concepts 

3.4 The Interface Design of Learning Behavior 

In the design of system architecture, students are awards opportunities and encouraged 
to search and browse the internet during the testing of concepts, as well as peer com-
munication and interaction activities. The students’ log files are extracted as a report 
(See Fig.3). 

This report is showed in open student model in the form of feedback to students, 
including the exchange interaction in the learning process and learning forum. The 
user-interface design of open learner model is showed in Fig.4, which present a 
learning process of interaction between the learners in the learning activities. Students  
could browse this diagram, be aware of their own weaknesses and promote their  
reflection. 
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Fig. 3. The learners’ behavior from logs 

 

Fig. 4. The user-interface of open learner model 

4 Conclusions 

Currently, this model is tested by embedding in C programming course website for two 
semesters in our university. As mentioned above, to facilitate the extraction of data, the 
study design multiple-choice format into XML documents, using XSLT technology to 
convert it into an HTML document and returning it to the client. Now, this model is 
undergoing the usability testing and the reliability testing. For instance, a group of 
about 100 students’ log file during two weeks is showed in Fig.3. During the imple-
mentation, it found that there are some tips for us to revise in the next stage study. 
Firstly, for most lecturers, it is difficult for them to elaborate each test question with the 
mechanism named the grasp degree towards concepts one by one. It will be better if 
there is a port with special format for them to upload the test items by a batch. Sec-
ondly, the lecturers should take action to encourage students to participate the online 
learning in a community. One propositional way is to encourage students through 
compulsory regular works online.  

This study suggests that students model are the key component in adaptive learning 
system, not only record the students' learning performance on learning contents, but 
also integrate students’ learning behavior from the log files and should be presented to 
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students in the learning process. This will help the students to reflect on and 
self-evaluation of their own learning behavior. After detailed theoretical overview and 
discussion, we now have a modeling mechanism and implement it which is undergoing 
the usability testing and reliability testing, so the next step of this study will further 
thoroughly improve the “content-behavior” student model and refine the model based 
on the feedback of the test results.  
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Abstract. Wireless sensor networks perform in-network processing to reduce 
the energy consumption caused by redundant communication. At the same 
time, its hostile deployment and unreliable communication raise the security 
concerns. Thus, there is a need to blend security and data aggregation together 
to provide secure data aggregation. Secure data aggregation becomes chal-
lenging if end-to-end privacy is desired. Privacy homomorphism is used to 
achieve both en route aggregation and end-to-end privacy of sensor readings. 
However, privacy homomorphism is inherently malleable. Using privacy ho-
momorphism, one can modify the ciphertext without decrypting it. Thus, it 
becomes extremely crucial to ensure authentication along with privacy. 
Symmetric key based Message Authentication Code (MAC) is an efficient 
solution to provide authentication. In this paper, we use Aggregate Message 
Authentication Codes (AMAC) to reduce the transmission cost incurred by 
MAC. However, conflicting requirements of AMAC and data aggregation 
make its usage limited for certain scenarios. In this paper, we present a clus-
ter based scenario where we can apply AMAC to reduce the number of bits 
transmitted for authentication. 

Keywords: Wireless Sensor Networks, Secure Data Aggregation, Authenti-
cation, Aggregate Message Authentication Code. 

1 Introduction 

The proliferation of Micro-Electro-Mechanical Systems (MEMS) technology facili-
tates the development of low cost, tiny sensor nodes (motes). These sensor nodes have 
very limited resources like battery power, memory, processor, bandwidth, etc. [1]. 
These smart, tiny sensor nodes, with escalating capabilities of sensing, processing and 
transmission, collaborate to form a network, referred as Wireless Sensor Network 
(WSN). Wireless Sensor Networks as an emerging technology have envisioned many 
applications in ubiquitous computing environments, such as battlefield surveillance, 
environmental & health care monitoring, traffic regulation, etc [1]. 

Wireless sensor networks have very limited resources and among these resources, 
scarce energy is the most limiting factor that affects the network lifetime [1]. As 
communication consumes 1000 times more energy than computation [2], in-network 
processing (data aggregation) is used to reduce the communication traffic. It improves 
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energy efficiency and prolong wireless sensor network’s lifetime. The basic idea 
behind in-network processing is to aggregate the data as close to their sources as possible 
[3]. In-network processing improves bandwidth and energy utilization but it also neg-
atively affects other performance metrics such as accuracy, data security, latency and 
fault tolerance. 

As wireless sensor networks are deployed in remote and hostile environments, sen-
sor nodes are more prone to node failures and compromise. Thus, it is critical to safe-
guard sensitive information from malicious attackers. However, there is a strong  
conflict between in-network processing and data security. Security protocols require 
encrypted sensor readings prior to any transmission, while in-network processing 
requires raw sensor readings to perform any computation. Moreover, in-network pro-
cessing results in alternation of raw sensor readings and therefore the integrity verifi-
cation of sensor readings becomes formidable. The necessity of providing such con-
flicting goals, led work in secure data aggregation. 

Secure data aggregation schemes are classified according to the way they operate 
on data. If they operate on raw sensor readings then it is called hop- by-hop secure 
data aggregation and if they operate on encrypted data then it is called end-to-end 
secure data aggregation. Though viable, hop-by-hop aggregation becomes problemat-
ic, if intermediate sensor nodes (aggregator nodes) are compromised. Thus, to provide 
end-to-end privacy between sensor nodes and the base station, concealed data aggre-
gation (end-to-end secure data aggregation) has been proposed [4]. 

To provide authentication, symmetric key based solutions are preferred over 
asymmetric key based solutions due to their limited communication and computation 
overhead. One such symmetric key based solution is message authentication code 
(MAC). The shared secret key used to generate MAC provides source authentication 
and MAC tag is used for integrity verification. 

Our objective in this paper is to reduce the number of bytes transmitted within 
network through aggregate message authentication codes (AMACs). AMACs [6] [7] 
can aggregate multiple MACs computed by (possibly) different senders on (possibly) 
different messages into a same size MAC. However, AMAC still requires all the orig-
inal readings on which MACs were generated to verify the integrity. Thus, the use of 
AMACs is formidable in scenarios where the data is aggregated en route. In this pa-
per, we present a cluster based scenario where we can use AMACs to reduce total 
number of bytes transmitted within the network. 

The rest of the paper is organized as follows. Next section summarizes related 
work to our problem. Section 3 gives the detail description of aggregate message 
authentication codes. Section 4 shows our proposed cluster based scenario where we 
can use AMACs. In the last section, we conclude the paper by emphasizing our con-
tributions. 

2 Related Work 

Any wireless network requires an authentication mechanism. The use of an encryp-
tion algorithm without using authentication is proven to be insecure [8]. Moreover, 
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need for authentication becomes obvious due to the encrypted data processing along 
with data aggregation. An adversary can maliciously add or modify any number of 
packets to the network and successfully aggregates them with other genuine packets. 
Thus to prevent such malicious modifications, different authentication mechanisms 
such as hash functions, MACs and digital signatures have been proposed. 

The security strength of a MAC algorithm is dependent on its length and underling 
encryption algorithm. In traditional networks, 8 or 16 byte MAC is preferred for rea-
sonable amount of security. However, first security architecture for wireless sensor 
networks, TinySec [8], uses a 4 byte MAC. The reasons to reduce the MAC length are 
as follows: 1) As the default packet size in TinyOS is 36 bytes, using a 8 or 16 byte 
MAC is not affordable due to communication cost. 2) Moreover, Mica2 motes with 
CC1000 radio take 20 months to forge a 4-byte MAC [8]. Motes with a radio CC2420 
(MicaZ or TelosB) will forge the same MAC tag in 3 months. However, if the key 
used to produce MAC is changed within a period of 3 months, such attacks can be 
mitigated. 

The notion of MAC aggregation has been previously utilized by [9]. Moreover, Chan 
et al. [9] uses a MAC aggregation to verify the legitimate sensor nodes that have submit-
ted their sensor readings. In addition, they do not use aggregate MAC to verify the 
original sensor readings. Authors in [7] have formally defined aggregate MAC along 
with the proof of its security. In addition, they show a lower bound on a required 
length of MAC tag for faster verification. Chan et al. [6] discuss the challenges to 
provide end-to-end authentication along with end-to-end privacy in secure data aggre-
gation scenarios. In [10], Ozdemir et al. perform MAC aggregation of data aggregated 
by a cluster head. However, as the number of cluster head per sensor network is negligible 
compare to the number of sensor nodes, energy improvement due to MAC aggregation at 
the cluster head is negligible. To the best of our knowledge, the scenario for MAC 
aggregation presented in this paper has never been utilized in sensor network. Our idea 
can be effectively utilized to provide authentication and to improve the efficiency of 
several other hop-by-hop secure data aggregation protocols like [11] or end-to-end 
protocols like [4, 11]. 

3 Aggregate MAC Based Authentication 

In wireless sensor networks, the quest for authentic communication becomes neces-
sary, as the communication medium is inherently unreliable and unsafe. In addition, any 
end-to-end secure data aggregation protocol requires authentication mechanism to veri-
fy the source and the sensor reading(s) before aggregation. As shown in Figure. 1, a single 
target region may have multiple sensor networks each detecting different phenomena 
and/or owned by different owners. 

Typically, in order to provide authentication, we use message authentication code. 
MAC is based on symmetric key cryptography and hence it consumes fewer resources 
compared to public key cryptography based approaches. 
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Fig. 1. Wireless Sensor Networks 

3.1 Aggregate Message Authentication Code 

Aggregate message authentication codes (AMACs) can be used to aggregate multiple 
MAC tags, computed by (possibly) different senders on multiple (possibly different) 
messages, into a shorter tag that can be verified by a recipient who shares a distinct 
key with each sender [6][7]. AMACs can be used to provide authenticated communi-
cation in sensor networks where communication is an expensive resource. 

Formal Definition [7]: An aggregate message authentication code is a tuple of prob-
abilistic polynomial time algorithms ( , , ) such that 

MAC generation  : Given a key {0,1}nk ∈  and a message *{0,1}m∈ , algo-

rithm   outputs a tag  . 

 ( )k m ←  (1) 

MAC aggregation  : Given a set of message/identifier pairs 1 1( , )m id , 2 2( , )m id , 

… , ( , )l lm id  and associated tags 1 2,  , … , l algorithm   outputs a new tag 

 . 

 1 2 ... l   ← ⊕ ⊕ ⊕  (2) 

Verification algorithm  : Given a set of key/identifier pairs 

1 1 2 2{( , ), ( , )  ... , , ( , )}l lk id k id k id , a set of message/identifier pairs 

1 1 2 2{( , ), ( , )  ... , , ( , )}l lm id m id m id , and a tag  , where 1 2 ... l← ⊕ ⊕ ⊕    , 

algorithm   accepts the messages if and only if 

 1 ( )
i

l
i k im== ⊕   (3) 
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Without loss of generality, we can say that verification can be done in this way for 
any deterministic MAC. In addition, most commonly used MACs are deterministic 
and thus the restriction of using a deterministic MAC is not a serious issue [7]. 

4 AMAC for Secure Data Aggregation 

Message authentication codes require original sensor readings, on which a MACs 
were computed, in order to be verified. Such requirement is in sharp contrast with the 
base principle of data aggregation. The data aggregation process aggregates original 
sensor readings en route and forward the aggregated data while end-to-end authentica-
tion requires original non-aggregated sensor readings to be available at the base sta-
tion. Thus, providing end-to-end authenticity while performing in-network aggrega-
tion becomes challenging. 

Data aggregation protocols use different topologies like cluster, tree, etc. Depend-
ing on topology, they choose aggregator node to perform the aggregation and forward 
aggregated result towards the base station. In this section, for simplicity, we assume a 
cluster based data aggregation but the same approach can work on tree based as well 
as hybrid data aggregation protocols. 

In wireless sensor networks, we assume aggregator nodes with higher transmission 
power compared to the normal sensor nodes. In a cluster based data aggregation pro-
tocols, we called them cluster head. Such cluster heads can be chosen according to 
different criteria, like, selection of cluster heads is based on remaining energy levels 
[11]. Wireless sensor nodes like micaZ or iris transmit data only up to few meters. 
Thus, if wireless sensor network is deployed in a large region then data has to be for-
warded by intermediate sensor nodes before it reaches the base station. 

In a broadcast communication a single packet can reach to bazillion destinations. 
In such condition, if we choose every other node to perform aggregation then it would 
be very difficult to keep track of readings that have been aggregated by other sensor 
nodes. Thus, we assume that aggregation is being done on designated cluster heads. 
Other intermediate nodes will forward packets towards the cluster head without any 
aggregation. We would like to use aggregate message authentication codes in such 
scenarios. Data aggregation process limits the AMAC’s use in sensor networks.  
However, our scenario permits the use of AMAC to reduce the number of bits needed 
to transfer MAC and supports a data aggregation at each aggregator node. 

Figure 2 presents a scenario where sensor nodes are deployed in a region and dif-
ferent cluster heads are chosen to aggregate data. As shown in Figure. 2, cluster heads 
transmit their data towards the base station through other cluster heads. 

Suppose, there are t  sensor nodes in a cluster, 1 2, ,..., tS S S . Sensor nodes sense 

the phenomena and transmit encrypted readings toward the cluster head . Here, we 

assume that the cluster head shares a distinct key ik  with each node iS  of that clus-

ter. Any node iS  authenticates the message im  by computing ( )
ii k im=  . Here, 

  is any standard MAC algorithm while  is a tag or checksum produced by 
MAC algorithm. 
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Fig. 2. Cluster based Data Aggregation 

4.1 The Proposed Protocol for MAC Aggregation 

1. Each node iS  uses MAC Generation algorithm   to generate tag i  

 ( ), ...0 1,( , , )
ii k im i t= ∀ ∈   (4) 

2. iS  transmits a packet im  and tag i  towards cluster head   

 ( )|| , (0,1,  , )... i im i t← ∀ ∈   (5) 

3. Each intermediate node jS  uses MAC aggregation algorithm   to aggregate the 

MAC it has received from iS  and its own MAC ( )
jj k jm=  . 

 , , (0,1,  . , ) ,.. i j i j t i j= ⊕ ∀ ∈ ≠    (6) 

4. jS  transmits its own packet jm , packets received from its child node(s) im  and 

aggregate MAC tag   towards cluster head   

 ( ) [ ]|| || , , (0  .,1, , ) , 0,1.. i jm m i j t i j← ∀ ∈ ≠   (7) 

5. Cluster head   uses the keys 1 2, ,..., tk k k  shared with the nodes 1 2  ..., , , tS S S  

and messages  2  ..., , , i tm m m  forwarded by nodes 1 2 3..., , ,S S S  to generate 

aggregate MAC. 

 1 ( ) (0 ... ,1, , )
i

t
i k im i t=′ = ⊕ ∀ ∈   (8) 

6. Cluster Head accepts sensor readings if and only if 

 ′ =   (9) 
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5 Overhead Analysis 

In this section, we will consider a cluster based scenario to analyze bandwidth con-
sumption of MAC based schemes 1) No Agg. (Forwarding individual packets without 
processing) 2) Concat. (Concatenating the payload (sensor readings and MACs) and 
forwarding) 3) AMAC (Aggregating MACs and forwarding it along with data  
values) 

For ease of calculations, we assume a tree like topologies to forward the data pack-
ets towards aggregator node but the same scenario can be seamlessly applied to clus-
ter based topologies or hybrid topologies. We consider a network model similar to 
[12] to calculate bandwidth consumption. 

5.1 Network Model 

Let us assume a balanced k-ary tree with a sink node and multitude of sensor nodes. 
Here, we assume that leaf nodes are sensors and remaining intermediate nodes are 
forwarders. The difference in network model considered in [12] and our model is the 
destination of packets. In [12] authors calculate the bandwidth consumptions up to the 
base station while in our scenario we require it only up to the aggregator node as 
shown in Figure 3. Here, we assume that aggregator nodes are powerful devices that 
can directly transmit packets to the base station [13]. In addition, let us assume that 
the output produced by MAC   is tag   of length 128 bits. Suppose the original 

sensor reading is  (e.g. Temperature ranges between 0 and 127 Fahrenheit) is 7 bits 

long. We analyze bandwidth consumption of nodes at various levels in the hierarchy 
by computing number of bits transmitted by them. 

 

Fig. 3. Three-ary Tree upto Second Level 

Here, we consider a standard packet format used in TinyOS operating system, 
where the packet header is of 56 bits and maximum supported payload is 232 bits. If 
the payload size exceeds 232 bits, remaining payload data will be transferred to an-
other packet. 
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5.2 Bandwidth Consumptions 

For No Aggregation scenario (No-Agg.), intermediate nodes forward the packet to the 
next hop without processing. Thus, packet size grows exponentially as it moves to-
ward the aggregator node. As mentioned above, number of bits needed to encode the 

sensor value is 2log (128) and the MAC tag   is of 128 bit. Hence, every packet in 

no aggregation scenario (No Agg.) consists of 135 bits of payload per packet. In a 
second scenario Concat., payloads of packets are concatenated and transferred to the 
next hop toward aggregator node. Thus, it utilizes unused payload bits and reduces 
bandwidth consumption as compared to no aggregation scenario. 

 

Fig. 4. Number of Bits Sent by the Nodes towards Aggregator Node 

As per our aggregate MAC based scenario, the MAC tag   is aggregated at each 
hop and sensor values are concatenated with other sensor values. As mentioned 
above, number of bits required to represent MAC tag   is an order of magnitude 
higher than number of bits required to represent an original sensor reading. Hence, we 
need to reduce bandwidth consumption incurred by MAC by aggregating MAC tags 
at each hop. Here, we assume that the size of aggregated MAC tag is same as input 
MAC tags. 

Figure 4 presents a comparison of all three scenarios discussed above. At level-8, 
there are 6581 nodes and they all have to transmit the same amount of information 
towards the aggregator node. However, number of bits transmitted by intermediate 
nodes in AMAC is significantly reduced as we move towards higher levels in the 
hierarchy. 

6 Conclusions 

The authentication becomes a crucial design parameter for any wireless network. 
However, the resource constrained sensor network limits the usage of any energy 
consuming operations. To provide authentication in sensor network, symmetric key 
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based solutions are more suitable due to its less communication and computation 
overhead. In this paper, we use symmetric key based message authentication code. In 
addition, we proposed a scenario, where we can use the aggregate message authenti-
cation code to reduce transmission cost incurred by MAC. Though we have consid-
ered cluster based scenario, it can be applied to other topologies where en route ag-
gregation is not carried out by the immediate next hop. 
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Abstract. Active learning(AL) is an effective method in definition of samples, 
especially when labeled sample number is small. In this paper, we propose two 
active learning algorithms, which are Random Sampling (RS) and Margin 
Sampling(MS) algorithms, the two techniques achieve semiautomatic definition 
of training samples in remote sensing image classification, starting with a small 
and representative data set, then according to query criterion, the experts select 
informative samples to add training data set, the model builds the optimal set of 
samples which minimizes the classification error. Compared with traditional 
sample selection methods, the results denote the effectiveness of the proposed 
AL methods. 

Keywords: Active learning(AL), Random Sampling, Margin Sampling(MS), 
hyperspectral classification. 

1 Introduction 

Statistical learning models [1] is a common solution for remote sensing data users, 
statistical learning models such as support vector machines (SVMs), the performances 
of the supervised algorithms depend on the  data which is used to train. Sometimes, 
the enough sample labels is difficult to acquired, and this lead to low classification 
accuracy of remote sensing images, in these years, active learning(AL) technique 
becomes good solution in many fields, such as monitoring network optimization [2], 
species recognition [3], in computer vision for image retrieval [4]-[8], and in 
linguistics for text classification. Specially, in recent five year active learning is used 
in remote sensing[9].In remote sensing classification, sample selection plays an 
important role for classification accuracy. In the paper, we introduced two samples 
selection techniques, they can get good training samples by iterative to attain  good 
classification performance The rest of the paper is organized as follows: in Section 2, 
we provide introduction of the two active learning methods in detail.The experimental 
results are presented in Section 3. Finally, we provide the concluding remarks and 
suggestions for future work in Section 4. 
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2 Active Learning Methods 

The term ‘active learning’ can be applied to any strategy for sample selection where 
the algorithm interacts with samples prior to their label with the purpose of choosing 
only the most informative. This is done by creating some queries that investigate the 
distribution of samples. At the beginning, the acquired sample labels are lacking, but 
unlabeled samples are much and they are very easy to acquire. Active learning can 
make use of a lot of unlabeled samples, the algorithm selects from the pool the 
candidates that will at the same time maximize the gain in performance and reduce 
the uncertainty of the model when added to the current training set iteratively, some 
new samples from unlabeled samples are added to previous training data set. The 
process repeated many times until stop conditions meet[10-11].In the paper, we 
propose two active learning methods 

2.1 Margin Sampling(MS) 

MS is a SVM-specific active learning algorithm taking advantage of SVM 
geometrical properties, support vectors are labeled examples that lie on the margin 
with a decision function value Consider the pool of candidates, In a multiclass one-
against-all setting, The “margin sampling” (MS) heuristic performs sampling of the 
candidates by minimizing (7) as follows: we make the assumption that the most 
interesting candidates are the ones that fall within the margin of the current classifier, 
as they are the most likely to become new support vectors, this way, the probability of 
sampling a candidate that will become a support vector is maximized. Consider the 
decision function of the two-class SVM. 
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where ),( ij qxK is the kernel matrix, which defines the similarity between the 

candidate iq  and the j-th support vector; α are the support vector coefficients; and 

iy ’s are their labels of the form( ± 1) . In a multiclass context and using a one-

against-all SVM [2], a separate classifier is trained for each class c against all the 

others, giving a class-specific decision function )( ic qf  The class attributed to the 

candidate iq  is the one minimizing )( ic qf .Therefore, the candidate included in the 

training set is the one that respects the condition 
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MS (detailed in Algorithm 1) provides a set of candidates at every iteration. 
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Algorithm 1 Margin sampling (MS) 
Inputs 
—Initial training set X. 
—Set of candidates Q. 
—Number of classes (Nc). 
—Pixels to add at every iteration (Np). 
for each iteration do 
Train current classifier with current training set X. 
Compute test accuracy of the current classifier. 
for each class c do 
for each candidate qi to add do 
Compute the distance to the margin for the 
candidate qi for class c using (1).  
end for 

end for 
Compute the minimum distance over the Nc classes. 
Label the Np pixels associated with minimum distance. 
Update X with the Np chosen pixels and remove those from 
Q. 
end for 

2.2 Random Sampling(RS) 

Another active learning method is Random Sampling, it also select unlabeled samples 
actively. At the beginning, the active learning process requires a first step for the 
initialization of the training set, the initial samples are rare and changeless. The query 
function is used to select randomly informative samples from unlabeled candidate 
data set. The supervisor assigns the samples the true class labels. Each time the 
selected randomly unlabeled samples are included into the training data set by 
iterative process. The classifier retrains the updated the training data, the closed loop 
of querying and retraining continues for some predefined iterations or until a stop 
criterion is satisfied. Because the training data set become bigger and the sampled 
quality is higher, the classification accuracy becomes higher than former unmodified 
training data set. 

3 Experiment and Discussion 

Results are obtained to investigate the performance of our proposed methods. We 
compared the active learning methods with traditional randomly selecting samples. in 
this section we use a real hyperspectral data sets collected by the AVIRIS instrument . 
All experiments were run on an Intel(R)Pentium CPU G20202@90GHz processor. 
Matlab 2012b is the software workshop in the experiments. 

The hyperspectral image in our experiments is the Airborne Visible/ Infrared 
Imaging Spectrometer (AVIRIS) image Indian Pines [12]. The AVIRIS sensor 
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generates 220 bands across the spectral range from 0.2 to 2.4μm. In the experiments, 
the number of bands is reduced to 200 by removing 20 water absorption bands. This 
image has spatial resolution of 20 m per pixel and spatial dimension 145×145. It 
contains 16 ground truth classes. For each class, we randomly choose around 3% of 
the labeled samples for training, 50% of whole image data for candidate unlabeled 
data, and use the whole image data for testing, as shown in Table 1. 

Table 1. The training data and testing data in the whole image 

class Samples number 
No Name Train data Unlabeled Test data 

1 Alfalfa 12 27 54 

2 Corn-notil 43 717 1434 

3 Corn-min 25 417 834 

4 Corn 7 117 234 

5 Grass/Pasture 15 249 497 

6 Grass/Trees 22 373 747 

7 Grass/Pasture- 1 13 26 

8 Hay-windrowed 15 245 489 

9 CAts 1 10 20 

10 Soybean-notill 29 487 978 

11 Soybean-min 74 1234 2468 

12 Soybean-clean 18 307 614 

13 Wheat 6 106 212 

14 Woods 39 647 1294 

15 Building-grass 8 190 380 

16 Stone-steel 3 48 95 

 Total number 318 5187 10366 

 
Our experiments on the areas use the training areas, which providing areas with  

complexity in landcover. The image was taken shortly after the crops were planted, so 
that each pixel spectral value is not pure. This experiment is designed to test the 
algorithms proposed to discover classes with strongly overlapping spectra areas.  

The classification performance for each of the 16 classes, classification accuracy 
(CA), on the test set are shown in Table 2. The classification accuracy is the ratio 
between correctly classified test samples and the total number of test samples. 

For the data set, an SVM model trained on all the ground survey pixels has been 
taken as a reference for the best achievable performance of the classifier[13].  

In our experiments, we adopted an SVM classifier with radial basis function (RBF) 
kernel. Optimal SVM parameters {C, γ}(RBF kernel is used) are found by grid search 
on the parameter space. C is a parameter controlling the tradeoff between model  
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complexity and training error. whileγis the spread of the Gaussian kernel. The values 
of the RBF kernel parameters C andγare found using grid search algorithm ([14]) and 
both of the values of these parameters are used as 2n. The values are tried and the one 
with the best cross-validation accuracy is picked. We found that trying exponentially 
growing sequences of C andγ is a practical method to identify good parameters (for 
example, C = 2-5; 2-3; …, 215, γ= 2-15; 2-13…23). 

For all experiments, to assess the effectiveness of the proposed active technique:1) 
the random sampling (RS); 2) the margin sampling (MS). We compared the two 
methods with other methods. 

First, the SVM classifier is optimized using some pixels for the Indian Pines image 
from the training sub-area, the tested data set is on whole image area, four 
experiments are conducted as follows: 1) direct SVM classification of the entire 
image with the  random 300 training data; 2) classification of the entire image using  
3100 pixels randomly selected from the whole image; 3) starting with 300 pixels 
initial sample data set, 2800 pixels randomly sampling selection by iterative active 
learning ; and 4) with the same 300 initial set, iterative actively selecting 2800 pixels 
by MS technique. 

For the dataset, the initial training set is 300 labeled samples, each iteration we 
select 30 samplers to add training set, until the total unlabeled sample number is 
3100.For decreasing the training influence of randomly samples, our active learning 
processes are repeated 20 times, the last classification accuracy is the average value. 
Performance was evaluated in terms of classification accuracy. 
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Fig. 1. The classification comparation results between active learning and random samples 
selection methods 

The experiment considers the Indian Pines image. For this complex data set, 
consisting classes showing it is obvious that with the increase of samples, the 
classification accuracy of the two active learning methods also enhanced. We can see 
that the proposed active learning technique resulted is higher than random sampling. 
classification accuracy than the other techniques. 
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With continuous iteration, the informative samples are chose to add training set, 
thus it lead to more training data, so the classification accuracy by the same classifier 
is improved. When initiate labeled samples are selected randomly and the number is 
300,in this case, when the samples dataset is small, the classification accuracy is only 
71.05%,but when the random sample number reach 3100,the classification accuracy 
reach 89%,since the training number is much more than previous training number, the 
classification accuracy is more than previous training data. It is denoted into a line in 
Fig.1， the reason is that the labeled 3100 samples number is much more than 300 
samples.  

Table 2. classification accuracy[%] of two active learning methods with increase of sample 
number 

Sample 
number 

RS MS 

300 71.05 71.05 
500 76.71 81.11 

700 80.47 84.72 

900 82.03 87.49 

1100 83.42 88.88 

1300 84.27 90.38 

1500 85.57 90.73 

1700 86.29 91.8 

1900 86.96 92.42 

2100 88.89 93.1 

2300 90.3 93.59 

2500 90.6 93.62 

2700 91.08 93.72 
2900 91.24 93.91 

3100 91.54 93.97 

 
At the beginning, the CA of two active learning is low than 3100 random samples. 

With the increase of the samples. The CA is higher than 3100 randomly. For RS, 
when the sample number is 2100,the CA is same as CA with random 3100,after this, 
the CA is higher, when the number is 3100,the CA reach 91.54%.It is worth noting 
that the proposed two active learning techniques are effective. Fig.1 shows the 
classification accuracies using active learning and random sample selection methods. 

Compared with RS method, MS make use of margin hyperplane of SVM, but RS 
randomly select samples directly to add unlabeled samples to training data, so the  
MS classification is better than RS active learning classification accuracy. For MS 
technique, with increase of samples, the accuracy is improved too, when the sample 
number is 1100, and the accuracy value is 89%, it is equal to SVM classification 
accuracy when randomly selecting 3100 samples, after the number,the accuracy 
become higher, when the number is 3100,the MS classification reach 93.97%.Fig.1 
and Fig.2 show the classification accuracies using active learning and random sample 
selection method. Table 2 shows the results of different sample selection methods. 
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                        Ground truth 
  False color image 
 

                
Random 300 samples(71.5%)       Random 3100 samples (89%) 
 

                   
 

300+ MS 2800(91.54%)               300+ RS 2800(93.97%) 

Fig. 2. The reference map and the classification accuracy result 

4 Conclusion 

This paper presented two active learning methods. Unlike the traditional sample 
selection technique that focuses on selecting labeled samples randomly ,By each 
iteration, the  active learning technique allows more unlabeled samples to be selected 
for manual labeling ,then the selected unlabeled samples are added to training set, As 
each time select informative samples, the effective can be proved. The experimental 
results obtained on hyperspectral data sets demonstrate good capability of the 
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proposed method for selecting pixels, which allow good CA to an optimal solution 
compare traditional method. In the future, we will investigate more active learning 
technique in remote sensing image classification,we plan to extend the experimental 
comparison to other methods. 

Acknowledgments. This work was supported by National Natural Science 
Foundation of China (No. 61273303, 61375017, 61201423), the Open Project 
Program of the National Laboratory of Pattern Recognition (201104212) and Open 
Project Program of Hubei Province Key Laboratory of Intelligent Information 
Processing and Real-time Industrial System(znss2013A008) 

References 

1. Vapnik, V.: Statistical Learning Theory. Wiley, New York (1998) 
2. Pozdnoukhov, A., Kanevski, M.: Monitoring Network Optimisation for Spatial Data 

Classification Using Support Vector Machines. Int. J. Environ. Pollut. 28(3/4), 465–484 (2006) 
3. Luo, T., Kramer, K., Goldgof, D.B., Hall, L.O., Samson, S., Remsen, A., Hopkins, T.: Active 

learning to recognize multiple types of plankton. J. Mach. Learn. Res. 6, 589–613 (2005) 
4. Li, X., Wang, L., Sung, E.: Multilabel SVM Active Learning for Image Classification. In: 

Proc. ICIP, Singapore, pp. 2207–2210 (2004) 
5. Jing, F., Li, M., Zhang, H., Zhang, B.: Entropy-based Active Learning with Support Vector 

Machines for Content-based Image Retrieval. In: Proc. IEEE ICME, Taipei, Taiwan,  
pp. 85–88 (2004) 

6. Cheng, S., Shih, F.Y.: An Improved Incremental Training Algorithm for Support Vector 
Machines Using Active Query. Pattern Recognition 40(3), 964–971 (2007) 

7. Gosselin, P.H., Cord, M.: Precision-oriented Active Selection for Interactive Image 
Retrieval. In: Proc. IEEE ICIP, Atlanta, GA, pp. 3197–3200 (2006) 

8. Ferecatu, M., Boujemaa, N.: Interactive Remote-sensing Image Retrieval Using Active 
Relevance Feedback. IEEE Trans. Geosci. Remote Sens. 45(4), 818–826 (2007) 

9. Liu, A., Jun, G., Ghosh, J.: Active Learning of Hyperspectral Data with Spatially 
Dependent Label Acquisition Costs. In: 2009 IEEE International Geoscience and Remote 
Sensing Symposium, IGARSS 2009, pp. 256–259. IEEE (2009) 

10. Tuia, D., Volpi, M., Copa, L., et al.: A Survey of Active Learning Algorithms for 
Supervised Remote Sensing Image Classification. IEEE Journal of Selected Topics in 
Signal Processing 5(3), 606–617 (2011) 

11. Demir, B., Persello, C., Bruzzone, L.: Batch-mode Active-learning Methods for The 
Interactive Classification of remote sensing images. IEEE Transactions on Geoscience and 
Remote Sensing 49(3), 1014–1031 (2011) 

12. AVIRIS NW Indiana’s Indian Pines 1992 data set (1992),  
ftp://ftp.ecn.purdue.edu/biehl/MultiSpec/92AV3C (original files), 
ftp://ftp.ecn.purdue.edu/biehl/PC_MultiSpec/ThyFiles.zip 
(ground truth). 

13. Melgani, F., Bruzzone, L.: Classification of Hyperspectral Remote Sensing Images with 
Support Vector Machines. IEEE Trans. Geosci. Remote Sens. 42(8), 1778–1790 (2004) 

14. Chang, C.-C., Lin, C.-J.: LIBSVM: A Library for Support Vector Machines. ACM 
Transactions on Intelligent Systems and Technology 2, 27:1–27:27 (2011),  
http://www.csie.ntu.edu.tw/~cjlin/libsvm 



 

D.-S. Huang et al. (Eds.): ICIC 2014, LNAI 8589, pp. 492–499, 2014. 
© Springer International Publishing Switzerland 2014 

Time to Fault Minimization for Induction Motors  
Using Wavelet Transform 

Amirhossein Ghods and Hong-Hee Lee 

School of Electrical and Computer Engineering,  
University of Ulsan, South Korea 

{amirhossein,hhlee}@mail.ulsan.ac.kr 

Abstract. Time to Fault (TTF) is an important parameter that measures how 
long it takes that a fault detection algorithm successfully recognizes defect in 
the motor. If TTF is too long, severe damages can happen to the motor. In this 
paper, authors try to minimize TTF using Discrete Wavelet Transform (DWT); 
in other words, the output signals derived from the motor due to an existing 
fault are analyzed and decomposed in frequency-domain. It will be proved that 
even though there are n levels for decomposing the signal with 2n data samples, 
but after a specific level, the fault characteristics will disappear. This happens 
because of sporadic form of the signal. Thus, we can finish the analysis in a 
lower level where all characteristics for fault can be seen. This reduces TTF and 
consequently possible damages considerably. 

Keywords: discrete wavelet transform, fault diagnosis, frequency-domain anal-
ysis, induction motors, low energy fault, time to fault. 

1 Introduction  

In case a fault occurs in induction motor, it can shut down the whole process for pos-
sibly a long time and cause severe damages. For preventing this, usually the measured 
output signals of motor are constantly analyzed.  

To address this issue, in [1] using vibration signal of motor, a half-broken-bar de-
tection method is proposed. They have implemented a decision tree in a field-
programmable gate array which compares the regions of signal that represents a  
broken bar or a half-broken bar. By distinguishing between these areas, the exact fault 
can be recognized. There is a high probability that regions related to half-broken bar 
will change their location dependent on severity of fault; therefore, locating these 
areas would be a cumbersome task that makes the proposed algorithm inefficient. 
Authors in [2-5] derive the stator current signals in all three phases to diagnose the 
type and severity of the fault happened in induction motor. In [2], mechanical prob-
lems cause high magnitude sidebands around major frequency, but in [3-5], rotor bar 
faults can create repetitive sidebands in specific set of frequency bands. Although 
these methods can represent the fault characteristics, but usually there is limit for their 
application. 
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By the word “limit”, it is meant that some faults have non-stationary and low ener-
gy characteristics that cannot be recognized using conventional methods. Wavelets 
have this feature that can decompose a signal into sub-signals which have lower level 
of harmonics, and also keep the main fault information. The initial fault signal is 
passed through a set of high- and low-pass filters and subsampled by 2, where high 
frequency additional components are removed. The current work is also using ad-
vantage of wavelet packets, which will be discussed extensively later on. 

In literatures [6-8], faults are detected using Discrete Wavelet Transform (DWT). 
The structure of signal in healthy and faulty conditions for different decomposition 
levels are compared to each other. Although, using this method, existence of fault can 
be verified, but severity of it cannot be measured, because in time-domain DWT anal-
ysis, only fault behavior can be seen. We propose frequency-domain DWT analysis 
which both can verify existence of a defect, and also degree of severity of it. 

As mentioned before, a current signal that carries 2n data samples can be decom-
posed into n levels by high- and low-pass filters. Typically, for fault detection purpos-
es, signal is passed through n levels of filters, so that the fault characteristics can be 
observed clearly. The time that it takes this process gets completed is called Time to 
Fault (TTF) and is a measure of performance of algorithm. TTF should be as less as 
possible; in other words, a fault should be detected in the earliest time possible.  

It will be verified, although the total number of levels which current signal can be 
decomposed into is n, but there is possibility to decompose until a lower level, while 
all required information regarding the fault are derived. Therefore, the computations 
will finish in a shorter time. It means that the fault is recognized earlier.  

This paper is structured as follow: In section 2, discrete wavelet transform in fre-
quency-domain will be explained for bearing faults. Also, the modeling of fault and 
the way fault is represented will be discussed. In section 3, the term Time to Fault will 
be introduced in the field of fault diagnosis, and its importance for motor performance 
optimization will be explained. Following in the next section, authors will propose 
their strategy for minimization of TTF. It will be shown after a certain level of de-
composition; there is no fault information in the output. By using this concept, TTF 
and also possible damages will decrease. 

2 DWT Frequency-Domain Analysis for Bearing Faults 
Detection 

Usually in time-domain DWT, the fault characteristics cannot be observed, and just 
by comparing the signal pattern in healthy and faulty situations, the existence of de-
fect can be proved. As shown in [9], there is no specific fault signature in time-
domain spectrum, and authors of this research work just compare the current signal in 
healthy and faulty cases, and if there are any major differences, then existence of fault 
can be verified. Also, the type of fault cannot be specified. This is the main deficiency 
of wavelet transform application in time-domain. 
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Here we propose frequency-domain DWT analysis. In this method, the frequency 
responses of high-pass filters are plotted. As it will be shown later, for any specific 
fault, this spectrum has a particular behavior; therefore, the process of fault diagnosis 
can be performed in a more precise way. 

 

Fig. 1. Ball Bearing Configuration 

The DWT analysis strategy is used here to detect bearing faults in induction mo-
tors. In Fig. 2, the general configuration of bearings is shown. If a defect happens in 
bearing section, the fault will be recognized well in frequency spectrum as an abnor-
mal high magnitude component in: 

    0.5 0.5 6 50 150bearing bf n fr= × × = × × =                        (1) 

In (1), bn is the number of balls. Usually, the number of balls in a bearing system 

varies between 6 and 12 [10]. In this simulation 6 balls are considered. With 50 Hz as 
the major frequency component, the fault frequency band will happen at 150 Hz. 

3 DWT Decomposition Levels and Time to Fault Issues 

In this section, the number of decomposition levels in process of wavelet transform is 
determined, and the relation between this number of levels and TTF is explained. 

In one decomposition level, a stator current signal is passed through filters and then 
subsampled. This process should continue up to the time that only two samples are 
left; in other words, the number of levels is n for a 2n sample-long signal. The purpose 
of this action is being able to detect non-stationary faults that have extremely low 
energy characteristic; such as bearing faults. In this research work, a 512 (29)-sample 
long signal is derived from the sensor that measures the stator current. So, there exist 
9 levels of decomposition in the DWT process.   

In Table 1, TTFs for a bearing fault are shown in a cumulative way; for example, 
the time shown for level 4 means time that 4 levels of decomposition takes. Totally, 2 
minutes 15 seconds is needed that the fault diagnosis algorithm ends for 9 levels of 
decomposition.  
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Table 1. Time to Fault (TTF) for a bearing fault in induction motor 

 
# of levels 

Time to Fault (TTF) 
Minute(s) Second(s) 

Level 1 1 01 
Level 2 1 06 
Level 3 1 18 
Level 4 1 28 
Level 5 1 38 
Level 6 1 48 
Level 7 1 52 
Level 8 2 12 
Level 9 2 15 
Total Time 2 15 

 
The less TTF, the earlier diagnosis process will be done. It means that dependent 

on the type of fault, the completion of DWT takes a specific time. If it finishes early, 
existence of fault can be recognized earlier; this means prevention of severe damages 
to the motor that can bring the motor into offline mode for an unknown period. 

4 Minimization of Time to Fault 

As it was stated before, in case that the fault detection process takes too long, possible 
damages to motor and its failure from online operation will happen. Thus, it seems 
beneficiary to look for a strategy that will minimize TTF. In this section, a new tech-
nique will be presented that is based on fault behavior observation and will reduce 
TTF considerably. 

In the following figures, the output of each level of decomposition is shown in fre-
quency-domain. The initial stator current signal has 512 data-samples, so it can be 
decomposed into 9 levels. The fault is featured as a high magnitude burst. It can be 
observed in Fig. 3 that in first level of decomposition, the fault characteristics cannot 
be recognized clearly; it is because the main fault signal is combined with lots of high 
magnitude additional components. As the signal is decomposed into higher levels, this 
problem disappears. In other words, if level 1 and 5, chosen just randomly, are com-
pared together, fault feature in 150 Hz has a more clear view in level 5 rather than 
level 1.  

Considering level 6 of decomposition in Fig. 4, no fault information can be ob-
served. This situation is same for higher levels too; no fault information can be de-
rived for level 7, 8, and 9. There is a signal with n data-samples as 

1 2[ ] { , ,..., }nx n x x x= is passed through a set of low- and high-pass filters and sub-

sampled by 2, the output of each filter becomes. The low-pass filter transfer function 
can be written in time-domain as: 
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              a) Level 1                                       b) Level 2 

   
             c) Level 3                                        d) Level 4 

 
 
 
 
 
 
 
 
 
 
 

e) Level 5 

Fig. 2. Decomposition levels (1:5); fault information exists 

( ) ( )cut cut

dy
f y t f x t

dt
+ =

                             
(2) 

Because, in our problem the signal is a discrete signal, the above equation should 
be discretized: 

1 [ ]n n
cut n cut

y y
f y f x n

T
−− + = ,

                          
(3) 
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where yn is the low-pass filter output of the current time step, yn-1 is the filter output of 
the previous time step, xn is the current filter input and T is the sampling period. Rear-
ranging (3) to solve for yn yields the equation for the discrete-time, low-pass filter: 

1 [ ]n n cut n cuty y f Ty f Tx n−− + +  

1(1 ) [ ]n cut n cuty f T y f Tx n−+ = +  

1
( )

[ ]

(1 )
n cut

n low
cut

y f Tx n
y

f T
− +=

+
                             (4) 

The same reasoning is used for the high-pass filter: 

   

1
( )

[ ]

(1 )
n

n high
cut

y Tx n
y

f T
− +=
+

                                  (5) 

The problem that wavelet transform creates is because of filtering process where 
half of the data samples are eliminated, therefore, x[n]’s length becomes half and 
signal gets more outspread. Considering (4) and (5), by filtering a signal into several 
levels, the length of x[n] becomes smaller and smaller, and same for output. It means  
 

 

  
                    a) Level 6                                    b) Level 7 

  
               c) Level 8                                       d) Level 9 

Fig. 3. Decomposition levels (6~9); no fault information exists 
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some major fault characteristics are eliminated. In a high energy fault, such as input 
voltage unbalance, compared to a low energy fault, e.g. bearing defect, the fault signal 
will lose its features earlier, because the main component of fault has a high frequen-
cy; therefore, through low-pass filtering, major component gets eliminated earlier. 
However, in this paper authors tried to model bearing fault in order to achieve higher 
levels of decomposition.  

The idea behind this work lies in this matter that if we just recognize this level, and 
do not decompose the signal more than that, because after that level, no fault infor-
mation exists, the detection process completes earlier and so TTF decreases. By this 
action, the fault is detected earlier and possible damages to motor are reduced. The 
flowchart regarding this process can be seen in Fig. 5, which stator current signal gets 
decomposed until there is no fault characteristics (expect level 1, where the reason 
that there is no fault characteristic is because of high magnitude noise level, not spo-
radic signal). 

In this paper, the optimum level is 5 steps of decomposition. Considering Table I, 
if the signal is decomposed into 9 levels, TTF will be 2 minutes 15 seconds, but if it is 
only decomposed into 5 levels, TTF will be 1 minute 38 seconds that has become less.  

 

Fig. 4. Flowchart of finding minimized TTF 
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5 Conclusion 

One important parameter in fault diagnosis of induction motor is the time that fault is 
fully recognized. In case this time becomes long, possible damages to motor can hap-
pen and disastrous consequences can happen. In the proposed paper, authors have 
used DWT in frequency-domain to derive the fault characteristics. For a low-energy 
fault, such as bearing defect, it is proved that fault will only be visible in the first five 
levels of decomposition. Filtering a signal several times will reduce the length of data 
samples, and dependent on the type of fault, fault information will disappear after a 
certain level, where the signal becomes outspread. Therefore, by decomposing the 
signal up to only the level that fault information exists- not more than that, the diag-
nosis time will be reduced significantly; in other words, this technique can decrease 
possible damages to motor.  

Acknowledgment. This work was supported by the National Research Foundation of 
Korea Grant funded by the Korean Government (No.2013R1A2A2A01016398). 

References 

1. Rangel-Magdaleno, J., Romero-Troncoso, R., Osornio, R.A., Cabal-Yepez, E.: Novel 
Methodology for Online Half-Broken-Bar Detection on Induction Motors. IEEE Trans. 
Instrum. Meas. 58, 1690–1698 (2009) 

2. Knight, A.M., Bertani, S.P.: Mechanical Fault Detection in a Medium-Sized Induction 
Motor Using Stator Current Monitoring. IEEE Trans. Energy Convers. 20, 753–760 (2005) 

3. Benbouzid, M.E.H., Kliman, G.B.: What Stator Current Processing-Based Technique to Use for 
Induction Motor Rotor Faults Diagnosis? IEEE Trans. Energy Convers. 18, 238–244 (2003) 

4. Garcia-Perez, A., de Jesus Romero-Troncoso, R., Cabal-Yepez, E., Osornio, R.A.: The 
Application of High-Resolution Spectral Analysis for Identifying Multiple Combined 
Faults in Induction Motors. IEEE Trans. Ind. Electron. 58, 2002–2010 (2011) 

5. Das, S., Purkait, P., Dey, D., Chakravorti, S.: Monitoring of Inter-Turn Insulation Failure 
in Induction Motor Using Adnaced Signal and Data Processing Tools. IEEE Trans. Diecltr. 
Electr. Insul. 18, 1599–1608 (2011) 

6. Supangat, R., Ertugrul, N., Soong, W.L., Gray, D.A.: Detection of Broken rotor Bars in 
Induction Motor Using Starting-Current Analysis and Effects of Loading. IEE Proc. Elec. 
Power Appl. 153, 848–855 (2006) 

7. Mohammed, O.A., Abed, N.Y., Ganu, S.: Modeling and Characterization of Induction Mo-
tor Internal Faults Using Finite-Element and Discrete Wavelet Transforms. IEEE Trans. 
Magn. 42, 3434–3436 (2006) 

8. Khan, M., Radwan, T.S., Azizur Rahman, M.: Real-Time Implementation of Wavelet 
Packet Transform-Based Diagnosis and Protection of Three-Phase Induction Motors. IEEE 
Trans. Energy Convers. 22, 647–655 (2007) 

9. Pineda-Sanchez, M., Riera-Guasp, M., Antonio-Daviu, J.A.: Diagnosis of Induction Motor 
Faults in the Fractional Fourier Domain 59, 2065–2075 (2010) 

10. Zarei, J., Poshtan, J.: Bearing Fault Detection Using Wavelet Packet Transform of Induc-
tion Motor Stator Current. Tribology Int. 40, 763–769 (2007) 



 

D.-S. Huang et al. (Eds.): ICIC 2014, LNAI 8589, pp. 500–512, 2014. 
© Springer International Publishing Switzerland 2014 

Legal Reasoning Engine for Civil Court Procedure  

Tanapon Tantisripreecha1, Ken Satoh2, and Nuanwan Soonthornphisaj1 

1 Department of Computer Science, Faculty of Science,  
Kasetsart University, Bangkok, Thailand 

{g5317400457,fscinws}@ku.ac.th  
2 National Institute of Informatics and Sokendai Tokyo, Japan 

ksatoh@nii.ac.jp 

Abstract. In this paper, we propose a new inference engine for legal reasoning 
in civil court (LR engine). Three main modules of the engine consist of the 
Prove algorithm, the Defense algorithm and the Estoppel algorithm. These 
modules work in switching style in order to drive the legal reasoning according 
to the Evidence law and the doctrine of Estoppel. In this study, Thai Civil and 
Commercial Code Law are applied as a legal knowledge base. Several legal 
cases are examined to validate LR engine and analyze its performance. The 
experimental result shows that LR engine can automatically handle the case 
containing estoppel and can reduce the steps of proof. Moreover, it provides 
reasonable legal explanation compared to the traditional algorithm.  

Keywords: Legal knowledge base, a switch of burden of proof, Estoppel 
doctrine, legal reasoning. 

1 Introduction 

Court hearing is conducted in the courtroom where a judge applies a legal procedure 
(mainly the Evidence law) to drive the legal case. Given a legal argument, the burden 
of proof lies on the party who claims the fact. In civil cases, the plaintiff is normally 
charged with the burden of proof, but the defendant can be required to establish 
certain defenses. However, the duty of the judge includes a legal doctrine called 
estoppel which is typically applied in civil law cases. The concept is that a person 
wants to claim a fact but the law does not allow him to claim it. Therefore, the fact 
claimed by the party may be estopped and the truth value of that fact is changed to the 
opposite value. Estoppel doctrine is important for civil cases because it changes the 
truth value of the fact that may cause different court conclusion.  

Thai Civil Procedural law [2], section no. 84 stated that “Where a party alleges any 
fact in support of his plaint or answer, the burden of proof of such fact lies on the 
party alleging it. However: (1) a party is not required to prove fact which are 
generally known or are indisputable, or which, in the opinion of the court, are 
admitted by the opposite party. (2) Where there is a presumption in law favorable to a 
party, such party shall be required to prove only that the conditions entitling him to 
avail himself of the presumption have been fulfilled.” The statement in 84(2) means 
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that in case of the absolute presumed fact (estoppel) which comes from legal 
presumption (e.g. section no. 1008 of civil and commercial code) the court must not 
allow the opposite party to prove that fact [3].  

Satoh, K. et al. [1] formalized a switched of the burden of proof (SBP) using logic 
programming which provided the realistic court procedure for users. However this 
logic cannot apply to Thai Law since it cannot handle estoppel principle. The problem 
is that we cannot apply the Thai procedural law regarding the estoppel doctrine in 
SBP. Because Thai procedural law does not require the opposite party to further prove 
the estopped fact. Therefore, we propose a novel inference engine called LR engine to 
drive the steps of the inference and to obtain the lawful explanation. We will use the 
algorithm proposed by [1] as a benchmark since Japan is the civil law country and 
Thailand’s substantive law came from Japanese law as well. 

2 Related Works 

Many researchers developed the legal expert system such as British Nationality [4], 
TAXMAN [5] and some legal reasoning systems such as PROLEG [6]. In 1986, 
Sergot, M.J. et al., proposed the formalization of legislation and the development of a 
computer system to assist with legal problem solving [4]. The system needs an expert 
to make a set of legal rules combined with logic operators which is the traditional 
logic. In 2009, Gordon T.F. presented the Legal Knowledge Interchange Format 
(LKIF) which was a new interchange format developed specifically for application in 
the legal domain. [7]. Research work done by Beierle, C. et al., employed predefined 
predicate names to represent the concept of facts and rules [8]. In 2011, 
Tantisriprecha, T. and Soonthornphisaj, N. proposed a solution to create legal 
knowledge base with Thai Civil and Commercial Code Law [9]. The system showed 
the legal explanation of each party by using abductive logic to select the rules in legal 
knowledge base.  

A switch of burden of proof (SBP) was applied for demonstrating a characteristic 
of argumentation between a plaintiff and a defendant in court hearing. Therefore, 
several AI and Law researchers studied this principle and formalized the SBP using 
various techniques. Beierle, C. et al., applied defeasible logic for argumentation 
system [8]. In 2007, Satoh, K. et al., proposed a formalization of a switch of burden 
of proof [1] in a different way. They assumed that a plaintiff and a defendant will give 
all evidences prior to the court hearing process. They proposed the system namely 
PROLEG for making legal reasoning [6].  

However, in Thai law, a fact should be considered before the use of each party in 
legal inference process. Since some fact cannot be used for arguing because of some 
general legal doctrines such as good faith and estoppel. Therefore we found that how 
to control the behavior of facts is important because it affects the final court 
sentence. 
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3 The Structure of Legal Knowledge Base 

We propose a new structure of legal knowledge base which consists of a set of facts, 
rules, exceptions and the estoppel sentence (see Figure1).  

 
fact(Evidence1).  
…  
fact(Evidencen).   
RuleName1 if Conditions. 
… 
RuleNamen if Conditions. 
exception(MainRule1, ExceptionRule1). 
… 
exception(MainRulen, ExceptionRulen). 
estoppel(Person, Fact, Reason):- 
 Reason = cause(Person, Fact, Action), 
 fact(Reason). 
cause(Person, Fact, Action1). 
… 
cause(Person, Fact, Actionn). 

Fig. 1. A structure of legal knowledge base 

Fact is an evidence or a situation that supports the party claiming. In this work, we 
assumed that all facts are ultimate fact. The ultimate fact is a fact that the plaintiff and 
defendant have accepted, or the fact that has been proved and known the truth value. 
Thus, every fact in the legal knowledge base can be used for claiming. We use 
predicate fact with one parameter to represent a set of facts.  

Legal rule can be created from the substantive law or legal doctrines. During the 
legal reasoning process, the question will be asked via the goal rule. To translate legal 
doctrines or substantive law, a legal engineer has a duty to design a structure of the 
rule. The simple structure, which we use to create a set of rules in the legal knowledge 
base, was designed as a top-down model called Horn clauses logic [15]: 

Conclusion if Condition1, Condition2, …, Conditionn. 

A conclusion is a single predicate consisting of a set of conditions. Condition 
can be represented by a sub rule and a fact. If all Conditions can be proved as 
true, the Conclusion will be true, otherwise false.  

In the Civil and Commercial code law, a situation of legal case consists of persons 
and documents. Considering a situation in Civil law, the person does some action on 
the document with another person. Thus, we propose the rule’s structure to represent 
the situations as follows:  

PredicateName({Person}, Document, [Section]). 

A PredicateName is a name of each rule consisting of three parameters which 
are Person, Document and Section. Person is a set of parties. For each rule, 
the maximum number of persons is two. Thus, if there is one person, it means that the 
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person acts something on the Document without another person. For example, 
put_signature(a,bill), means that a person a puts a signature on the bill. 
Moreover, if there are two persons, it means that the first person acts something to 
another person on the Document (the 1st person is an actor and the 2nd person is an 
acted). For example, forged_signature(x,c,bill) means that x (the 1st 
person) forged a signature of c (the 2nd person) on the bill. Document is used to 
identify evidences in legal case such as bill, bill of exchange or cheque. The last 
parameter, Section is the optional parameter used to identify the section number in 
law. For example, a rule name liable(Person,Bill,s900) means that a 
person is liable for a bill by section no.900 (s900). 

Exception rule is a kind of rule that typically found in any written Laws. It is a kind 
of non-monotonic reasoning and it is used as a counter argument. When the exception 
rule is proved as true, the result will be changed to the opposite conclusion. In this 
work, we propose a predicate namely exception in order to identify the exception 
rule. The exception structure is as follows:  

exception(MainRule, ExceptionRule). 

The predicate exception consists of two parameters which are MainRule and 
ExceptionRule. If the parameter ExceptionRule matches the rule in the legal 
knowledge base, it means that there is an exception of the MainRule which is used 
to prove by the opposite party. Thus if the exception is true, the truth value of 
MainRule will be changed to negative. For example:  

exception(liable(Person,Bill,s900), 

not(liable(Person,Bill,s900))). 

If the party proves the MainRule namely liable(Person,Bill,s900) as 
true, the ExceptionRule namely not(liable(Person,Bill,s900)) will 
be proved by the opposite party. 

To ensure the smooth running of legal inference engine, it is necessary to formulate 
the rules which would generally work well. However, cases in which some unforeseen 
state of facts arises, strict rules cannot be used for deciding the cases. Therefore, we 
need general rule to help a judge for making legal reasoning. Estoppel doctrine is a 
general principle often found in civil law cases. The theory is used when a person wants 
to claim a fact but the law does not allow him to claims it. The estoppels’ definition is 
that "A bar which precludes someone from denying the truth of a fact which has been 
determined in an official proceeding or by an authoritative body” [16].  

Therefore, we introduce a predicate named estoppel, which consists of three 
parameters, Person, Fact and Reason. Estoppel is a kind of rule for checking the 
fact that cannot be used to argue. Thus, we can design the logic of estoppel in Prolog 
form as follows: 

estoppel(Person, Fact, Reason) :- 

Reason = cause(Person, Fact, Action), 

 fact(Reason). 
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LR engine starts from finding a Reason that a Person is estopped to claim a 
Fact by considering an Action that the Person did to the Fact from predicate 
cause.  

The estoppel is handled if the Reason matches some fact in legal knowledge base. 
This means that a Person is estopped to claim a Fact because the Reason that he 
did to an Action which was prohibited.  

Let us show the structure of legal knowledge base created from section no. 1008 in 
the Thai civil and Commercial Code Law. (See Figure 2 for details) 

Section 1008:- “Subject to the provisions of this Code, where a signature on a bill is 
forged or placed thereon without the authority of the person whose signature it 
purports to be, the forged or unauthorized signature is wholly inoperative, and on 
right to retain the bill or to give a discharge therefor or to enforce payment thereof 
against any party thereto can be acquired through or under that signature, unless the 
party against whom it is sought to retain or enforce payment of the bill is precluded 
from setting up the forgery or want of authority”. 

The meaning of section no.1008 is that if there is a forged signature on a bill, a 
person who is liable can be: 1) The person who forges a signature, 2) The person who 
endorses the bill of forged a signature, and 3) The person who accepts the bill of the 
forged signature. Therefore, the legal knowledge base can be represented as shown in 
figure 2. Note that, there are two causes of estoppel rules. The former is that the 
person endorses the bill of forged signature and the latter is that the person accepts the 
bill of forged signature. Thus, if the person makes an action with match the cause, he 
will be estopped. 

 
liable(Person,Bill,s900) if  
 put_signature(Person,Bill). 
exception(liable(Person,Bill,s900), 
 not(liable(Person,Bill,s900))). 
not(liable(Person,Bill,s900))if  
 not(put_signature(Person,Bill)). 
estoppel(Person, Fact, Reason):- 
 cause(Person, Fact, Action), fact(Reason). 
cause(Person, forged_signature(_,_,_), endorse). 
cause(Person, forged_signature(_,_,_), accept).  

Fig. 2. A sample of legal knowledge base 

4 LR Engine  

We proposed a legal reasoning engine, called LR engine, which is connected to the 
legal knowledge base. Given a set of facts obtained from the party, LR engine verifies 
the facts with the estoppels doctrine before the Prove and the Defense module start 
their process. 
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Estoppel 
Algorithm

Prove 
algorithm

Defense 
algorithm

Legal 
knowledge 

base
Plaintiff Defendant

LR Engine

switch

A set of facts

Output 
(true/false)  

Fig. 3. LR Engine Framework 

Algorithm 1 LREngine 

Input: G: Goal, P: Party 
Knowledge: F: a set of facts, R: a set of rules. 
Output: Boolean (true/false).  

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

begin 

   if ESTOPPEL(P,G,R) == true then  

         return false; 

   if G matches H from knowledge H if B1,.., Bn then 

      for every condition B 

         if  Prove(B, P) == false then 

            return  false; 

   if Defense(H, P) == false then 

      return true; 

   return LREngine(H, P); 

end 

Fig. 4. LR engine 

From figure 4, the ESTOPPEL algorithm is called to handle the estoppel status. If 
it is true, it means that if the estoppel occurs, the fact cannot be used. Thus, if there is 
no estoppel, the algorithm processes the Goal (G) using the Prove algorithm (line 4-7). 
The Defense algorithm starts if the Prove algorithm returns true. Later, the 
LREngine(H,P) is processed if the Defense algorithm returns true (line 8-11). 
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Algorithm 2 ESTOPPEL  

Input: G: Goal, P: Party 
Knowledge: F:a set of facts, EST: a set of estoppel and R: Reason  
Output: Boolean (true/false).  

1 

2 

3 

4 

5 

6 

begin 

   if Est matches F of estoppel(P,F,R) then 

       if R matches F from fact(F) then 

            return true; 

   return false; 

end 

Fig. 5. ESTOPPEL algorithm 

The ESTOPPEL algorithm starts with finding the estoppel fact(Est) that 
matches fact (F) of estoppel(P,F,R) in legal knowledge (line 2-3). If a 
reason (R) matches the fact (F) in legal knowledge base, the algorithm returns true, 
otherwise false (lines 4-5). This means that if the party is estopped to claim the fact 
then the Prove algorithm cannot proved that fact. If the estoppel is true, the truth of 
fact will be the negation. For example, there is the fact that x forged signature of c. 
Next, a needs to use this fact to defense for himself. If a is estopped from this fact, 
the truth of forge signature is: 

¬(forge signature) ≡ ¬ (true) ≡ false. 

Therefore, the truth value of forged signature is false for a. This means that there is 
no evidence of forged signature occurs for the person. However, if another party also 
needs to use this fact and he is not estopped from this fact, he can use the truth value 
of forged signature as true. The advantage of using estoppel is that the truth value of 
the fact is different depending on the party who claims that fact whether he is 
estopped or not.  

A switch of burden of proof (SBP) is a court procedure applied in civil law 
countries includes Thailand. There are two main parties involved which are plaintiff 
and defendant. The plaintiff has a burden to prove his claims by providing his 
evidence whereas the defendant must defense himself by proving the exception rule 
of the goal. This process will switch between both parties until the party cannot prove 
the goal. However, estoppel must be determined by judges to handle the fact/evidence 
that may be estopped. 

There are two algorithms for making a switch of burden of proof which are the 
Prove algorithm and the Defense algorithm. If the Prove algorithm returns true, then 
the Defense algorithm will be activated. In the same way, the Defense algorithm will 
be switched if the Defense algorithm return true. The switching between both 
algorithms is stopped when either the Prove algorithm or Defense algorithm cannot 
successfully proved. However, the ESTOPPEL algorithm will handle the fact that was 
estopped when the Prove algorithm is processing. 
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Algorithm 3 Prove  

Input: G: Goal, P: Party 
Knowledge: F: a set of facts, R: a set of rules  
Output: Boolean (true/false).  

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

begin 

   if G matches F from knowledge fact(F) then 

      return true; 

   if G matches H from knowledge H if B1,.., Bn then 

      for every condition B 

         if  Prove(B, P) == false then 

            return  false; 

   if Defense(H, P) == false then 

      return true; 

   else  

      return false; 

end 

Fig. 6. Prove algorithm 

The Prove algorithm starts with finding a fact (F) in legal knowledge base (line 2-
3). If the fact is found, it means that there is evidence about the fact (F). Otherwise the 
algorithm will find the goal (G) that matches the head of rule (H) (line 4-7). For every 
condition (B), the algorithm checks the condition by calling the Prove algorithm. If 
the condition is false, it means that the algorithm cannot prove some conditions. Thus 
the conclusion is false. Later, the Defense algorithm is executed to check the 
exception of goal (G) (line 8-11). If it is false, then it returns true, otherwise false. 
This means that if there is no exception or the truth value of the exception is false, the 
goal (G) is true; otherwise the goal (G) is false. 

 
Algorithm 4 Defense  

Input: G: Goal, P: Party 

Knowledge: R: a set of rules and E: a set of exceptions. 

Output: Boolean (true/false).  

1 

2 

3 

4 

5 

6 

begin 

   opposite(P, P2); 

   if G matches H from exception(H, E) then  

      return Prove(E,P2); 

   else  return false; 

end 

Fig. 7. Defense algorithm 

The Defense algorithm (see Fig 7) is called from the Prove algorithm in order to 
check the exception of goal (G).  
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The Defense algorithm starts with switching a burden of proof of the parties by 
calling opposite(P,P2) (line no. 2) For instance, if P is a plaintiff, it will switch 
to the defendant (P2). Next (lines 3-7), the algorithm finds the goal (G) that matches H 
of predicate exception(H,E) in legal knowledge base. Then the algorithm proves 
exception E by calling prove(E,P2). This means that party P2 tries to prove 
exception E. If there is no exception, the algorithm returns false.  

opposite(P,D) :- plaintiff(P), defendant(D),!. 

opposite(P,D) :- defendant(D), plaintiff(P),!. 

Consider the opposite predicate, suppose P = plaintiff, D = defendant. After opposite 
is called, P = defendant, D = plaintiff. 

Before using a fact in the step of proof, the fact will be considered whether the 
estoppel occurs or not. If it occurs the engine notifies the reason of the estoppel to user. 
Thus we can design logic by considering the estoppel before using the fact as follow:  

H :- ¬Est(Reason), F  

Where  H is conclusion , ¬Est(Reason) is the reason of estoppels, F is a fact 
Negative (¬) is placed before the fact (F) which means that an estoppel must be 

considered before proving the fact. The logic will find the reason of the estoppel from 
a set of causes;  

Reason ∈ Cause 

Cause is a set of estoppel causes that comes from the past action of each party. 
Thus, if the Reason is found, the estoppel will be proved. As we know, condition in 
any rules can be either a condition or a fact. Thus, the condition is also controlled by 
estoppel. Accordingly, we can modify the SBP logic with estoppel by checking 
estoppel before each condition. The logic of Estoppel is shown as follows: 

H :- ¬Est, B1, B2,.., Bn,  
exceptions (H, E) 

Consider the estoppel sentence, ¬Est will be considered before proving the 
conditions. If no estoppel occurs, the truth of ¬Est is true and the inference engine 
will check the conditions (B) and exceptions (E) respectively. However, if the 
estoppel occurs, the truth of ¬Est will be false and the estoppel sentence will be 
terminated immediately. Compare to the logic used in the traditional SBP[1], there is 
no Est to control the estoppel situation and every fact can be used to prove in the 
conditions (B) and exceptions (E). Thus, using only the SBP algorithm leads to the 
missing of estoppel doctrine. 

5 Legal Case Examples 

In order to validate the performance of LR engine, we compare the results of legal 
reasoning between LR engine and SBP[1] algorithm.  
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5.1 Case Scenario 

In this work we use the situation related to the bill of exchange law. The situation is 
that a drawer, a, pays a bill to a payee, b, then b endorses the bill to c. However, x 
who is the son of a endorses the bill to d by forging the signature of c. Next, d 
endorses the bill to e. Later, a realizes that the signature on the bill is forged but he 
still accepts that bill. Note that the law states that a party who puts the signature on 
the bill is liable for the bill and a person who endorses the bill of forged signature is 
liable as well. (This situation will be used in example 1-5). 

5.2 Legal Knowledge Base 

Before proving the goal, parties need a set of facts that can support the claiming. 
Suppose that, there are the evidences about parties who put signature on the bill and 
some evidences about the bill of forged signature. Moreover, there are the facts and 
causes that a accepts the bill of forged signature and d endorses that bill. 

 
fact(put_signature(a,bill)). 

fact(put_signature(b,bill)). 

fact(put_signature(c,bill)). 

fact(put_signature(d,bill)). 

fact(forged_signature(x,c,bill)). 

fact(accept(a,forged_signature(x,c,bill))). 

fact(endorse(d,e,forged_signature(x,c,bill))). 

fact(cause(a,forged_signature(x,c,bill),accept)). 

fact(cause(d,forged_signature(x,c,bill),endorse)). 

Fig. 8. A set of facts obtain from the plaintiff and defendant 

 %rule  
liable(A,Bill) if   
 put_signature(A,Bill). 
liable(A,Bill) if   
 forged_signature(A,B,Bill). 
%exception 
exception(liable(A,Bill),not_liable(A,Bill)). 
not_liable(A,Bill) if 
  forged_signature(Some1,Some2,Bill). 
%estoppel 
estoppel(Person,Fact,Reason):- 
 Reason = cause(Person,Fact, Action), 
 fact(Reason). 
cause(Person, forged_signature(Person,_,_), accept). 
cause(Person, forged_signature(Person,_,_), endorse).  

Fig. 9. Legal rules of the ESTOPPEL algorithm 
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5.3 Legal Explanation 

Two categories of legal cases are examined which are the cases with estoppel 
(example no. 1,2) and without estoppel (example no. 3-5).  

Example 1. A plaintiff, e, is a holder and a defendant, a, is a drawer. The holder needs 
to claim a for the liability of the bill. Thus, we obtain the legal explanation of the 
question claim(e,a,liable(a,bill)) from LR engine as shown in Figure 10.  

?- claim(e,a, liable(a,bill)). 
  To prove liable(a,bill) e need to prove:  

put_signature(a,bill) 
    e need fact: put_signature(a,bill) 
    e can find fact: put_signature(a,bill) 
  == A switch of burden of proof occur == 
  Exception of liable(a,bill) is not_liable(a,bill) 
    To prove not_liable(a,bill) a need to prove: 

 forged_signature(x,c,bill) 
      a need fact: forged_signature(x,c,bill) 
        There is an estoppel 
            forged_signature(x,c,bill) 
    Because accept(a,forged_signature(x,c,bill)) 
      a cannot prove fact: 
            forged_signature(x,c,bill) 
    a cannot prove conclusion: not_liable(a,bill) 
  e can prove conclusion: liable(a,bill) 

true  

Fig. 10. Explanation obtained from LR engine 

Example 2. A plaintiff e is a holder and a defendant d is an endorser. e needs to 
claim d for the liability of the bill. Thus, we obtain the legal explanation of the 
question claim(e,d,liable(d,bill)) from LR Engine as shown in Fig.11. 

?- claim(e,d, liable(d,bill)). 
  To prove liable(d,bill) e need to prove:  
      put_signature(d,bill) 
    e need fact: put_signature(d,bill) 
    e can find fact: put_signature(d,bill) 
  == A switch of burden of proof occur == 
  Exception of liable(d,bill) is not_liable(d,bill) 
    To prove not_liable(d,bill) d need to prove:  
        forged_signature(x,c,bill) 
      d need fact: forged_signature(x,c,bill) 
        There is an estoppel 
            forged_signature(x,c,bill) 
          Because            
             endorse(d,e,forged_signature(x,c,bill)) 
      d cannot prove fact: 
         forged_signature(x,c,bill) 
    d cannot prove conclusion: not_liable(d,bill) 
  e can prove conclusion: liable(d,bill) 

true. 

Fig. 11. Explanation obtained from SBP 
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Regarding the performance of LR engine for example 1 and 2, we found that when 
the estoppel is found, another party has no burden of prove for the exception. For 
instance, in the example 1, the burden of proof stops when a is estopped and a burden 
of prove does not switch to d. In example 2, d is also estopped and a burden of prove 
does not switch to d. 

However, SBP allows the party to prove the exception when estoppel is found. For 
instance, in example 1, a burden of proof is switched to a, and a can prove the fact 
about bill of forged signature. Later, a switch of burden of proof is switched to d 
because there is the exception about the forged signature in the legal knowledge base.  

We found that ESTOPPEL algorithm needs only 2 steps where as traditional SBP 
need 3 steps. Hence LR engine algorithm needs fewer steps of proof compared to 
SBP.  

We further examined the performance of LR engine in case of no estoppel occurs 
in Example 3-5 as follows. 

Example 3. A plaintiff e is a holder and a defendant b is an endorser. e needs to 
claim b for the liability of the bill.  

Example 4. A plaintiff e is a holder and a defendant c is a lawful holder. e needs to 
claim c for the liability of the bill.  

Example 5. A plaintiff, e is a holder and x is a defendant who is an endorser that 
forged a signature. e needs to claim x for the liability of the bill.  

6 Discussion  

Regarding the legal explanation, we found that LR Engine can make the proper legal 
explanation covering all of estoppel cases since the algorithm has a module to handle 
a set of facts before proving. We found that the knowledge base structure of LR 
Engine is flexible since there is no effect to other rules. Although we can create the 
estoppel concept using exception clauses for SBP but the drawback is that we need to 
manually create exceptions attached to every rule This is a time consuming task and 
leads to the difficulties for legal engineer. Moreover the proof will be switched 
recursively and this affects the legal explanation making the misconcept of legal 
understanding for the court hearing process. Therefore LR Engine is preferred 
because of its flexibility in designing the set of rules in knowledge base. 

We found that SBP algorithm provides different legal explanations compared to 
the legal reasoning done by judges. SBP has limited applicability since it is suitable 
only on the case without estoppel. We found that SBP sometimes gives wrong legal 
explanation if all facts can be used directly to prove. Since in reality, some fact cannot 
be used to prove due to the estoppels principle. 

We know that estoppel doctrine aims to handle the fact that prohibited the party to 
claim the fact. Thus LR Engine is the answer for dealing with this problem. 
Moreover, LR Engine can provide the legal explanation of the case without estoppel 
situation as well. Another advantage of LR Engine is that it can enhance an inference 
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process during the legal reasoning since it reduces the steps of the burden of proof. It 
terminates when the estoppel event related to that fact is found but SBP does not. We 
believe that LR Engine has high potential to be applied in the real-world application 
for civil law countries. 
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Abstract. In this paper a multimodal fingers classification to detect touch 
points over general interactive surfaces is presented. Three different classifiers 
have been used: artificial neural networks, decision trees and rules learner. The 
data set has been created extracting statistical parameters from finger ROIs on 
about 40000 video samples. The accuracy obtained for the three classifiers on 
the test set is respectively 96,68%, 96,58% and 97,41%. The model classifiers 
generated work very well in real-time applications, so an innovative software 
called TouchPAD has been designed and implemented. 

Keywords: supervised learning, artificial neural networks, ripper, decision 
trees, human-computer interaction, ubiquitous computing, finger detection,  
image processing. 

1 Introduction 

In the last decades, the impressive technology development has been continuously 
changing the way humans and computers interact with each other. Recognizing the 
presence and the pose of hands is an important task in human-computer interaction 
applications. We can imagine a world in which each object will communicate and 
interact with humans in a silent way. Indeed the most profound technologies are those 
that disappear; they weave themselves into the fabric of everyday life until they are 
indistinguishable from it [1]. We are talking about a new era of computing, the Ubiqui-
tous one, in which augmented reality systems can be used to reach a perfect synergy 
between humans and computers. For example, interacting with home walls could give 
us a way to turn on and off lights by simply pressing a virtual button, or to pull up and 
down blinds by simply sliding fingers over a virtual slider. So hands become a power-
ful and complete way to interact with projected multimedia objects; in order to do that 
it is necessary to know exactly hands and fingers positions. The present paper will 
show how this task can be achieved using an RGB camera. Three different supervised 
classifiers were used: artificial neural networks, decision trees and rules learner. More-
over, based on the classification results an innovative software called TouchPAD 
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(Touchable Projected Augmented Desk) was realized: it is able to transform a generic 
surface into a touchscreen table using a projector and an RGB-D camera. 

 

Fig. 1. TouchPAD logo 

Section 2 overviews TouchPAD; Section 3 presents the hardware and software 
used; in Section 4 methods and techniques for preparing the training set are explained; 
Section 5 will tackle the classification problem; Section 6 will show the classification 
results and finally, in Section 7 conclusions are shown.  

2 TouchPAD: Touchable Projected Augmented Desk 

TouchPAD is a markerless augmented reality system prototype (see Fig. 2) for ad-
vanced desk interaction. This system allows the user to interact with projected multi-
media contents by means of bare hands. The Microsoft Kinect and the Picopix 2055 
projector are used to achieve this goal. 
 

 

Fig. 2. TouchPAD 

TouchPAD’s workflow is based on the following tasks: 

• Hand detection: hands are recognized by means of skin detection and depth evalua-
tion (only objects in a certain range of distance were considered); 

• Fingertips ROI detection and classification: this step will be explained in Section 4 
and Section 5; 

 l w 
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• Finger centroid tracking during time: an algorithm based on principles of temporal 
and spatial locality has been used to track finger centroid during time; 

• Mapping of contact points in the projector coordinate system using a 3D affine 
transformation: contact points detected in the Kinect coordinate system are mapped 
in the projector coordinate system by means of transformation matrices (rotation, 
translation, shear and scale) obtained by a 3D affine transformation [2]. The cali-
bration process requires only two sets of 4 corresponding 3D points. 

The name given to our application is not a coincidence, it tries to recall an “aug-
mented” desk on top of which a user can interact with digital projected images using 
just bare hands. Furthermore it makes you think of the touchpad, a device present in 
all laptops that is able to track fingertips movement within its coordinate system and 
to map them into the screen coordinate system. 

The software is composed by two interface modules: 

• Processing module; 
• Augmented Reality module. 

The processing module (Fig. 3) shows the results of the algorithms implemented to 
detect hands, fingers and to track them during time. It is a control panel, therefore it is 
only visible on the computer’s screen. 

 

Fig. 3. Processing module GUI 

The augmented reality module generates and projects the interface shown in  
Fig. 4 on the desk. It also implements the logic layer of each application implemented. 

 

Fig. 4. Augmented reality panel projected on the desk 
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The interface is really simple and it is structured in this way to guarantee the 
maximum room for interaction. 

Four applications are available: 

• Optical Character Recognition (OCR): the user can draw characters recognized 
through the Tesseract OCR Engine [3]; 

• Qwerty Keyboard: the user can write text using a simple qwerty keyboard that 
returns an audio feedback whenever a key is pressed; 

• Paint: very similar to the Paint software present in all Windows operating systems, 
the user could pick a color and draw something on the canvas just using his  
fingertips as pens; 

• Bounce: the user can track obstacles that change a continuously moving ball  
trajectory. 

3 Materials 

An equally divided between finger and not finger dataset of 37982 examples was 
created. We were able to extract region of interest (ROI) from 11 different videos of 
hands that differ from each other for color and shape. To ensure a high degree of vari-
ability in each video, different actions were performed: rotations, finger extensions, 
movements along x and y axes. Dataset videos were recorded using an HD Webcam 
Logitech C525, Fig. 5. 

 

Fig. 5. Training set acquisition scenario 

We used OpenCV [4] library to extract and process meaningful data from images 
and we used Weka [5] to have easy access to state-of-the-art techniques in machine 
learning. 

For the classification stage, Artificial Neural Networks (ANN) [6], decision trees 
[7] and a rules learner (Ripper) [8] were used. A brief introduction of these methods 
will be given below. 

4 Methods 

In this section methods used to detect hands in the RGB frame and ROIs containing 
candidate fingers will be explained. In Fig. 6 the entire workflow is showed. 

Webcam 
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Fig. 6. Extracting feature workflow 

4.1 Skin Detection Based on YCbCr 

YCbCr is a non-linear transformation of the RGB space used in TV broadcasting 
studios and for video encoding (MPEGI, MPEGII). The Y in YCbCr denotes the lu-
minance component, and Cb and Cr represent the chrominance factors. If R, G and B 
are given with 8 bit digital precision, then YCbCr from ‘‘digital 8-bit RGB’’ can be 
obtained from RGB coordinate using a transformation matrix. 

Therefore, unlike RGB, the location of the skin color in the chrominance channels 
will not be affected by changing the intensity of the illumination. In the chrominance 
channels the skin color is typically located as a compact cluster with an elliptical 
shape. The dataset used to determine the position and shape of the ellipse was created 
from different people from different races: Asian, African and Caucasian. We created 
a method that converts the RGB image in the YCbCr and at the same time takes into 
account just skin pixels using the ellipse defined in [9]. 

In Fig. 7 is illustrated the result of the skin detection before and after filtering  
operations. 

 

 

Fig. 7. Skin detection and filtering results 

To filter out noise in the binary image obtained from the skin detection, we used a 
median filter with kernel size 5 to remove salt and pepper noise and several cycles of 
dilation and erosion. 

4.2 Finger Tips ROI Extraction 

The algorithm used to detect the fingertips ROI in the image follow these steps: 

• Edge detection with Canny; 
• Noise filtering based on objects area; 

Noise 

Filtering 

Convex 

Hull 

Edge  

Detection 

Skin 

Detection 

Contact points between 
hand contours and convex 

hull extraction 

Finger Tips ROI 

Extraction 
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• Calculate the convex set enclosing the hand through Convex Hull; 
• Rectangular ROI cropping around the contact points between the hand con-

tour and the convex hull. 

Convex Hull 
If we think at the hand as a polygon we can determine the convex set enclosing it. As 
we can see on the left side in Fig. 8, the convex hull and the hand have several contact 
points. 

To obtain these points a logical AND was used; in this way an image containing 
contact segments was generated, see right side image in Fig. 8. This set could contain 
points belonging to the fingertips, but also points belonging to the wrist or the hand 
side. 

 

 

Fig. 8. Logical AND between hand contour and hand convex hull 

5 Classification 

For each segment detected with the previous method a centroid was computed. Then a 
ROI proportional to the finger size was cropped from the image containing the hand 
contour, see Fig. 9. 
 

 

Fig. 9. Fingertips ROI examples. Green contours is related to fingertips, blue contours is related 
to other hand part contours 

The terminal part of a finger has a certain shape, completely different from the one 
of other segments detected. Based on this assumption we decided to classify these 
segments through supervised classification based on statistical moments and Hu  
moments [10, 11]. 

Region moment representations interpret a normalized gray-level image function 
as a probability density of a 2D random variable. Properties of this random variable 
can be described using statistical characteristics: moments [11, 12]. 
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In addition to the ones stated before seven rotation, translation and scale invariant 
moment characteristics were calculated: the Hu Moments [11, 13].Moments, Hu mo-
ments, length and area contour parameters were calculated for each ROI and saved on 
the file system. 

Since we decided to use supervised classification, each ROI, previously saved on 
the file system, has been checked and moved on a particular folder named 0 (Not 
Finger) or 1 (Finger). Then an automatic procedure to add the correspondent class 
was created. For each entry, the FName (filename) field was substituted with 0 (Not 
Finger) if the related ROI was in the “0” directory, 1 otherwise. 

Using Weka we trained different classifiers: 

• Decision Tree; 
• Neural Network; 
• Rules learner. 

6 Results 

This section will illustrate the classification results achieved. The dataset structure 
used was: 

• Training set: 25623 examples (66%); 
• Validation set: 12359 examples (34%). 

An accuracy of 96.68% was obtained with an 18 leaves - decision tree. The train-
ing was performed with the J48 algorithm [7]. 

Table 1. Decision Tree Confusion matrix 

 
NOT 

FINGER 
FINGER 

NOT 
FINGER 

6279 (TN) 179 (FP) 

FINGER 231 (FN) 5670 (TP) 

 
An accuracy of 96.56% was reached with a 3-layer neural network with 33 inputs, 

2 outputs and 4 neurons in the hidden layer. 

Table 2. Artificial Neural Network Confusion Matrix 

 
NOT 

FINGER 
FINGER 

NOT 
FINGER 

6127 (TN) 331 (FP) 

FINGER 94 (FN) 5807 (TP) 
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At last, an accuracy of 97.41% was obtained using a propositional rule learner, the 
Ripper, that returns 6 rules. 

Table 3. Ripper Confusion Matrix 

 
NOT 

FINGER 
FINGER 

NOT 
FINGER

6173 (TN) 285 (FP) 

FINGER 35 (FN) 5866 (TP) 

TP
Sensitivity

TP FN
=

+
  

TP
Precision

TP FP
=

+
 

TN
Specificity

TN FP
=

+
  

TN
NPV

TN FN
=

+
 

Table 4. Comparison results of the three classifiers  

 Decision Tree Neural Network Ripper 
Sensitivity 0,9608 0,984 0,994 
Precision 0,9693 0,946 0,953 

Specificity 0,9722 0,948 0,955 
NPV 0,964 0,984 0,994 

 
The software has been tested using each single classifier mentioned. Despite the 

logic necessary to interpret touches and gestures, in each case the frame rate achieved 
was 30 FPS average. 

7 Conclusions 

In this paper, we described and evaluated an innovative technique for finger detection 
by means of a supervised approach. Moreover, we demonstrated how it can be used in 
real-time applications, like TouchPAD. Accuracy results are very good: in all cases 
we reached an accuracy of about 96%, so we tried to implement each model in 
TouchPAD and checked performances: we chose the Ripper model since it returns the 
best performance, as it is more robust against skin detection noise. If we assume that 
skin detection performs well, the model classifier will be able to detect fingers and 
then touch points with high precision. 

Being able to detect fingers and touches allow interactions traditionally reserved for 
dedicated touch surfaces, to be portable into the environment, according to the needs of 
ubiquitous computing requirements: so, if touch inputs can be achieved on everyday  
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surfaces, there are many applications that can be developed in home automation, enter-
tainment, rehabilitation. This could really change the way we think about human-
computer interaction: no more desktop monitor, no more keyboard, no more mouse. 
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Abstract. This paper develops a solution for the problem of the low accuracy 
on signal modulation type recognition of the weak primary users in low signal-
to-noise ratio, a novel signal recognition method based on dimensionality 
reduction and random forest (RF) is proposed. Firstly, the kernel principal 
component analysis (KPCA) is applied to extract the most discriminate feature 
vector. Secondly, the detecting signal is classified by the trained random forest. 
Performance evaluation is conducted through simulations, and the results reveal 
the benefits of adopting the proposed algorithm comparing with support vector 
machine (SVM) and PCA-SVM algorithms. 

Keywords: cognitive network, random forest, kernel principal component 
analysis, spectral correlation characteristics. 

1 Introduction 

Spectrum sensing by far is the most important component for the establishment of 
cognitive radio, which detects the availability of frequency bands for secondary users 
(SUs) in CN[1,2,3]. As one of the key technologies of cognitive network, spectrum 
sensing can quickly, accurately and effectively detect the situation of spectrum 
utilization. Due to the fact of the radio channel complex environment, the spectrum 
sensing technology is focused on spectrum detection problem under the circumstances 
of low signal-to-noise ratio. Some traditional techniques proposed for spectrum 
sensing are energy detection, matched filter detection and cyclostationary feature 
detection[4,5,6]. In [7], the authors proposed the idea of projecting the spectral 
coherence function (SCF) of the signal to cyclic domain profile and picking the peak 
values to determine the modulation format. Intelligence and learning are key factors 
to the classification, there is a trend of applying machine learning algorithms to 
spectrum sensing in CN recently[8]. The SVM developed by Vapnik and others [9] is 
used for many machine learning tasks such as pattern recognition and object 
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classifications. A SVM-based spectrum sensing algorithms proposed in [10] was 
applied to the field of cognitive radio. 

To improve the performance of the signal recognition, we proposed an algorithm 
based on the kernel principal component analysis (KPCA) and random forest (RF) 
algorithm. The detecting signals are classified by utilizing the proposed algorithm. 
Comparing with the SVM and PCA-SVM, the simulations indicate that the proposed 
algorithm can effectively enhance the performance of the classification. 

The rest of this paper is organized as follows: Section 2 describes the system model 
of the spectrum sensing. The procedure of combining KPCA dimensionality reduction 
with RF is introduced in Section 3. It is well validated by using the simulation 
methods in Section 4. Finally, several conclusions are given in Section 5.  

2 Problem Statement 

We assume that a cognitive network with N primary users and W secondary users, 
each primary user signal can be transmitted in multipath channels with a certain delay 
respectively and is independent from each other. For each time, only one path signal 
of multipath channels can be received by the secondary users independently. For any 
one of the secondary users, the recognition of the primary user can be summarized as 
a hypothesis test model with two elements 

 0

1

: ( ) ( )

: ( ) ( ) ( )

H y t n t

H y t s t n t

=
 = +

   (1) 

where 0H  denotes that  the primary user is absent, 1H  denotes that the primary 

user is present, 0 t T≤ ≤ ，T represents the sampling time of the received signal. A 

process ( )s t (the primary user signal) is cyclostationary in wide sense when its mean 

and variance are periodic with a period T; ( )n t  represents the additive white Gauss 

noise with the mean zero and variance 2
nσ . 

3 The Algorithm Based on KPCA Dimensionality Reduction 
and Random Forest 

3.1 Characteristic Parameters Extraction 

We assume that each secondary user receiving signal is y(t), The SCF is calculated by 
utilizing the spectrally smoothed cyclic periodogram method. ( )yS Kα  indicates the 

SCF which is given by: 
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where ( )Y k  is the discrete Fourier transform of ( )y t , L  indicates the sample 

length participated in the frequency domain smoothing, ( )*Y k  is the conjugate of  

( )Y k . 
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The spectrum energyε  is defined as, 
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According to the central limit theorem, the ( )S k obeys the Gauss distribution 

under 1L .  

3.2 The Procedure of Kernel Principal Component Analysis for 
Dimensionality Reduction 

KPCA is the best-known nonlinear dimensionality reduction method [11]. We assume 
that the lMll hhh ,,, 21   express the M values of cyclic spectrum ( )yS Kα  with 0α ≠  

respectively. Then we make up a matrix of the original data set LMlmhH ×= )( , where 

l is the number of samples, Ll ,,2,1 = , Mm ,,2,1 = . The procedure of kernel 

principal component analysis for dimensionality reduction can be summarized into 
the following steps. 

Step1.  Choose a kernel function k. 
Step2.  Compute the covariance matrix of )( lxϕ . 

Assuming the mean of feature space data )( lxϕ  is zero, 

 0)(
1

=
=

L

l
lxϕ        (5) 

The covariance matrix in F  is 

 
=

=
L

l

T
llF xx

L
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1

)()(
1 ϕϕ    (6)  

Step3. Calculate eigenvalues and the corresponding eigenvectors of the covariance 

matrix FC . 

 VCV F=λ   (7)    

The eigenvectors V  of 
FC  must lie in the span of )( lxϕ , Ll ,,2,1 = . 
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where lα  express the coefficient of feature space data )( lxϕ . 
Step4. Calculate eigenvalues and the corresponding eigenvectors of the kernel 

matrix K . 
By combining, we get the formula (9). 
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The LL ×  dimensional kernel matrix K  can be given by 

 
))()(( j

T
iij xxK ϕϕ=

  (10)   

By combining the formula (10) and the formula (10), we get the formula (11). 

 αλα KL =    (11) 

The eigenvalues and the corresponding eigenvectors of the kernel matrix K can be 
obtained by the above formula. 

Step5. Obtain the kernel principal components )(xsk  of the original sample by  

 
==

===
L

l
ll

L

l
llk xxKxxxVxs

11

),()()()()( αϕϕαϕ
  (12) 

Actually, this centering can be done on the Gram matrix without ever explicitly 
computing the feature map )( lxϕ . 

The kernel matrix for this centering or zero mean data can be derived by 

 )/()/(
~

LHIKLIK TT −Η−=   (13) 

Where TH  expresses the identity matrix of LL × . 
Gaussian RBF kernel which is used in our algorithm is 
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xx
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−=    (14) 

3.3 The Procedure of Random Forest for Spectrum Sensing 

Random forest (RF) is a combination of tree predictors. Each tree is depended on the 
values of a random vector sampled independently and with the same distribution for 
all trees in the random forest[12]. 
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According to the above procedure of dimensionality reduction, we assume that 
000

2
0
1 ,,,, εlMll yyy  are eigenvalues under the condition of 0H , and the characteristic 

vector expresses ; 
nn

lM
n
l

n
l yyy ε,,,, 21   are eigenvalues under the condition of 

1H ,
T

lMlll yyyY ],,,,[ 000
2

0
1

0 ε=  where n expresses the thn − primary user, 
Tnn

lM
n

l
n

l
n

l yyyY ],,,,[ 21 ε= indicates the characteristic vector. The details of the 
random forest algorithm are summarized as the following steps: 

Step1. Assuming the a training sample subset is formed by 
fM  of characteristic 

vectors under the condition of
0H , and each subset of different primary user is 

composed by the 
tM  characteristic vectors under the condition of 

1H , respectively.  

Step2. The samples are randomly selected in the above sample subsets as the 
training samples for random forest under the condition of 

1H  and 
0H , respectively.  

Step3. Every decision tree of random forest is not growing until the percentage of 
the classification purity in each node achieves the desired growth or a given layer. 
After that, one decision tree in the random forest is generated.  

Step4. Repeat the above steps, the random forest with K trees is eventually 
established. 

Step5. Finally, all the signals are classified by the trained random forest. 

4 Simulation Results 

In this section, we evaluate the performance of the proposed algorithm with various 
features. By using BPSK, MSK and OFDM signals as input, the resolution of the 
carrier frequency is 1 MHZ, and input signals appear to uniform distribution between 
3.1 ~ 4.8 GHz. The SVM, PCA-SVM and the proposed algorithm (KPCA-RF) are 
compared under the signal-to-noise ratio (dB) in different circumstances, such as -15, 
-10, -5 , 0. The DFT length of cyclic spectrum is 256 and 512. We randomly select 
600 and 200 samples from each set composed by 1000 samples as the training 
samples and the testing samples, respectively. The random forest in the proposed 
algorithm is established by 100 trees. The channel is assumed to have a multipath (3-
path) delay profile with 150ns delay spread to transmit the three modulation signals. 
Simulations are carried out 104 orders of magnitude times. 

The overall identification performance of the proposed algorithm comparing with 
the SVM and PCA-SVM algorithms for the three signals with 512 and 256 data 
length are shown in fig.1 and fig.2, respectively. The results indicate that the overall 
identification performance of the three different algorithms increases with the 
increasing of SNR. The correct identification rate is closer to the ideal value (100%) 
with the increase of data length. The advantage of random forest as a strong classifier 
consisted of multiple weak classifiers and the KPCA algorithm’s accurate extraction 
for the nonlinear structure of data. In addition, the KPCA algorithm can preserve most  
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Fig. 1. The detection performance of the proposed algorithm versus SVM and PCA-SVM 
algorithms with 512 data length 

 

Fig. 2. The detection rates of the proposed algorithm versus SVM and PCA-SVM algorithms 
with 256 data length 

discriminate information and effectively decrease the required feature dimensions in 
classification. The defects of fails to extract the nonlinear structure of data in PCA 
and cause overfitting in SVM that impact signal recognition in the comparison 
methods are effectively overcome in the proposed algorithm.  
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5 Conclusions 

In this paper, we propose a novel approach combining KPCA and random forest to 
identify the modulation type of signals in low SNR. A set of cyclic spectrum features 
of the received radio signal are calculated. Then, the KPCA algorithm is applied to 
extract the most discriminate feature vector for classification. The random forest (RF) 
is generated to classify the detecting signal. The experimental results show that the 
proposed algorithm can effectively solve the problem of the low accuracy on 
detection and modulation type recognition of the weak primary users in the low SNR 
environment. The above advantages demonstrate the feasibility of our algorithm. 
 
Acknowledgments. Project supported by the National Natural Science Foundation of 
China under Grant (No.61305125). 
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Abstract. The privacy preserving data mining is a research hotspot. Most of the 
privacy preserving algorithms are focused on the centralized database. The 
algorithms on the distributed database are very vulnerable to collusion attack. 
The Privacy-Preserving data mining algorithm based on particle swarm 
optimization is proposed in this paper. The algorithm is based on centralized 
database, and it can be used on the distributed database. The algorithm is divided 
into two steps in the distributed database. In the first step, the modified particle 
swarm optimization algorithm is used to get the local Bayesian network 
structure. The purpose of the second step is getting the global Bayesian network 
structure by using local ones. In order to protect the data privacy, the secure sum 
is used in the algorithm. The algorithm is proved to be convergent on theory. 
Some experiments have been done on the algorithm, and the results prove that the 
algorithm is feasible. 

Keywords: Particle Swarm Optimization, Bayesian network, data mining, 
privacy preserving. 

1 Introduction 

The goal of data mining is to do some analysis such as query, search and classification 
on one or more databases. With the development of the information technology, the 
data mining are used widely in many fields. This has led to the concerns that the 
personal data may be misused for a variety of purposes. In order to alleviate these 
concerns, a number of techniques have been proposed recently in order to perform the 
data mining tasks in a privacy-preserving way. The privacy preserving data mining is 
becoming a research hotspot. 

The traditional data mining is performed on centralized database, and the privacy 
preserving algorithms also concentrate on the centralized one. Privacy preserving data 
mining on the distributed database need higher security level than on the centralized 
one. It is more difficult and more complex to fulfill the privacy preserve on the 
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distributed database. Most of the privacy preserving algorithms on centralized database 
are not suitable for the distributed ones. To satisfy the privacy-preserving need of the 
data mining on the distributed database, some new algorithms have been proposed. 

Classification is one of the most common applications in the real world. The goal of the 
classification is to build a model which can predict the value of a variable on the base of 
the values of the other variables. The classification can help us understand the data more 
efficiently. There are many classification algorithms, such as decision tree classifier, 
Bayes classifier, rule based classifier, support vector Machine (SVM) and so on.  

Bayesian network is a graphic model which presents the relationship of variables. It 
provides a method to present the causality of the information. This method can find the 
relationship in the data. Bayesian theory provides belief function calculation method on 
mathematics, so Bayesian network has firm mathematical basement. Bayesian network 
can process incomplete data and data with noisy in data mining. The probability 
measurement weight is used in Bayesian network to present the relativity among the 
data, and this method can solve the inconsistency even dependency problem of the data, 
even dependency problem. The graphic method is used in the method to present the 
relationship among the data. It is clear and comprehensible for the forecast analysis. 
Bayesian network has been used extensively in data mining [1-5]. 

Privacy-preserving data mining algorithm based on modified particle swarm 
optimization (PPDM-MPSO) is proposed in this paper. This algorithm is focused on 
the centralized database, and it can also be used in the distributed database. In the 
distributed database, the modified particle swarm optimization is used to solve the 
problem of Bayesian network structure learning on each data node. The 
privacy-preserving problem is focused on the communicate process on the distributed 
database. Only the local Bayesian network structure is need to be preserved in the 
algorithm. The secure sum scheme is used to preserve the local data in the algorithm. 
The Bayesian network learning based on modified particle swarm optimization 
algorithm is proved to be convergent on theory, and the experiment result is also shows 
that the algorithm is convergent. As to the privacy-preserving, the secure sum scheme 
is proved to be feasible according to the experiment result. 

2 Algorithm Model 

2.1 Bayesian Network 

The method of the graph theory is used to express the joint distribution of the variables 
set according to the relationship of the variables. The Bayesian network can be defined 
as follows. 

Definition 1. The Bayesian network can be described as a triple , ,G V Pλ= . Where 

V means a nodes set, 1 2{ , ,..., }nV X X X= , every node represents an attribution. 

λ represents a set of edges with direction, and { , | , , }i j i j i jX X X X X X Vλ = < > ≠ ∈ . 

,i jX X< >
 
represents that there is a dependency relationship between Xi and Xj. 
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The purpose of Bayesian network structure learning is to get an entire Bayesian 
network which includes the network topology and the conditional possibility table. The 
purpose of network learning is to find a Bayesian network which is matched well to the 
data samples. There is a fitness function which can describe the accuracy of the 
Bayesian network. The BIC measure function is used as the fitness function in the 
algorithm. The problem can be described as formula (1). 

 1 1 1 1

( 1)
( | ) lg lg
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i iq rn n
ijk i i

ijk
i j k iij

m q r
f BIC D m m

m
ξ

= = = =

−
= = −    (1) 

Where the ξ means the a Bayesian network structure which is composed by n 

variables X={x1,x2,…xn}. qi presents the number of xi parent node’s value 
combination. If there is no parent node, qi=1. ri presents the number of Xi value. mijk 

presents the value of sample when Xi parent node is j and xi equals to k.
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θ =  presents the likelihood conditional probability. Where, 0 1ijkθ≤ ≤  , 

1ijk
k

θ = .  

2.2 Modified Particle Swarm Optimization Algorithm 

The position of a particle represents a possible solution in search space in the PSO 
algorithm. Each particle has its own speed and position. It also has a fitness function 
values which is decided by the fitness function. Each particle remembers and traces the 
optimal particle in search space. Each iterative is not random, it is determined by the 
optimal solution of the last iterative. 

Supposed that the possible solutions are initialized as random swarm particles, the 
particles update themselves according to two optimal particles Pbesti and Gbest. The 
update method is described as formula (2) and (3). 

 1 1 1 2 2* *( ) *( )k k i k kv v c r Pbest x c r Gbest xω+ = + − + −    (2) 

 1 1k k kx x v+ += +    (3) 

Where k represents the iterations; Vk represents the speed of iteration k; Xi presents 
the position in of the particle i in the iteration k; r1 and r2 are random numbers uniformly 
distributed within the range [0,1]; c1 and c2 are two positive constants, called cognitive 
parameter and social parameter respectively ; ω is the inertia weight factor; Pbesti is the 
best previous position of particle i during the iterations; Gbest is the best position of all 
particles during the iterations. 
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2.2.1 Encoding Method 
Bayesian network structure is a Directed Acycline Graph (DAG). In the algorithm the 
adjacency matrix is used to describe the Bayesian network structure. The structure 
matrix is used to encode the Bayesian network. Supposed that the adjacency matrix of 
the Bayesian network structure is described as follow, and the code of the Bayesian 
network structure is 010001100. 

 

0 1 0

0 0 1

1 0 0

 
 
 
  

   (4) 

Where, <i,j>=1 means that there is a directed edge i j→  in the network. If <i,j>=0, 

there does not exist the directed edge i j→ .  After the initialization, the matrix can be 

encoded according to the attributes of the directed acyclic graph. 

2.2.2 Particle Update 
A sequence of 0 and 1 is used to describe the position of a particle in the algorithm. The 
speed and the motion trace of the particle are defined from the standpoint of the 
probability. The trace represents the coordinate changing of a particle. Speed represents 
the probability of the coordinate changes from one status to another in the status space. 
Each particle xid(the dimension d of particle i) only have two value to choose, 0 or 1 in the 
algorithm. vid represents the probability of xid equals to 1. The speed iteration is the same 
to the continuous problem. The position iteration method is described as formular (5). 

 3

3

0         sign(v (t+1)) r
( 1)

1          sign(v (t+1))>r
id

id
id

x t
≤

+ = 


  (5) 

Where, r3 is a random number. Sign (x) is the ambiguous function.  

 ( ) 1/ (1 )xsign x e= −   (6) 

After the updating operation, some topology structures may be illegal, because the 
Bayesian network structure is a directed acyclic graph without circle, the modify 
operation must be done on the illegal topology structure. And so the illegal topology 
must be modifed into the legal one. The process of modification is shown as follow. 

1) Calculate the transitive closure according to the matrix of the graph. 
2) If the data on the diagonal of the transitive closure are all equal to 0, then the 

topology structure is legal, otherwise it is illegal. If the topology structure is 
illegal, the nodes of the graph corresponding to the data on the transitive 
closure have to be preserved (this nodes are all on the circle in the graph. 

3) Find all the parents nodes of the nodes in the circle. 
4) Delete or reverse the edges between the nodes and its parents nodes, and then 

there will no circle in the graph. 
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2.2.3 Mutation 
The mutation operation is used in the algorithm to reduce the probability of getting the 
local optimal solution. The operation of mutation is a reverse operation in fact. Select a 
particle according to the probability p, and select a bit of the particle. If the original 
value of the bit is 1, then change it to 0. If the original value of the bit is 0, then change 
it to 1. 

2.2.4 Algorithm MPSO Procession   

1) Initialize the structure graph, and get the adjacency matrix. Initialize the size 
of the swarm, the mutation probability, the maximum iteration time and so 
on. 

2) Calculate the fitness function, and take it as the optimal solution of this 
particle; calculate the global optimal solution and get the global optimal 
particle. 

3) Loop 
While (t<tmax) 
{ 
 Iteration numbers +1 
 For i=1:n 
 { 

4)  Updating the local optimal particle and particle i, and then 
execute the mutation operation. 

5)  If the new matrix is illegal, then modify it. If it is legal, keep it as 
the new particle. 

} 
6) Calculate the fitness value of the new particle, and compare it to its 

original value. If the fitness value is larger than the original one, change the 
particle and the fitness value, otherwise keep the original one. 

7) Updating the global optimal particle and the fitness value according 
to the new local optimal particle.  

8) If the new global fitness value is larger than the original one, update 
the fitness value and the global particle. Otherwise keep the original one.  
} 

9)  Output the global particle, and get the Bayesian network structure. 

2.3 Secure Sum 

The main idea of the algorithm is to generate a matrix which has the same size with the 
local data matrix, and the random matrix will be added to the local data matrix, sends 
the merged matrix to the following party. Each party receives the perturbed matrix, adds 
it with its local matrix, and passes it to the following party (the last party sends the 
matrix back to the first party). The first party subtracts the random matrix from the 
received matrix, which results in the matrix that adds the matrices of all parties, without 
disclosing their local matrices to each other. The method preserves the data privacy, sine 
only the original party gets to exactly see the data. The local model is directly computed 
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from the local data. But this algorithm is very fragile to the collusion attack. The parties 
preceding and following a party can collude to recover its local matrix. This paper uses 
a modified secure sum algorithm, and the method is described as follow. 

Let xi represents the data held by the party i, k is the number of the data slice. All the 
data split into k slices. And the xij satisfies the equations (7). The xij and xi are in the 
same interval. 

 
1

k

i ij
j

x x
=

=    (7) 

1. Every party sends the xi2,…,xim  to the other m-1 parties, and keep the xi1 as private. 
2. Every party receives k-1 numbers which come from the other k-1 parties. 
3. Every party adds the k-1 numbers to its own xi1, and sends the sum to the data center. 
4. What the data center gets is as follow. 

 1 1 1
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What the data center gets is the global gram matrix of the distributed database. 
During the procedure of the algorithm, every party keeps the xi1 as private. And so it is 
very difficult to get the data of other parties. If the data center don’t take part in the 

collusion attack, what the other m-1 parties can get is 
1

2

k

i
i

x
−

=
 , and they can’t obtain the 

data xi1. And so they can’t get the exact data of the party. This has nothing to do with 
other coefficients. If the data center takes part in the collusion attack, the collusion 
parties can get the exact data of one party only when they receive the k-1data. 

The data needed to be protected in the algorithm is the local Bayesian network 
structure. Supposed that the local Bayesian network is G=<Vi, Ei>, Ei represents the 
edge set, Vi represents the point set. The Bayesian network is described by matrix. The 
matrix element is -1 or 1. The secure sum scheme is used in the algorithm. Supposed the 
number of the node is S. If the matrix element is equal to S, the oriented edge saved in 
edges set Ea, otherwise the edges saved in edges set Eb. Ea is the edges in the global 
Bayesian network. Eb is the undetermined edges in the global Bayesian network. The 
mutual information of the edges in the set Eb is calculated in the next step. If the value 
of the mutual information is larger than threshold value, than add the corresponding 
edge to edges set Ea. The edges in set Ea is the global Bayesian network structure. 

3 Convergence Analysis 

The speed and the motion trace of the particle are defined from the standpoint of the 
probability in the modified PSO algorithm. The motion trace represents the probability 
of the value equals 0 or some other value. The speed represents the status changing 
probability of a certain coordinate of a particle. 



 PPDM Algorithm Based on MPSO 535 

 

Gbest_d represents the global optimal value of the dimension d. If the probability of 
the particle values in dimension d equals to 1 is larger than 50%, then the value of the 
Gbest_d equals 1. If the probability of the Pbest_d equals to 0 is larger than 50%, then the 
values of the Gbest_d equals 0. If the probability of the pbest_d =0 is 50%, then the Gbest_d 
equals 0 or 1 randomly.  

The updating of the particle on each dimension has nothing to do with each other, 
and so we can simply the proof process of one dimension. The note of dimension d can 
be ignored, and so only the particle i is take into account, the other particles are thought 
to be still. The note i is also can be ignored. 

The formula (2) and (5) are used to update the particle in the iteration. The formula 
(5) is the kernel function sigmoid function. The sigmoid function is very similar to 
formula (9), so the x(t) can be replaced by the v(t) during the calculation. The x(t) can 
be got by the round calculation according to the r3.  
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Supposed that pi represents the optimal position of particle i, pg is the optimal 

position of the all particle. 1 1 1r cϕ = , 1 1 1r cϕ = , 1 2ϕ ϕ ϕ= + ,
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And then the formula (2) can be changed as follow. 

 ( 1) ( ) ( ( )) ( ) ( ( )) ( ) ( )v t v t p x t v t p v t v t pω ϕ ω ϕ ω ϕ ϕ+ = + − = + − = − +    (10) 

The formula (5) can be modified as formula (11).  

 ' ( 1) ( 1)x t v t+ = +     (11) 

After getting the optimal solution of the problem x’(t),  the binary solution can be 
gotten according to the formula (9). 

According to the formula (10) and (11), we can get the formula (12) 

 

' 1 ( )
( 1) ( 1) ( ) (0)

t
tx t v t v p

ω ϕω ϕ
ω ϕ

− −+ = + = − +
−    

 (12) 

The limitation of the formula (12) is described as follow. 

 

             - 1

lim ( )
       - 1t

v t p

ω ϕ

ω ϕ
ω ϕ

→∞

∞ >
=  ≤ −

    (13) 

Form the formula (13), we can draw a conclusion that the particle status will 
converge to a certain value if it satisfy the condition 0 1ω ϕ< − < , and it can come to a 

conclusion that the algorithm is converge in the condition 0 1ω ϕ< − < . 
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4 Simulation Experiment 

The Asia network is used to be an example to do some experiment in the paper. It is a 
very small belief network for a fictitious medical example about whether a patient has 
tuberculosis, lung cancer or bronchitis, related to their X-ray, dyspnea, visit-to-Asia 
and smoking status. It is also called "Chest Clinic". There are eight variables in the Asia 
network. Each variable only has two possible values. The data in the experiment are 
created by the software Netica according to the probability of the Asia network. There 
are there data sets with different scale.  

Algorithm K2 is an important algorithm on Bayesian network structure learning. It is 
used to compare with the algorithm supposed in this paper. K2 algorithm and the 
modified ant colony optimization algorithm are used to get Bayesian network structure 
on different data sets separately. The computer with the main frequency P4.6G is used 
in the experiment. And the matlabR2007a is used to simulate the algorithm. The 
comparison is focused on two aspects, the run time of the algorithm, and the error rate 
of the result. In the simulation process, the population number equals to 50, the iteration 
number equals to 500, the inertia factor 0.5ω = , the cognitive parameter c1=2, the 
social parameter c2=2, the mutation probability pm=0.05. The two algorithms were run 
ten times separately and the average values are used to do the comparison in the 
experiment. The average values include the redundant edges, the reverse edges, the 
missing edges and the run time. 

The Figure1 shows that the Bayesian network structure learnt by the MPSO has less 
redundant edges than the Bayesian network structure which learnt by the K2. The 
Figure 2 and figure 3 shows that the structure learnt by the MPSO has less missing 
edges and reverse edges than which learnt by the algorithm K2. From the Figure4, it 
can be seen that the MPSO is also more efficiency than K2 algorithm. And with the 
increasing data number, the rate of the run time increase of the MPSO is less than the 
K2. The best result of the MPSO is show in Figure5. There is only one reverse edge 
compared with the standard network as shown in Figure6. From the simulation we can 
come to a conclusion that the MPSO algorithm can get a better Bayesian network 
structure than K2. 

As to the privacy preserving, what we want is the sum the gram matrix of all the 
distributed parties. And the most important thing is to keep the data from disclosing to 
the other parties in the procedure of data exchanging. In the experiment, we supposed 
that there are 200 parties in the distributed database. In the experiment we set m as 
3,5,10,20 and 30 separately. Each party selects other m-1 parties to send the data slices 
initiatively, and the data center don’t take part in the data sending. This method makes 
the low possibility of the collusion attack. The collusion attack possibility of each 
algorithm is shown in the Figure7. From the Figure7 we can see that the PPDM-MPSO 
algorithm has low possibility of disclosing the private data. And the larger the number 
m is, the smaller the disclosure possibility is. When the number of the collusion attack 
is small the disclosure possibility is very small. With the development of the collusion  
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number, the disclosure possibility will become large, but we can solve this problem by 
using a larger m. From the experiment we can see that the PPDM-MPSO on distributed 
database is feasible. 

The PPDM-MPSO algorithm has the same performance of the MPSO which used in 
the centralized database. And so the stabalization of the algorithm on the distributed 
databse, we are mainly focus on the stabilization of the algorithm with the increasing 
number of the parties. In the experiment we use a 80×80 matrix, and suppose they are 
on 3,10,20,30,40,50,60,70,80 parties separately. The data center gets the data from all 
the parties, and then they do the classification on the global data. The run time of the 
algorithm with the different party number is described on the Figure8. From the 
Figure8, we can draw a conclusion that the run time does not enhance too more with the 
enhancement of the party number. That is to say that the algorithm has the run time 
stabilization with the increasing party number. 
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Fig. 1. The comparison of redundant edges 
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Fig. 2. The comparison of reverse edges 
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Fig. 3. The comparison of the missing edges 
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Fig. 4. The comparison of the run time 

 

Fig. 5. The Bayesian network structure based the PPDM-MPSO 
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Fig. 6. Standard Asia Bayesian network structure 
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Fig. 7. The PPDM-MPSO performance in collusion attack 
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5 Conclusion 

The modified ant colony optimization algorithm is used to do data mining on 
distributed database. It is used on each data node to get the local Bayesian network 
structure. The privacy-preserving in distributed database is focused on the 
communication among the data nodes. The results of the local Bayesian network 
learning is needed to be protect during the process of private preserving data mining on 
distributed database. The secure sum is used to preserve the privacy in the algorithm to 
do the privacy-preserving. The algorithm is proved to be feasible on theory and 
experiment.  

References 

[1] Xu, L.J., Huang, J.G., Wang, H.J., Long, B.: Hybrid Optimized Algorithm for Learning 
Bayesian Network Structure. Journal of Computer-Aided Design & Computer 
Graphics 21(5), 633–639 (2009) 

[2] Zhao, J.S., Li, Y.G., Zhang, Y.P.: An Improved Quantum Ant Colony Algorithm and Its 
Application. Computer Application and Software 27(7), 133–138 (2010) 

[3] Xing, C.H., Zhang, Q., Xian, H.W.: Research on Learning Bayesian Networks by Particle 
Swarm Optimization. Information Technology Journal 5(3), 540–545 (2006) 

[4] Li, M.W., Kang, K.G., Zhou, P.F., Hong, W.C.: Hybrid Optimization Algorithm Based on 
Chaos, Cloud and Particle Swarm Optimization Algorithm. Journal of Systems 
Engineering and Electronics 24(2), 324–334 (2013) 

[5] Wang, H.M.: Research on Privacy-Preserving Bayesian Network Learning, Dissertation 
for Philosophy Degree in Tianjin University (2006) 

[6] Wang, H.S., Liu, G., Qi, Z.H.: BIC Scoring Bayesian Network Model and Its Application. 
Computer Engineering 34(15), 229–230 (2008) 

[7] Sheng, Y., Pan, H., Xia, L., et al.: Hybrid Chaos Particle Swarm Optimization Algorithm 
and Application in Benzene-toluene Flash Vaporization. Journal of Zhejiang University of 
Technology 38(3), 319–322 (2010) 

[8] Dong, Y., Guo, H.: Adaptive chaos particle swarm optimization based on colony fitness 
variance. Application Research of Computers 28(3), 855–859 (2011) 

[9] Haishu, W., Gang, L., Zhaohui, Q.: BIC Scoring Bayesian Network Model and Its 
Application. Computer Engineering 34(15), 229–230 (2008) 

[10] Yuyuan, K., Jintao, Y., Qiang, L., Shenglin, Z., Minghu, Z.: Bayesian Network Classifier 
based on PSO with predatory escape behavior. Journal of Computer Application 31(2), 
454–457 (2011) 

[11] Lu, X., Huang, K., Lian, G.: Optimizing strategy of system level fault diagnosis based on 
chaos particle swarm optimization. Systems Engineering and Electronics 32(1), 217–220 
(2010) 

[12] Yu, S., Wei, Y., Zhu, K.: Hybrid optimization algorithms based on particle swarm 
optimization and genetic algorithm. Systems Engineering and Electronics 33(7), 
1648–1652 (2011) 

[13] Zhang, Y., Shao, S.: Cloud hyper mutation particle swarm optimization algorithm based on 
cloud model. Pattern Recognition and Artificial Intelligence 24(1), 91–95 (2010) 

[14] Liu, H., Zhou, Y.: A cloud adaptive particle swarm optimization algorithm based on mean. 
Computer Engineering & Science 33(5), 97–100 (2011) 



 PPDM Algorithm Based on MPSO 541 

 

[15] Hongmei, W., Yuan, Z., Zheng, Z., Chengshan, W.: Privacy-preserving Bayesian network 
Learning on distributed heterogeneous data. Journal of Tianjin University 40(9) (2007) 

[16] Weiping, G., Wei, W., Haofeng, Z., Baile, S.: Privacy Preserving classification Mining. 
Journal of Computer Research and Development 43(1), 39–45 (2006) 

[17] Wang, J.: Matrix Decomposition for Data Disclosure Control and Data Mining 
Applications, Dissertation for Philosophy Degree in University of Kentucky (2008) 

[18] Han, X., Min, J., Ma, H.-X.: Soving Fuzzy Chance-chonstrained Programming Using 
Chaos Quantum ACO Algorithm and Its Convergence. Journal of System 
Simulation 21(20), 6462–6468 (2009) 

[19] Huang, J.-W., Qin, C.-Y.: Real-coded quantum ant colony optimization algorithm for 
global numerical optimization. Application Research of Computer 26(10), 3660–3662 
(2009) 

[20] Ashrafi, M.Z., Taniar, D., Smith, K.: Towards Privacy Preserving Distributed Association 
Rule Mining. In: Proceedings of Distributed Computing-IWDC, pp. 835–835 (2003) 



 

D.-S. Huang et al. (Eds.): ICIC 2014, LNAI 8589, pp. 542–550, 2014. 
© Springer International Publishing Switzerland 2014 

Topic Extraction Based on Knowledge Cluster  
in the Field of Micro-blog 

Ming Li, Chunhong Zhang, Li Sun, and Xianlei Shao 

Mobile Life and New Media Laboratory,  
Beijing University of Posts and Telecommunications, Beijing, China 

{liming00bupt,zhangch.bupt.001,buptsunli}@gmail.com, 
shaoxianlei@163.com 

Abstract. Views in the field of Micro-blog can always express what people 
concerns. Topic extraction in this domain is necessary to help focus on events 
that are popular and important. At present LDA, a probabilistic topic model 
based on word co-occurrence is widely used. However, when it comes to deal 
with microbloggings that are all short texts with a lot of noise, the result can be 
not satisfactory. In this paper, we propose a new index called M-membership 
that is proved to be more suitable to indicate the importance of each term in this 
scenario, and present a topic extraction method based on Fuzzy C-Means  
algorithm, then use fuzzy set to represent clusters and topics, which can lead  
to a more reasonable and thematic result. Comparative experiments with K-
Means and LDA illustrate our ability to cluster and extract topics in the field of 
Micro-blog.  

Keywords: Topic Extraction, Fuzzy C-Means, Fuzzy Set, Micro-blog. 

1 Introduction 

With the social media revolution, Micro-blog has become a significant and popular 
media that draws wide attention. People express their thoughts, show their daily lives, 
and communicate with each other by sending posts within 140 characters, pasting 
images, or embedding videos. In these massive and heterogeneous data resources, 
which contain knowledge with great potential value, it is urgent to be able to discover 
the useful information efficiently. 

Topic extraction is a common technique for information discovery,which can be 
implemented by topic models, based upon the assumption that documents are a 
mixture of topics [1]. Some well-known topic models have been widely used such as 
Latent Dirichlet Allocation (LDA), which is a kind of unigram model based on word 
co-occurrence. Anothor is clustrering or classification based on natural language 
grammar structure unit, as mentioned in paper [2]. At the same time clustering is also 
a popular process of topic model. A clustering approach distinguishes topics based 
upon the similarity of words used in documents and groups documents into topic 
clusters[1]. As is known to all, microbloggings are conveyed by natural languages, 
which have multiple and different meanings and are inherently fuzzy, that makes it 



 Topic Extraction Based on Knowledge Cluster in the Field of Micro-blog 543 

 

difficult to define the specific categories. Moreover, the typical topic model such as 
LDA is not very suitable to short texts like microbloggings [3]. Furthermore those 
methods based on natural language grammar structure increases the computational 
overhead by bring more side information. Therefore, in this paper, we analyze the 
Micro-blog content based on fuzzy clustering algorithm, and study how to find the 
main topics merely from the Micro-blog content, then extract keywords to represent 
each topic in the form of fuzzy set. Here we focus on the content and ignore other 
social graph information in the social media, for Marco Pennacchiotti and Ana-Maria 
Popescu from Yahoo! Labs have shown that a machine learning algorithm using user-
centric features achieves good performance [4].  

Our contributions are as follows: Firstly, we propose an index based on the 
membership from FCM, defined as M-membership, to measure the importance of one 
term in one cluster. Secondly, we introduce an unsupervised method called TEBF 
(Topic Extraction Based on FCM) to extract salient topics from microbloggings 
effectively. Finally, we provide a general method to extract topics from short text, for 
TEBF can be extended to any kinds of ducuments not only short text. 

The rest of this paper is organized as follows. In Section 2, we introduce the related 
research status. Section 3 describes in detail the topic extraction method Topic 
Extraction Based on FCM (TEBF) we proposed here in detail. Then the experiment 
result and discussions are presented in Section 4. Finally Section 5 gives some 
concluding remarks and discusses future extensions of this work. 

2 Related Work 

Micro-blog as a form of social media, is fast emerging in recent years. There have 
been many researches based on Twitter, the original Micro-blog in USA. For exam-
ple, in 2009, Grinev M [5] had studied how to extract user Interest from Micro-
blogging stream. Ishikawa S [6] proposed a novel detection scheme for hot topics on 
Twitter in 2012, which focused on a real-time system that detected hot topic in a local 
area during a particular period.  

With the population booming of Sina-Microblog in China, researches based on it is 
developing in recent years. Liu, Zitao [7] proposed a novel feature selection method 
based on part-of-speech and HowNet in 2009. Tu, Hao [8] proposed a mean based top 
k category incomplete clustering algorithm, finally developed a system that can detect 
the hot event online. He, Huang [9] put forward three methods of Micro-Blog orienta-
tion classification to resolve the problem of Micro-Blog sentiment analysis, and com-
pare the accuracy and performance of each classification method. 

All above researches didn’t discussed in depth about the clustering method used in 
topic extraction. In this paper, we incorporate fuzzy set theory with FCM algorithm 
and introduce a new unsupervised method for topic extraction. Fuzzy sets are sets 
whose elements have degrees of membership, which were introduced by Lotfi A. 
Zadeh and Dieter Klaua in 1965 as an extension of the classical notion of set. It per-
mits the gradual assessment of the membership of elements in a set, which is  
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described with the aid of a membership function valued in the real unit interval [0, 1] 
[10]. Membership is a specific attribute for fuzzy and is the basis for achieving a soft 
topic classification, since it solves the problem that word is polysemous or multi-word 
with one meaning. Based on the membership matrix generated from FCM, which is a 
method of clustering that allows one piece of data to belong to two or more clusters, 
and developed by Dunn in 1973 and improved by Bezdek in 1981 [11], we propose an 
index defined as M-membership to measure the importance of one term in one fuzzy 
set. The following is a detailed description of our method. 

3 Topic Extraction From Micro-blog Content 

3.1 Framework Design 

In this section, we present a detailed description of our proposed topic extraction 
method. Firstly, the original microbloggings from Sina Micro-blogs is used as our 
data set. Since the observation that many microbloggings are meaningless that should 
be filtered out. Then after filtering, all the remaining microbloggings are divided into 
tokens using the popular freeICTCLAS system [12], which has a high accuracy in 
Chinese word segmentation. The collection of tokens is a high dimension space, so 
we use a weighted TF-IDF algorithm to extract tokens as features of each 
microblogging.  

Secondly, the microbloggings are represented by the selected features in the form 
of Vector Space Model (VSM). And the basic Fuzzy C-Means (FCM) algorithm is 
applied to reach a preliminary cluster result, which include a membership matrix to 
show the degree of each microbloggings belongs to each cluster. With the assumption 
that each individual cluster mainly reflect a distinct semantic topic which is discrimi-
nate with other clusters, we select the most representative features as keywords in 
each cluster for representation of topics based on the index we defined as M-
membership that comes from the membership matrix. Then each topic can be ex-
pressed as a fuzzy set that consists of TOP-n keywords and their M-membership. 
With the proposed fuzzy representation of each cluster, we are in a position to formu-
late the semantic similarity measures between any two fuzzy sets. When the similarity 
is greater than a certain threshold, we consider merging those fuzzy sets as one. At the 
same time, the corresponding clusters would be achieved. 

3.2 Feature Extraction 

Microbloggings are short text messages consisting of Chinese sentences, as a result, 
the first thing that should be done is to divide these sentences into tokens (that is Chi-
nese word) before clustering, which is called Chinese word segmentation. Then we 
use TF-IDF [13] to find the important tokens as the features of each microblogging, 
since it is simple and can retain most of the original token information. 
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3.3 Topic Extraction Based on FCM (TEBF) 

Preliminary Clustering. Here we utilize the basic FCM algorithm to achieve a pre-
liminary clustering result with a membership matrix. The element rju  of the member-
ship matrix c NU ×  is calculated as  
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Where rju  is the value of membership of the j-th microblog in the r-th cluster ac-
quired by FCM algorithm. The parameter rjd  is the distance defined in vector space 
between microblog j and the center of cluster r. Similarly, ijd  is the distance between 
microblog j and any other microblog i. The parameter c is the number of cluster, m is 
the ambiguity that always be 2 [14]. The membership rju  shows the degree of one 
microblog belonging to one cluster. And the higher the rju of a microblog is, the more 
sematic correlation the microblog to the topic of the cluster. This characters of mem-
bership matrix c NU ×  makes FCM quiet feasible as primary cluster approach to deal 
with the prevalent fact of topic mixture nature observed in microblog. The process of 
basic FCM algorithm is described in detail in [15]. 
 
Key-words Extraction. The result of preliminary clustering provides us the member-
ship matrix

c NU × . With the membership matrix, we can know the degree that one mi-

cro-blog belongs to each cluster. Then we use the membership-MSE (the Mean 
Squared Error of one’s membership) of each Micro-blog to indicate the discriminate 
capability of a single microblog to different clusters, and filter out those whose mem-
bership-MSE is smaller. This is based on the observation that microbloggings with 
small membership-MSE are not distinguishing, most of them should belong to none 
cluster on earth. After filtering them we can get the candidate microbloggings that are 
discriminative for topic extraction. For j-th microblogging the membership-MSE can 
be denoted as  
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While the average membership-MSE of all microbloggings is denoted as Uδ . 

When ( ) jUδ > Uδ , the j-th microblogging is considered to be the candidate from 

whom to extract topics. 
It should be again noted that not all words in the candidate microblogs have the 

same significance in the sense of topic representation even though they have highUδ . 

Simultaneously, the large amount of words used by primary sentences of microblog 
will confuse the understanding of human about the principle semantic opinions con-
tained in large corpus. Therefore as mentioned before, we will then try to find a way 
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to acquire a small subset of keywords with the most representative capability for the 
topic of each cluster from candidate microblogs.  

In order to extract useful keywords from each cluster, we define the M-
membership tjφ  of each feature t in j-th Micro-blog. The M-membership tjφ  consists 

of two factors: one is the weight of the feature, the other is the membership of the 
microblogging. The higher the feature weights, the more important it will be to the 
microblog than other words in the same microblog. So the weight of a word in a sin-
gle microblog could be viewed as its local relative significance indicator to the 
microblog. On the other side, the membership of a microblogging can also represent 
the importance of its features to the cluster. When two words with equal weight but 
appear in two different microbloggings belonging to the same cluster, their value of 
membership could be used as global regulators on the local weights of them to further 
rank their representative significance in the particular cluster. The one with a higher 
membership must have a greater chance to be the cluster-keywords than the other. So 
here we combine the weight and the membership to define the M-membership of one 
feature to one cluster. The definition is as follows. 

Definition. For the j-th Micro-blog vector with dimension m, the t-th feature has a 
weight ,j tw , the Micro-blog vector is denoted as ,1 ,2 ,, ,...,j j j mw w w , and rju  is the 
membership value to represent the degree that the j-th microblogging vector belong-
ing to the r-th cluster. If the number of microbloggings in cluster r is q, the M-
membership rtφ  of the feature t in cluster r is defined as 
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rtφ  reflects the degree that the t-th feature belonging to the r-th cluster, which can 
make the important feature more important. Features in the distinguishable 
microbloggings can be considered as candidate description of the cluster they belong 
to. For the microbloggings in cluster r, the M-membership rtφ  of the t-th feature can 
be calculated. Then we can rank features according to their M-membership and select 
the TOP-n features as keywords to compose a fuzzy set rS  to represent the r-th clus-
ter as 

 { }/ , [1, ]r rt rtS feature t nφ= ∈  (4) 

Here rtfeature  is the t-th feature in the r-th cluster, and rtφ  is the M-membership 
of rtfeature  to the r-th cluster. At the same time, features in the clustering center can 
also be the candidate description of the current cluster as well. Similarly, we can get a 
fuzzy set denoted as c

rS .Then with the Union operation of fuzzy set, the candidate 
topic fuzzy set T

rS  of the r-th cluster can be expressed as 

 { }T c c c
r r r rt rt rt rtS S S φ φ φ φ= ∪ = + − ×  (5) 
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Similarity-Based Merger. Through the processes above, the Top-n keywords and its 
corresponding M-membership of each cluster have been extracted and each cluster is 
represented in a form of fuzzy set. Given the proposed fuzzy representation of the 
candidate topic, we are in a position to formulate the semantic document similarity 
measures between two sets 1S  and 2S  as 1 2(S ,S )sim . We approach the similarity 

measure based on Tversky's Ratio Model, which is a set-theoretic model that 
represents objects as set of features as follows [16]. 

 ( , )
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i j

i j

i j i j j i

S S
sim S S

S S S S S S

∩
=

∩ + +
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Where iS  and jS  are two fuzzy sets,   is the scalar cardinality of a fuzzy set, 

∩  is the set intersection, and \ is the set difference [17]. According to the formulas 
above, we can get the Similarity matrix with element of pairwise similarity between 
two arbitrary fuzzy sets, which is symmetric obviously. A reasonable threshold should 
be selected in order to merge two similar small topic fuzzy sets into a big one. At the 
same time, the corresponding clusters should be merged as well. After merging, the 
new M-membership is the average of the old ones. 

4 Experiment and Evaluation 

4.1 Data Set 

The data set comes from the Project that the Analysis of Social Index of the 2014 
Spring Festival Gala of CCTV [18]. The principle goal of the project is to find the 
dominant opinions and comments to the Gala from huge amount audiences with 
large diverse social backgrounds according to their microblogs. The topics acquired 
by TEBF are applied to fulfill the requirements. During the project experts tagged 
15,000 microbloggings from Sina-Microblog to a certain topic, which are used as 
the ground truth of our approach as well as other two comparative algorithms. Later 
we will show our experiment to verify the effect of K-Means, TEBF and LDA 
respectively.  

4.2 Experiment 

For our data set is microbloggings talked about the 2014 Spring Festival Gala of 
CCTV, the name of actors and programs are accordingly meaningful keywords found 
by both TEBF and LDA. Following we give There topics as example, and show top-
10 keywords and their weight in each topic in order to give an intuitive understanding 
of TEBF.  
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Table 1. Topic Fuzzy Sets Based on TEBF  

Topic1 Topic2 Topic3 

0.854/Xiao Caiqi (小彩旗) 

0.564/circling(转) 

0.439/think(想) 

0.139/stop(停) 

0.098/hard work(辛苦) 

0.095/clock(时钟) 

0.063/spinning top (陀螺) 

0.063/tired(累) 

0.049/child(孩子) 

0.045/praise (点赞) 

0.919/Spring Festival Gala(春晚) 

0.552/director(导演) 

0.288/Director Feng(冯导) 

0.082/Feng Xiaogang(冯小刚) 

0.032/the Spring Festival(春节) 

0.026/thing(事) 

0.025/half(半) 

0.022/dream(梦想) 

0.014/expect(期待) 

0.009/program(节目) 

0.942/Last resort (情非得已) 

0.349/Lee Minho (李敏镐) 

0.114/Oba(欧巴) 

0.074/listen(听) 

0.053/really(真) 

0.039/music(音乐) 

0.024/Minho(敏镐) 

0.021/handsome (帅) 

0.016/happy(快乐) 

0.015/long legs(长腿) 

Table 2. Topic Result achieved by LDA 

Topic1 Topic2 Topic3 

0.224/distressed (心疼) 

0.114/Xiao Caiqi(小彩旗) 

0.045/expect(期待) 

0.029/circling(转圈) 

0.028/song(歌) 

0.025/scene(镜头) 

0.023/return(回) 

0.023/Tucao(吐槽) 

0.017/memory(记忆) 

0.017/god(神) 

0.319/Feng Xiaogang(冯小刚) 

0.149/Director Feng(冯导) 

0.149/director(导演) 

0.137/Spring Festival Gala (春晚) 

0.123/spring(春) 

0.084/program(节目) 

0.078/hour(小时) 

0.057/get out(滚出) 

0.054/thing(事) 

0.029/Feng(冯氏) 

0.286/Lee Minho(李敏镐) 

0.167/Oba(欧巴) 

0.117/very(太) 

0.113/Not(没) 

0.112/Last resort (情非得已) 

0.056/blank(呆) 

0.049/long leg(长腿) 

0.036/handsome (帅) 

0.027/Korea (韩国) 

0.027/foreign(外) 

 
Compared Table 2 to Table 3, we can see that the topics achieved through TEBF 

are easy to be understood by human and closer to the labeled benchmark than those 
generated through LDA. For example, Topic1 is talks about Xiao Caiqi and her pro-
gram that she circled like a clock for 4 hours. After analyzing by experts who partici-
pate in the project, most of the sampling microbloggings talk about how hard for such 
a young child to perform this program, make praise to her performance, and show 
people’s distressed feeling to Xiao Caiqi. In Table 1, Topic1 is mainly consists of 
“Xiao Caiqi”, “circling”, “hard work”, “clock”, “praise” and “child”, “tired”, “spin-
ning top”, which is obviously more similar to the content of microbloggings, rather 
than Topic1 in Table 2 that includes a lot of less related words such as “memory”, 
“song”, “return”, “scene”, “god” and so on. This also proves that with the higher clus-
ter precision, the topics are closer to the sematic meanings of microbloggings. 

When we apply the TEBF and LDA as well as K-Means to the total 15,000 labeled 
microbloggings which contains noise microbloggings. With the tagged data set as 
benchmark, we can use evaluation such as Rand Index and Precision [19]. Then we 
also consider the typical measure of performance called Perplexity that is widely used 
for LDA. For a fair comparison, we use this parameter to measure the effect of our 
method, too. The model with low Perplexity value is better in performance [20]. The 
evaluation parameters are showed in Fig1. 



 Topic Extraction Based on Knowledge Cluster in the Field of Micro-blog 549 

 

As can be seen in Fig.1 (a), while the Rand Index of TEBF is a little higher than 
LDA, both of their performance is better than K-Means in terms of Rand Index as 
shown. At the same time, the clustering result of TEBF can reach a relative high pre-
cision as 43.87% while K-Means and LDA only can reach 17.60.11% and 33.48% 
respectively as shown in Fig.1 (b). This is because the use of membership-MSE in the 
part of Key-words Extraction in TEBF can filter out microbloggings that do not be-
long to any cluster on earth. While K-Means as a hard clustering method that puts 
some meaningless microbloggings that had not belong to any cluster to a certain topic 
mandatorily, which cause a disturbance on topic extraction and affect the extraction 
effect. Given its topic extraction is so poor, we only discuss the topic extraction re-
sults of LDA and TEBF above. We can see from Fig.1 (c) that TEBF can reach a 
significant lower perplexity than LDA, which indicates that TEBF is effective in topic 
extraction. This is also a verification that LDA is useful in long texts, but is not very 
suitable to short texts like microbloggings [3]. While TEBF itself is no limit on the 
length of the text, and the parameters M-membership we proposed in this paper can 
effectively extract keywords to represent topics. 

   
         (a) Rand Index                 (b) Precision             (c) Perplexity 

Fig. 1. The evaluation index for the total labeled microbloggings 

5 Conclusions 

In this paper, we proposed an unsupervised method to extract main topics from Mi-
cro-blog content based on FCM algorithm. Considering the inherently fuzzy of the 
Micro-blog content, we proposed a new parameter defined as M-member to quantify 
the semantic representation capability of a word to fuzzy clusters and the correspond-
ing topics, and extracted keywords from clusters according to their M-membership. 
The most advantage of TEBF is that the found topics are more aligned to the mean-
ingful interpretation of human being, which makes it a potential feasible approach of 
topic analysis especially for short social media corpus. 

For further work, we wish to explore in detail running our system in parallel com-
puting platform to improve the clustering performance. In addition, we consider to 
introduce the word2vec tool that is developed by Google in the process of VSM. 
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Abstract. As an important media for social interactions and information dissemi-
nation through the internet, Sina microblog contains emotional state and important 
opinion of participants. Dealing with microblog data belongs to big data areas, the 
premise of which is to obtain a large amount of microblog data for further analysis 
and data mining. For commercial interests as well as security considerations, the 
access to the data is becoming increasingly difficult and the API Sina microblog 
officially provided doesn’t support large amount of data mining. In this paper, we 
try to design a platform that is mainly based on the access mechanism of multi-
strategy and existing resources to collect data stably from Sina microblog. The re-
sults demonstrate that a combination of API and web crawler allows efficient data 
mining. In such way, sentiment analysis and opinion mining are performed on the 
data obtained by the multi-strategy method, which proved that the proposed solu-
tions will be allowed to build straightforward application of hot words searching, 
opinion mining and sentiment analysis. 

Keywords: Sina Microblog, Big Data, Data Mining, Web Crawler, Multi Strat-
egy, Opinion Mining, Sentiment Analysis. 

1 Introduction  

“Behind every microblog user is a living consumer.”[3] From testing the water in 
2009, to the outbreak of microblog in 2010, and then to triumph in 2011, until Sina 
microblog apprehension and confusion in 2012, Sina microblog is not prevented from 
becoming a synonym for web culture. On December 19th, Sina microblog released 
2012’s annual inventory of web hot words. “London 2012 Olympic Games,” “Yan-
can” and “PSY” ranked first in three different series, which were totally mentioned in 
microblog for more than 2.2 billion times [5]. It can be found that Sina microblog 
with it's over 400 million users have had the power to lead Chinese netizens’ opinion.  
According to Sina fourth quarter and annual financial statements on February 20th, 
2013, by the end of December 2012, Sina microblog has attracted more than 500 mil-
lion registered users, representing a substantial increase of 74%. Daily active users 
(DAU) reached 46.2 million, accounting for 9.24%. Sina published data, in 2011 and 
2012, the development trend of microblog stability, every year the new growth of 200 
million users, and the active degree does not reduce [6]. 
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Recently researching on Sina microblog has gradually become a hot topic. Zhang 
[4] conducts the research to the network of public opinion based on Sina Microblog, 
Zhang [2] experiments on Chen Yao’s microblog case for example to study microblog 
propagation mechanism. Wang [10] studies the characteristic and relationship be-
tween microblog users. Lian[1] introduces early Sina Microblog scheme of data min-
ing. The acquisition of Sina microblog data mainly two methods: the first one is the 
use of Sina microblog API access to data; the second method is to use the web craw-
ler microblog webpage access to data, and the two methods are tested. But the origi-
nal scheme is no longer applicable after the API upgraded, and Sina microblog for its 
data acquisition have adopted a more stringent restrictions. Comparison of Chen S [9] 
twitter and Chinese local microblog service focuses on the research on the value of 
microblog service, Sina microblog as also not full field of study. Researchers deserve 
attention. Amparo[8] studies on twitter topic sensitivity based on the forwarding path, 
which has an impact on the user, and the theme content related influence. Fang [11] 
studies the large number twitter data acquisition scheme based on Twitter List API 
and Lookup API. LIU [7] tries to dig Chinese microblog interest generated by key-
word. More and more researchers begin to concentrate on the emotional content of 
Microblog distribution, Microblog user’s emotional state analysis and other topics. 

This paper tries to put forward the adoption of Sina microblog API (OAuth2.0) and 
the use of web crawler multi-strategy method to parse the weibo.com and weibo.cn on 
a collaborative program. We try to achieve efficient way to capture Sina microblog 
data, and so as to obtain valid data to the largest extent in the limited authority. The 
feasibility of web crawler is tested and the crawling strategy seems perfect. In addi-
tion, we use revised SVM Model to training micro-blog emotion analysis model, for 
trend analysis and passionate tendency for a hot topic in microblog. 

2 Data Acquisition and User Database Establishment 

2.1 Web Crawler Based Method 

The Web2.0 era is arrived, making open platform as the current trend. Sina API is no 
exception. Developers can submit arguments to the network server and the server 
issues the requested data to the developer’s application. Compared to the way to get 
data from web crawler, Sina microblog open API interface is more simple and conve-
nient to use. If API calls too frequently, it will lead to temporarily unable to obtain 
data from the API. All requests will be no return. In order to prevent this, on the one 
hand by Sina real-time query interfaces under the current access token remaining 
visits, on the other hand, a program thread of control should be established, with an 
average frequency of visits. 

Microblog data can be requested by calling the API interface and we can analyze 
them conveniently. But with the coming of the area of big data, the amount of data 
has become a new standard to measure. So to avoid the data releases too much, the 
Sina Company updates a series of rules to limit developer catch data. On this occa-
sion, we turned our eyes to the multi-strategy web crawler with web analytic tech-
niques to obtain more information. 

The web Sina microblog was divided into PC browser and mobile phone version. 
Before using the program crawling specified microblog page we need to analyze the 
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whole login process in detail. Based on the login page source code analysis, we find 
out that two kinds of algorithms are completely different. On the mobile microblog 
webpage (http://weibo.cn), the user name password is plaintext transmission when 
logining. The main parameters of the form are named of password and vk of value. 
After submit the correct form you will get the cookie to continually catch data. 
Meanwhile, a long string named gsid is contained in the cookie. If it is put in the re-
quest URL, the effect is the same as user being logined to access Sina microblog. 

On Sina microblog webpage (http://weibo.com) for PC platform, the process simu-
lation is basically the same. Because of constantly update of Sina microblog, the op-
eration is more complex than microblog for mobile platform, so a detailed algorithm 
process should be attached. The first step, we need to request the pre-login_URL link 
and get the parameters such as extract server time, from nonce, pubkey and rsakv 
values. The username in the submit form should be coded by Base64, the password 
encryption as RSA, Sina microblog RSA encryption [12] as follows: 

① First create rsa public key with two parameters which Sina microblog have giv-
en a fixed value when request. These two parameters, the first one is in the first step 
named pubkey, the second is in the encrypted JavaScript file, it is10001. 
②After the encryption process, all the parameters are flexible enough to login. 

Then request the URL: http://login.Sina.com.cn/sso/login.php?client=ssologin.js 
(v1.4.4). When the value of the response of the record is 0 indicates successful login. 
The cookie will be easily got to access other information. 
③ In the web page, the Chinese characters are encoded by UTF-8, same as the 

URL with Chinese characters. 
For the above two different ways of logining Sina microblog, acquired data with 

different features and limitations, which will be compared within the next part.  

2.2 Establishment of Microblog User Database  

In the experiments and analysis of microblog information, researchers need a large 
number of complete data package, and for these data, does not require the timeliness 
is very strong. To the timeliness, whether from the API or through the web crawler, 
on the premise of all kinds of restrictions, cannot provide timely data very well. 

Table 1. User information fields and  Microblog content fields 

User information fields Microblog content fields 
uid username Meeage_id Audio_url 

screen_name Sex Message_text Video_url 
Address Description Uid Repost_count 

image_url attention_num User_name Comment_count 
fans_num message_num Screen_name Post_time 
is_verified is_daren image_url Name_count 
verify_info insert_time Repost_id Picture_url 

Tag education_info Message_url Platform 
career_info base_info   
create_time follower_userid   
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To a single user, the unique identifier is microblog user’s uid, through which we 
can obtain user’s personal information, such as fan list, attention list and even the 
mood vote in the new version. But for large-scale microblog user’s information 
retrieval, you first need to collect a large number of uid as the entrance to the crawler 
program. To this question, we artificially screen some microblog uid in good quality, 
such as hot microblog users. We set the number is 1000 as database. Then we obtain a 
list of their fans uid through the API to deal with the uid again, expanding the uid 
library. After looking for a few times, until it reaches the number of threshold setting. 
From the uid library, we can make use of the crawler to crawl the data. While the 
efficiency is relatively low, but can get a lot of effective data continually. Compared to 
the API web crawler has higher flexibility after experiment. In Table 1 above is the 
user’s personal information field and microblog user information fields. Based on these 
fields we can design data forms to describe and store user’s information and microblog 
data.  

Fig.1 below describes the flow chart of user database establishment.  The main 
program can be divided into two parts. One part on the left side is the program which 
won’t stop scanning uid in the database and chose the uid which haven’t been used 
before to grab Sina microblog user’s followers to enlarge  uid database in order to 
make sure the part of right side always have work to do. The other part on the right 
side is a program designed to get user’s detail information and the user’s whole 
microblog content data to fill in the two tables above. All the data will gather together 
to store in the database in case of further research. 

 

Fig. 1. User database build scheme 
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2.3 Establishment of Microblog Sentiment Analysis Model 

Sentiment analysis of Chinese microblog is mainly divided into text preprocessing, 
emotional information extraction and emotion classification. Emotional information 
extraction is divided into emotional words, themes and relationship extraction. The 
subjective emotional text classification method of microblog is mainly based on se-
mantic dictionary and machine learning [14]. At present, the method based on SVM 
(support vector machine) of machine learning in Chinese microblog emotion classifi-
cation is widely used. 

Support vector machine is a supervised learning model with associated learning al-
gorithms that analyze data and recognize patterns, employed to classification and 
regression analysis. In this paper, we choose libSVM package developed by Chih-Jen 
Lin and revise it as our analysis tool. After observing a lot of microblog with Chinese 
characters, we find the length of Chinese microblog text is limited to 140 Chinese 
characters. The text can contain more than one sentence and the emotion in different 
sentences may be quite discrete. If the whole sentence gives a polarity may affect 
training with bad effect; more vocabulary and new words on the network appear en-
dlessly. Some of them will become the buzzwords over a period time and get a deeper 
meaning. Such as “打酱油”, “弃疗” etc. There are various forms of expression as 
well as casual expression. In the process of Chinese microbial emotion analysis re-
searchers need careful consideration on these factors. 

Xie [15] and other researchers experiment on microblog data forms for rules of 
emoticons method and emotional dictionary method. Moreover they applied the hie-
rarchical structure of the SVM multi-strategy method. The experimental results show 
that compared with the former two methods of rules, the method based on SVM is 
best. They further analyzed the characteristics in detail. In this paper, we will use the 
method of multiple SVM classifiers training emotional classification model to judge 
the microblog emotional tendency. The emotional dictionary is HowNet and emotion-
al words library from Dalian University of Technology. Training the SVM classifier 
process is as follows: 

(1) Depending on the method of subjective and objective classification feature de-
scription [15]. Extract microblog content classification of subjective and objective 
characteristics from the data forms. Then start training objective and subjective SVM 
classifier. 

(2) Extract polarity classification features from training corpus clauses, then using 
chi-square statistics to choice feature words. The chi-square formula is presented in 
formula (1): 

 
( )

2
2 (AD BC)

,
(A B)(C D)

w eδ −=
+ +

    (1)

 

W is candidate words; e means the emotional tendency where w is it; A means the 
number of microblog which contains word w and belong tendency e; B means the 
number of microblog which contains word w but doesn’t belong tendency e; C means 
the number of microblog which doesn’t contain word w but belongs tendency e; D 
means the number of microblog which neither contains word w nor belongs tendency 
e. After the feature words have been generated, we use the TF-IDF to calculate the 
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weight of feature words. Then according to the positive and negative tag we can train 
SVM classifier. 

3 Experiment and Results 

The experiment platform is SONY CS36 notebook, Intel core P8700 dual-core, 
ECLIPSE EE program platform, 4 GB of memory, WINDOWS 7 platform, the program 
is developed by Java, with access networks of 10 MB sharing education network. 

3.1 Comparison of File Size of Query Results 

In this paper, based on the Sina microblog API and web crawler, we design total of 
three kinds of Sina microblog data acquisition scheme. In the test, we first manually 
choose 100 Sina microblog users whose fans is more than 5000 people, in order to 
make sure all of the user’s data are available through the API, and web crawler. Sina 
microblog API can only return 5000 fans uid information, and at weibo.com, the uid 
information can query to only 1000 fans. In http://weibo.cn and can query to the 5000 
fans as well as API. 

Table 2. The comparison of the file size of query results in user fans   

Request total fans total files file size 

JSON 500000 100 4.95MB 
weibo.cn 500000 500 558MB 

weibo.com 100000 100 442MB 
 
Table 3 shows the size of queried uid whose fans is over 100 users. During the test, 

JSON is built on the API query results. Compared through the API to get the user fans, 
we can find web crawler gets the data more vast. On the premise of getting the same 
amount the number of fans, the file size is almost one hundred times more. This is be-
cause the web crawler retained a large number of useless information in the text, includ-
ing the HTML source, JavaScript tags. So, the efficiency through the way of web craw-
ler to parse user state is less than the approach to get user state by using the API method. 

3.2 Access Request Number Limitation Test 

The request limitation of the API can be found directly from the open platform of Sina 
microblog and also can find that from the API documentation. Access restrictions on 
weibo.com and weibo.cn, we cannot have a clear data on the Internet. Therefore, we 
design crawlers to maximum to the limit of single account’s request number. The expe-
rimental results are shown in Table 4 below. We can find that, for web microblog (wei-
bo.com), the user profiles and user access is not restricted, so it can be used as building 
microblog user database. And the mobile phone microblog (http://weibo.cn) can also be 
used as a data access or a secondary data source. For the application of crawler on key-
words search, Sina microblog have the corresponding limit. Looked at the API it is not 
provided, it just has been able to get part of the data. For this limit, we need to establish 
an account pool so that we can gain a large number of data. 
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Table 3. Request times on crawler limit 

crawler way weibo.com weibo.cn 
Data access unlimited unlimited 
Keyword 40times/h 500times/h 

State of the user access unlimited 500 times/h 

3.3 Search and Analysis of Hot Keywords from Microblog 

Researchers can perform the corresponding research after having the corresponding 
source of data. The following is keywords search and analysis, for example. In the 
first half of 2013, the food safety issue often appears on microblog. Our experiment 
was fixed on the dead pig events in the Shanghai area. We selected a list of keywords 
and search the keywords by province. Acquisition time is taken from March 3, 2013 
to April 5, 2013. Because Sina microblog API does not provide the corresponding 
interface, therefore the experiment first registered a series of microblog account, then 
get microblog content of 34 provinces and regions through the crawler. Finally we 
have collected a total of more than 68000 microblog content. The microblog provinc-
es distribution of the data is shown in Fig.2 and Fig.3 below.  

 
Fig. 2. Microblog number provinces distributio part 1 

 
Fig. 3. Microblog number provinces distributio part 2 
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From Fig.2 and Fig.3, of the dead pig event, the number of microblog in Shanghai, 
Beijing, Guangdong, Jiangsu, and Zhejiang is more than other province. Shanghai, 
Jiangsu, Zhejiang, Guangdong are the areas where dead pig event affected. And Bei-
jing area’s number is large because the government department is located in the Bei-
jing area, which mainly releases news about dead pig incident investigation process 
and results by means of the official microblog. The number of microblog on other 
provinces is in a low degree. This visible indicates that the whole country is highly 
concerned about food safety. 

In addition to microblog province distribution, microblog released time are also used 
to statistics. As showed in Fig.4. It can be found in the line chart that the overall trend of 
microblog release quantity takes on the form of two peaks. Around March 10, micro-
blog release quantity began to increase, to March 14, began to decline and maintain in a 
certain number, and then around March 28 microblog release quantities began to in-
crease again, then to April 1 began to decline. Microblog quantity changes around an 
event topic have close relationship with the event processing of the incident. 

 
Fig. 4. Microblog release time distribution 

Microblog is the expression of public opinion platform. Public emotional changes 
when events with incident investigation going through. In the microblog event senti-
ment analysis, we can estimate the tendency to the view of public opinion. To figure 
out these emotions, we first prepared manually labeled training data, which was com-
prised of 1000 microblog from the datasheet randomly selected. We manually anno-
tate them as positive examples and negative ones.  We built a classifier based on 
support vector machine. We use libSVM with a polynomial kernel. We use the fea-
tures above and 10-fold cross-validation to find the proper parameters c and g. The 
main steps follow the steps described in section 2.4 above. 

Topic microblog processing is as follows: 

1. Divide the sentences. 
2. Predict the microblog subjective and objective tendency by SVM model 
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3. To the subjective microblog use polarity SVM model to predict their polarity 
tendency, and the according to the number of positive and negative numbers to classi-
fy microblog according to the formula (2): 

 =






posi t i ve（posi t i ve sent ence number>negat i ve sent ence number）

negat i ve（posi t i ve sent ence number<negat i ve sent ence number）

neut ral（posi t i ve sent ence number negat i ve sent ence number）

   (2)

 
The experimental results are shown in Fig.5. From the results, microblog negative 

emotion change trend similar to microblog release time of the trend. When microblog 
release quantity increases the negative emotion increases; positive microblog emo-
tional change trend was smoothly from the beginning to fluctuations. 

 
Fig. 5. Microblog emotional distribution 

4 Conclusions 

With the popularity of microblog in social interaction, microblog text analysis research 
has also become a research hotspot nowadays. In order to facilitate the microblog text 
analysis experiment, this paper introduces a design of data mining to microblog: a 
small number of user’s uid for the entrance, smoothly get plenty of microblog data. 

This paper first analyzes the Sina official API, the usage and limitations are de-
scribed, and then analysis of two kinds of webpage microblog login process. After 
that, we designed the storage of users’ data and completed the process of data mining. 
Finally the experiments show that, through the combination of API and multi-strategy 
web crawler can efficiently obtain microblog data. At present, the method also has a 
few shortcomings; we will continually develop it from the following aspects, for fur-
ther research and exploration. 

First of all, in Sina microblog data mining scheme, there has many customized 
mining scheme, in order to adapt to different data requirements. We need to solve the 
efficiency and low cost problem to get the needed data for research. 
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Secondly, to microblog data analysis, large-scale data is needed. Data with increased 
time mean the storage scheme should redesign and how to better organize these micro-
blog data need further consideration. In addition, relations of users in microblog data are 
very valuable, on how to effectively deal with it also needs further study.  
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Items 
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Abstract. Finding the longest sequential pattern is a basic task in data mining. 
Current algorithm often depends on the cascading support counting, including 
the famous apriori algorithm, FP-growth, and some likewise derived algo-
rithms. One thing should be pointed out that in these sorts of algorithms the 
items with very high support may lead to a poor time performance and very 
huge useless search space, especially when the items in fact are not the member 
of the result longest pattern. We reconsider the role of connection between the 
items and carefully analysis the hidden chains connecting items. Thus a new 
method of mining the longest pattern in transaction database is proposed in  
this paper. Our algorithm can have better performance when overcoming the 
bad side-effect of big-support items, especially in case of the items being not 
members of the result longest pattern. 

Keywords: data mining, long frequent pattern, low-support item, HMM. 

1 Introduction 

Data mining and knowledge discovery has well developed and applied during several 
past decades. Among plenty branches of mining techniques and algorithms, frequent 
sequential pattern mining is a very interesting application. Many applications based 
on sequential pattern have been come to the world, such as DNA analysis, financial 
data analysis, varied kinds of human behavior analysis, etc.. In this paper we are 
going to discuss problem of mining sequential patterns while reduce the bad impact 
bought by non-result but with high occurrence items 

First we present the problem description of sequential pattern mining. We are given 
a data base ࣞ of customer transactions. Each transaction may have contain some 
items, which are subset of item dictionary, I = {iଵ, iଶ, … , i୬}. Denote the transaction 
with TId. These transactions are appeared in time order. And within a transaction TId, 
the items are arranged in lexicographic order. If a item occurs in many transactions, 
and it’s occurrences is accumulated to be great than a user-specified frequency θ ∗ |ࣞ|, we call this item frequent item and name the user-specified frequency,θ, as 
support. For simplicity, sometimes we define support to be θ ∗ |ࣞ|. If a set of items 
occurred frequently in transactions, we call the itemset frequent pattern. A vertical 
format of transaction often used in application, described in Table 1. 



562 Q. Huang and W. Ouyang 

 

Table 1. A demo transaction database ࣞ 

TID Itemset 
1 
2 
3 
4 
5 
6 
7 
8 
9 

2, 3, 4, 5 
1, 3, 4, 5 
1, 2, 4, 5 
1, 2, 3, 5 
1, 2, 3, 4 
6, 7, 8, 9 
6, 7, 8, 9 
6, 7, 8, 9 
6, 7, 8, 9 

 
From Table 1., the item dictionary is {1,2,3,4,5,6,7,8,9}. The supports of all of the 

single items are same, 4. Let’s specify the threshold support to be 2. Only one 4-item 
set, {6,7,8,9}, is frequent. This is the longest frequent pattern in the database. 

For the simplicity of calculation, the transactions database can be presented in bi-
nary format. As Table 2 shows. 

Table 2. Binary format of transaction database 

TID 1 2 3 4 5 6 7 8 9 
1 
2 
3 
4 
5 
6 
7 
8 
9 

0 1 1 1 1 0 0 0 0 
1 0 1 1 1 0 0 0 0 
1 1 0 1 1 0 0 0 0 
1 1 1 0 1 0 0 0 0 
1 1 1 1 0 0 0 0 0 
0 0 0 0 0 1 1 1 1 
0 0 0 0 0 1 1 1 1 
0 0 0 0 0 1 1 1 1 
0 0 0 0 0 1 1 1 1 

 
The above mentioned term itemset can be taken as sequence of items. In the se-

quence, items occurred must follow the lexicographic order. For example, sequence 6,7ۃ, -are same. This simplification from itemset to se ۄ9,8,7,6ۃ and sequence ۄ8,9
quence will benefit our mining method in this context. 

When coming to describe relations between items in a sequence, the term associa-
tion is often used. An association rule takes the form of α ֜ β, where α ⊂ I, β ⊂ I, and α ת β = Ԅ. Association can be expressed in probability representation: Pr {β|α}. And support and confidence are two measures of rule interestingness. An 
association rule is considered interesting if it satisfies both a user-specified support 
threshold and a minimum conditional probability threshold. 

 With associations between item-pairs, we can get a whole chain connect all of the 
items. HMM is a widely used model to deal with connections within sequence. Now 
we briefly introduce the Hidden Markov Model. 
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A discrete HMM, denoted by a triplet λ = (A, B, π), is defined by the following 
elements: [10,11] 

─ A including set S = {Sଵ, Sଶ, … , ܵே} of hidden states; transition matrix A = ൛a୧୨ൟ, 
representing the probability to go from state  S୧ , to state S୨ . a୧୨ = ௧ାଵݍൣܲ = ௝ܵหݍ௧ = ௜ܵ൧ , 1 ≤ i, j ≤ N , a୧୨ ൒ 0 , Σ୨ୀଵே ܽ௜௝ = 1 ; set V= {vଵ, vଶ, … , vT} of observation symbols. 

─ B is emission matrix, B = {b୨(k)}, indicating the probability of emission of sym-
bol v୩  when system state is S୨ . b୨(୩) = Pൣv୩ at time tหq୲ = S୨൧,        1 ≤ ݆ ≤ܰ, 1 ≤ ݇ ≤ ܶ, with b୧(݇) ൒ 0 and Σ୨ୀଵ் ௝ܾ(݇) = 1. 

─  π  is the initial state probability distribution, π = {π୧}, representing probabilities 
of initial states. π୧ = P[qଵ = ௜ܵ],    1 ≤ ݅ ≤ ܰ, ௜ߨ ൒ 0, Σ௜ୀଵே ௜ߨ = 1 

Our context of using HMM is that given a sequential pattern, say {1,1,1,1}, which 
items in table 2 emitted the bit 1. Note that under the representation of binary itemset, 
we do not need to care about bit 0, because there is no 0 symbol in our pattern. 

Data mining employ HMM is far from scarce. But in the following problem, it will 
meet big challenge. 

Consider a 40×40 square table with each row being the integers from 1 to 40 in in-
creasing order. Remove the integers on the diagonal, and this gives a 40×39 table, 
which we call Diag40. Add to Diag40 20 identical rows, each being the integers 41 to 
79 in increasing order, to get a 60×39 table. Take each row as a transaction and set 
the support threshold at 20. Obviously, it has an exponential number (i.e., ൫ସ଴ଶ଴൯) of 
midsized closed/maximal frequent patterns of size 20, but only one that is the longest: α= (41, 42,…, 79) of size 39. [9] 

Literature [9] has analyzed the challenge when mining using apriori-based method. 
The exponential increasing in searching space makes mining process task unafforda-
ble in calculation. But if we consider HMM, another problem appeared. The items 
that with high support, but are not the member of the longest result pattern, will take 
very bad effect on deciding pattern member items. 

2 Related Work 

The problem of sequential patterns mining was originally proposed by Agrawal and 
Srikan [1]. A lot of algorithms have been proposed during the past decade, such as 
Apriori[1], GSP[2], PSP[3], PrefixSPAN [4], FPtree [5][6], Spade [7], Spam [8]. 
Apriori and GSP both need to generate candidate set, while PrefixS-pan and Spam do 
not. In comparison with PrefixSpan, Spam prevails in running speed, but with lower 
efficiency in storage context, relatively. In mining progress, the problem of search 
space increases in a exponential speed greatly worse performance of algorithms. Pat-
tern Fusion [9] try to overcome this difficulty by fusing the core patterns in the data-
base, thus find some long frequent patterns with a certain probability. If mining using 
a random method, the result pattern could be constructed in a probability. That also 
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means if an item have very high frequency, but not the member of the result long 
pattern, it might be kept with high probability to construct searching space. 

HMM is a very popular framework in processing sequence. In our sequential pat-
tern mining context, HMM could be possibly employed. But, our experiment showed, 
using HMM directly could not overcome the bad effect of high frequency as well. We 
studied the Viterbi algorithm and find that, if we want to employ HMM, the emission 
probability part should be modified. 

3 The Proposed Method 

In this section we describe our method in details. First, we present the framework of 
our algorithm.  

3.1 Algorithm Overview 

The aim of our algorithm is to discover the longest pattern, while overcome the bad 
effect from high frequency of items other than the result items. Here we refer result 
item to items in the discovered long frequent patterns. For simplicity, we define the 
term non-result item to be item that is not in the destination frequent pattern. 

Our proposed algorithm can be divided into 3 steps. First, the raw data should be 
preprocessed so as to simplify the calculation of support counting and connection 
building. After preprocessing, the single items are kept and the connections between 
any two items are constructed for future processing. Second, to evaluate the connec-
tions between more items, a modified HMM calculation mode is presented. The basic 
HMM model have some problems in our mining context. Third, we backtrack the 
chain to get the most probably item of long frequent pattern. 

3.2 Preprocessing 

According to apriori principle, if a itemset is frequent, every sub itemset of the item-
set must be frequent. This is the most basic way to discover frequent pattern. But we 
can’t rely on apriori principle all the way in discovering process, or else it will bring 
unaffordable calculation cost. To make the best of the principle, we employ it to get 
all of the frequent 1-item set, thus remove items do not reach the specified threshold 
of support. 

After weeding out the unqualified items, next we will try to build connections be-
tween items. The connection between 2 items is within the simplest case. Naturally 
the conditional probability can well describe this relation. Let Pr{i|j} be the probabil-
ity of item i in existence of item j. 

Now we are considering the simplification of counting. In transactions databases, 
transactions or sequences often have unequal length. This adds difficulty to our count-
ing job. We proposed the following method to get this done easier. 
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Algorithm 1. Building binary transaction data matrix. 

1 For each sequence in dataset 
2  Generate an empty binary sequence with size of item 

dictionary. 
3  For each item in sequence 
4   Set the relative bit to be 1 
5  End for 
6 End for 

Algorithm 2. Counting the support of each item and the conditional probability of 
between each two-items 

1  For each column in binary transaction data matrix 
2  Sum all of the bits to get support of each item. 
3  If sum < specified threshold support 
4   Delete the item from matrix 
5  End if 
6  End for    
//we get a binary matrix and a support list, both have  
// same column size, each column represents an element. 
7  let L = the columns of the binary matrix 
8  build a empty matrix (Trans) of size L×L to store the 

2-item connections, name this matrix CMAT 
9  for each 2 column pair (column_i, column_j) in the bi-

nary matrix, where i< j 
10   Set product to be 0 
11   For each row 
12    product = product + bit(i) ×bit(j) 
13   End for 
14    set CMAT(I,j) to be procuct/support(i) 
15 End for 

When finishing the processing, we get a upper-triangle matrix CMAT, which 
stores the transition probability between i to j, (i<j). Beware that the CMAT is a con-
ditional probability matrix and items in pattern are in lexicographic order. 

3.3 Constructing the Hidden Connection 

The purpose of this step is to get a sequential pattern of length n as long as possible. 
When dealing with sequence processing problem, a very popular way is to consider 
HMM. To calculate in HMM, the conditional probability of any two items is needed 
as well as the emission probability and the initial states. From the definition of sup-
port, support in fact is the probability emission. We take the initial states to be equal 
distributed. 
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First, initialization step: 

 ൜ (݅)ଵߜ = (ଵ݋)௜ܾ௜ߨ 1 ≤ ݅ ≤ ܰ߰ଵ(݅) = 0  (1)    ,(ݏ݁ݐܽݐݏ ݏݑ݋݅ݒ݁ݎ݌ ݋݊)

where N is the is the size of item dictionary after preprocessing, π is equal distributed. 
Second, Recursion step: 

 
(݆)௧ߜ = maxଵஸ௜ஸேൣߜ௧ିଵ(݅)ܽ௜௝൧ ௝ܾ(݋௧)߰௧(݆) = arg maxଵஸ௜ஸே[ߜ௧ିଵ(݅)ܽ௜௝] ቋ 2 ≤ ݐ ≤ ܶ; 1 ≤ ݆ ≤ ܰ,    (2) 

where a୧୨ is the transition probability in matrix CMAT. 
The aim of our mining algorithm is to find the sequential pattern with max length, 

while this pattern should be existed in a curtain number (threshold) of transactions. 
But when checking the definition of emission rate b୨, we find that it can’t be the tak-
en as the frequency of item j. The reason can be seen intuitively from Eq.2. As we 
know, as j increasing, which means sequential pattern increasing in size, item with 
higher support will get more weight for staying in the hidden chain. If the item is a 
non-result item, it will most probably have higher P∗ by multiply a higher support. 
To minimize the negative effects of b୨ and simplify the calculation, we set b୨ to be 
constant during recursion. The experiment result proved it benefits us a lot. 

Third, Termination step: ൜ P∗ = maxଵஸ௜ஸே[்ߜ(݅)]ݍ∗் = arg maxଵஸ௜ஸே[்ߜ(݅)]. 
In termination step, a problem will arise. When to terminate? Actually we do have 

strategy options when mining. Option 1, we can choose a size T, which is enough big, 
by user experience. When T is set too big, it is easy to find the P∗ get values of 0 in 
last several stages. Let the length of mined longest pattern be nFP, N be size of item 
dictionary. Obviously we have nFP≤n. Table 3 shows the calculation map in a matrix. 
This condition can easily be loosed to nFPاn, because rarely we have most of the 
items in a frequent pattern. The new calculation map is described in Table 4. Clearly a 
great of calculation cost can be reduced. Option 2, keep calculating along the route on 
Table 3, terminate till we get all zeros in one column. 

Table 3. Calculation map matrix when itemset size equal pattern length 

Item pattern 1 2 3 ⋯ nFP 
1      
2      
3    ⋯ ڭ  
n     
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Table 4. Calculation map matrix when itemset size great greater than pattern length 

Item pattern 1 2 3 ⋯ nFP  
1       
2       
3    ڭ    ⋯    
n-nFP       
       
       
     ⋯  
n       

3.4 Back Tracking 

And the optimal state sequence can be retrieved by backtracking. q୲∗ = ߰௧ାଵ(ݍ௧ାଵ∗ ݐ ( = ܶ − 1, ܶ − 2 … 1 

By checking q௧∗ we can decide which item is the most probable item in each bit of 
a pattern like {1,1,1,1} 

4 Experiments 

In this section, we tested our algorithms on synthetic and real datasets. First we run 
our algorithm on a small demo dataset to illustrate the accuracy of our algorithm. 
Second, we adjust the support of items with high frequency in a larger synthetic data 
set, which are not member items of result long patterns, to demonstrate the 
performance of our strategy. All experiments were done on a PC with a 2.6G dual-
core CPU and 6GB main memory running Linux of Ubuntu 64-bit 12.04.4 LTS. All 
algorithms were implemented in Matlab. 

4.1 Experimental Datasets 

We use synthetic datasets to test our proposed algorithm. They are described in the 
following 2 subsections. 

4.2 Small Synthetic Demo 

In order to demonstrate the algorithm process in an intuitive way, we first run our 
algorithm on a synthetic small demo data set. This data set has 8 transaction sequence, 
contains 9 items. All the items in the first 5 transactions have same support of 4, while 
all the items in the last 3 transactions have same support of 3. Let the support thre-
shold to be 3. It can be easily find that the longest frequent pattern is ۄ6,7,8,9ۃ, that is 
same with the last 3 transaction sequence. 
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Table 5. Small data set with 7 transactions 

TID Sequence 
1 
2 
3 
4 
5 
6 
7 
8 

2, 3, 4, 5 
1, 3, 4, 5 
1, 2, 4, 5 
1, 2, 3, 5 
1, 2, 3, 4 
6, 7, 8, 9 
6, 7, 8, 9 
6, 7, 8, 9 

Table 6 shows the result probability matrix of algorithm before backtracking. The 
cells in the table head row label the member order of discovered pattern, the cells in 
left column are the items of dataset. 

Table 6. The probability matrix of pattern members 

 1 2 3 4 

1 0.5000 0 0 0 
2 0.5000 0.3750 0 0 
3 0.5000 0.3750 0.2813 0 
4 0.5000 0.3750 0.2813 0.2109 
5 0.5000 0.3750 0.2813 0.2109 
6 0.3750 0 0 0 
7 0 0.3750 0 0 
8 0 0 0.3750 0 
9 0 0 0 0.3750 

From column 5 in Table 6, the biggest probability is 0.3750, thus item 9 is the start 
point of backtracking. When the backtracking process is being called, sequential pat-
tern ۄ6,7,8,9ۃ will be discovered. The result pattern is represented in italic, bold and 
underlined font. 

4.3 Attenuating the Importance of Non-result Items with High Support 

If an item is not a member of the discovered result frequent pattern, we denote is non-
result item. 

To analysis the effect of non-result items but with high support, we generate a se-
ries of datasets based on dataset described in Introduction. Let us call the base dataset 
dataset_1. We will run our proposed algorithm on these datasets to check the impacts 
of high supports of non-result items on our proposed algorithm. Remember the last 
sequence, 41ۃ, … ,1ۃ has a support of 20. And it is easy to find the 39th sequence is ,ۄ79, …  The support of item 40 is 39. We repeat the 39th sequence one more .ۄ38,40,

item
Pattern 
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time in order get item 40’s support of 40. Name this new dataset to be dataset_2. Be 
aware that the support of item 40 is twice of support of sequential pattern 41ۃ, …  .ۄ79,

Now let’s continue to generate the rest synthetic datasets. To generate synthetic da-
taset_3, dataset_4, dataset_5, dataset_6, we repeat the 39th sequence in dataset_1 20, 
40, 60 and 80 times respectively. Thus the frequencies of item 40 in the 39th sequence 
in dataset_2, dataset_3, dataset_4, dataset_5 and dataset_6 are 2, 3, 4, 5, 6 multiples 
of sequential pattern 41ۃ, … -s frequency, respectively. Table 7 shows the rela’ ۄ79,
tive multiples in value. 

Table 7. The multiples of frequency of item 40 compared to frequency of sequential pattern 41ۃ, …  in each dataset ۄ79,

dataset 
Item 40’ frequency represented in 

multiples of 41ۃ, …  s frequecy’ۄ79,
Dataset_2 
Dataset_3 
Dataset_4 
Dataset_5 
Dataset_6 

2× 
3× 
4× 
5× 
6× 

 
Table 8 presents comparison of probability being the 39th result pattern element. 

When the frequency of item 40 increases, from 2 multiples to 6 multiples, item 79 
remains greater probability of being the 39th element in the result pattern. 

Table 8. The Probability comparison of item 79 and item 40, where item 79 is the last element 
of result long pattern, while 40 is not but with several mutiple higher support.  

Times Probability of item 79 Probability of item  40 
2 0.3279 0.0957 
3 0.2469 0.1090 
4 0.1980 0.1171 
5 0.1653 0.1224 
6 0.1418 0.1263 

5 Conclusion and Future Work 

In this paper we introduce a data mining problem that takes into account of the side-
effect of frequent items which are not the members of result long discovered patterns. 
The problem of non-result items with high frequency is widely existed, which could 
make most algorithms focus on useless branch search space. We purpose a method, 
which emphasize the connections between items rather than items with high support, 
to cope with this problem. Our algorithm was tested on both synthetic datasets. From 
the experimental results, our purposed algorithm can be well suit for the mining 
environment when discovering long patterns.  
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As future work we will go further to discuss how to employ the hidden connection 
to mining big data, in which item may have millions to billions multiples of gap in 
frequency. 
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Abstract. With the employment of GPS embedded device, large numbers of da-
ta has been collected from location aware applications. It is interesting and chal-
lenging to discover meaningful information behind the data. Since the GPS data 
contains the time information, we take use of the time stamps of the GPS data 
in this paper for better discovering the places of interest. The collection usually 
contains large amounts of trajectories, where not every point has information. 
Therefore, a time stamp clustering algorithm is firstly proposed to reduce the 
size of raw data and also extract the points with more information. Different 
clustering algorithms are then conducted on the pre-processed data for extract-
ing the places of interest. Finally, we compare the clustering algorithms on the 
GPS data by several external validity indexes. 

Keywords: Time Stamp Clustering, Trajectories, Data Mining, Clustering  
Algorithm, External Validity. 

1 Introduction 

With the emergence of GPS embedded devices, such as smart phones, navigators etc., 
life has been changed in recent years. It is much faster for a person to locate his/her 
position by GPS devices than by maps, which provide more information about sur-
roundings. With the development of social networks, users are willing to share their 
geo-tagged photos or trajectories on travelling. Hence, it is much easier for them to 
plan their routes of trips or find the most popular restaurants immediately. Such appli-
cations could be available when the features of people’s activities are extracted from 
tremendous GPS data which could be easily acquired nowadays. And the places of 
interest are those with features of people’s activities. They could be famous shopping 
malls, highly popular restaurants or scenic spots. 

The advantage of using GPS data to extract important places is that it is a standar-
dized, globally available location system. And one of the GPS attributes is that the 
signal could be lost indoors, and be recovered after certain duration of time when 
users get out. Therefore, the attribute can be used to detect facilities or places of inter-
est. With a large collection of GPS data from different users, there are always patterns 

                                                           
∗  Corresponding author. 



572 J. Zhou, Q. Zhao, and H. Li 

 

behind the data. Therefore, the frequently visited locations are also considered to find 
places of interest. 

Lots of research has been carried on GPS data. Some focused on extracting trajec-
tory pattern from GPS data. It is introduced as concise descriptions of frequent beha-
viors in [1]. They tried to explain the mobility phenomena behind the GPS data by 
developing extension of sequential pattern mining paradigm. A framework was pro-
posed in [2] that analyses, manages, and queries object movements following hidden 
maximal periodic patterns with an effective and fast mining algorithm. S. Hwang et 
al. focused on mobile group patterns in [3] which were determined by a distance thre-
shold and a time threshold. They proposed ATGP algorithm and TVG-growth to dis-
cover group patterns. In [4], researchers aimed to predict locations with a certain level 
of accuracy based on trajectory mining. They built a T-pattern tree which is learned 
from trajectory patterns to be used as a predictor of the next location by finding the 
best matching route. Besides that, some studied on assigning the importance of loca-
tions. In [5], a list of interesting locations were mined and ranked by the analyses of 
an aggregation on GPS information from multiple users. Then, a ranked list of inter-
esting locations was obtained. 

Clustering methods are commonly used to discover semantic places from GPS da-
ta. In [6], the algorithm kmeans, a classical clustering method, was used to extract 
important place. In their work, they considered points where the interval time of the 
GPS signal disappeared and recovered more than 10 minutes later as a place, then 
clustered the points as a location by using a variant of kmeans. DJ-cluster algorithm 
[7] is a density-based clustering method similar to DBSCAN that was used to process 
sets of trajectories for detecting places. Stops and Moves model was used to extract 
important places by integrating trajectories with geographic information in [8]. An 
incremental clustering was proposed in [9], they extracted semantic places by means 
of eliminating the intermediate location. In this work, the clusters of trace represented 
an important place which determined by the distance and time thresholds. In [10], a 
similar idea of [9] was proposed. Important places were extracted by using time stamp 
information. Firstly, they extracted the instances of users by stays derived from the 
location history. A stay indicates a location where the users spent longer time. Then 
the method clustered the stays of lots of users to obtain the interesting places. 

For a single trajectory or a set of GPS data, not every point contains important in-
formation. When the data size is too large, the traditional clustering algorithms are 
usually restricted by the data size. Therefore, we introduce a time stamp clustering 
method for pre-processing of the raw data, since time stamps are a part of GPS data, 
which contains very important information. The time stamp clustering provides an 
adaptive way of processing the GPS data. On the extracted data from the time stamp 
clustering algorithm, three clustering algorithms such as kmeans, DBSCAN and 
Greedy EM are compared. According to the experimental results, the kmeans and 
DBSCAN have similar performance, but the Greedy EM is very different from the 
other two algorithms surprisedly. 

This paper is organized as follows. We introduce the time stamp clustering in Sec-
tion 2. Preliminary introduction on different clustering algorithms such as kmeans, 
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DBSCAN and Greedy EM is also given in Section 2. Experimental results are shown 
in Section 3 while a conclusion is given in Section 4. 

2 Methodology 

The collection of GPS data is always in large size. The large size of data might bring 
problems such as “out of memory” to the traditional clustering algorithms. On the 
other hand, there are quite many points in the data have little information. Removing 
these points from the raw data has two benefits, one of which is to make the clustering 
algorithms more applicable and the other benefit is to extract the points with more 
information. Motivated by this, we firstly introduce a time stamp clustering algorithm 
for removing the points. Based on the pre-processed data from the time stamp cluster-
ing algorithm, we then give a brief introduction on the clustering algorithms used in 
this paper for extracting places of interest. 

We give the definitions of GPS data, GPS trajectories and place of interest in the 
following: 

Definition 1. GPS data : Basically, GPS data is a collection of points with location 
information. GPS data p with attributes of latitude, longitude, and a time stamp con-
stitutes of a GPS collection which is defined as P = {p1, p2 ... pn}, where n is the size 
of the collection. 

Definition 2. GPS trajectory: It is a GPS sequence connecting GPS points on a two 
dimensional plane. The point pi.t∈ T is the ith point with time stamp t of the trajectory T. 

Definition 3. Event : An event is happened when the consecutive points have signifi-
cant difference on their time stamps. 

Definition 4. Place of interest: We define that frequently visited locations with  
events are the places of interest, which is notated with C = {c1 , c2 , ..., ck }, where ci 

represents a place of interest and k is the number of places extracted. 

2.1 Event Detection by Threshold Method 

An event can be detected when a user stayed at one place in a longer duration than a 
normal case, i.e., the consecutive points pi.t, pi+1.t and pi+2.t are recorded in a longer 
duration than other points. A simple way to detect the events is to set thresholds. If 
(pi+1.t − pi.t ) > ∆t and (pi+2.t − pi+1.t ) > ∆t, points A and B are considered place with 
events. Of course, the setting of threshold ∆t is an open question. 

2.2 Time Stamp Clustering Algorithm 

Setting thresholds is quite easy; however, select a proper threshold is difficult. We 
propose a time stamp clustering algorithm to extract the points with events adaptively. 
The procedure of the proposed algorithm is shown in Fig. 1. 
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Fig. 1. The procedures on the proposed time stamp clustering algorithm 

The algorithm (see Algorithm 1) firstly constructs a similarity matrix from the time 
stamp of points, where the similarity matrix can be calculated by 

| |
( , ) exp( )i j

K

t t
S i j

K

−
= −  

(1)

Here, in Eq. 1, the similarity matrix SK of ti and tj is based on a Gaussian kernel 
with different scale level of K. The value of S indicates the difference between two 
time stamps. The scale level K controls the sensitivity of exponential similarity mea-
surement. When K is smaller, the generated matrix will be rougher. A similarity ma-
trix is shown in an image in Fig. 1, where the higher the S value is, the lighter the 
pixel is in the image and the difference between the time stamps is higher. Therefore, 
the event can be visualized from the checkboard pattern along the main diagonal of 
the matrix. 

We use an adaptive media segmentation algorithm [11] to detect the events by  
calculating a score of an event which is defined in Eq. 2. An event is defined as ob-
servations that deviate from other observations as to arouse suspicions that they were 
generated by a different mechanism. Therefore, the score is defined as follows: 

,
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A Gaussian-tapered checkerboard kernel g(l,m) is used as a filter on the similarity 
matrix. The l and m are the size of the filter. The scores of each time stamp obtained 
can be plotted as shown in Fig. 1. The peaks in the plot indicate the events. In order to 
obtain the points with events, we perform a peak detection step on the scores. A sim-
ple way for peak detection is to get first difference on the scores. Thereby, all of the 
peaks can be obtained. 
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To get a more accurate result, these steps can be repeated at different scale level K. 
A criterion can be defined to choose the proper K. In clustering, the compactness 
within a group and separation between groups can be employed for validity of cluster-
ing results. In order to obtain a proper K, a criterion is defined as: 
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where CK represents the clustering result at scale level K and cl is the lth group. The 
first part in the equation indicates the compactness within a group and the latter one is 
the separation between groups. We select the proper K through getting the maximum 
O(CK ). 
 

Input: GPS data P = {p1.t, p2.t ... pn.t} 
Output: a list of points with event po 
1 Take out the time stamp of data; 
2 for scale level K do 
3     Compute the similarity matrix SK; 
4     Compute the score of an event νK; 
5     Peak detection: detect peaks of first difference of νK ; 
6     List the points with events po at K; 
7     Calculate the confidence score O(CK ); 
8 end 
9 Select the po at scale level with maximum value of O(CK ); 

10 return po; 

Algorithm 1. Time stamp clustering algorithm 

2.3 Places of Interest by Clustering Algorithms 

With the points that contain event information from the raw data, the clustering algo-
rithms can be performed to extract places of interest. Classical algorithms such as 
kmeans, DBSCAN and Greedy EM (see Fig. 2) are commonly used in this purpose. 

The kmeans clustering is a typical partitioning-based clustering, which is very 
popular in different areas. It has been widely used because the algorithm is simple and 
efficient. However, the algorithm is suffered from initialization problem, which 
makes the algorithm produces different results at different runs. Since Euclidean dis-
tance is commonly used in the algorithm, it is not working well on data in non-
Gaussian structure or with imbalanced class distribution. Another issue of kmeans is 
that the number of clusters has to be decided by users. 

DBSCAN is a density based clustering algorithm, which is very suitable for GPS 
data. The algorithm has two parameters that are ε (eps, a given distance determine 
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neighborhood retrieved) and MinPts (the minimum number of points to form a clus-
ter). The algorithm is not restricted to the shape of clusters. It can also detect outliers 
automatically. However, the setting of the parameters is quite problematic. 

Greedy EM algorithm is an improved variant of the conventional EM algorithm. 
As an iterative algorithm, the GEM takes use of the mixture of Gaussian to model the 
clusters. The algorithm has the same problems as kmeans has. 

 

 

Fig. 2. Clustering results (partitions) from different clustering algorithms 

Fig. 3. The number of events detected by threshold method and the time stamp clustering algo-
rithm. The result from the threshold method varies on different settings of ∆t; however, the
clustering method is deterministic on the result. The intersection of the threshold method and
the time stamp clustering method is 90 seconds with the number of stop points as about
6.8*104. 

3 Experiment 

We tested the methods on a geo-life data in [12] that contains 182 users with large 
amounts of trajectories. For example, there are 171 trajectories for user000. Fig. 1 is a 
data collection with more than 2000 points of user000’s one trajectory. The time 
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stamps are taken to test the time stamp clustering algorithm. An artificially generated 
data Aggregation is employed to show three different clustering algorithms, which are 
kmeans, DBSCAN and GEM. All of the algorithms are implemented in Matlab, 
which can be reached at http://sse.tongji.edu. cn/zhaoqinpei/Software/. For the time 
stamp clustering algorithm, we set K = 100, 1000, 10000, 100000 to compute the 
similar matrix and set the kernel g(l,m) as 8 ∗ 8, which is mentioned in Eq. 2. We set 
K from small to large enough to cover the range widely, since if K is smaller, the gen-
erated matrix will be rougher. 
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(a) temporal clustering method 
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(b) threshold ∆t =90s. 

Fig. 4. Events detected by the temporal clustering algorithm and the threshold method with ∆t 
=90s on two trajectories (left and right) 

3.1 Event Detection 

The events can be extracted by setting thresholds. However, it is intuitive to select the 
threshold. In order to compare the results from the threshold method and the proposed 
time stamp clustering algorithm fairly, we firstly determine the threshold value 
through Fig. 3. When the ∆t is set as 90, both the threshold method and time stamp 
clustering algorithm produce the same number of events. Thereby, a comparison of 
results from two methods is shown in Fig. 4, where the trajectories of user001 are 
tested. As shown in Fig. 4, the events detected are emphasized by black squares.  
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The result from the time stamp clustering is quite similar to that from the threshold 
method. However, the benefit of the proposed method needs no empirical parameter 
as the threshold method does. 

Table 1. Comparing the results from three clustering algorithms by external validity index 

User Number index DBSCAN 
vs  kmeans 

DBSCAN vs 
GEM 

kmeans vs 
GEM 

001-010 
traj. 1218 
total:1384783 
detected:7968 

RI 
ARI 
Jac 
FM 

1.00 

0.97 

0.99 

1.00 

0.50 

0.14 

0.45 

0.67 

0.50 

0.13 

0.45 

0.67 

001 
traj. 165 
total: 139286 
detected: 975 

RI 
ARI 
Jac 
FM 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

004 
traj. 292 
total: 316404 
detected: 1931 

RI 
ARI 
Jac 
FM 

1.00 

1.00 

1.00 

1.00 

0.67 

0.30 

0.62 

0.79 

0.67 

0.30 

0.62 

0.79 

005 
traj. 397 
total: 366852 
detected: 2371 

RI 
ARI 
Jac 
FM 

1.00 

1.00 

1.00 

1.00 

0.66 

0.26 

0.62 

0.79 

0.66 

0.26 

0.62 

0.79 

3.2 Interesting Area Results 

With the extracted points from the time stamp clustering, we perform the clustering 
algorithms to discover the places of interest. Different user’s trajectories are tested. 
As shown in Table 1, the number of trajectories, total data size and the size of events 
detected by the time stamp clustering are listed. The clustering results obtained from 
three clustering algorithms are compared by external validity indexes pairwisely. The 
indexes [13] include Rand index (RI), adjusted Rand index (ARI), Jaccard coefficient 
(jac) and Fowlkes and Mallows (FM), which evaluate the clustering quality by the 
similarity of the pairs of data objects in different partitions. Higher value of the index 
indicates higher similarity. Therefore, according to Table 1, the clustering results 
from DBSCAN and kmeans are very close in general; however, the GEM produces 
different results from DBSCAN and kmeans.The clustering results on multiple users’ 
GPS trajectories from user 000 to 010 are shown in Fig. 5 and Fig. 6. The clusters are 
displayed in different colors on a google map. The number of clusters is set as six for 
all the clustering algorithms. The figures verify the results from Table 1. The groups 
from DBSCAN and kmeans (the result on DBSCAN therefore is skipped) are mostly 
the same. However, as we can see from the enlarged part in Fig. 6, three clusters from 
the GEM have overlaps between each other. Only one cluster is obtained from the 
GEM at the bottom right. However, there are two clusters obtained from the  
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DBSCAN and kmeans. Based on the results, it is obvious that the GEM is suitable for 
the cases that there exist subclasses. The kmeans is a good choice to conduct similar 
work because it is more efficient than the DBSCAN. 
 

Fig. 5. Places of interest detected by kmeans 

Fig. 6. Places of interest detected by GEM 
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4 Conclusions 

With the explosion of the GPS data collected, the hidden information in the data is 
quite attractive. However, analysing GPS data is a challenging but meaningful work. 
Since the size of GPS data is usually large, it is not applicable for traditional cluster-
ing algorithms to perform the analysis. In this paper, a time stamp clustering algo-
rithm is proposed to reduce the data size and extract more informative points. Based 
on the results from the time stamp clustering, we then perform the traditional cluster-
ing algorithms for discovering places of interest. According to the comparison on the 
algorithms, it is interesting to see that the GEM works very differently from the 
kmeans and DBSCAN. It is also surprised to find that the kmeans and DBSCAN ob-
tains very same results although they employ totally different clustering strategies. 
 
Acknowledgement. This work is supported by the Fundamental Research Funds for 
the Central Universities. 
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Abstract. With the emergence of new applications, the traditional way of min-
ing frequent itemsets is not available in uncertain environment. In the past few 
years, researchers presented different solutions in extending conventional  
algorithms into uncertainty environment. In this paper, we review previous al-
gorithms and proposed a hybrid solution to mine frequent itemsets from uncer-
tain databases. The new scheme bases on traditional Eclat algorithm and mines 
frequent itemsets under the definition of frequent probability. Furthermore, the 
hybrid solution exerts fuzzy mining and precise mining adaptively according to 
the characters of the candidate databases, which addresses the problem of 
tradeoff between computation and accuracy. We tested our solution on a num-
ber of uncertain data sets, and compared it with the well known uncertain  
frequent itemsets mining algorithms. The experimental results show that our  
solution is efficient and accuracy. 

Keywords: frequent itemsets mining, uncertain database; algorithm, data mining. 

1 Introduction 

As an important data mining problem, frequent itemsets mining plays an essential role 
in real applications. In the traditional databases, the present or absence of an item is 
known with certainty and an itemset is frequent if and only if its support is not less than 
a specified minimum support. In the past twenty years, a great effort has been dedicated 
to this field and researchers have made tremendous achievements in developing efficient 
and scalable algorithms for frequent itemsets mining in precise and certain databases. 
Three of the most classic algorithms are Apriori [1], FP-growth [2] and Eclat [3].  

However, in many emerging applications, the underlying databases may contain er-
rors or even incomplete, thus the existence of an itemset in a transaction is best cap-
tured by probability, which put forward a new topic of exploiting efficient algorithms 
for mining frequent itemsets in uncertain environment.  

Obviously, extending traditional algorithms into uncertain cases is preferred in the 
past several years. For example, UApriori [4], UFP-growth [5] and UH-mine [5] algo-
rithms are three well known adaptations of traditional algorithms for mining frequent 
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itemsets in uncertain databases. Besides, in order to handle the exponentially large 
possible worlds induced under the Possible World Semantics in uncertain environ-
ment, some approximant improvements are also developed, such as PDUApriori [6], 
NDUApriori [7] and NDUH-mine [8] algorithms.  

Besides frequent itemsets mining algorithms using horizontal representation out-
lined above, there are also vertical mining algorithms, such as UEclat [9], UV-Eclat 
[10], and U-Eclat algorithms [11]. In 2008, Toon Calders [11] presented a sample-
based approach in uncertain database, named U-Eclat algorithm. This technique 
works by sampling the database several times to find the frequent itemsets with a very 
accurate approximation of support. By comparing the existing probability with ran-
dom number produced for each item in a transaction, an item is identified in the cur-
rently sampled transaction once the number is greater than the probability of the item. 
In 2010, Laila A extended the Eclat algorithm and developed UEclat algorithm. The 
only difference with certain Eclat algorithm is that each node in Utidset structure also 
stores the existential probability of each item besides the item itself. In 2011, Carson 
K. L. proposed UV-Eclat algorithm with further improvements than UEclat algorithm, 
which corrected the method in calculating esup(X) of itemset X and associated each 
item with an augmented tidset. Thanks to its excellent properties in sparse databases, 
UV-Eclat algorithm achieved better performance than most horizontal mining algo-
rithms in uncertain environments.  

Although vertical mining is regarded as a promising approach that is experimental-
ly proved to be more efficient than the horizontal approach [12], it has not received 
much attention and there is not much efficient vertical mining algorithm in uncertain 
environment. Moreover, summarizing the achievement and the shortage of previous 
research, we find that all the three Eclat-based algorithms focus on mining expected 
support-based frequent itemsets in uncertain databases and there is not any Eclat-
based algorithm at present that can mine probabilistic frequent itemsets efficiently in 
uncertain environment, which is a problem worthy of further research. 

In this paper, based on the fundamental status of frequent itemsets mining in uncer-
tain database communities, we put forward a new hybrid solution with Eclat frame-
work in uncertain databases under the definitions of probabilistic frequent itemset. 
The new solution exerts a fuzzy mining and a precise mining adaptively according to 
the characters of the candidate databases, which addresses the problem of tradeoff 
between computation and accuracy.  

The rest of the paper is organized as follows. In section 2, we introduce some basic 
definitions on frequent itemsets mining in uncertain databases. Then we present our 
hybrid solution with Eclat framework in section 3. The experimental results are 
shown in section 4 and we draw our conclusions in section 5. 

2 Problem Definitions 

There are two different data models to represent uncertain databases of transactions with 
existential uncertain items, in which the attribute uncertainty model is usually adopted 
for frequent itemsets mining. In the attribute uncertainty model, each transaction  
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consists of attributes (items) with values carrying uncertain information. Given an un-
certain transaction database UDB which contains N transactions, each transaction is 
denoted as a tuple <tid, X> where tid is the transaction ID, and X={x1(p1), x2(p2), ..., 
xm(pm)} is the item sets occurs in a transaction. Each unit xi(pi) in X consists of an item xi 
and its existential probability pi, denoting the probability of this item appearing in the  
tid tuple. 

Since the items in transactions are probabilistic in nature, it is impossible to count 
the frequency of the itemset deterministically. An approach is proposed by Chui et al 
[4] to compute the expected support of itemsets in their U-Apriori algorithm. 

Definition 1. (Expected Support) Given an uncertain transaction database UDB which 
includes N transactions. The expected support of an itemset X is defined as: 

 
i 1

( )
N

iexsup(X) p X
=

=    (1) 

Based on the definition of expected support, an itemset X is expected support-
based frequent itemset if and only if exsup(X) ≥ N×min_ sup, where min_sup is a 
minimum expected support ratio specified by user. 

However, recent studies declared that determining a frequent itemset only by its 
expected support may cause loss of important information. Any uncertain transaction 
database naturally involves uncertainty on the support of an itemset, which is im-
portant when evaluating whether an itemset is frequent or not. Therefore, the confi-
dence with which an itemset is frequent is introduced as another measurement to 
evaluate the uncertain data. 

Definition 2. (Frequent Probability) Given an uncertain transaction database UDB 
which includes N transactions, and a minimum support ratio min_sup. Frequent prob-
ability of an itemset X, is defined as follows: 

 Pr(X)=Pr{sup(X)≧N×min_sup}   (2) 

Based on the definition of support probability, an itemset X is a probabilistic fre-
quent itemset if X’s frequent probability is larger than the probabilistic frequent 
threshold, namely: 

 Pr(X)=Pr{sup(X)≧N×min_sup}>min_prob  (3) 

Here, min_prob is a minimum probabilistic support threshold specified by user.  
By experimental study and theoretical analysis, Yongxin Tong et al [13] find that 

the two definitions have a close relationship. Considering the support of an itemset as 
a random variable following Poisson Binomial distribution, the expected support of 
an itemset equals to the expectation of the random variable. Because a Poisson  
Binomial distribution can be approximated as a Poisson distribution or a Normal dis-
tribution under high confidence in a large enough uncertain dataset, the frequent 
probability of an itemset is equal to the expected support of the itemset if the latter 
also considers the variance of the support at the same time. 
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Therefore, the efficiency of mining probabilistic frequent itemsets can be greatly 
improved by employing efficient expected support-based frequent itemset mining 
algorithms. Provided that the variance of support of each itemset is also calculated 
during the calculation of expected support on each itemset, we can use the expected 
support-based FIM algorithms to mine probabilistic frequent itemsets as well. 

3 The Hybrid Solution with Eclat Framework 

Compared with the definition of expected support, the definition of frequent probabil-
ity treats the set of support holistically. Whether an item is supported in a particular 
possible world does not only depend on its own frequency, but also other item’s com-
bined frequency. Unlike the definition of expected support-based frequent itemset, 
which simply relies on single item’s expected support, the definition of probabilistic 
frequent itemset captures the intricate interplay between the uncertain items in a ran-
domly generated possible world. 

On the other hand, provided that the variance of support of each itemset is also cal-
culated as well as the expected support, we can use the expected support-based FIM 
algorithms to mine probabilistic frequent itemsets as long as the database under con-
sideration is large enough. Taken together the actual situation in uncertain databases, 
we present an Eclat-based framework to solve the probabilistic frequent itemset min-
ing problem in uncertain environment, with consideration of the characteristics of 
uncertain databases being analyzed. 

a) A Data-related Issue  

As we know, most of uncertain databases are usually sparse ones and the frequent 
items in which have low relative support. Although a large enough uncertain dataset 
is given, the relative support of frequent items will be far below 1% in the sparse cas-
es [14]. With a low min_sup given, although the frequent items generated are large at 
the first scan of database, the total number of candidate frequent itemsets will de-
crease sharply after several recursions. Furthermore, if a little big min_sup is given, 
the number of frequent items generated will also reduce quickly, which aggravates the 
whole trend of declining in sparse cases. Moreover, thanks to the various effective 
pruning techniques, after mining of several rounds, the number of k frequent itemsets 
left will drop dramatically, so that it will be impossible to produce a large enough 
candidate frequent database for mining (k+1) frequent itemsets (Shown in Fig.1 [7] ). 

Even in the case of dense uncertain databases, the same problem maybe occurs in 
the mining of (k+1) frequent itemsets, although the k is much larger than that in 
sparse databases. Then, the condition of Lyapunov Central Limit Theory no longer 
holds, and those approximate probabilistic frequent algorithms would have difficulty 
to accomplish the effective mining. 
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Fig. 1. Varying Support & The Number of Frequent Itemsets [7] 

Under the semantics of Possible Worlds, there are 2|T|*|N| possible worlds, where |T| 
is the total number of transactions and |N| the total number of items in the dataset. 
Along with the decrease in the number of N or T, the number of possible world drops 
steeply, and the amount of calculation declines, too. In fact, the matter of computation 
in 2-frequent itemsets gains more attention in discussion so far. There is a good rea-
son to do so: the most main memory is usually required for determining the 2-
frequent itemsets in practice. 

Therefore, considering the whole process of frequent itemsets mining, we propose 
a hybrid solution to mine frequent itemsets in uncertain databases, which is divided 
into the approximate mining phase and the exact mining phase.  

b) Eclat-based Approximate Probabilistic Frequent Mining Phase 

As we have seen in previous section, computing probabilistic frequent itemsets is 
much more difficult than computing the expected support-based ones. To tackle the 
problem of costly computation, T. Calders et al [7] presents a Normal distribution-
based approximate algorithm. However, it is impractical to apply this algorithm on 
very large sparse uncertain databases since it employs the Apriori framework. With 
the consideration that uncertain databases are often considered as sparse ones and 
Eclat algorithm is efficient especially in sparse databases, we propose a novel 
NDUEclat algorithm which integrates the framework of traditional Eclat algorithm 
and Normal distribution-based approximation in order to achieve a win-win partner-
ship in spare uncertain databases. The main steps are outlined as follows: 

Step 1: Scan the uncertain database and transform it into vertical format 
In this step, the transformed DB is represented as a collection of items, and each 

item x is associated with a tidlist including 1) the transaction identification ti 2) the 
existential probability of item x in the transaction ti, i.e., tidlist(x)={(t1, px(t1)), (t2, 
px(t2), ..., (tm, px(tm))}.  

Step 2: Prune all itemsets and calculate the frequent probability of each itemset to 
find probabilistic frequent itemsets 
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In this step, some other technologies can be applied to prune the itemsets besides 
Monotonicity Criteria and Chernoff Bound based pruning. Then the expected support 
of each item exsup(x) is calculated by summing the existential probability up in the 
same tidlist. And the variance is also computed by the formula as follows: 

n
2

k k
k = 1

S n = P r (x = 1 ) ( 1 - P r ( x = 1 ) )  

Thus, the approximation of frequent probability will be calculated based on the 
cumulative distribution function Φ , as long as the database is large enough: 

m in _ s u p - 0 .5 - e x p s u p (x )
f r e q p r o b (x ) = ( )

S n
Φ  

If freqprob(x)≧min_prob, then the itemset X is considered frequent under the def-
inition of frequent probability in uncertain database. 

Step 3: Construct (k+1) candidate itemsets and mine all frequent itemsets  
With the k-frequent itemsets mined in step 2, we generate (k+1) candidate itemsets 

by intersecting the tidlists of two frequent k-itemsets, then exert multiply operation to 
get the expected support of (k+1) itemsets. 

According to the Equation (1), we get the expected support of (k+1)-itemset Axy 
similarly by multiplying exsup(Ax,ti) and py(ti) or exsup(Ay,ti) and px(ti):  

exsup(Axy)={ti:exsup(Ax,ti)×py(ti)| Ax,Ay∈Dk and ti:exsup(Ax,ti)∈tidlist(Ax) and 
ti:py(ti)∈tidset(y)} or  

exsup(Axy)={ti:exsup(Ay,ti)×px(ti)| Ax,Ay∈Dk and ti:exsup(Ay,ti)∈tidlist(Ay) and 
ti:px(ti)∈tidset(x)}.  

Here, A is a k-frequent itemset and k>2.  
In this way, our NDUEclat algorithm recursively mines all approximate probabilis-

tic frequent itemsets in the uncertain database of D.   

c) Eclat-based Exact Probabilistic Frequent Mining Phase 

Approximate probabilistic frequent algorithms are proved to have the same efficiency 
as expected support-based algorithms and also guarantee to return frequent probabili-
ties of all probabilistic frequent itemsets with high confidence, as long as the data-
bases handled is large enough.  

However, as described in subsection 3.1, after several rounds of mining operation, 
the size of the candidate database will drop sharply and conditions of exerting 
Lyapunov Central Limit Theory no longer holds. At this time, we have to apply exact 
probabilistic frequent approach based on Eclat framework, named UDPEclat phase.  

The UDPEclat phase is exerted on the projected database Dk, which consists of k-
frequent itemsets in vertical representation. Each itemset is associated with a tidlist 
including 1) the tid of ti 2) the expected support in ti, i.e., tidlist(X)={(t1, pX(t1)), (t2, 
pX(t2), ..., (tm, pX(tm))}. All itemsets in Dk are sorted in the descending order of ex-
pected support. 
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Step 1: Prune the itemsets and calculate frequent probability of each itemset to find 
probabilistic frequent itemsets 

Thanks to the Monotonicity Criteria in uncertain environment, some infrequent 
itemsets can be identified quickly. Then under the definition of probabilistic frequent 
itemset, we calculate the frequent probability of each itemset by dynamic program-
ming. The recursive relationship is defined as follows: 

))(1()()()()(
1,1,1, jjijjiji

TXPrXPrTXPrXPrXPr ⊆−×+⊆×= −≥−−≥≥  

Here Pr≥i,j(X) denotes the probability that at least i of j transactions contain itemset 
X. As far as we know, the probability Pr≥i,j(X) can be computed using the previous 
result of Pr≥i,j-1(X), and also be useful in the following calculation of Pr≥i+1,j(X), thus 
the frequent probability Pr≥minsup,|T|(X) is achieved by iterative procedure until i reach-
es min_sup. With consideration of certain itemsets in some transactions, the whole 
computation maybe further reduces. After comparing the probability with min_prob 
given by specific user, we find all probabilistic (k+1) frequent itemsets exactly. 

Step 2: construct (k+2) candidate itemsets and mine all frequent itemsets in the re-
maining candidate database 

Continually, we generate (k+2) candidate itemsets based on original Eclat frame-
work, i.e., by intersecting the tidlists of two (k+1)-frequent itemsets with same k-
prefix, we get the (k+2) candidate itemset.  

Using this dynamic programming scheme, we find the rest probabilistic frequent 
itemsets in an iterative process. It is noted that information about probability Pri-1,j-

1(X), Pri,j-1(X) and Pr(X ⊆tj) should be preserved for next iteration, so the probabilities 
have to be stored too. 

Additionally, during the whole mining process, we need to weigh the number of 
frequent itemsets based on conditions of the special form of the Central Limit Theo-
rem as well as the memory usage provided, and switch to the exact probabilistic  
frequent phase adaptively if necessary. Otherwise, we continue the approximate prob-
abilistic frequent phase, and test again after several rounds of frequent itemset mining, 
until the number of frequent itemsets is not large enough to satisfy the Central Limit 
Theorem. Thus, using a hybrid frequent itemsets mining algorithm consists of approx-
imate and exact mining phases, we implement a more efficient and accurate mining 
algorithms with consideration of the characteristics of uncertain databases being  
analyzed. 

In the following section, we can observe that the hybrid algorithm has an efficient 
performance in large sparse uncertain datasets, which confirms our goal. 

4 Experiments 

In this section, we introduce the results of preliminary experiments conducted. The 
experiments run on a PC with a 2.5 GHz Intel(R) core(TM) i5-2520M processor and  
4 Gbytes of RAM. The operating system was Window 7. All algorithms were  
implemented and compiled using Microsoft’s Visual C++ 2010. 
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All of the experiments were conducted on several databases with different charac-
teristics, including both dense databases and sparse ones. We introduce uncertainty 
into the datasets to generate an existential probability for each item. The relatively 
high or low probability is assigned to each item in the dataset following a Gaussian 
distribution with different mean and variance. For example, the dataset of Kosarak, 
which comes from the Frequent Itemset Mining Database Repository provided by 
Ferenc Bodon, contains click-stream data of a Hungarian on-line news portal. It con-
sists of 990002 transactions, the average length of a frequent itemset is 8.1, and the 
number of item is 41935. The existential probability of each item is a variance, drawn 
from a Gaussian distribution with mean 0.5 and variance 0.5. In this spare dataset of 
Kosarak with high mean and low variance, we run our hybrid algorithm, NDUApriori, 
and NDUH-mine algorithm respectively.  

Table 1. Accuracy in Dataset of Gazelle 

Min_sup NDUH-Mine Hybrid 

0.002 0.92 0.96 

0.005 0.95 0.97 

0.01 0.96 0.98 

0.02 0.98 1 

0.05 1 1 

 
Fig. 2. Results in Dataset of Kosarak 

We also conducted the experiment on a sparse dataset of Gazelle. It is a clickstream 
data set from Gazelle.com. It contains 59602 transactions, up to 498 items per 
transaction, and the average length of a frequent itemset is 2.5. With high mean and 
low variance, namely with the mean (0.95) and the variance (0.05), we run our hybrid 
algorithm with NDUEclat phase shifting to UDPEclat phase as well as NDUH-Mine 
algorithm. The preliminary results show that our hybrid algorithm is efficient and 
more accuracy (Shown in Fig.2), especially when the cadidate itemsets dataset is 
sparse with low min_sup relatively (Shown in Table 1). 
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5 Conclusions and Future Study 

Recently, frequent itemsets mining in uncertain databases become an important re-
search topic and attracted much attention. Hence, many efficient frequent itemsets 
mining algorithms have been proposed. While these algorithms work well for data-
bases with precise values, it is not clear whether they can be used to mine probabilis-
tic data efficiently. In this paper, we compared the present algorithms for extracting 
frequent item sets from uncertain databases and proposed our hybrid algorithm with 
Eclat framework. Although our algorithm is developed based on the traditional Eclat 
framework, it can be conducted for supporting other improved algorithms in handling 
uncertain data.  

In the future, we will continue our research on frequent itemsets mining in uncer-
tain environment. With further experiments, we will explore the characters of specific 
uncertain databases and improve frequent itemset mining in imperfect database, thus 
utilize and develop the previous studies into emerging applications. 
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Abstract. K-Means clustering algorithm is a typical partition-based clustering 
algorithm. Its two major disadvantages lie in the facts that the algorithm is sen-
sitive to initial cluster centers and the outliers exert significant influence on the 
clustering results. In addition, K-Means algorithm traverses and computes all 
the data multiple times. Thus, the algorithm is not efficient when dealing with 
large data sets. In order to overcome the above limitations, this paper proposes 
to exclude the outliers using the minimum number of points in the d-
dimensional hypersphere area. Then k cluster centers can be obtained by adjust-
ing the threshold making use of density idea. Finally, K-Means algorithm will 
be integrated with Compute Unified Device Architecture (CUDA).  The time 
efficiency is improved considerably through taking advantage of computing 
power of Graphic Processing Unit (GPU). We use the ratio of distance between 
classes to distance within classes and speedup as the evaluation criteria.  
The experiments indicate that the proposed algorithm significantly improves the 
stability and running efficiency of K-Means algorithm. 

Keywords: K-Means, density, Graphic Processing Unit. 

1 Introduction 

Cluster analysis known as group analysis [1], is a statistical analysis method. It is a 
process that divides abstract set into several clusters which consist of similar objects. 
K-Means algorithm is one of the most popular algorithms and has been extensively 
examined. According to the principle that similarity within clusters is large while 
similarity among clusters is small, the clustering results can be optimized. This algo-
rithm is proposed in 1967 by MacQeen [2]. He summed up the research results of Cox 
[3], Fisher [4], Sebestyen [5] and others and put forward detailed steps of K-Means 
algorithm which had been proved by mathematical methods. The advantage of this 
algorithm is fast, simple and easy to implement. Since 1970s, the algorithm has been 
applied to many areas, including mathematical science and chemistry [6], image  
analysis [7], soil [8] and so on. With in-depth study of the K-Means algorithm, some 
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limitations are found including the need for a pre-determined k value, interference of 
the initial cluster centers, converging to local optima easily and low efficacy when 
dealing with big data. Since Selim [9] found that K-means algorithm was liable to 
converge to local optima, the selection of the initial cluster centers has been a research 
direction in the field of K-means algorithm. To solve this problem, some researchers 
have proposed the improved heuristic algorithms. Bagirov [10] improved the reported 
global k-means algorithm. A starting point for the k-th cluster center in this algorithm 
is computed by minimizing an auxiliary cluster function. Results demonstrate the 
superiority of the new algorithm. However, it requires more computational time than 
the global k-means algorithm. Lee et al. [11] use a method which maximizes the dis-
tance among the initial cluster centers and distributed the centers evenly. It is time-
consuming, but can reduce the total clustering time by minimizing allocation and 
recalculation. Khan [12] proposes a simple seed selection algorithm along one attrib-
ute that draws initial cluster boundaries along the “deepest valleys” or greatest gaps in 
dataset. Unlike existing initialization methods, no additional parameters or degrees of 
freedom are introduced to the algorithm. This improves the replicability of cluster 
assignment by as much as 100% over k-means. 

Nowadays, Graphics Processing Unit (GPU), previously used in computer 
graphics, has become common components in many organizations [13]. Many schol-
ars have been using CUDA to speed up a large number of applications [14] [15]. With 
the explosive growth of data，the running time of k-Means algorithm grows with the 
increase of the size and dimension of data set. Hence clustering large-scale data sets is 
usually a time consuming task. It is necessary to accelerate the K-Means algorithm 
with CUDA. Bai et al. [16] proposed GPUs based k-means algorithm. Both data ob-
jects assignment and k centeroids recalculation were offloaded to the GPU. But there 
is a data transmission between these two steps in each iteration. Li et al. [17] used two 
different strategies for low-dimensional and high-dimensional data sets respectively to 
make the best use of GPU computing horsepower. The results show that their algo-
rithms are three to eight times faster than the best reported GPU-based algorithm. 
Kijsipongse [18] presented the design and implementation of an efficient large-scale 
parallel K-Means on GPU clusters. They employed the dynamic load balancing to 
distribute workload equally on different GPUs installed in the clusters and improve 
the performance of the parallel K-Means at the inter-node level. 

To meet the challenges in K-Means algorithm and the explosive growth of data, we 
propose a density based variable threshold parallel K-Means algorithm. The outlier 
will be removed to improve the robustness of clustering. k relatively dispersed samples 
are set as the initial cluster centers to improve the clustering accuracy. Combining 
GPU architecture platform we improve the efficiency of the algorithm.  

The paper is organized as follows. Section 2 presents the related works on CUDA 
and K-Means algorithm. Section 3 discusses the improved K-Means algorithm.  
The evaluation functions for clustering algorithm, experimental results and compari-
son to the other methods are provided in Section 4. Finally, Section 5 concludes the 
paper. 
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2 Related Works and Backgrounds 

Clustering is a method to divide n data objects into k clusters where each cluster has 
maximal similarity as defined. K-Means is a commonly used clustering algorithm in 
data mining fields. CUDA is a minimal extension of C and C++ programming lan-
guages. This section provides the K-means algorithm basics and CUDA basics. 

2.1 Partition-Based Clustering Algorithm 

There are many clustering algorithms in literature. In general, clustering algorithm 
can be divided into several categories: partitioning method, hierarchical method and 
etc. Partition-based method includes K-mean algorithm, K-center algorithm and so 
on. The basic principles of K-Means algorithm are provided as below [3]: 

• Choose the number of clusters, k. 
• Randomly generate k clusters and determine the cluster centers, or directly gen-

erate k random points as cluster centers. 
• Assign each object to the nearest cluster center. 
• Re-compute the new cluster centers. 
• Repeat steps 3 and 4 until some convergence criterion is met. 

2.2 CUDA Model 

NVIDIA Corporation (NVIDIA) officially released CUDA in 2007. CUDA model 
[15] is a new hardware and software architecture to conduct computations on GPU as 
a data-parallel computing device without mapping them to a graphics API. CUDA 
programming is a heterogeneous system programming, i.e. the hybrid of CPU and 
GPU. The key point of CUDA model is to take CPU as the host (Host) to process 
logic and transactional program, while the GPU works as a coprocessor (co-
processor) to process highly parallel procedures. GPU is not suitable to compute 
complex data structure while it can do a large amount of same pattern calculation.  

On microcosmic level, there are a lot of thread blocks operating on the GPU. Each 
thread block contains many threads, and each thread is responsible to execute the 
same kernel function. Generally, CUDA is collectively composed of two processes: 
the parallel process executing kernel function by GPU and the serial process execut-
ing control function by CPU. In CUDA model, several threads constitute of a thread 
block (block) and several blocks constitute of a grid (Grid). Fig 1 provides the details. 

CUDA computing core is composed of Stream Multiprocessors (SMs) with eight 
Stream Processors (SPs) in each SM. Five types of GPU memories are supplied to 
take advantage of the flexibility to develop efficient coding. Among the five types of 
memories, registers are fastest, and the time overhead can be negligible when access-
ing them. However, they are limited in numbers. Shared memory is as fast as regis-
ters, but it may have bank conflicts when the threads are assigned poorly. Threads in 
the same block can communicate through shared memory. Global memory is off-chip 
memory. Both CPU and GPU can access global memory. 
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Fig. 1. CUDA parallel architecture 

3 Proposed Methodology 

In order to solve the problem of local optimal solution and low efficiency when deal-
ing with big data, a density based variable threshold parallel K-Means algorithm 
(DVT-PKM) is put forward. The algorithm includes two parts: the selection of initial 
cluster centers and GPU based parallel improvement for K-Means method. The de-
tails of the algorithm are specified as follows. 

3.1 The Selection of Initial Center Points 

The traditional K-Means algorithm is liable to converge to a locally optimal solution. 
Meanwhile, the sensitivity to the outliers leads to inaccurate clustering results. This 
paper proposes the DVT-PKM algorithm to solve these limitations. It takes a group of 
relatively dispersed samples as the initial cluster centers to increase the possibility to 
find the global optimal solution. We use the Euclidean distance as the distance func-
tion. First of all, several concepts based on the density are introduced as follows: 
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x  in dataset M is defined as the number of objects 

within the distance of σ neighborhood. 
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VTD-KM procedures are provided as below. 
Data description: k, number of clusters; δ, threshold, i.e. the selected radius; ω, the 

density within the δ neighborhood; M, the set of all points; S, the set of initial cluster 
centers; S1, temporary set of initial cluster centers. ε , a small value. 

1. Calculate the distances for any pair of points in M to get the distance matrix. 
Choose the distance between the first two points as σ. 

2. Choose the point )( Mxx
ii

∈ which has the maximum density as the initial cen-

ter 
1

v and add it into set S. Calculate the density 
i

ψ within the δ neighborhood 

of all points in M, the mean density  =
= n

i i
n

1
/ψω is taken as a reference 

density. Finally, all points in M meet the conditions of )(
1

vN δ are deleted. 

3.  The points in M are put into set S1 if their distances from 
1

v  are 

εδ += 22d and their density are greater than ω. The two points with the larg-
est distance in S1 are chosen as the initial center points and move them to S. 

4. If S1 is not empty, point 
i

x in S1 will be moved to S if the distance from 
i

x to 

i
v  in S is beyond the δ>),(

ii
vxdist . Repeat this step until all the points in 

S1 do not meet this condition. Then empty S1. All points within )21(1 δ=dd  

neighborhood of 
1

v  are deleted from M. 

5. Set id ⋅⋅= δ21  and εδ +⋅⋅= id 22 where i is the current number of 
loops. Repeat steps (3) and (4). i is incremented by one in each iteration until M is 
empty. Then go to step (6). 

6. When M is empty, we can decide whether the number of center points in S is k. If 
yes, k center points are found. If it is larger than k, δ is replaced by a bigger num-
ber and back to step (2). If it is smaller than k,  δ is replaced by a smaller num-
ber, then go back to step (2). 

3.2 GPU Based K-Means Method 

When dealing with large data sets, K-Means algorithm has high scalability and good 
performance. The complexity of this algorithm is O (nkt) where n is the number of 
objects, k is the number of clusters and t is the number of iterations. When n is too 
large, the distance calculation process is time consuming.  In this case, the compu-
ting power of GPU can be applied to parallelize K-Means algorithm. 

The main idea of the GPU-based K-Means algorithm is to improve the perfor-
mance by separating data and transferring the intensive calculation from host to de-
vice. It can be observed that the main computational tasks are carried by steps (3) and 
(4). Although these two steps are performed repetitively, the data for each calculation 
are independent from each other. Thus, they can be separated into two kernel func-
tions and parallel computed by the GPU core. In this way, we manage to optimize the 
GPU-based K-Means algorithm in steps (3) and (4). 
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In step (3), since currently a GPU has more than 100 processing cores, data points 
can be operated in threads within these cores. In each thread, distances from each data 
point to all the cluster centers are calculated. According to the distance, data point is 

assigned to a label i between 1 and k, i is determined by the center 
i
c  it is nearest to. 

The label array is saved in global memory. Access to the global memory multiple 
times is required when doing the distance calculation between a certain point from the 
data set and k centers. Considering the high latency of global memory we can put the 
cluster centers in shared memory to save time. The detail is presented as below. 

Program Distance calculation 
  var Data[], k, Centers[], D_dim, D_label[], temp, min; 
  begin 

int tidX = blockIdx.x*blockDim.x+threadIdx.x; 
__shared__ float s[][]; 
s[k][D_ dim] = Centers[k][D_ dim]; 
if(tidX<n) 
  for j=1 to k 
    for i=1 to D_men           
       temp is the Euclidean distance between  

Data[tidX*pitch/sizeof(float)+i] and s[j][i] 
    end loop 
    if(temp is smaller than min)                   
       d_out[tidX*pitch/sizeof(int)] = j; 
       min ← temp 
    endif 
  end loop 
endif 

end 

In step (d), after calculation, we can then move the output array to shared memory 
to do the next step. For k clusters, each calculation is operated by a thread in CUDA. 
Each thread decides whether the data point in the output array belongs to its cluster. If 
yes, accumulate the data point. To avoid the latency that caused by bank conflict, each 
thread accesses the corresponding location element in the array, and moves on se-
quentially. In other words, the first thread accesses the first element in array, mean-
while the second thread accesses the second one and it goes on sequentially. After the 
k thread accesses the last element in array, it returns to the first one until each element 
in the array is accessed. Fig 2 describes the detail. 

Program Updating cluster centers 
  var Data[],D_label[],D_dimension,num,Centers[],n; 
  begin 
    Int tidX ← blockIdx.x * blockDim.x + threadIdx.x 
    __shared__ float temp_cluster[n]; 
    temp_cluster[n] = c_cluster[n]; 
  If(tidX < k) 
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  for j = 0 to n 
        tid = blockIdx.x*blockDim.x+(threadIdx.x+j)%n; 
        if(the data belong to this cluster) 
     for i=0 to D_men 
      temp_data[i] +=D[j*pitch/sizeof(float)]; 
          end loop 
         num++ 
        endif 
  end loop 
   for i=0 to D_dimension 
      Cent[[tidX*pitch/sizeof(int)+i] = temp_data[i] /num 
   end loop 
 if it is converged 
 then break; 
end 

 

Fig. 2. The process of cluster centers recalculation 

4 Experimental Results and Discusses 

4.1 Evaluation Function for Clustering Algorithm 

Generally, there are two principles to evaluate clustering algorithm: Tightness, i.e., 
the members in a cluster must be close to each other as much as possible; Separation, 
i.e., the distance between clusters should be as far as possible. Therefore, we adopt the 
ratio of within class distance to between class distance as the criterion. 

The within class distance (within(k)) is the average value of distance between mean 
point and other points in the same cluster. The between class distance (Between(k)) is 
determined by the average value of distance between any two mean points of clusters. 
The smaller the J (k) is, the higher the quality of clustering algorithm is. 

  = ≠∈
−⋅⋅= k

i

c

uicx uii

i

ii

xxckkwithin
1 ,

))(1(1)( δ  (2) 



598 B. Yan et al. 

 

 )1()(2)(
,

−−=  >≠
kkyykbetween

k

jiji ji
δ  (3) 

 )(/)()( kbetweenkwithinkJ =  (4) 

where 
i

c is the cluster, 
i
c  is the number of points which belongs to 

i
c , 

i
x is the 

point in 
i

c , 
u

x ,
i

y ,
j

y are the mean points, k is the number of clusters, and 

)(
ji

xx −δ  is the distance functions which represent the distance between two points. 

4.2 Experimental Datasets 

In order to validate the accuracy and efficiency of our proposed algorithm, eight data 
sets (Glass, Zoo, Iris, etc.) from UCI database are selected. Five of them are relatively 
small, while the remaining three are considered large datasets. The smallest dataset is 
Zoo with only 101 instances, and the largest one is 3D Road Network dataset with about 
four hundred thousand instances. All of the chosen datasets are numerical. The datasets 
Iris, Glass and Yeast have hundreds of floating-point data with low dimensions while 
Libras has very high dimensions. The datasets Gas and Zoo are integer. The remaining 
datasets Letter and 3D Road Network have large amount of data.  The number of clus-
ters is range from three to hundreds. To accomplish the experiment, we use the top five 
datasets in Table I to test the initial centers selection and the remaining three to test the 
parallel implementation. Table 1 summarizes all the datasets we used. 

Table 1. Features of different datasets 

DataSet # of records # of attribute Attribute 
Type 

Data Type 

Iris 150 4 Numerical float 
Glass 214 9 Numerical float 
Zoo 101 16 Numerical Integer 
Yeast 1480 8 Numerical float 
Libras 360 90 Numerical float 
Gas 10756 128 Numerical Integer 
Letter 20000 16 Numerical float 
Road Network 40000 3 Numerical float 
Road Network 70000 3 Numerical float 
Road Network 434874 3 Numerical float 

4.3 Experimental Setting and Evaluation Criteria 

All experiments are implemented on MATLAB and Visual Studio. The test system is 
a PC with an Intel Core 6 Exon 2620 CPU. The GPU is an NVIDIA Tesla k20 with 
2496 stream processors and CUDA is the 5.5 version. 



 DVT-PKM: An Improved GPU Based Parallel K-Means Algorithm 599 

 

To verify the accuracy of the improved algorithm, we test the traditional K-Means 

and VTD-KM algorithm 15 times. Then the two average ratios  =

15

1
15/)(

i i
kJ  are 

compared. The smaller the ratio is, the better the clustering result is. 
To verify the effectiveness of the GPU based algorithm, we test ten times on the 

CPU based K-Means and GPU based K-Means algorithm. Then the average run time 
and speedup are compared. The larger the speedup is, the better the efficiency is. 

4.4 Analysis of Results 

This section tests the DTV-PKM algorithm on eight datasets. Table 2 and Fig 4 show 
the experimental results for the DTV-PKM algorithm based on five datasets. It can be 
seen that the ratio of the proposed algorithm is less than the traditional K-means 
algorithm. Clustering results of our algorithm are stable and overcome the limitations 
including selecting center points randomly in the K-Means algorithm. Moreover, our 
proposed algorithm has good performances on a variety of data sets and is not 
affected by the number of samples and properties. However, when we compared our 
improved algorithm and the traditional K-Means algorithm on different datasets, the 
growth of accuracy is slightly different. As is shown in Fig 3, the growth of accuracy 
is large on dataset Glass while relatively small on dataset Yeast. The reason is that our 
algorithm is based on density, the growth of accuracy on initial centers selection 
depends on the distribution of data to some extent. If the data are evenly distributed, 
the improvements are considerably slight. 

Table 2. The ratio of within class distance and between class distance 

Dataset K-Means DVT-PKM 
Iris 0.2214 0.1550 
Glass 0.8584 0.5153 
Zoo 0.4648 0.3286 
Yeast 0.1171 0.0896 
Libras 0.4763 0.4052 

 

Fig. 3. The ratio of within class distance and between class distance 
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Table 3 and Fig 4 show that GPU can accelerate K - Means algorithm. However, if 
the number of cluster centers k is changed, it affects the number of times that thread 
accesses memory and the number of threads, as well as the running time. Therefore, 
we take the same value k on each dataset. The result shows that the speedup ratios are 
different based on the size of data sets, data dimensions and presented characteristics. 
When the number of data points reaches four hundred thousand, the speedup is 43 
times. The acceleration is obvious. In the case of small size of data set, the speedup is 
not obvious due to the delay of GPU memory copies, starting up of device and data-
completion. For the same size of dataset, as we make full use of the shared memory 
and register and avoid bank conflicts, our algorithm is slightly faster than other 
existing algorithms. 

Table 3. Running time comparison 

DataSet K-Means DVT-PKM Speedup 
Gas 2.570s 0.335s 7.672 
Letter 99.737s 5.445s 18.317 
Road Network 40.055s 1.648s 24.305 
Road Network 81.677s 2.663s 30.671 
Road Network 837.157s 19.571s 42.775 

 

Fig. 4. Running time comparison 

5 Conclusion 

This paper analyzes the limitations of the traditional K-Means algorithm based on numer-
ous studies by many researchers. Then the DVT-PKM algorithm is proposed. The  
improved algorithm can remove the impact of outliers effectively and overcome the sensi-
tivity issues of initial centers selected in traditional algorithm. In addition, with the intro-
duction of parallel implementation, the K-Means algorithm is optimized on GPU. The 
results show that the speedup can be improved considerably. It is proved that the proposed 
method can improve the stability and operation efficiency effectively on a single machine. 
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Abstract. In last decade, autonomous intelligent agents or multi-intelligent 
agents and knowledge discovery in database are combined to produce a new 
research area in intelligent information technology. In this paper, we aim to 
produce a knowledge discovery approach to extract a set of rules from a dataset 
for automatic knowledge base construction using cooperative approach between 
a multi-intelligent agent system and a domain expert in a particular domain. The 
proposed system consists of several intelligent agents, each one has a specific 
task. The main task is assign to associative classification mining intelligent 
agent to deal with a database directly for rules extraction using Classification 
Based on Associations (CBA) rule generation and classification algorithm, and 
send them to a domain expert for a modification process. Then, the modified 
rules will be saved in a knowledge base which is used later by other systems 
(e.g. knowledge-based system). In other words, the aim of this work is to 
introduce a tool for extracting knowledge from database, more precisely this 
work has focused on produce the knowledge base automatically that used rules 
approach for knowledge representation. The MIAKDD is developed and 
implemented using visual Prolog programming language ver. 7.1 and the 
approach is tested for a UCI heart diseases dataset. 

Keywords: KDD, data mining, intelligent agent, multi-intelligent agent, CBA 
algorithm, Multi-Intelligent Agent Knowledge Discovery in Database 
(MIAKDD). 

1 Introduction 

One of the essential challenges of Artificial Intelligence (AI) is automatic acquisition 
of knowledge from a large volume of data to support reasoning in intelligent 
information system. In construction knowledge-based systems the traditional 
knowledge extraction from its resources is the bottleneck of the approach. Database is 
one resources of knowledge for constructing knowledge base in decision support 
systems using automatic knowledge acquisition process. The concept of finding useful 
patterns in large data has been given different names including information discovery, 
knowledge extraction, data mining, information harvesting, data archeology, and data 
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pattern processing [1], [2]. Data mining is relatively a new concept of tools used to 
extract useful information from large databases. It is also can be used to discover a new 
healthcare knowledge from clinical databases or generate scientific hypotheses from 
experimental data [3], [4]. Fayyad, Shapiro, and Smyth view Knowledge Discovery in 
Database (KDD) as all processes of discovering useful knowledge (patterns) from data 
while data mining is a particular step in these processes, it includes applying specific 
algorithms for extracting useful patterns from volume of data. They defined KDD as 
"The nontrivial process of identifying valid, novel, potentially useful, and ultimately 
understandable patterns in data" [1], [2], while the data mining is defined as the 
extraction of useful patterns or models from observed data [5], or it is the process of 
extracting knowledge from dataset and transforms it into human understandable 
representation for further use [6]. This term apply on all process that associates with 
discovering useful patterns from data using a combination of techniques including 
neural network, statistical analysis, fuzzy logic, data visualization, and intelligent agent 
[7]. There are several kinds of data mining techniques, which are: clustering, 
classification, association, evolution, pattern matching, and meta-rule guided mining. 
These techniques can be used for extracting knowledge from different kinds of 
databases which involves transactional, relational, spatial, and active databases [8]. 
Association rule mining is one of the most popular data mining techniques used to 
discover frequent patterns in large database. It is suitable for discovering predictive 
rules that related with the set of attributes in dataset [9], [10]. It has been effectively 
used to build classification model to produce rules for describing relationships between 
attributes value and class attribute [11]. 

Intelligent agents or software agents are programmed software entities that carry 
out a series of operations on behalf of users or other programs with some degree of 
autonomy [12]. A Multi-Intelligent Agent (MIA) is a collection of autonomous agents 
which interact with each other or with their environments to achieve one or more 
objectives. Agents can achieve and support the knowledge discovery process. For 
example, agents can contribute in data selection, extraction, preprocessing, and acting 
as interfaces between humans and software systems [13], [14]. Data mining and 
multi-intelligent agent have been used for building a complex system, they are 
combined to produce automatic data mining system which is used to extract and 
discover a set of useful patterns from dataset using autonomous intelligent agents. In 
this paper, we proposed the development of a multi-intelligent agent system that is 
capable to convert raw data in a dataset to a set of rules and save it in a knowledge 
base for further use (e.g. knowledge-based systems or rule-based expert systems). The 
proposed MIAKDD consists of several autonomous intelligent agents: user interface 
agent, associative classification agent, control agent, and visualization agent. Each 
one has specific sub-task, the combination of the whole sub-tasks will produce the 
main objective of proposed multi-intelligent agent system.    

The rest structure of this paper is organized as follows. In section 2 we present an 
overview of related works on using intelligent agent or multi-intelligent agents in data 
mining or knowledge discovery approaches. Section 3 discusses the architecture of 
the proposed MIAKDD in details. In section 4 and 5, we will discuss the experimental 
results and system evaluation on UCI heart diseases dataset respectively. Finally, 
section 6 describes the conclusions of this work.  
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2 Related Works 

In this section, we will briefly review of the previously proposed studies in 
autonomous intelligent agent systems or multi-agent systems for data mining and 
knowledge discovery in database. The techniques used in these studies include 
association rule mining, associative classification mining, computational intelligence, 
rule generation algorithms, and greedy algorithm. The proposed MIAKDD is mainly 
related to two areas of research, knowledge extraction from large dataset and 
knowledge modeling using multi-intelligent agent system. 

Popa, Pop, Negru, and Zaharie proposed a multi-agent based intelligent 
recommendation system called AgentDiscover. The aim of this system is to deal with 
the complexity of KDD processes and produce a tool to support researchers and non-
expert users for exploring KDD method and looking for quick results in this field 
[15]. Warkentin, Sugumaran, and Sainsbury produce a study which is discuss the role 
of intelligent agents and data mining in electronic partnership management. The 
procedures of data mining used in this process can be enhanced by using intelligent 
agents [7]. Tong, Sharma, and Shadabi proposed a real time Data Mining and Multi-
Agent System called DMMAS, it is heterogeneous data mining techniques and 
distributing agent based processing for modeling and improve efficiency by 
combining results from all the agents [16].   

Ordonez, Ezquerra, and Santana used association rules in the medical domain, where 
datasets are generally small and high dimensional. They aim to discover only most 
important association rules and optimal search process. A greedy algorithm is used to 
compute rule covers in order to summarize rules having the same results. The evaluation 
of the most important association rules is processed by using three metrics: support, 
confidence and lift. The experiment results focus on discovering association rules on 
real dataset to predict existence or absence of heart disease [9]. Nahar, Imam, Tickle, 
and Chen discussed a paper in which they used association rule mining and a 
computational intelligence to identify the factors which contributes to heart diseases for 
males and females. This research presents rule extraction experiments on heart disease 
data using three rule generation algorithms Apriori, Predictive Apriori and Tertius [17]. 
F. A. Thabtah and P.I. Cowling proposed a new associative classification technique, 
Ranked Multilabel Rule (RMR) algorithm which generates rules with multiple labels. 
Rules derived by current associative classification algorithms overlap in their training 
objects, resulting in many redundant and useless rules. The proposed algorithm solves 
the overlapping problem between rules in the classifier by generating rules that does not 
share training objects during the training phase, resulting in a more accurate classifier 
[18]. Kaur, Chauhan, Alam, Aljunid, and Salleh produced a spatial data mining 
techniques which is applied to extract implicit knowledge from spatial attributes. These 
techniques are applied in different fields such as healthcare, marketing, environmental 
and remote sensing databases to improve planning and decision making process [19]. 

3 Proposed MIAKDD System Architecture  

In this section, we present the overall proposed system architecture as shown in fig. 1 
which consists of four autonomous intelligent agents, a dataset file, and a knowledge 
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base. The user interface agent interact with a human (user or domain expert) in order to 
allow him/her to determine user specifications. The control agent is responsible for 
managing and controlling for data transmission among the other components of the 
proposed system. The main function of associative classification mining agent is 
extracting or discovering knowledge from dataset using CBA algorithm for rules 
generation and classification. The visualization agent is responsible for displaying all 
the constructed rules which are extracted by associative classification mining agent. The 
dataset is saved in the database file and used by rule generation algorithm for extracting 
rules and save them in the knowledge base for later use by diagnostic systems (e.g. rule-
based expert system for back pain diagnosis [20]). The following subsections describe 
in details the components of the proposed MIAKDD architecture. 

3.1 User Interface Agent 

The user interface intelligent agent task is interact with users or domain experts to 
determine a set of specifications such as name and number of attributes, number of 
records, class attribute for some cases, minimum support threshold value, and other 
detail information of the processed dataset. It is responsible for receiving the set of 
specifications from environment and send to the control agent for another process. 
The interface agent is user friendly and hide the complexity of other components of 
the multi-intelligent agent system. The multi-intelligent agent system success may be 
determined by the nature of its interface agent. It interacts with its environment using 
questions and answers and menu driven techniques to achieve the main goal of that 
agent. The user or expert should enter all the attributes of the dataset and should 
separate between attributes and a class attribute as well as the number of records 
he/she want to process in that dataset. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Architecture of proposed MIAKDD system
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3.2 Control Agent 

The main function of control intelligent agent is managing the communication for all 
components of proposed MIAKDD and control the data transmission among them. It 
is responsible for transferring the user specifications from user interface agent as 
output and sending it to associative classification mining agent as input for mining 
process. Then, send back all mined rules from associative classification mining agent 
to user interface agent for modification process (if necessary) by domain expert and 
save them in knowledge base, at the same time it sends a copy to visualization agent 
to display final form of these rules. The control agent transfers attributes and a class 
attribute as input to a rule generation algorithm in the associative classification 
mining agent and send a set of rules as antecedence-consequence pairs to the interface 
agent for testing and modifying by the domain expert to ensure those rules are correct 
and we can depend on contains of the knowledge base for another usage. That means, 
the proposed MIAKDD will be producing automatically a knowledge base with high 
dependency and reliability. 

3.3 Associative Classification Mining Agent 

Most exist works have considered the dataset as a classification problem. We view in 
this paper, the dataset is not only a classification problem but also a knowledge 
extraction problem. The most important step in MIAKDD system is rules extraction 
from dataset. This task is a responsibility of associative classification mining agent as 
well, carrying out the data mining operation. Data mining is a very important activity 
of the KDD process which consists of four different steps; selection, preprocessing, 
data mining, and interpretation [2], [21]. This agent contains a specific algorithm for 
rules generation and classification processes. Associative classification is the 
integration of associative rule mining and classification rule mining [22]. Association 
rule mining is a promising knowledge discovery tool and a well recognized data 
mining procedure which is widely used in different areas such as medical domain. 
Associative classification is a special case of association rule mining whose right-
hand-side is restricted to the classification class attribute [11], [22]. There are 
different algorithms which have been used for association classification such as CBA, 
Classification Based on Multiple Association Rules (CMAR), and  Classification 
Based on Predictive Association Rules (CPAR) algorithms. Each one use several 
approaches to extract rules, discover rules, rank rules, and prune rules [11], [18].  

The associative classification mining is chosen as a technique for association rules 
generation and classification in proposed agent. This technique is domain independent 
and can be applied for extracting and modeling knowledge in different area of 
medical domain dataset. This subsection focus on integration of association rule 
mining and classification to extract knowledge from dataset. 

Formally we can define association rule mining problem as follows [9]; let I={i1, 
i2,…, im} be a finite set of m items, let T={t1, t2, …, tn} be a dataset of n transactions, 
where each transaction ti ⊆ I (1≤ i ≤ n) represent a set of items. In general, a subset of 
I is called itemset. Let X,Y be two itemsets, where X,Y ⊂ I and X∩Y= . An 
association rule is defined as an implication of the form X→Y, where X is called the 
antecedent (or body) and Y is called the consequent (or head) of the rule. The support 
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(sup(X)) of itemset X is defined the number of transaction that contain X, P(X) can be 
estimated as P(X)=sup(X). The support of a rule X→Y is defined as 
sup(X Y)=P(X Y). The measure of reliability of a rule X→Y is called confidence, 
which is defined as confidence (X→Y)= sup(X Y)/sup(X). The problem of 
association rule mining is to discover all association rules in database having support 
more than a user defined threshold minimum support and a confidence more than a 
user defined threshold minimum confidence, these values are two measures of rule 
usefulness and certainty [6], [23], [24].  

The associative classification mining agent received user specifications from control 
agent and it performs the following four tasks; the first task includes selecting a dataset 
or data samples in which the discovery will be performed. The second task is preparing 
the dataset for processing by matching the user specification with a database file and 
remove all unwanted records from that file and open a new file contains all wanted 
records to extract association rule from these records in the next step. The next task is 
attributed the data mining (whether clustering, classification, association rule mining, 
etc.) and data modeling is completed by discovering patterns in large dataset using data 
mining algorithm. In the proposed MIAKDD we used a CBA algorithm to extract rules 
from dataset. It consists of two parts: a Rule Generator (CBA-RG) and a Classifier 
Builder (CBA-CB). In the rule generator part, the CBA algorithm generates all the 
association rules using Apriori algorithm which are known as candidate rules. In the 
classifier builder part, the CBA algorithm build a classifier which focuses on a special 
subset of candidate rules whose right hand side is constrained to the classification class 
attribute. This subset of association rules is called Class Association Rules (CARs). 
Finally, the last task includes interpreting the discovered patterns and representing them 
using rules representation method. Although the above four tasks are the function of 
KDD process, the main intelligent agent is called associative classification mining agent 
because of associative classification mining is the most important activity in proposed 
MIAKDD system. The most important activity in associative classification mining 
agent consists of the following steps: 

1- Suppose we have a database which consists of N transactions and specify the 
user-definition threshold values (minimum support and minimum confidence). 

2- Find all frequent itemsets with their supports more than minimum support 
threshold value using Apriori algorithm.         

3- Using frequent itemsets result from step 2 to generate association rules (candidate 
rules) with their confidence more than minimum confidence threshold value. 

4- Building a classifier based on the generated association rules (candidate rules) 
which results from step 3 

The Apriori finds frequent itemsets in a database transactions and having at least a 
user specified threshold. For each iteration in the algorithm attempts  specify the set 
of frequent patterns with k-itemsets from previous frequent (k-1)-itemsets, and then 
tests the support threshold value of candidates to find frequent k-itemsets. This 
algorithm scans several passes on the database. The correctness and effectiveness of 
frequent itemsets depends on Apriori property which means any subset of frequent 
itemsets must be frequent [25]. In the input of Apriori algorithm we refereed to 
dataset consists of more or less items. The output of the algorithm is a set of 
association rules describe the relationships that these items have in their sets [6]. 
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3.4 Visualization Agent 

The visualization agent is responsible to display all extracted and modified rules by 
proposed intelligent agents. It receives extracted and modified rules from control agent 
and display them as a model of antecedence-consequence pairs which are mined from 
dataset by associative classification mining agent and modified by the domain expert. 
This agent contains predefined template which is consists of three parts: antecedence, 
consequence and treatment. The antecedence or condition part is represented the 
attributes (symptoms) which is extracted from dataset. The consequence or action part 
represents class attribute (disease name) which is extracted from dataset or added by 
domain expert during modification process if it doesn't exist in dataset. The treatment of 
that disease is added by domain expert because it almost doesn't exist in dataset.  

3.5 Dataset 

A dataset is a collection of data usually presented as a table form, which consists of 
rows and columns. The column represents a particular variable and the row 
corresponds to a member of the dataset. There are many datasets already available in 
websites on the Internet which are used for scientific researches especially for data 
mining field such as UCI machine learning repository [26], KEEL dataset repository, 
and SEER dataset. We can also construct a dataset by collecting data from different 
organizations such as companies, hospitals, statistical data centers and so on and use it 
for scientific researches. In our case study of MIAKDD we used UCI heart disease 
dataset for knowledge discovery.  

3.6 Knowledge Base Construction 

The proposed MIAKDD system will produce automatically the knowledge base 
which is contain up to date rules in a particular domain because it is constructed by 
cooperation between association rule mining agent and domain expert. Once the rules 
have been discovered by associative classification mining agent, the control agent 
send them to interface agent for modification process by the domain expert. The 
modification process includes display all extracted rules to the domain expert for 
adding, deleting, and modifying the components of these rules. For modification 
process, we are preparing a preformatted template which consists of three parts: the 
consequence or action part which represents disease name, the antecedence or 
condition part which represents the symptoms of that disease, and the treatment part 
which represents the treatment of that disease. 

4 Experimental Results 

In this section, we will apply the proposed system on a real dataset as a case study to 
illustrate how the proposed MIAKDD system can be extracted a set of rules from real 
dataset to construct knowledge base automatically. We use the publicly available UCI 
heart disease dataset which consists of 76 attributes but most studies use a maximum 
of 14 attributes as follows [24]: 

1. Age: age in years; numeric. 
2. Sex: sex (male=1; female=0). 
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3. CP: chest pain type; 4 values (typical angina=1; atypical angina=2; non-anginal 
pain=3; asymptomatic=4). 

4. Trestbps: resting blood pressure (in mm Hg on admission to the hospital); numeric. 
5. Chol: serum cholesterol in mg/dl; numeric.  
6. Fbs: 2 values; fasting blood sugar > 120 mg/dl?; (true=1; false=0). 
7. Restecg: resting electrocardiographic results; 3 values (normal=0; ST-T wave 

abnormality=1; probable or definite left ventricular hypertrophy by Estes' 
criteria=2).  

8.  Thalach: maximum heart rate achieved; numeric.  
9.  Exang: exercise induced angina; 2 values (yes=1; no=0).  
10. Oldpeak: ST depression induced by exercise relative to rest; numeric.  
11.  Slope: the slope of the peak exercise ST segment; 3 values (upsloping=1; 

flat=2; downsloping=3). 
12. Ca: number of major vessels (0-3) colored by fluoroscopy; numeric. 
13. Thal: the heart status; 3 values (normal=3; fixed defect=6; reversible defect=7).  
14. Num: diagnosis of heart disease (angiographic disease status) or the class attribute 

value is either healthy class or existence of heart disease (sick class) (0;1).  

The user or domain expert enter all the attributes for heart disease UCI dataset such 
as Age, Sex, CP, Trestbps, …, etc. and enter number of records, in our case study we 
select 100 records for process. The control agent transfers those 13 attributes (Age, 
Sex, CP, Trestbps, …,etc) and a class attribute (Num) as input to CBA algorithm in 
associative classification mining agent which consists of two phases:  

I-CBA-RG: In rules generation phase, we applied the Apriori algorithm on UCI heart 
disease dataset, we obtained the following sample of association rules in Prolog 
programming language:  

disease_name("class sick"):-  
chest_pain_type(4),cholesterol(X),X>=225,X=<310,resulting_ecg(Y),(Y=0;Y=
1),exercise_induced_angina(1), 
slope(2). 
disease_name("class sick"):- 
chest_pain_type(4),resulting_ecg(Y),(Y=0;Y=1),exercise_induced_angina(1)
,slope(2),heart_status(7). 
disease_name("class healthy"):- 
chest_pain_type(3),chol(X),X>=225,X=<310,resulting_ecg(2),oldpeak(1.24),
slope(1). 
disease_name("class sick"):- chest_pain_type(4),fasting_blood_suger(0), 

exercise_induced_angina(1),heart_status(7). 
disease_name("class healthy"):-  
ca(0),thal(3)slope(1). 

The above rules consists of two parts, antecedents or conditions part (set of 
symptoms) on Right Hand Side (RHS) and consequence or action part which has two 
classes (sick or healthy) on Left Hand Side (LHS). The confidence threshold values of 
above rules are between (0.9-1). These rules are association rules (candidate rules) 
with certain support and confidence threshold values. 

II-CBA-CB: In this phase, we constructed a classifier to select an appropriate subset 
of association rules which is satisfy our objective of proposed agent. That means, the 
rules with class sick on LHS for the above candidate rules have been selected as a 
class, observe the follow rules in Prolog code: 
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disease_name("class sick"):-  
chest_pain_type(4),cholesterol(X),X>=225,X=<310,resulting_ecg(Y),(Y=0;Y=
1),exercise_induced_angina(1), 
slope(2). 
disease_name("class sick"):- 
chest_pain_type(4),resulting_ecg(Y),(Y=0;Y=1),exercise_induced_angina(1)
,slope(2),heart_status(7). 
disease_name("class sick"):- chest_pain_type(4),fasting_blood_suger(0), 

exercise_induced_angina(1),heart_status(7). 

But these rules are before the modification process which discussed In section III-F 
to capture correct and complete knowledge base. We will take two rules as an 
example for modification process, Table 1 illustrated the components of that template 
before and after modification process.  

Table 1. Components of a preformated template  
A: Before modification process 

Consequence Antecedence Treatment 
class sick chest_pain_type=asymptomatic and 

cholesterol=225-310 and 
resulting_ecg=normal or abnormal 
and exercise_induced_angina=true 
and slope=flat 

- 

class sick chest_pain_type= asymptomatic and 
resulting_ecg= normal or abnormal 
and exercise_induced_angina=true 
and slope=flat and 
heart_status=reversible defect 

- 

 
The modification process in our case study include change each consequence has 

"class sick" with real heart disease name that satisfy antecedence part (symptoms) of that 
rule. The domain expert can add, delete, and modify the contents of antecedence part (if 
necessary). Finally, he/she will add a treatment for each disease name in these rules. 

B: After modification process 

Consequ
ence 

Antecedence Treatment 

cardiova
scular 
disease 

chest_pain_type=asympto
matic and 
cholesterol=225-310 and 
resulting_ecg=normal or 
abnormal and 
exercise_induced_angina
=true and slope=flat 

Cholesterol-modifying 
medications. By reducing 
the cholesterol in the 
blood, you can choose 
from a range of 
medications, such as 
statins, niacin, fibrates 
and bile acid 
sequestrants. or aspirin 
taking a daily or other 
blood thinner. 

cardiac 
arrhythm
ia 

chest_pain_type= 
asymptomatic and 
resulting_ecg= normal or 
abnormal and 
exercise_induced_angina
=true and slope=flat and 
heart_status=reversible 
defect 

Medicine control 
arrhythmias and produce 
treatment  related with 
symptoms such as high 
blood pressure or a 
pacemaker that uses 
batteries to help heart beat 
more regularly or Surgery 
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The rules yielded after modification process will be saved in knowledge base by 
control agent and it will send one copy of rules to visualization agent for displaying. 
The constructed knowledge base can be divided into two parts, the condition-action 
part and the treatment part. The condition-action part contains all rules that are 
discovered and modified as condition-action pairs. The second part of the knowledge 
base is disease's treatment and it is related with the condition-action part by the 
disease name. The following rules illustrated Prolog language codes after 
modification process and they will be saved in knowledge base files: 

disease_name("cardiovascular disease"):- 
chest_pain_type(4),cholesterol(X),X>=225,X=<310,resulting_ecg(Y),(Y=0;Y=
1),exercise_induced_angina(1),slope(2). 
disease_name("cardiac arrhythmia"):- 
chest_pain_type(4),resulting_ecg(Y),(Y=0;Y=1),exercise_induced_angina(1)
,slope(2),heart_status(7). 
treatment("cardiovascular disease", "Cholesterol-modifying medications. 
By reducing the cholesterol in the blood, you can choose from a range of 
medications, such as statins, niacin, fibrates and bile acid 
sequestrants. Or aspirin taking a daily or other blood thinner."). 
treatment("cardiac arrhythmia","Medicine control arrhythmias and produce 
treatment related with symptoms such as high blood pressure or a 
pacemaker that uses batteries to help heart beat more regularly or 
Surgery"). 

Now we capture a complete knowledge base which results from cooperation 
between associative classification mining agent and domain expert using rules method 
for knowledge representation. The knowledge base which is constructed 
automatically can be used in expert system tools to construct expert system in that 
domain (domain of knowledge base) [27]. 

5 System Evaluation 

In this section, we will focus on the associative classification mining agent’s performance 
because it has the main function of the proposed MIAKDD system. To evaluate the 
performance of that agent, we requested from a knowledge engineer to extract a set of 
rules from same UCI heart disease dataset file. The purpose of this experiment was to 
analyze the ability of the proposed associative classification mining agent to extract 
correct knowledge and compare the results with the knowledge engineer’s performance. 
After that, four domain experts were asked to evaluate the performance of the associative 
classification agent and the knowledge engineer. Table 2 illustrates the accuracy scores 
shown by four domain experts compared with the associative classification agent and 
knowledge engineer performance across the UCI heart disease dataset file.  

Table 2. The accuracy shown by four domain experts compared with the associative 
classification agent and knowledge engineer performance 

Domain expert Associative Classification 
Agent (ACA) 

Knowledge 
Engineer (KE) 

Domain expert 1 80% 90% 
Domain expert 2 75% 85% 
Domain expert 3 70% 83% 
Domain expert 4 68% 75% 

average 73.25% 83.25% 
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From Table 2, we can calculate average accuracy of performance produced by four 
domain experts. Based on the results in table 2, we can conclude the performance of 
associative classification agent is near to the knowledge engineer’s performance. That 
means, the knowledge base which was produced by two of them is similar. 

6 Conclusions 

In this paper, we propose a multi-intelligent agent system has presented the rules 
extraction from medical dataset using CBA algorithm for association rule generation 
and classification. We also produce a cooperative approach between associative 
classification mining agent and domain expert to capture complete and consistence 
knowledge base automatically. The modification process is very important step 
because of the domain expert review, check, and modify all discovered rules to 
produce effective and reliable knowledge base. The proposed multi-agent system can 
speed up the construction of knowledge base by decreasing the required time for 
domain expert to explain his expertise to a knowledge engineer for constructing 
knowledge in traditional method. In other words, the automatic knowledge acquisition 
approaches can reduce the required time for constructing of the knowledge base. 
Based on experimental results and system evaluation, we proved that the knowledge 
base which was produced automatically by the proposed agent is similar to the 
knowledge base which was produced manually by the knowledge engineer. 
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Abstract. Recently, increasing attention has been attracted to Social Network-
ing Sentiment Analysis. Twitter as one of the most fashional social networking 
platforms has been researched as a hot topic in this domain. Normally, senti-
ment analysis is regarded as a classification problem. Training a classifier with 
tweets data, there is a large amount of noise due to tweets’ shortness, marks, ir-
regular words etc. In this work we explore the impact pre-processing methods 
make on twitter sentiment classification. We evaluate the effects of URLs, ne-
gation, repeated letters, stemming and lemmatization. Experimental results on 
the Stanford Twitter Sentiment Dataset show that sentiment classification accu-
racy rises when URLs features reservation, negation transformation and repeat-
ed letters normalization are employed while descends when stemming and 
lemmatization are applied. Moreover, we get a better result by augmenting the 
original feature space with bigram and emotions features. Comprehensive ap-
plication of these measures makes us achieve classification accuracy of 85.5%. 

Keywords:Twitter, Sentiment Analysis, Pre-processing. 

1 Introduction 

Twitter is one of the most fashional micro-blog service platforms where registered 
users can update their messages and follow others’ statuses expediently. Twitter’s 
contents (named tweets) include users’ behaviors, states of mind, comments on cer-
tain topics etc, and a lot of these contents express the users’ sentiments unavoidably. 
Twitter sentiment analysis is a significative topic because the research findings can 
feedback much important information we have never thought of (e.g. the trend of the 
stock market [3, 4]). 

Under routine circumstances, sentiment analysis is researched as a problem of classi-
fication. This technique is also known as opinion mining aiming to identify the kind of 
emotions, mainly as positive, neutral or negative at present. There have been a large 
amount of researches in the area of sentiment classification. Applications utilizing  
sentiment classification technique might be classified into two main categories: trends 
prediction [3, 4, 6, 7, 8, 10] and products recommendation [11, 12, 13, 18, 19, 20, 21]. 



616 Y. Bao et al. 

The works mentioned above are all based on sentiment analysis. However, these 
works didn’t focus on pre-processing methods like [5] did, who discussed the role of 
pre-processing for reviews. Although pre-processing for Twitter data was used for 
dimensionality reduction in [1, 2, 16], there is no work specialising in researching the 
role of pre-processing in Twitter sentiment analysis. In this paper, we concentrate on 
exploring pre-processing methods to elevate the performance of sentiment analysis 
besides dimensionality reduction. In our work, we show the role of pre-processing in 
Twitter sentiment classification, including the effects of URLs, negation, repeated 
letters, stemming and lemmatization. Experimental results on the Stanford Twitter 
Sentiment Dataset show that sentiment classification accuracy rises when URLs fea-
tures reservation, negation transformation and repeated letters normalization are  
employed while descends when stemming and lemmatization are applied. We also 
augment the original feature space with bigram and emotions features. All positive-
impact methods are applied on the Stanford Twitter Sentiment Dataset comprehen-
sively and we achieve the sentiment classification accuracy of 85.5%. 

The rest of the paper is organized as follows. Section 2 outlines existing works on 
Twitter sentiment analysis. Section 3 describes the methodology we use in this paper. 
Experiments and results are discussed in Section 4. Finally, we conclude our work 
and outline future work in Section 5. 

2 Related Work 

A great deal of researches have been done in the field of sentiment analysis. Several 
works have pursued a study in this dimension with a particular emphasis on products 
reviews[2, 11, 12, 13]. 

The above works are focused on products reviews, which are always well-
organized sentences and relate to a particular domain. In contrast, tweets, whose 
length is limitted to 140 characters, are casual in the language style and multifarious 
in fields and themes. Moreover tweets contain a large amount of noises, such as 
hashtags, URLs, and emotions. These characters make Twitter sentiment analysis a 
challenging assignment. 

Researches [1, 3, 4, 6, 7, 8, 14, 15, 16] are working on Twitter sentiment classifica-
tion. Researches [3, 4, 6, 7, 8] are good examples of Twitter sentiment classification 
based application. In these works, the sentiment orientations of online information 
like tweets and reviews were analyzed to predict the trends of the stock market and 
election or outcomes of the box office.  

Go et al. [1] used emotions as noisy labels to label tweets as positive and negative. 
They set a corpus containing 1.6 million tweets (the Stanford Twitter Sentiment Da-
taset1), which can be obtained by public. Based on this dataset, they continued to train 
classifiers as Pang et la. [2] did. The best result was 83% reported by MaxEnt Classi-
fier using a combination of unigrams and bigrams as features. 

                                                           
1 http://twittersentiment.appspot.com/ 
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Under normal circumstances, the first step of sentiment analysis is text pre-
processing [1, 2, 5, 16], especially for tweets. Haddi et al. [5] explored the role of text 
pre-processing in online text sentiment analysis. Agarwal et al. [16] applied some 
novel methods to pre-process tweets. The result of their experiment illustrated that 
appropriate text pre-processing methods can significantly increase the classifier’s 
performance. There have also been some researches like [14], who excavated the 
original features to improve the performance of sentiment classification. 

3 Methodology 

We follow the following procedures for Twitter sentiment classification. 

3.1 Denoising 

For visual differentiation, we call pre-processing of this step as denoising. We take 
the following measures to denoise: 

Username There are usernames like “@Tonny”, that starts with symbol “@”. The 
usernames indicate who is the information pointing to, i.e. the target. We replace all 
usernames with a space. 

Hashtags Hashtags, marked by symbol “#”, mean that the tweets are associated 
with the particular topics. We replace all hashtags with a space as well. 

Emotions Users are used to express sentiment with emotions, e.g. “: )” means
 happy or other positive affections. Emotions with obvious emotional colouring ar
e persisted while others are replaced with a space also. 

Others We delete all digital symbols, single letters, punctuation except “’” in 
“won’t”, “can’t” and “n’t” and other non-alphabetic symbols. 

3.2 Pre-processing 

In this step, five steps are proposed to process tweets, named as URLs features reser-
vation, negation transformation, repeated letters normalization, stemming and lemma-
tization. We verify the role of URLs in Twitter sentiment analysis by observing the 
change of classification accuracy when URLs features are reserved or not. Consider-
ing the significant impact of negation on sentiment classification, we put forward four 
kinds of transformations to propose negation in tweets and explore which is the most 
effective way to improve Twitter sentiment classification accuracy. 

Words with repeated letters, e.g. “cooooold”, are common in tweets, and people 
tend to use this way to express their sentiments. Thus it is necessary to deal with these 
words to make them more formal. Here, repeated letter means a letter emerges more 
than 3 times consecutively in a word. 

In this work, we propose a method based on lexicon to cope with these words. We 
first build a lexicon using words provided by WordNet2 and other frequent terms. 

                                                           
2 http://wordnet.princeton.edu/wordnet/ 



618 Y. Bao et al. 

And then, we perform the following conditional statement. If a word contains repeat-
ed letters, we replace repeated letters with two occurrences and output the processed 
word if the lexicon contains the processed word, else we replace repeated letters with 
one occurrence and output the result. 

Both of stemming and lemmatization are used to achieve feature reduction. Stem-
ming is the process for reducing inflected words to their stem, base or root form, for 
example, "stemmer", "stemming", and "stemmed" all can be reduced into “stem”. 
Lemmatization is the process for converting inflected words to their root form, for 
example, “drove” can be converted into “drive”. 

3.3 Features Selection 

All of the unigram features and part of bigram features are used to structure the fea-
ture space. TF, IG, and χ2 Statistics are three standards we apply to select bigram 
features. 

TF means the frequency of a feature appears in the corpus, and more frequent more 
important. 

IG, i.e. information gain, is used to evaluate the importance of features on the clas-
sification system. The standard of IG is the amount of information feature contributes, 
more information, more important. We use the formula (1) to calculate the infor-
mation gain of features: 

 IG(T)=H(C)-H(C/T)= 
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Where IG(T) is the information gain of feature t, H(C) is the entropy of class C, 
H(C/T) is the conditional entropy of C in the condition of feature T. P(Ci) is the prob-
ability of class Ci occurrence in the corpus, P(t) is the probability of t,  P(Ci/t) is the 
probability of Ci in the condition of t occurrence, and P(Ci/

_

t ) is the probability of Ci 
in the condition of t absence. What needs to be pointed out is that we use Laplace-like 
smoothing method when we calculate the probability mentioned above to avoid zero 
probability and zero denominator. 
χ2 Statistics is the measurement of interdependency between feature and class. In-

terdependency and χ2 Statistics are proportional relations. The value of χ2 Statistics 
between feature t and class Ci is calculated by the formula (2): 

 χ2(t, Ci ) =
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Where N is the total number of tweets in the corpus, A represents the number of 
tweets belong to class Ci and contains feature t, B is the number of tweets don’t be-
long to class Ci but contain feature t, C is the number of tweets belong to Ci but don’t 
contain feature t, and D means the number of tweets when both are negative.  
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3.4 Classification 

In this work, we employ Liblinear3 to train a linear classifier. Liblinear is able to 
handle large-scaled dataset, especially for text classification, whose features space is 
extremely sparse. And it runs really faster than Libsvm because it doesn't have to 
compute the kernel for any two points. For optimization, trust region Newton method 
is applied, which is the combination of trust region method and truncated Newton 
method. We can see the mathematics foundations of Liblinear in [17]. 

4 Experiments and Results 

In this section, we present the results obtained when several kinds of pre-processing 
methods are applied individually and jointly. After that, we compare the results with 
the existing approaches. 

4.1 Corpus 

The experiments are carried on the Stanford Twitter Sentiment Dataset. The dataset 
was collected by using emotions as noisy labels to label tweets as positive and nega-
tive. For the training set, there are 800,000 positive tweets and 800,000 negative 
tweets. A set of 177 negative tweets and 182 positive tweets were manually marked, 
for a total of 359 test tweets. 

4.2 Experiments 

In the experimental stage, we take the safe-launch mode to carry out the experiment. 
Alleged safe-launch mode means that we implement the experiment step by step, and 
we choose the better result in each step. Then the next step will be conducted based 
on the previous better result. If the effect of a certain pre-processing method is not so 
good, we will abandon this method. 

We use WEKA4 to perform Liblinear classification. We set the parameter S to be 0 
meaning L2-regularized logistic regression, which is appropriate for binary classifica-
tion. Other parameters are set to be the default values. 

We start the experiments with URLs features reservation and negation transfor-
mation. In order to verify the effectiveness of processing, we establish four datasets 
using unigram features named as: UN0 for the dataset after denoising. UN1 when 
dataset contains URLs features and negation is processed, N when dataset contains 
URLs features while negation is not processed, U when all URLs features are deleted 
and negation is not processed.We use the method in UN0 as our baseline. Here, the 
method used to process negation is transforming “won’t”,”can’t” and “n’t” into “will 
not”, “can not” and “ not”, respectively. 

                                                           
3 http://www.csie.ntu.edu.tw/~cjlin/liblinear/ 
4 http://weka.wikispaces.com/ 
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Table 1. The role of URLs and negation 

 U UN1 N UN0 
Accuracy 82.73% 83.01% 81.62% 81.62% 

 
Table 1 indicates the effect of URLs and negation. The result does be better when 

URLs and negation are processed. The accuracy grows by 0.28% when URLs features 
are utilized. That is because URLs may contain some helpful features. The effect of 
negation is more powerful for the accuracy drops down to 81.62% when negation is 
not processed. Note that, the result of UN1 is similar to Go [1] while we use 308306 
unigram features only. 

In consideration of the effect of negation, we propose another three methods to 
deal with negation: 

UN2 transforming all verb negatived by “not” or its abbreviations into “verb not”, 
e.g. “didnt” to “did not”. 

UN3 transforming “won’t”,”can’t” and “n’t” into “willnot”, “cannot” and “not”, 
respectively. 

UN4 transforming “won’t”,”can’t” and “n’t” into “wont”, “cant” and “nt”, respectively. 

Table 2 shows the result of four datasets when unigram features are used only. 
UN3 and UN4 get the best result, followed by UN1, and UN2 gets the worst result. 
This result may be due to the fact that UN3 and UN4 transform one negation word 
into another negation word while UN1 and UN2 transform one negation word into 
two words. We conjecture that UN3 and UN4 may enhance the unigram features 
while UN1 and UN2 weaken the unigram features, or enhance the bigram features in 
another way. We name this conjecture as conjecture1. 

Table 2. Compare of four negation datasets 

 UN1 UN2 UN3 UN4 
# of features 308306 308284 308452 308332 

Accuracy 83.01% 82.73% 83.57% 83.57% 
 
In order to verify conjecture1, we augment the original unigram feature space with 

bigram features. Here we select part of bigram features to be used. So we carry out 
the subsequent experiment based on UN1 to ascertain the standard of selecting bigram 
features and the best number of bigram features. We select features with TF, IG, and 
χ2 Statistics. For each method, we perform four experiments to contrast the impact 
established by the number of bigram features. 

Table 3. Accuracy of different feature sets based on UN1 

Accuracy 
# of bigram features 

200 300 500 1000 

Unigram 83.01% 

Unigram+Bigram(TF) 84.40% 83.57% 83.01% 82.73% 

Unigram+Bigram(IG) 84.40% 84.68% 84.12% 83.29% 
Unigram+Bigram(χ2) 84.68% 84.68% 84.12% 82.73% 



 The Role of Pre-processing in Twitter Sentiment Analysis 621 

Table 3 presents the results of different feature sets based on UN1. We get better 
results after bigram features are affiliated with feature space. Also IG and χ2 are more 
effective than TF when used to select features. We experiment with different number 
of bigram features and get the best accuracy of 84.68% at 300.  

Table 4. Results of using unigram and bigram features 

Accuracy UN1 UN2 UN3 UN4 
Unigram 83.01% 82.73% 83.57% 83.57% 

Unigram+Bigram(IG) 84.68% 84.40% 84.40% 84.40% 

Unigram+Bigram(χ2) 84.68% 84.68% 84.40% 84.40% 

 
To go on verifying conjecture1, we carry on the next experiments on UN2, UN3 

and UN4 where 300 bigram features, selected by IG and χ2 respectively, are used to 
augment unigram features set. Results are shown inTable 4. 

As shown from Table 4, the accuracy increases more on UN1 and UN2 than UN3 
and UN4. That means bigram features are more effective when be used in UN1 and 
UN2, and conjecture1 is verified commendably. 

Table 5 shows the results after repeated letters normalization. We get a better result 
while the number of features is even less (282087). This shows that normalization of 
repeated letters is effective. We achieve 84.96% sentiment classification accuracy. 

Table 5. Results of repeated letters normalization 

Accuracy UN1 UN2 
# of unigram features 281787 281837 

Unigram 83.29% 83.01% 
Unigram+Bigram(IG) 84.96% 84.68% 
Unigram+Bigram(χ2) 84.96% 84.40% 

 
To continue reducing features from the original feature space, we introduce stem-

ming and lemmatization to process the corpus. Table 6 shows the effect of stemming 
and lemmatization. There is a sharp decline in classification accuracy though the fea-
ture space is reduced. The results illustrate that stemming and lemmatization are not 
helpful for Twitter sentiment classification. 

Table 6. Effect of Stemming and Lemmatization 

Accuracy UN1 Stemming Lemmatization 

# of unigram features 281787 234446 257364 

Unigram 83.29% 82.45% 81.62% 

Unigram+Bigram(IG) 84.96% 81.89% 81.62% 

Unigram+Bigram(χ2) 84.96% 81.62% 80.78% 
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Continually, we augment the Unigram-Bigram feature space with emotions. Here 
we define emotions such as “:)”, “:-)”, “: )” etc. as positive emotions, and define emo-
tions “:(”, “:-(”, “: (” etc. as negative emotions. Once an instance contains one of the 
positive emotions, the “Positive” feature would be “1” or else it would be “0”. “Nega-
tive” feature meets the parallel situation. Another 641 instances (321 positive instanc-
es and 320 negative instances) selected randomly from training set are removed from 
the training set and appended to test set.  

Table 7 reveals the effect of emotions features. The result based on UN1 doesn’t 
get better when emotions features are put in. Analysising the wrongly classified in-
stances, we can see that all these instances do not contain emotions in their content. 
However, the rise of accuracy based on newdata illustrates the effectiveness of emo-
tions features and we achieve 85.5% sentiment classification accuracy, which outper-
forms the baseline by 3.9%. Moreover, our result is better than [1], who reported the 
best accuracy of 83%, while their number of features is more than 364464. 

Table 7. Results of using emotions features 

Accuracy UN1 newdata 
# of unigram features 281789 281780 
Unigram+Bigram(IG) 84.96% 85.1% 

Unigram+Bigram(χ2) 84.96% 85.2% 
Unigram+Bigram(χ2)+Emotions 84.96% 85.5% 

UN0 baseline 81.62% 
Go et al.,2009 83% 

5 Conclusions and Future Work 

Twitter has been one of the most popular social networking platforms and it is a really 
meaningful topic to research Twitter sentiment analysis. However, length limitation, 
multi-topics, casual language, and rich in symbols, all of these characteristics of 
tweets make Twitter sentiment analysis a challenging assignment. Pre-processing can 
improve the classification accuracy besides reducing the original feature space. 

In this paper, we conduct a series of experiments to verify the effectiveness of sev-
eral pre-processing methods. Our experiments results on Stanford Twitter Sentiment 
Dataset show that URLs features reservation, negation transformation and repeated 
letters normalization have a positive impact on classification accuracy while stem-
ming and lemmatization have a negative impact. 

We also augmented the original feature space with bigram features and emotions 
simultaneously to improve Twitter sentiment classification appearance. Compared to 
the existing researches, we get a better result by using fewer features. 

There are some possible directions we could try in the future. First, for pre-
processing, spelling correction can be used to make tweets more regular. Second,  
different sets of features should be exploited to enhance the classification perfor-
mance, and hashtags might be useful features in topic-based sentiment analysis. Final-
ly, semi-supervised classification algorithm should be the focus of our research.  
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Abstract. This paper presents an automatic method to build a Chinese emotion 
lexicon based on the emotion corpus Ren-CECps. The method includes word 
extraction and emotion classification. Firstly, sentences are parsed to extract 
candidate emotional words. By making use of the words co-occurrence in the 
corpus, we get the similarity between words. And then Support Vector Machine 
(SVM) is adopted to classify the candidate emotional words. Experiment on the 
manual labeled words has shown that our classification method achieved high 
precision. Finally we apply our method on unlabeled corpus to get emotional 
words. 

Keywords: emotion lexicon, corpus, sentence parse, SVM. 

1 Introduction 

Currently, the number of blogs, network comments and other texts on Internet is in-
creasing every day, and these texts contain huge amount of information. How to 
quickly recognize the emotional information on characters, events, products, etc., 
becomes a hot research topic in the field of natural language processing and affective 
computing [1, 2, 3, 4]. 

Emotion lexicon plays a very important role in textual emotion classification and 
recognition. The General Inquirer was developed at Harvard and is a lexical database 
that uses tags to carry out its tasks. It contains about 3500 entries and each entry con-
sists of a term and a number of tags. The two tags Positive and Negative express va-
lence [5]. MPQA Subjectivity Cues Lexicon is created from the Multi-perspective 
Question Answering (MPQA) Opinion Corpus, and the lexicon contains 2718 positive 
words and 4912 negative words [6]. SentiWordNet is developed from WordNet. It is 
formed by conducting emotion classification and labeling the positive weight and 
negative weight of the terms in WordNet [7]. 



626 L. Wang et al. 

 

As to Chinese emotion lexicons, HowNet has published a set of emotion words, 
such as the degree words, positive emotion words and proposal words1. But there are 
no relatively complete Chinese emotion lexicons with precise emotion categories. The 
manual assignment of emotion categories and intensities needs a great amount of 
labor and time cost. In order to support the task of emotion recognition in text, this 
paper proposes an automatic approach to build a Chinese emotion lexicon with pre-
cise emotion category. We present a new algorithm of building a Chinese emotion 
lexicon; the process of our method includes word extraction and emotion classifica-
tion by making use of the words co-occurrence in the corpus. 

The rest of this paper is organized as follows: Section 2 presents a review of meth-
ods for building emotion lexicon. Section 3 introduces the emotion corpus Ren-
CECps 1.0. Section 4 describes the main algorithm for building emotion lexicon. 
Section 5 is the experiments. And in Section 6, we come to a conclusion and present 
some future work. 

2 Related Work 

There are mainly two methods to build emotion lexicon: lexicon-based method and 
corpus-based method. Lexicon-based method is to extend the set of emotional labeled 
words by synonyms and antonyms relations in dictionaries. Corpus-based method is 
to calculate the similarity between words according to words’ co-occurrence and use 
words semantic similarity computation tendencies. 

Li J and Ren F proposed a method to automatically build Chinese emotion lexicon 
with emotional intensity marked by the use of Tongyici Cilin and HowNet [8]. The 
advantage of this method is that the initial mass of the existing dictionary words, thus 
avoiding dependence on the basis of the word. 

One approach to creating Chinese emotion lexicon is to use a semantic lexicon, 
such as WeiPing Liu et al. [9]. They use Chinese emotion words to create a basic 
emotion dictionary for the different areas. Based on the Chinese word similarity cal-
culation method, proposes a method of calculation the emotional weight of a Chinese 
word.  

Xu Ge et al. [10] described an algorithm based on graph theory and multiple re-
sources to build emotion lexicon. The advantage of the method is used four methods 
when constructing the similarity matrix; the final result is a weighted sum of the four 
methods, which improves the accuracy of the similarity matrix. The disadvantage is 
dependencies of the reference corpus. 

Rohwer R et al. [11] proposed an automatic approach of creating lexicon by ana-
lyzing statistical data obtained from the corpus. According to the obtained statistical 
data, words are clustered. Calculating mutual information between the given words 
and words in the corpus, the most common words in the corpus is clustered by using 
information theory joint cluster method. 

                                                           
1 http://www.keenage.com/html/c_index.html 
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The above methods are to construct dictionary for given words, the method pro-
posed in this paper is automatically extracting words from the corpus, and to deter-
mine the emotional category of this extracted words. 

3 The Emotion Corpus Ren-CECps  

The corpus we used in this experience is Ren-CECps1.0. It is a Chinese blog emotion 
corpus with manual annotations for linguistic expressions of emotion. The frame of 
emotion annotation includes four levels (document, paragraph, sentence and word). 
For each level, Eight basic emotion classes (surprise, sorrow, love, joy, hate, expect, 
anxiety, and anger) are used in the emotional expression space model. Emotion of 
each level is represented by an 8-dimensional vector: where is a basic emotion class 
contained in the level, the values of  range from 0.0 to 1.0 (discrete) [12]. The anno-
tated files are organized into XML documents. And we can extract emotional key-
words from them. The corpus now contains 1487 articles. 

4 The Method 

In this section, we present our method of automatically extracting words from Ren-
CECps1.0 corpus, and classifying the emotional category of the extracted words. The 
method has two basic principles; one is that the emotion words mostly exist in some 
specific syntactic dependencies, the other is that the emotion words co-occurred in 
one sentence always has the same emotion category if the sentence doesn’t contain 
any negative modifiers [13]. 

Based on these principles, we first divide the corpus into two parts, the first 1000 
articles are used to extract the seed emotion words, the remaining articles are used to 
extract the candidate emotion words, and we select feature words from the seed 
words. Then we get the co-occurrence of the candidate words and the seed words 
from the corpus and compute the similarity based on the co-occurrence. All seed 
words and candidate words have characteristic value of each feature.  

4.1 Extracting Candidate Emotional Words 

To extract candidate emotional words, Stanford Parser is used to parse sentences. 
After parsing sentences, we observe the dependencies of words in sentences and find 
that the emotional words exist mostly in some specific syntactic dependencies. The 
dependencies include adverbial modifier (advmod), adjectival modifier (amod) and 
relative clause modifier (rcmod). 

Stanford Parser is a statistical parser that works out the grammatical structure of 
sentences. The parser provides Stanford Dependencies output as well as phrase struc-
ture trees. Typed dependencies are otherwise known grammatical relations. The 
grammatical relations outputted by Stanford parser are arranged in a hierarchy, rooted 
with the most generic relation, dependencies. The hierarchy contains 48 grammatical 
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relations and includes grammatical relations for NPs (amod – adjective modifier, 
rcmod - relative clause modifier, det - determiner, partmod - participial modifier, 
infmod - infinitival modifier, prep - prepositional modifier)[14].  

After parsing, we choose the selected grammatical relations and extract the words 
that may be emotion words as the candidate emotional words in our method. For ex-
ample, the Chinese segmentation sentence: “我 很 开心 ，你 喜欢 这 份 礼物 。
(I am very happy that you like this gift.)” The dependencies parsed of this sentence 
are that “nsubj(开心-3, 我-1), advmod(开心-3, 很-2), conj(喜欢-5, 开心-3), dobj(开
心-3,你-4), dep(开心-3, 喜欢-5), det(礼物-8, 这-6), clf(这-6, 份-7), dobj(喜欢-5, 礼
物-8)”. We extra “开心 (happy)” from advmod dependence and “礼物 (gift)” from 
det dependence as candidate emotional words. 

4.2 Calculating the Similarity between Words 

Our method of building an emotion lexicon is based on corpus. And the approach of 
computing two words’ similarity is relied on the co-occurrence number of words.In 
the computing co-occurrence number procedure, we set each sentence as an inde-
pendent window and find if there is co-occurrence of words in the window [15]. Fi-
nally we get the number of word pairs and the number of words appeared alone in the 
whole corpus. 

The similarity calculation algorithm used in our method is Jaccard. The Jaccard 
similarity is a common index for binary variables and is computed as following  
formula. 

Jacsim=num(A*B)/(num(A)+num(B)-num(A*B))              (1) 

In the formula, and is respectively the presence number of word A and B in the 
corpus, is the co-occurrence number of word A and word B in the corpus [16]. 

5 Experiments 

In this section, we mainly introduce experiment preparation, evaluate our algorithm 
using the manual labeled words from the bottom 487 articles and summarize the  
experimental results. 

5.1 Preprocessing 

In order to be consistent with the emotional corpus’ category, the lexicon we con-
structed includes eight basic emotion categories. The seed words are extracted from 
the top 1000 articles of the corpus. To select the feature words, we rank the seed 
words according to the words’ number of occurrences and keep the top 15 words of 
each category as feature words. To extract candidate words, we parse the sentences in 
the segmentation articles using Stanford Parser. If the sentence doesn’t contain the 
negative dependency, we extract the words in advmod, amod and rcmod dependencies 
as candidate words. 
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The process to obtain high quality emotional seed words is as follow:  

Step1: We extract the emotional key words and their emotion vector.  
Step2: We compute the average emotion vector of each word and get 6752 emotion 

words with emotion vector.  
Step3: We select a threshold β. If vector of a word has a value more than β, we put 

the word to the category that the value more than β indicates and this category is the 
domain category of the word.  

In order to select an appropriate threshold, we calculate the number of words that 
have one, two or three domain categories on different threshold. Experimental data is 
the 6752 words obtained on the previous step. The results are as follows: 

Table 1. The number of emotion words on different threshold 

β N1 N2 N3

0.4 4260 268 8 
0.5 3153 91 0 
0.6 1697 24 0 
0.7 671 6 0 
0.8 127 2 0 

 
In the table, we find 0.6 and 0.7 can be selected as an appropriate threshold. Ob-

serving the emotion words and their vectors, we find some words have emotion inten-
sity value just big than 0.6, and emotion category of the word is obvious. Such as “美
满(happy) (0,0,0,0,0.67,0.31,0,0)”, “贼(thief) (0,0,0,0.6,0,0,0,0)”. So we choose 0.6 
as the threshold, this can provide more data for subsequent experiments. 

Step4: According to the intensity value, we rank words in each category and save 
about the preceding 50 words in each rank list as seed emotion words. 

5.2 Experimental Settings 

Our method uses SVM model [17] to predict the emotion category of candidate 
words. We calculate the similarity between seed words and feature words as feature 
values and constitute the training file. At the same time, we calculate the similarity 
between candidate words and feature words as feature values and form the testing file.  

In order to examine the effectiveness of SVM classification method, we classify 
tagged words in the last 487 articles of the corpus and obtain a high precision. After 
examining, we predict the candidate words’ category using our method. Then we 
delete the words that don’t have co-occurrence words that the words’ category is the 
same with the classification result. 

5.3 Experimental Results 

The Seed Emotion Words and the Feature Words 
The seed emotion words and the feature words respectively contain 493 words and 
120 words. Table 2 lists the seed emotion words; table 3 lists the feature words. 
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Table 2. The seed emotion words 

Anger 气愤(indignant) 生气(angry) 争吵(quarrel)  … (60 words) 
Surprise 大吃一惊(surprise)难以置信(incredible)惊讶(confound)…(55 

words) 
Sorrow 惨剧(disaster)悲痛(grieved)悲伤(sad)绝望(despair)…(67 words) 
Love 尽善尽美(perfect)热爱(love) 珍爱(cherish)… (66 words)  

Joy 欢天喜地(joy)欢呼(cheer)高高兴兴(happy)…(67 words) 
Hate 深恶痛绝(hate) 谩骂(diatribe) 厌恶(disgust) … (58 words) 
Expect 期待(expect)希望(hope) 祝愿(wish) 追寻(pursue)… (57 words) 

Anxiety 恐惧(fear)忐忑不安(uneasy) 烦躁(irritable)… (63 words) 

Table 3. The feature words 

Anger 争吵(quarrel)批评(criticism) 抱怨(complain)…(15 words) 
Surprise 莫名其妙(surprise) 不可思议(incredible) … (15 words) 
Sorrow 忧伤(sad)伤感(sorrow)绝望(despair)…(15 words) 
Love 爱人(lovers)珍贵(precious)偏爱(preference)… (15 words) 
Joy 快乐(happy) 高兴(joy) 幸运(lucky) … (15 words) 
Hate 恨(hate) 贪婪(greedy) 无耻(shameless)  … (15 words) 
Expect 希望(hope) 期待(expect) 渴望(desire) … (15 words) 

Anxiety 恐惧(fear) 担心(worry) 惊慌(panic) … (15 words) 
 
The candidate words that we parsed from the sentences of the rest 487 segmenta-

tion articles using Stanford Parser. We extract the nouns, verbs and adjectives words 
in advmod, amod and rcmod dependencies from the sentences that don’t contain the 
negative dependency as candidate words. After deleting the stop words and the words 
that the seed words list contained, we get 5,131 words as candidate emotion words. 

Using the Manual Labeled Words from the Bottom 487 Articles to Test Our 
Classification Method 

Table 4. The experimental results of labeled words in the last 487 articles 

category number of manual la-
beled words 

number of correctly 
classified words 

Accuracy 

Anger 6 2 33.33% 
Surprise 0 0 / 

Sorrow 34 16 47.06% 
Love 168 105 62.50% 
Joy 25 16 64.00% 
Hate 34 13 38.24% 
Expect 11 4 36.36% 
Anxiety 103 53 51.46% 

total 381 209 54.86% 
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In this section, we use the manual labeled last 487 articles of the Ren-CECps cor-
pus. The number of labeled words that have emotional intensity more than 0.6 in the-
se articles is 664. We use the seed words’ characteristic value file as the test file, and 
we get the similarity of the manual labeled words and the feature words from the  
remaining articles, organized the testing file. We find 381 words that have co-
occurrence with the seed words. After classifying, we find 209 words have been  
classified correctly. Table 4 lists the number of each category, the number of correctly 
classified words and the accuracy rate of each category. 

Results of Extracting the Candidate Emotional Words and Classification 
Our method extracts candidate words from the unlabeled last 487 articles of the Ren-
CECps corpus. Using the method described in 4.1, we get 5131 candidate emotional 
words. After calculating the words co-occurrence with feature words and their feature 
value, we finally get 762 words that have co-occurrence with feature words and  
classify the 762 words. 

For the emotion words co-occurred in one sentence always have the same emotion-
al category if the sentence doesn’t contain any negative modifiers, we delete some 
candidate emotional words from the 762 words. If a candidate word’s co-occurred 
words don’t contain any word that the emotional category of the word is the same 
with the word’s classification results. Finally we get 229 emotional words. Table 5 
lists the emotional words got from the unlabeled last 487 articles of the Ren-CECps 
corpus. 

Table 5. The emotional words got from the unlabeled last 487 articles 

Category words 
Anger 错误(error) 生活(life) 折磨(torture) … (18 words) 
Surprise 感动(moving) 大叫(shouted) 眼睛(eye) … (11 words) 
Sorrow 错过(miss) 悲哀(sorrow) 痛(pain) … (36 words) 
Love 宝贵(precious) 微笑(smiling) 旅途(journey) … (23 words) 
Joy 享受(enjoy)浪漫(romantic)烦(bother) 自然(nature) … (48 words) 

Hate / 
Expect 重生(rebirth)花朵(flower)梦想(dream)伤害(hurt)…(64 words) 

Anxiety 后遗症(sequela) 灾难(disaster) 急(emergency) … (29 words) 

5.4 Analysis of Experimental Results 

In this section, we analyze the accuracy of results in chapter 5.3.3 and cause of words 
misclassification.  

The Accuracy Analysis  
We manual pick out the right words for each category. The accuracy is listed in  
table 6. 
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Table 6 shows the accuracy for each category. Correctly classified words are the 
words that all annotators mark the words are correctly classified. The accuracies vary 
from 36.36% to 50.00%, and the average value is more than 40%, this value is con-
sidered as good performance for an eight classification experiments. According to 
table 4, we find that the classification method can get a better performance than the 
result showed in table 6. The reason maybe we extract some neutral words or some 
words only have emotions in some context. 

Table 6. The accuracy of our method 

category number of clas-
sified words 

number of correctly 
classified words 

Accuracy  

Anger 18 9 50.00% 
Surprise 11 4 36.36% 
Sorrow 36 16 44.44% 
Love 23 9 39.13% 
Joy 48 20 41.67% 
Hate 0 0 / 
Expect 64 24 37.50% 
Anxiety 29 11 37.93% 
total 229 93 40.61% 

Problem Analysis 
The main reason is that we extract some neutral words as candidate words and these 
words have been classified, such as “生活 (life)”, “眼睛 (eye)” and “自然 (nature)”. 
This kind of words always simultaneously occurs with some modifying words and is 
extracted according to the grammatical relation. 

Another important reason for words misclassification is that emotion category of 
some words is determined by the context. For example, “花朵 (flower)” is a neutral 
word. But in sentence “青少年是祖国的花朵 (Teenagers are flowers of the mother-
land) 。” The word “花朵 (flower)” is an emotion word that means expectation. In 
another sentence “花园里盛开了五颜六色的花朵  (Colorful flowers are in full 
bloom in the garden) 。” The word “花朵 (flower)” is an emotion word that express 
someone’s love of flowers. 

Besides, some emotion words are misclassified. For example, “伤害 (hurt)” is an 
emotion word in sorrow category, but we classified it into expect category; “烦 
(bother)” is an emotion word in anger category, but we classified it into joy category. 

6 Conclusion and Future Work 

In this paper, we present a method of building a Chinese emotion lexicon; the process 
of our method includes word extraction and emotion classification by making use of 
the words co-occurrence in the corpus. The lexicon we built contains words and their 
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emotional category. A major disadvantage of our method is that error classified word 
cannot be automatically removed. In future, we will do our efforts on this respect. In 
addition, we will continue to explore more information such as emotional intensity 
and one word with multiple categories to improve our lexicon. 
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Abstract. The Chinese base phrase identification plays an important role in the 
field of natural language processing. It needs to be improved in the recognition 
scope and methods currently. This paper presents a method based on word fre-
quency statistics model for Chinese base noun phrase identification: Building 
the noun phrase dictionary by training corpus, calculating the co-occurrence 
frequency and threshold of the noun phrase, and constructing word table ac-
cording to the different roles of the words in the noun phrase. Unknown word 
processing and rule templates are added. Improve the results with error correc-
tion processing at last. Experiments on the test corpus show that the average 
precision and average recall rate of the base noun phrases identification in  
different areas are 91.28% and 93.22%. 

Keywords: word frequency statistics model, co-occurrence frequency, rule 
templates, Chinese base noun phrase. 

1 Introduction 

In the field of natural language processing, the correct identification and analysis of 
the noun phrase have an important role in machine translation, text classification and 
syntactic analysis. However, due to the characteristics of Chinese language and other 
factors, such as: the accuracy of speech tagging, the multi-speech of the same word, 
difficulties in learning the methods in English because of the difference between Eng-
lish and Chinese. It is difficult in Chinese base noun phrase identification. 

Currently, there are many ways to identify the noun phrase at home and abroad. 
These methods are generally divided into three types: statistics-based, rules-based, 
combining statistical and rules [1, 2, 3]. For example, in English terms, Church used 
the boundaries statistical methods to identify the noun phrase [4]. Brill proposed 
transformation -based error-driven learning method [5] .In Chinese terms, Zhao pro-
posed a model based on transformation [6], combining the structure templates with 
transformation rules, which precision and recall rate are 89.3% and 92.8% in open 
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test. Zhou used the maximum entropy method to identify the base noun phrase in both 
English and Chinese [7], the precision and recall rate in the open test corpus were 
88.09 % and 87.43%. Tan proposed a mixed statistical model that combines the CRF, 
TBL and SVM [8], the experimental results of precision and recall rate were 88.95% 
and 88.40%. The above typical methods of noun phrase identification are a combina-
tion of statistics or rules, the division of the meaning of a word that constituting the 
noun phrase is not obvious. But it is very important for the Chinese that dividing the 
phrase effective and making full use of the connection between word and the word’s 
semantic information. 

Based on the analysis, this paper uses the word as a unit to divide noun phrase ac-
cording to the word’s different roles in it, we propose a method for Chinese base noun 
phrase identification based on the frequency statistics model, while adding to un-
known word processing and rule templates, increasing the ability to identify new 
words, combining the word’s meaning and statistics and rules, and adding error cor-
rection processing to optimize the results in the end. According to research, there are 
currently no reports of using the method for the base noun phrase identification. The 
results show that this method has good results in the recognition of Chinese base noun 
phrase. 

The rest of this paper is organized as follows: Section 2 gives Chinese base noun 
phrase definition of this paper. Section 3 introduces the word frequency statistics 
model for Chinese base noun phrase identification. Section 4 is the experiments. And 
in Section 5, we come to a conclusion and present some future work. 

2 The Definition of Chinese Base Noun Phrase 

Base noun phrase is a phrase which center word is a noun [9], such as: "自然语言处

理 (Natural Language Processing)", "国际政治经济秩序 (International political and 
economic order)"and so on. Reference [6] presents a formal description of base noun 
phrase from restrictive attributive: 

Base noun phrase (baseNP for short) 
baseNP → baseNP + baseNP 
baseNP → baseNP + 名词(noun)|名动词(noun-verb) 
baseNP → 限定性定语(limiting attribute) + baseNP 
baseNP → 限定性定语+ 名词|名动词 
限定性定语→ 形容词(adjective)|区别词(distinguishing words)|动词(verb)|名词|

处所词(locative words)|西文字串(western string)|(数词(numeral)+ 量词(quantifier)) 

This paper references the above formal definition of the baseNP, defining baseNP 
as a single semantic core, non-nested noun phrase (not including a single noun). In-
cluding a noun phrase without any modification of components, a bunch of noun that 
difficult to determine the modified relationship between them, listed noun and so on, 
such as: "美好时刻(beautiful moment)", "时代主题(era theme)". 
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3 Automatic Identification of Chinese Base Noun Phrase Based 
on Word Frequency Statistics Model 

3.1 The Structure of Chinese Base Noun Phrase Automatic Identification 

It includes two parts: the frequency statistics model and baseNP identification mod-
ule, the structure is shown in figure 1. 

3.2 The Word Frequency Statistics Model 

This part includes preparation work of baseNP identification: building noun phrase 
dictionary and constructing word table which containing the frequency of each word.  

Building the Noun Phrase Dictionary 
The marker of Noun phrase (NP) in Chinese Treebank is conforming to the require-
ments of the experiments because of its specification, artificial-modification and high 
accuracy [10, 11]. This paper select Chinese Treebank as the training corpus, extract-
ing after-marked noun phrases (NP) and modifying them artificial according to sec-
tion 2. The NP dictionary is established with each noun phrase as separate line (only 
contains the meaning without speech information). 

 

Fig. 1. The structure of Chinese base noun phrase automatic identification 
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Constructing the Word Table 
We split the baseNP with word as a unit according to the position of each word in it: 
word-head, word-middle and word-tail. Word-head is the first word of NP, the middle 
words of noun phrase are word-middle and the last word of noun phrase is word-tail 
(the times of word-middle appears in a noun phrase greater than or equal to zero).  

Then we construct each word table. Word-head table: all the word-heads in the 
same column and all the co-occurrence words of each word-head in the same  
line with it. Word-middle table and word-tail table are similar to word-head table. 
Calculate the frequency or co-occurrence frequency of each word, as shown in  
formula (1)-(2).  

Calculate the frequency of each word with formula (1). means the total occurrence 
number of the word as word-head or word-middle or word-tail in the training corpus, 
represents the total number of the correspondent word,  means the total number of 
the co-occurrence word in the training corpus and  means the total number of the co-
occurrence word in word table [12,13,14]. 

 F_word = ୵౟ୟ౟                                   (1) 

 F_co = ୡ౟୩౟                                   (2) 

3.3 The baseNP Identification 

The Possibility of baseNP 
The frequency of each word is between 0-1 (not including 0). We can use them to 
indicate the probability of the word as a part of baseNP. The probability of each NP in 
dictionary as a baseNP is defined as formula (3). We improve formula (3) and get 
which means possibility of baseNP. We use the absolute value to ensure that the value 
of is positive. Then we get the threshold value (the maximum value of) and use it to 
filter the candidate noun phrases. Mark the noun phrase if, else give up the marker 
and continue down the search.  

means frequency of word-head. means frequency of each subsequent co-
occurrence word, represents the number of the baseNP constituent words. 

 pNP = ∏ ୮౟౤౟సభ୬                               (3) 

 p୵=| (∑ log p୧) −୬୧ୀଵ log n |                        (4) 

States Transition of the Finite State Automata 
We extract all the left border words (the words that before NP) from the training cor-
pus and form the left border table. Describe noun phrase identification as conversion 
between the finite state automata in each state which is shown in figure 2 [15]. 

Among them, the state 000 is the initial state, which means starting to read test da-
ta. The state 101 indicates the processing of unknown words. The state 110 represents 
adding the rule templates processing. The state 111 is the ending state, which repre-
sents the end of a baseNP marker and begins to mark the next. 
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Fig. 2. States transition of the finite state automata 

Unknown Word Processing and Rule Templates  

Unknown word processing 

Unknown word means the one which is not in word table. This condition reaches state 
101 in figure 2. By section 2, the baseNP constitutes compliance with certain rules. 
Therefore, to judge the position of the unknown word in the baseNP and the part of 
speech may appear on the location when meeting the unknown word, according to the 
judgment result of speech to choice next state. At this point, we use the average fre-
quency of word-middle or word-tail to instead of  in calculating . We get the table 1 
after analyzing which contains the position of word in the baseNP and the part of 
speech may appear on the position (using the North-speech tagging set). 

Rule templates 

The baseNP comply with the rules according to the definition in section 2. In figure 2, 
without rule templates, the algorithm cannot identify the baseNP which is not begin-
ning with left border or word-head. Analysis of such baseNP, the rule templates are 
summarized as shown in table 2.Judge the current word and the one behind it whether 
conform to the rule templates when the current word reaching the state 110, if they 
meet rule templates in table 2, the noun phrase will be marked directly. 

Table 1. The position of word in the baseNP and the part of speech may appear on the position 

The position 
in baseNP 

The part of speech may 
appear on the position 

Examples 

The first  m|a|b|n|vn 丰富(rich)/a 经验(experience)/n 
The second  q|a|b|n|vn 一(a)/m 桌(table)/q 强人(strongman)/n 
Third (not 
word-tail) 

a|b|n|vn 不少(many)/m 常用(commonly used)/a 
服务(service)/vn 命令(orders)/n 

The fourth 
or more 

n|vn 一 (a)/m 项 /q 最 新 (new)/a 研 究

(study)/vn 结果(result)/n 
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Table 2. The rule templates 

The rule templates Examples 
m + q + n|vn 六(sixth)/m 周年(anniversary)/q 庆典(celebration)/n 
a|b|s|n|vn + n|vn 街头(street)/s 摄影师(photographer)/n 

Error Correction Processing 
After the processing, there are two possible errors in the results of baseNP identifica-
tion. Then we use the corresponding error correction processing for the two errors. 

Two or more baseNP appear continuous with no word among them 

The mark of baseNP will end when meeting word-tail and then calculate threshold of 
the candidate baseNP, but there may also exist baseNP after the marked baseNP. 

When this error occurs, we combined them into one baseNP. 

The baseNP do not reach the right border 

This occurs for two reasons: First, the word-tail of marked baseNP may also be word-
middle. There is a real word-tail after the marked baseNP. Second, there may be other 
rule templates such as m + q + n|vn + n|vn or a|b|s|n|vn + n|vn + n|vn. 

Therefore, moving the right boundary of the marked baseNP to the right one, get-
ting the subsequent n | vn into the marked baseNP and outputting the results.  

4 Experiment 

4.1 The Corpus 

Experimental training corpus is the Chinese Treebank that previously described. It has 
a total of 3.32MB. We extract 25,000 noun phrases from the training corpus and get 
more than 12,000 baseNPs that meeting the requirements after pretreatment and man-
ual processing. The longest noun phrase composed of 10 words, the shortest com-
posed of two words, the average length composed of four words. These noun phrases 
constitute a dictionary as the experimental training corpus.  

Test data are divided into three categories: People's Daily corpus in January 1998, 
microblog corpus, Sogou corpus. We randomly select two different data from each class 
in the average size of 13KB, each containing an average of 127 baseNPs. People’s Daily 
corpus in January 1998 is through speech tagging text. Microblog corpus is grabbed 
from Sina microblog. Sogou corpus comes from Sogou laboratory. The latter two types 
of data are not part of speech tagging, in this paper, using NLPIR Chinese word seg-
mentation system (also known as ICTCLAS2013) for part-of-speech tagging. 

4.2 The Experimental Results 

After calculated，the. In order to quantify the effects of unknown word processing, 
rule templates and error correction processing, the comparative experiments as fol-
lowing, and the experimental results are shown in table 3 and table 4: 



 Word Frequency Statistics Model for Chinese Base Noun Phrase Identification 641 

 

Experiment I: Identify baseNP with noun phrase dictionary and the threshold . 

Read test data, start tagging when meeting the left border or word-head, namely the 
states except 110 and 101 of the finite state automata in figure 2. Give up the marker 
if the current word is unknown word or not left border or not word-head. 

Experiment II: Add into unknown word processing on the basis of Experiment I 

Judge the part of speech if the current word is unknown word. This approach is de-
tailed in unknown word processing section. 

Experiment III: Add into rule templates on the basis of Experiment II 

Determine whether the current word conform to the rule templates if it is not left bor-
der or word-head, jumping to the state 110 of the finite state automata in figure 2. 

Experiment IV: Add into error correction processing on the basis of Experiment III 

This paper uses error correction processing for the marked results after completion of 
the threshold calculation and filtering of candidate baseNP and outputs the final result. 

Table 3. The experimental results 

 Experiment I Experiment II 
 Precision Recall Precision Recall 
People's Daily in January 
1998_1 

69.57% 60.38% 73.15%↑ 74.53%↑ 

People's Daily in January 
1998_2 

64.06% 59.42% 64.90%↑ 71.01%↑ 

Microblog corpus_3 68.29% 41.18% 68.10%↓ 58.09%↑ 
Microblog corpus_4 59.68% 28.24% 66.37%↑ 57.25%↑ 
Sogou corpus_5 58.59% 36.94% 55.48%↓ 51.59%↑ 
Sogou corpus_6 47.06% 25.53% 43.42%↓ 35.11%↑ 
Average value 61.21% 41.99% 61.90%↑ 57.93%↑ 

Table 4. The experimental results 

 Experiment III Experiment IV 

 Precision Recall Precision Recall 
People's Daily in January 
1998_1 

70.18%↓ 75.47%↑ 94.39%↑ 95.28%↑ 

People's Daily in January 
1998_2 

61.64%↓ 71.74%↑ 92.25%↑ 93.57%↑ 

Microblog corpus_3 66.45%↓ 74.26%↑ 91.49%↑ 93.48%↑ 
Microblog corpus_4 66.89%↑ 75.57%↑ 88.41%↑ 93.13%↑ 
Sogou corpus_5 57.75%↑ 68.79%↑ 90.63%↑ 92.36%↑ 
Sogou corpus_6 52.78%↑ 60.64%↑ 90.53%↑ 91.49%↑ 
Average value 62.62%↑ 70.96%↑ 91.28%↑ 93.22%↑ 
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4.3 Experimental Analysis 

We can see from table 3 and table 4: 
In experiment II, the precision is improved and also decreased compared with the 

experiment I, but the recall rate all raise. The average precision and recall rate are 
improved. The most increased of precision and recall rate are 6.69% and 29.01% of 
"microblog corpus_4". In the corpus above, "microblog corpus_4" is living language 
from microblog. We can see from that, the precision and recall rate of this type of text 
are up sharply after adding unknown words. 

In experiment III, the precision is improved and also decreased, but the recall rate 
all raise compared with the experiment II. The average precision and recall rate are 
improved. The most increased of precision is 9.36% (Sogou corpus_6). The most 
increased of recall rate is 18.32% (microblog corpus_4). It can be seen that the preci-
sion and recall rate all raise after adding rule templates. 

In experiment IV, the precision, recall rate and the average of them are largely im-
proved compared with the experiment III. The precision and recall rate are above 90% 
except "microblog corpus_4". We can see from that, either for formal People's Daily 
corpus or informal microblog corpus, we obtain good recognition results after adding 
into error correction processing. 

The Comparison Result with Other Traditional Models  
Through the experiments in this paper, we get better results in open test. Besides, test 
corpuses are different from the training corpus, they are from different fields: People's 
Daily corpus in January 1998, microblog corpus, Sogou corpus. They contain the 
traditional news corpus, also include informal corpus. It is better than the traditional 
methods because it is not limited in test corpus. Compared the word frequency statis-
tics model with other traditional models, the results are shown in table 5 (open test). 

Table 5. The comparison result with other traditional models 

The paper The train corpus The test corpus Precision Recall 
References [6] Corpus in five dif-

ferent areas 
Corpus in the five 
areas above 

89.3% 
 

92.8% 
 

References [7] Chinese Treebank Chinese Treebank 88.09% 87.43% 
References [8] ACE2005 Chinese 

corpus 
ACE2005 Chinese 
corpus 

87.43% 88.09% 

The paper Chinese Treebank Open test in differ-
ent fields  

91.28% 93.22% 

5 Conclusion 

In this paper, an approach based on word frequency statistics model is proposed to 
solve the problem of the baseNP recognition in unknown text. The noun phrase  
dictionary is established based on the Chinese Treebank, adding to unknown word 
processing and rule templates and error correction processing to build a baseNP 
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recognition system. Contrast experiments on test corpus from different platforms and 
different fields have been conducted, especially in the special language phenomenon 
of irregular and informal language, such as the microblog corpus that achieves good 
results.  

But according to the above analysis, there are still improvements: 
Training corpus selection still has some influence on the results, how to expand the 

training corpus while more reducing dependence on training corpus is a direction for 
future improvements. 

Improve the accuracy of speech tagging. Reduce recognition errors due to speech 
tagging. 

For multi-word speech phenomena, how to better take into account the elements of 
speech. 

The speech tagging of noun phrases may meet the requirements of baseNP, but not 
the actual baseNP in microblog informal language phenomenon.  
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Abstract. In this paper, we propose a novel algorithm called Structure Con-
strained Discriminative Non-negative Matrix Factorization (SCDNMF) for fea-
ture extraction. In our proposed algorithm, a pixel dispersion penalty (PDP) 
constraint is employed to preserve spatial locality structured information of the 
basis obtained by NMF. At the same time, in order to improve the classification 
performance, intra-class graph and inter-class graph are also constructed to  
exploit discriminative information as well as geometric structure of the high-
dimensional data. Therefore, the low-dimensional features obtained by our  
algorithm are structured sparse and discriminative. Moreover, an iterative up-
dating optimization scheme is developed to solve the objective function of the 
proposed SCDNMF. The proposed method is applied to the problem of image 
recognition using the well-known ORL, Yale and COIL20 databases. The ex-
perimental results demonstrate that the performance of our proposed SCDNMF 
outperforms the state-of-the-art methods. 

Keywords: NMF, PDP, Label Information, SCDNMF, face recognition, objec-
tion recognition. 

1 Introduction 

Feature extraction plays a fundamental role in many image processing and pattern 
recognition tasks. A good feature extraction method typically reveals the latent struc-
ture of a dataset, and also can reduce the dimensionality of the data. In real world 
applications, many data are non-negative, and the non-negativity makes a non-
subtractive combination of “parts” to form a whole, and makes the encoding of data 
easier to be interpreted [1]. Recently, non-negative matrix factorization (NMF) [2] has 
been proposed to incorporate the non-negativity constraints and obtain a parts-based 
representation. In particular, it represents data as a linear combination of a set of basis 
vectors, in which both the combination coefficients and the basis vectors are nonnega-
tive. Though NMF has been successfully used in diverse fields of science, such as 
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biometrics [6], image processing [3], computer vision [2], and pattern recognition [4], 
it still suffers from the following limitations for practical applications. 

Firstly, NMF can learn a part-based representation, but the bases learned by it are 
not always sparse enough [5]. In order to overcome this limitation, several NMF vari-
ants have been proposed by introducing additional constraints to the original NMF in 
recent years. Li et al. proposed a local NMF (LNMF) [6], which modified the objec-
tive function of the NMF algorithm by imposing a spatially localized constraint on 
basis. Hoyer [7] proposed a new algorithm called Non-negative Sparse Coding 
(NNSC) which combined the sparse coding and non-negative matrix factorization to 
minimize the sparseness and the residual of the reconstruction. Like LNMF and 
NNSC methods, non-smooth NMF (nsNMF) [8] was proposed by Montano, which 
allowed a controlled sparseness degree in both factors. However, all the methods 
described above only concerned about the sparsity of the extracted basis. Thus, they 
did not directly or explicitly exploit the structured information of data during learning 
process, and the extracted basis may not completely describe the “parts’’ in its matrix 
form very well. As a result, a structured sparse NMF (SSNMF) [9] has been proposed 
to learn structured basis. However, the structured patterns in SSNMF need to be pre-
defined manually, which would hinder its applications in some applications. Conse-
quently, Zheng et al. proposed another extension of NMF called spatial non-negative 
matrix factorization (SNMF) [10]. In SNMF, a pixel dispersion penalty (PDP) de-
scribing the spatial dispersion of pixels in a basis matrix was introduced into NMF to 
learn a structured sparse basis. Compared with SSNMF, SNMF is more flexible since 
it does not need to predefine the structured patterns. 

Secondly, the original NMF and its sparse extensions are unsupervised, i.e., the 
discriminative information of different classes is neglected in them, so they cannot 
perform well for classification or recognition tasks. In order to improve the classifica-
tion performance, a supervised NMF method called Discriminant NMF (DNMF), 
which explored the label information during the feature extraction process, was pro-
posed in [11]. By taking the class labels of the data into account, DNMF can learn 
more discriminative low-dimensional feature than original NMF. 

Thirdly, the unsupervised and supervised NMF algorithms described above are all 
linear models that can only learned a parts-based representation in Euclidean space. 
Therefore, they may fail to discover the intrinsic geometrical structure of the data 
space, which is essential for data analysis. Cai et al. proposed a Graph regularized 
NMF approach [12] to handle this limitation by constructing the k-nearest-neighbor 
(kNN) graph to model the local geometrical structure information of high-dimensional 
data. GNMF can achieve better performance on clustering task, but, it cannot perform 
well for classification task due to the label information is not considered during the 
feature extraction.  

In this paper, we propose a new non-negative matrix factorization method called 
Structure Constrained Discriminative Non-negative Matrix Factorization (SCDNMF) 
to improve the performance of NMF algorithm for recognition and classification 
tasks. Firstly, in order to make the basis learned by our algorithm to be structured 
sparse, a pixel dispersion penalty (PDP) is employed. Secondly, two k-NN graphs 
(intra-class graph Gw and inter-class graph Gb) are also constructed in our algorithm to 
exploit discriminative information as well as geometric structure of the high-
dimensional data. Moreover, an iterative updating optimization scheme is developed 
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to solve the objective function of the proposed SCDNMF. The proposed method is 
applied to the problem of image recognition using the well-known ORL, Yale and 
COIL20 databases. The experimental results demonstrate that the performance of our 
proposed outperforms the state-of-the-art methods. 

The rest of the paper is organized as follows. In Section 2,the proposed SCDNMF 
algorithm is presented. Section 3 shows the experimental results obtained by the pro-
posed SCDNMF algorithm. Finally, the conclusions are given in Section 4. 

2 Structure Constrained Discriminative Non-negative Matrix 
Factorization 

In this section, we first present our Structure Constrained Discriminative Non-
negative Matrix Factorization (SCDNMF) algorithm, which integrates the structure 
information of the learned basis and discriminative information of high-dimensional 
data into non-negative matrix factorization framework. Then, an optimization scheme 
based on iterative updating rules is proposed to solve the objective function of 
SCDNMF. 

2.1 SCDNMF Algorithm  

The first aim of the proposed SCDNMF is to explore structure information of the 
basis learned by NMF without using any manually predefined. The matrix form of a 
basis wi is spatially localized if the non-zero elements of the basis matrix are spatially 
and locally non-dispersive, i.e. those non-zero elements should be clustered and close 
to its center. Suppose the size of basis matrix wi is b×a, that is, the matrix has b rows 
in height and a columns in width. The pixel dispersion penalty (PDP) can be defined 
as following 
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From (1), it is found that minimizing this function will suppress the scenario that two 
disjoint elements at [y, x] and [y’, x’], which are far away from each other, both have 
large values. 

In order to optimizing (1), an indicator vector d
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The second aim of the proposed SCDNMF is to exploit discriminative information 
as well as geometric structure of the high-dimensional data. Therefore, two k-NN 
graphs are constructed. One is the within-class graph (Gw) which encodes the local 
similarity of the neighboring data points sharing the same class labels. The other is the 
between-class graph (Gb) which encodes the local diversity of the neighboring data 
points from different classes. The weights in the two graphs are defined as: 
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where )( ixLa is the class label of ix , )( ijk xN (j=1, 2) is the kj neighbors of xi and t 

is a heat kernel parameter which determines the decay rate of similarity function. In 
order to extract the discriminative information, we expand margins between inter-
class neighborhoods, while shrink margins among intra-class neighborhoods. There-
fore, we can formulate the objective function as 
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where LW =DW-SW and LB =DB-SB are the Laplacian matrices of Gw and Gb. D
W and DB 

are the diagonal matrices. 
Now, we can incorporate (4) and (7) into the original NMF to obtain the objective 

function of our SCDNMF: 

 0,0.

))(()(||||min

≥≥
−++−

HWts

HLLHtrEWWtrWHX BWTTT βα
 

 
(8) 

where NdRX ×
+∈ is the input data matrix including N non-negative training samples in 

Rd, rdRW ×
+∈ is a non-negative basis matrix containing r basis vectors and 
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NrRH ×
+∈  is the non-negative coefficient matrix. From (8), we can clearly find that 

if the two parameters are set as α=0 and β=0, the proposed SCDNMF reduces to the 
original NMF [2]. In addition, if β=0, the proposed SCDNMF reduces to the SNMF 
[10] and if α=0, the proposed SCDNMF reduces to the NMF-kNN [13]. Thus, NMF, 
SNMF and NMF-kNN can all be regarded as special cases of our proposed algorithm. 

2.2 Optimization Algorithm 

The objective function of SCDNMF in (8) is not convex in both W and H together. 
Therefore it is unrealistic to expect an algorithm to find the global minima. In the 
following, we introduce iterative algorithms to solve (8) which can achieve local  
minima. 

The objective function of SCDNMF can be rewritten as 
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Let ψij and φij be the Lagrange multiplier for constraints Wij≥0and Hij≥0, respective-
ly. Then the Lagrange function of (16) can be written as 
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The partial derivatives of J with respect to W and H are 
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Since LW =DW-SW and LB =DB-SB, (12) can be written as 
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Using the KKT condition ψijWij =0 and φijHij=0, we can get  
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According to (14) and (15), the formula to update the W and H can be obtained as 
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3 Experiment and Results 

In this section, we conducted a set of experiments to verify the effectiveness of the 
proposed SCDNMF method and compare it with NMF [2], GNMF [12], SNMF [10] 
and NMF-kNN [13]. Two face image databases and one object image database in-
cluding Yale [14], ORL [15] and COIL20 [16] are used in this study. In each experi-
ment, the images set are partitioned into a training set and a testing set with different 
numbers. For ease of representation, the experiments are named as p-train, which 
means that p images per individual are selected for training. To fairly evaluate the 
performance of different algorithms in different training and testing conditions, we 
selected images randomly and repeated the experiment 10 times. 

3.1 Experiments on Yale Face Image Database 

The Yale face database was constructed at the Yale Center for Computation Vision 
and Control. There are 165 images of 15 individuals (each person providing 11 differ-
ent images).The images demonstrate variations in lighting condition, facial expres-
sion, and with or without glasses. In our experiment, all images are cropped and 
resized to the resolution of 32×32 pixels. Some images from Yale database shown in 
Fig. 1. 

 

Fig. 1. Some images from Yale face database 

In the first experiment, p (p=5) images for each person are randomly selected for 
training and the rest were used for testing. For GNMF, the neighborhood size k is set 
to 4. For our proposed SCDNMF, the intra-class neighborhood size k1 and the inter-
class neighborhood size k2 are set to 4 and 8 respectively, the parameters α and β are 
all set as 1, and the heat kernel parameter t is set to 100. The performances of differ-
ent algorithms are shown in Fig. 2. From this figure, we can see that the recognition 
results of NMF, GNMF, SNMF and NMF-kNN are very low when the feature dimen-
sion is equal to 20 at the beginning. However, the performance of our proposed  
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SCDNMF is obviously better than other algorithms. Then, with the increase in feature 
dimension, the recognition results are also improved. But this trend is not maintained 
for all the dimensions. The best average recognition accuracy rates on Yale face im-
age database is listed in Table 1. From this result, we can observe that GNMF outper-
forms NMF. This implies that preserving geometrical structure of data is important in 
matrix factorization process. Secondly, SNMF also outperforms the NMF, which 
indicates that the structure information of basis images provides benefits to recogni-
tion tasks. Thirdly, we can see that NMF-kNN outperforms NMF, GNMF and SNMF, 
which is due to that the label information is incorporated into non-negative matrix 
factorization algorithm. At last, it can be found that our proposed SCDNMF performs 
better than all other algorithms. This is because SCDNMF combines both the struc-
ture information and label information into the NMF framework. 

Table 1. The maximal recognition rates (%) and standard deviations (%) of different algorithms 
on the Yale face database 

NMF GNMF SNMF NMF-kNN SCDNMF 

79.56±3.32(140) 80.22±2.27(200) 80.44±2.35(160) 80.67±2.04(180) 82.11±3.03(200) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 

 

Fig. 2. Recognition rates vs. dimensionality on the Yale face database 

In the second experiment, the performances of the proposed SCDNMF algorithm 
under different α and β values are evaluated. Here, we set the values of α and β from 
0.01 to 1. The maximal average recognition rates of the proposed SCDNMF are giv-
en in Table 2. From this table, we can find that the performance of our SCDNMF 
depends on the choice of α and β. With the increase of α and β values, the recogni-
tion results are also improved in most cases. SCDNMF achieves its best recognition 
rate under α=1 and β=1, respectively. This may due to that a larger α value can make 
the basis image more structure sparse and a larger β value can bring more discrimi-
native information to improve the discriminative ability of the low-dimensional  
features. 
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Table 2. The average recognition accuracy rate of proposed SCDNMF with different α and β 
on the Yale database 

 β=0.01 β=0.10 β=0.50 β=1.00 

α=0.01 79.89±4.07(180) 80.33±2.87(200) 80.44±2.88(100) 80.33±2.67(80) 

α=0.10 80.22±3.62(80) 79.89±3.30(220) 80.56±3.02(180) 80.44±2.83(80) 

α=0.50 81.00±2.79(100) 80.22±3.18(200) 81.00±3.16(220) 81.67±2.78(140) 

α=1.00 80.22±3.39(100) 80.33±3.06(180) 81.56±3.32(80) 82.11±3.03(200) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 

 
In the third experiment the impact of the inter-class neighborhood parameters (k2) 

on the performance of SCDNMF algorithm is tested. In this experiment, because the 
number of training samples per person is small, we fix the parameter k1 to 4, and then 
set the parameter k2 to 4, 6, 8, 10 and 12 respectively. The corresponding best average 
recognition rates achieved by SCDNMF are demonstrated in Table 3. From this table, 
we can see that the proposed SCDNMF performs best when the parameter k2 is nei-
ther too small nor too large (k2=8). 

Table 3. The average recognition rate (%) and standard deviation (%) of SCDNMF with varied 
k2 on the Yale database 

k2=4 k2=6 k2=8 k2=10 k2=12 

81.67±1.73(200) 82.00±3.22(200) 82.11±3.03(200) 80.22±2.18(80) 80.56±2.18(160) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 

 
At last, we compare the base images learned by the proposed SCDNMF with those 

learned by NMF, GNMF, SNMF and NMF-kNN. Fig. 3 presents these base images in 
subspace of dimensionality 36. From this figure, we can find that our proposed SCDNMF 
and SNMF learn better parts-based representation than NMF, GNMF and NMF-kNN. The 
reason to this phenomenon is that SCDNMF and SNMF consider the structure infor-
mation of basis images during matrix factorization. Then, according to Hoyer [7], the 
sparseness index is used to quantify the basis images. The sparseness index is defined as 
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where r is the dimensionality of basis vector W. The average sparseness indices of the 
basis vector learned by different methods are listed in Table 4. From this table, we can 
see that both SCDNMF and SNMF obtain sparser basis than those of NMF, GNMF 
and NMF-kNN. 
 

  
(a) NMF (b) GNMF (c) NMF-kNN (d) SNMF (e) SCDNMF 

Fig. 3. Basis images learned by different algorithms on the Yale face dataset. Each subfigure 
represents a basis image and the higher intensities are assigned to the pixel with larger values. 
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Table 4. The average sparseness indices of the basis vector learned by different methods on the 
Yale face database 

NMF GNMF NMF-kNN SNMF SCDNMF 
53.56% 50.82% 52.00% 85.00% 83.81% 

3.2 Experiments on ORL Face Image Database  

The ORL face database contains 400 images of 40 persons, 10 images per person. The 
images are taken at different times, varying lighting conditions, facial expressions and 
facial details. All the images are taken against a dark homogeneous background. The 
faces are in up-right position of frontal view, with slight left-right out-of-plane rota-
tion. In our experiments, we use the cropped images with the resolution of 32×32. 
Some images of one object selected from ORL database shown in Fig. 4. 

 

 

Fig. 4. Images of one persons from ORL face database 

Firstly, like the experiment on Yale database, p (p=5) images of each person are 
randomly selected for training and the rest were used as testing samples. For our pro-
posed SCDNMF, the parameters α and β are all set as 0.1. And other parameters are 
set as same as those in experiment on Yale database. The performance of different 
algorithms is shown in Fig. 5. From this figure, we can see that the recognition results 
of all methods improve with the increase of feature dimension at the beginning. How-
ever, when they achieve their best results, their performances begin to decrease with 
the increase in dimension. The reason to this performance loss may be that too many 
features will bring some noises into the subspace, which leads to the decrease of the 
recognition rates. The best average recognition accuracy rates on ORL face image 
database is listed in Table 5. From this result, we can find that the proposed SCDNMF 
outperforms other methods, which is consistent with the experimental results on Yale 
face database. 

 

Fig. 5. Recognition rates vs. dimensionality on ORL face database 
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Table 5. The maximal average recognition rates of different algorithms on ORL database 

NMF GNMF SNMF NMF-kNN SCDNMF 

90.40±1.81(40) 91.50±2.16(40) 90.85±1.93(40) 91.65±1.89(60) 92.90±1.74(60) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 

 
Then, the performances of the proposed SCDNMF algorithm under different α and 

β values are also evaluated. Like the experiment on Yale face database, we also set α 
and β value from 0.01 to 1. The maximal average recognition rates of the proposed 
SCDNMF are given in Table 6. From this table, we can find SCDNMF achieves its 
best recognition rate under α=0.1 and β=0.1, respectively. 

Table 6. The average recognition accuracy rate of proposed SCDNMF varies with α and β on 
the ORL database 

 β=0.01 β=0.10 β=0.50 β=1.00 
α=0.01 91.80±1.40(80) 91.10±2.57(40) 91.65±1.55(40) 92.45±1.50(40) 
α=0.10 91.60±1.22(40) 92.90±1.74(60) 91.60±1.52(40) 91.40±1.73(40) 
α=0.50 92.10±2.41(60) 91.80±1.53(60) 91.50±1.83(60) 92.05±1.82(60) 
α=1.00 91.30±2.16(40) 92.20±2.18(60) 91.25±1.80(40) 92.15±1.36(60) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 

 
At last, the impact of the inter-class neighborhood parameters (k2) on the perfor-

mance of SCDNMF algorithm is also tested. Like the experiment on Yale face data-
base, we also fix the parameter k1 to 4, and then set the parameter k2 to 4, 6, 8, 10 and 
12 respectively. The best average recognition rates of SCDNMF are listed in Table 7. 
From this table, we can see that the proposed SCDNMF performs best when k2=8, 
which is consistent with the experimental results on Yale face database. 

Table 7. The average recognition rate (%) and standard deviation (%) of SCDNMF with varied 
k2 on the ORL database 

k2=4 k2=6 k2=8 k2=10 k2=12 
91.10±1.64(40) 91.35±1.58(60) 92.90±1.74(60) 91.55±2.03(40) 91.65±1.93(40) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 

3.3 Experiments on COIL20 Image Database  

In the last experiment, the performance of the proposed algorithm is tested using the 
COIL20 database which consists of 1,440 images of 20 objects. In this database, the 
images of the object were taken at pose intervals of 5o, i.e. 72 poses per object. Some 
sample images of four objects are shown in Fig. 6. In this study, all images are con-
verted to a gray-scale image of 32×32 pixels for computational efficiency. 

 

Fig. 6. Some images of four objects from COIL20 database 
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Similar to experiments on Yale and ORL face database, p (p=12) images of each 
object are randomly chosen to form the training set and other images are regarded as 
testing set. For our proposed SCDNMF, the parameters α and β are set as 0.1 and 1, 
respectively. The intra-class neighborhood size k1 and the inter-class neighborhood 
size k2 are all set as 8. The other parameters are set the same as those in face recogni-
tion experiments. The maximal average recognition rate of different algorithms on 
COIL20 database is shown by Fig. 7. From this figure, we can see that that the pro-
posed SCDNMF outperforms other methods, which is consistent with the experi-
mental results on Yale and ORL face database. Then, we test the impact of parameters 
α and β on the performance of our proposed SCDNMF. Here, the values of α and β 
are set as 0.01, 0.10, 0.50 and 1.00. The maximal average recognition rates of the 
proposed SCDNMF are recorded in Table 8. From this table, we can find SCDNMF 
achieves its best recognition rate under α=1 and β=1, which justifies the choice of 
parameter values in this experiment. At last, we also compare the basis images 
learned by different algorithms. In this experiment, the subspace of dimensionality is 
set as 25. Fig. 8 shows the basis images obtained by different algorithms. The average 
sparseness indices of the bases learned by different methods are listed in Table IX. 
We can see that the sparseness of our algorithm is a little bit lower than SNMF but 
much higher than other algorithms. 

 

Fig. 7. The maximal average recognition rate of different algorithms on the COIL20 database 

Table 8. The average recognition accuracy rate of proposed SCDNMF varies with α and β on 
COIL20 database 

 β=0.01 β=0.10 β=0.50 β=1.00 

α=0.01 92.10±0.93(20) 92.11±1.32(20) 92.33±1.06(20) 92.64±1.88(20) 

α=0.10 92.17±1.52(20) 92.01±0.97(20) 92.32±1.21(20) 92.63±1.12(20) 
α=0.50 92.36±1.17(20) 92.18±0.98(20) 92.50±1.39(20) 92.53±0.89(20) 
α=1.00 92.58±1.22(40) 92.69±1.60(40) 92.66±1.17(40) 92.63±1.12(20) 

Note that the number in parentheses is the corresponding feature dimensions with the best result. 
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(a) NMF (b) GNMF (c) NMF-kNN (d) SNMF (e) SCDNMF 

Fig. 8. Basis images learned by different algorithms on the COIL20 database. Each subfigure 
represents a basis image and the higher intensities are assigned to the pixel with larger values. 

Table 9. The average sparseness indices of the basis vector learned by different methods on the 
COIL 20 database 

NMF GNMF NMF-kNN SNMF SCDNMF 

62.08% 61.88% 60.26% 83.15% 80.92% 

4 Conclusions and Future Work 

In this paper, we developed a new matrix factorization method called Structure Con-
strained Discriminant Non-negative Matrix Factorization (SCDNMF) for feature ex-
traction. Our proposed method combines discriminative information and structure 
information together during the matrix factorization process. The proposed SCDNMF 
are applied for face recognition (Yale, ORL face database) and object recognition 
(COIL20 database) tasks. These experimental results demonstrate that SCDNMF is 
more effective than other algorithms based NMF. In this work, we only concentrate 
on face and object recognition problem. Therefore, our future work will evaluate the 
performance of the proposed SCDNMF algorithm on other tasks such as iris and palm 
print recognition. 
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Abstract. With the development of Next-generation DNA sequencing technol-
ogies, one of the challenges is to distinguish functional mutations vital for  
cancer development, and filter out the unfunctional and random “passenger  
mutations.” In this study, we introduce a modified method to solve the so-called 
maximum weight submatrix problem which is based on two combinatorial 
properties, i.e., coverage and exclusivity. This problem can be used to find driv-
er mutations. Particularly, we enhance an integrative model which combines 
mutation and expression data. We apply our method to simulated data, the ex-
periment shows that our method is efficiency. Then we apply our proposed 
method onto real biological datasets, the results also show that it is applicable in 
real applications. 

Keywords: Next-generation DNA sequencing data, driver pathways identifica-
tion, maximum weight submatrix problem, SAGA method. 

1 Introduction 

Cancer is very difficult to be treated. Researchers have found that cancer should be 
arisen by single-nucleotide mutations, larger copy-number aberrations or structural 
aberrations [1]. One of the challenge is to distinguish functional mutations vital for 
cancer development, which is so-called “driver mutations”, and filter out the 
unfunctional and random “passenger mutations” [2]. In the past years, in gene level, 
even cancer genomes from the same tumor type, no two genomes exhibit exactly the 
same complement of somatic aberrations. In other words, the approaches cannot cap-
ture the heterogeneity of genome mutations [3,4]. 

As well known, same pathway may result from different genome aberrations [5,6]. 
Hence, it is significant to study gene in pathway level, rather than in gene level. Until 
now, most of studies analyze known pathway for enrichment of somatic mutations 
[3,4,7,8,9,10]. Unfortunately, knowledge of pathway remains incomplete, and many 
pathway databases contain overlap and unavailable data. Therefore, it is indispensable 
to develop Do novo discovery of mutated driver pathways without relying on prior 
knowledge.  

                                                           
* Corresponding author. 
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In these studies, the researchers find that there are two constraints on combinatorial 
patterns of mutations in cancer. First, generally, a driver mutation is rare. Particularly, 
researchers find that a single mutation is frequently enough to perturb one way. In 
other words, there is a phenomenon of mutual exclusivity between driver mutations. 
Second, a significant cancer pathway should cover a great majority of patients. Thus, 
the mutations will be had by most patients in the pathway. This is the property called 
high coverage. Lately, based on these two constraints, Vandin et al.[11] proposed a 
new and effective method, They defined the maximization of this method as the max-
imum weight submatrix problem. However, this problem is computationally difficult 
to solve. In order to solve this problem, in this paper, we proposed a new solution 
method, which is based on the simulated annealing (SA) method.  

2 Materials and Methods 

To identify driver pathways are extremely difficult. Considering this point, some re-
searchers transformed this problem into maximum weight submatrix problem using 
two criteria [11], i.e., ‘high coverage’ and ‘high exclusivity’. However, this problem 
is NP-hard. Many researchers use stochastic search methods to solve this problem. 
Particularly, Vandin et al. [11] proposes a method using two properties. The first one 
is ‘high coverage’, which means the majority of samples have at least one mutation in 
driver pathway; the second one is ‘high exclusivity’, which means that lots of samples 
have no more than one mutation in one driver pathway. The maximum weight 
submatrix problem is defined as selecting a submatrix M of size m×k in the mutation 
matrix A by calculating maximizing the scoring function: 

 
∈

Γ−Γ=
Mg

gMMW |)(||)(|)(  (1) 

Where }1:{)( ==Γ igAig denotes that gene g in i-th row (sample) is mutated. 


Mg

gM
∈

Γ=Γ )()(  represents the set of patients, in which at least one of the genes in 

M is aberrations. So, |)(| MΓ indicates the coverage of M.  

 
∈

Γ−Γ=
Mg

MgM |)(||)(|)(ω  (2) 

Eqn.(2) denotes the coverage overlap weight. In order to solve this problem, Vandin 
et al. [11] propose the Markov chain Monte Carlo (MCMC) method. After that, Zhao 
et al. [13] used the genetic algorithm (GA) to solve this problem, and achieve good 
experimental results.  

However, local search method proposed by them is not good enough to solve this 
problem. The result may be trapped in a local solution. Taking into account this situa-
tion, in this paper, we propose to use simulated annealing hybrid genetic algorithm 
(SAGA) to solve this problem. Simulated annealing (SA) as an optimization and heu-
ristic algorithm mimics certain thermodynamic principles of producing an ideal crys-
tal, which can be used to solve large-scale optimization problems in order to achieve a 
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global optimal solution [12]. SA has been widely used in operational research prob-
lems. The details of our implementation, named simulated annealing hybrid genetic 
algorithm (SAGA), for the maximum weight submatrix problem based on SA are 
described as follows: 

Step 1.Initialize the temperature S0. 
Step 2.Using GA method to generate initial solution submatrix M, and generate the 

scoring function W(M). 
Step 3.Using GA method to generate a new solution submatrix M’, in the                            

neighborhood of current solution X, revaluate the scoring function W(M’). 
Step 4.If the generated solution submatrix scoring W(M’) is larger than former 

W(M), putting M=M’. Update the existing optimal solution and go to step 6. 
Step 5.Else accepts M’ with probability:  

S

Tp e
Δ

=  , where ( ') ( )S W M W MΔ = −  

If the solution is accepted, then M=M’. Update the existing optimal solution. 
Step 6.Decrease the temperature periodically. 
Step 7.Repeat step 2 through 6 until stopping criterion is met. 
Figure 1 shows the process of SA. It can be seen clearly that we can solute the 

global maximum solution by using SA. 

 

Fig. 1. Simulated annealing: escape from local maximum solution 

3 Results 

3.1 Simulation Study 

The simulated mutation data has with five gene sets M1, M2, ... , Mk. Each set has k 
members (k=5 has been used in this study). For each row, we set the number to 
1(chosen uniformly at random) in Mi (i=1, 2, … , 5) with probability pi (pi=1-i·Δ, 
Δ=0.05 has been used in this study), and if gene is 1 already, after that, with probabil-
ity p0 we set the others to 1 in Mi (p0=0.04 has been used in this study). We can see 
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that pi indicates the coverage of Mi and p0 indicates exclusivity of Mi. The others in 
Mi are mutated using a random model based on the observed characteristics of the 
glioblastoma data. This is the background mutation rate in M.  

We compared the time complexity of MCMC, GA and SAGA on selecting the 
submatrix of maximum weight (Fig. 2). From figure 2 we can see clearly that the GA 
is faster than MCMC when n less than 5000. Particularly, SAGA is always faster than 
GA from n=1000 to n=10000. In the research, it is well know that for almost all of 
real applications, the n is smaller than 5000. On the other hand, the results of SAGA 
are the same as GA method.  

We use an exact approach to test the accuracy of these methods, which is called bi-
nary linear programming (BLP) model [13]. We run the BLP method to compare 
MCMC, GA performance with SAGA. The accuracy of GA and SAGA are THE 
same, which is 95%, higher than that of MCMC, which is 44%. 

In summary, our SAGA method has competitive efficiency with GA and MCMC. 

 

Fig. 2. Compared of computational time of SAGA, GA and MCMC in terms of gene number n 
from 1000 to 10000. In this polt, we use semilog coordinate (the y axis) to show the computa-
tional time in seconds. All the makers correspond to the results of an average over 10 times. 

3.2 Lung Adenocarcinoma 

We then apply our SAGA method for analyzing a dataset of 1013 somatic mutations 
identified in 188lung adenocarcinoma patients’ 623 sequenced genes from the Tumor 
Sequencing Project [3]. According to statistics, there are 365 genes mutated in at least 
one patient. We run the SAGA for sets of size 2 ≤ k ≤ 10. After running this algo-
rithm, when k=2, the pair (EGFR, KBAS) has the maximum weight submatrix. When 
k=3, the most significant triplet is (EGFR, KRAS, STK11). The frequency is 8.4% for 
all the samples. When k ≥ 4, the frequency of all the sets are less than 0.3%. After that 
we performed a permutation test [11], the p-value obtained is 0.018, which is larger 
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than that of the triplet (EGFR, KRAS, STK11). In other word, the triplet (EGFR, 
KRAS, STK11) is at least as significant as the pair (EGFR, KRAS). In biological, we 
find that EGFR, KRAS and STK11 are all involved in the pathway of mTOR (Fig. 3), 
and the mTOR pathway is very important in lung adenocarcinoma [3]. Hence, our 
method can seek out driver pathway. 

We remove the above three genes and apply the methods to detect the additional 
gene sets. On the remaining genes, when k=2, we identify the gene set (ATM, TP53) 
that is mutated with frequency 56%, and find that the weight of the pair is significant 
(p<0.01). Previous studies have shown that both of ATM and TP53 are in the cell 
cycle checkpoint control and direct interaction [14,15](Fig. 3). 

 

 
Fig. 3. (Left) The high weight submatrices of the ‘optimal’ gene set in the lung adenocarcinoma 
data. In this picture: (red) exclusive mutation; (soft red) co-occurring mutation; (white) no 
mutation; (Right) In mTOR signaling pathway, there are the triplet of genes codes for proteins 
(orange nodes), and the pair (ATM, TP53) corresponds to interacting proteins in the cell cycle 
pathway (light blue nodes). This two pathways are reported in Ding et al. (2008). 

4 Discussion and Conclusion 

In this paper, we introduce an algorithm for discovering mutated driver patterns de 
novo using somatic mutation data from biological datasets, which is based on recently 
exploring by Vandin et al. [11] and Zhao et al.[13]. We proposed an optimization and 
heuristic algorithm simulate annealing hybrid genetic algorithm, which is named 
SAGA. Compared published methods, our methods can achieve satisfactory results. 
In future, we will study the biological data, such as DNA methylation and copy-
number variant (CNV), exploring the regular pattern of co-occurring and the others 
mutated driver pathways. 
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Abstract. Lot streaming involves splitting products into several sublots to 
enhance the processing flexibility. In this paper the no-wait lot streaming flow 
shop scheduling problem is discussed with the constraint of unintermingling 
consistent-size sublots. The number of sublots, sublots sizes and the sequence 
of products are optimized by a proposed grouped fruit fly optimization 
algorithm (GFOA). We design three basic neighborhood structures and a 
structure based on the no-wait property to generate new solutions. A speed-up 
evaluation method is presented to improve the efficiency. Numerical test results 
and comparisons are provided, which demonstrate the effectiveness of the 
proposed GFOA. 

Keywords: fruit fly optimization, lot streaming, no wait flow shop, job 
splitting, sequencing. 

1 Introduction 

Lot streaming (LS) is to split jobs into several sublots so that the work-in-process can 
be reduced and the cycle time can be shortened. The LS has been widely applied in 
many manufacturing industries [1-4]. One typical application environment of LS is 
flow shop scheduling problem (LSFSP). Earlier work managed to provide 
mathematical models and exact methods for small-scale problems. A comprehensive 
review can be found in [5]. However, exact methods are not suitable to large-scale 
LSFSP with multi-product, multi-machine since they might incur an unacceptable 
long time to obtain optimal solutions. Recently, meta-heuristics have gained 
increasing attention. Most existing work is about the FSP with unintermingling equal-
size sublots, like genetic algorithm (GA) [6], ant colony optimization (ACO) [7], 
threshold accepting (TA) [7], discrete differential evolution (DDE) [8], discrete 
particle swam optimization (DPSO) [9], shuffled fog-leaping algorithm (SFLA) [10], 
discrete artificial bee colony algorithm (DABC) [11], harmony search (HA)[12], and 
estimation of distribution algorithm (EDA) [13]. For the no-wait FSP with 
unintermingling consistent-size sublots, a GA mixed with a linear programming [14] 
and a generalized traveling salesman problem (GTSP) based heuristic [15] have been 
presented. For the FSP with intermingling consistent-size sublots, a GA combining 
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with mathematical programming based heuristic [16] has been applied. Please refer to 
[2] for more details about recent studies. 

This paper deals with the no-wait lot streaming FSP (nwLSFSP) with 
unintermingling consistent-size sublots. The no-wait constraint demands that every 
sublot should be processed continuously from its start on the first machine to its 
completion on the last machine without any interruption on machines and any waiting 
time between machines [15]. Such requirement widely exists in steel-making and 
pharmaceutical industries [16]. Moreover, for unintermingling consistent-size sublots 
it means that the sublots of the same product are consistent over all machines and they 
must be processed continuously. So, it needs to find the optimal number of sublots 
and sublots sizes for all the products as well as the sequence of products on machines. 
Obviously, the problem is very difficult to solve. 

The FOA is inspired by the knowledge from the food finding behavior of fruit flies 
[17]. Recently, it has been applied to financial distress [17], power load forecasting 
[18], and web auction logistics service [19]. Due to the simplicity of the FOA, we will 
propose a novel grouped fruit-fly optimization algorithm (GFOA) to solve the 
nwLSFSP in this paper. The organization of the remainder of the paper is as follows. 
Section 2 introduces the problem description. Section 3 presents the neighborhood 
structures. In Section 4, the GFOA is presented in details. Test results and 
comparisons are provided in Section 5. Finally, we end the paper in Section 6. 

2 Problem Description 

The nwLSFSP is described as follow: Each job j∈{1,2,…N} has Lj identical items 
which can be split into sj sublots. Let Xjk denote the size of the kth sublot of job j. Let 
pij denote the unit processing time of job j on machine i∈{1,2,…M}. Let pijk denote 
the processing time of the kth sublot of job j on machine i. So, pijk= pij×Xjk. All the 
sublots of any job should be processed continuously on any machine, and each sublot 
should be processed continuously from its start on the first machine to its completion 
on the last one without any waiting time between machines. Machine i costs a setup 
time Rij when processing the first sublot of job j. Suppose that release time of each job 
is zero, buffer size is infinite, and transportation time of each sublot is included in the 
processing time. The objective is to minimize the makespan by determining the sublot 
quantity sj and size Xjk for each job j and the sequence of all the jobs. 

Given a solution, i.e., sj, Xjk and the sequence, it needs to calculate the makespan, 
which is usually called decoding. Next, we first analyze the structure of single product 
schedule, and then show that the computational complexity of the decoding can be 
reduced, and finally present the decoding process for the multi-product case. 

For a single product, it illustrates the structure of a schedule with sublot size vector 
[X1, X2,…, Xs] in Fig. 1. The second subscript is omitted since only a single product is 
considered. The setup time Ri is attached for the first sublot on machine i. Let dl 
denote the idle time on the first machine after sublot l, and d0 be the sum of idle time 
and setup time before the first sublot. It can be seen that makespan Cmax is the sum of 
the idle time and the processing time on the first machine with the following formula. 
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Fig. 1. The structure of single product schedule 
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The calculation of dl (1 ≤ l ≤ s-1) contains M times of sums with the time 
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= +pi+1, the time complexity can be reduced to O(M), which can be 

further reduced to O(lnM) [20]. 
The structure of multi-product case is shown in Fig. 2. The idle time appears when 

processing either sublots of a product, i.e., djl, or sublots of two products, i.e. Dj,j+1. 
The makespan can be calculated by (5), where Dj,j+1 is calculated by (6) and djl is 
calculated by (2). Suppose that each of the N jobs has s sublots. Then, the time 
complexity is O(NM+NslnM). 

 

Fig. 2. The structure pattern of multi-product schedule 
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3 Neighborhood Structures and Evaluation 

3.1 Basic Neighborhood Structures 

Meta-heuristics move solutions with certain neighborhoods [21]. For the nwLSFSP, 
three basic structures can be designed. 

The first one is called job-sequence move, where a job of a sequence is randomly 
selected and then inserted into another site. An example is illustrated in Fig. 3, where 
job 3 is selected and moved to site 2. 

The second one is called sublot-size move, where two sublots (or their sizes) of a 
randomly selected job are exchanged or adjusted. An example is illustrated in Fig. 4. 
A sublot is removed if its size is reduced to 0. 

The third one is called sublot-quantity move. The quantity of sublots of a randomly 
selected job will be increased or decreased by one, if the new quantity does not 
exceed the upper or lower bound. Then, the sizes of sublots will be adjusted by the 
equal-size heuristic as Eq. (7). An example is illustrated in Fig. 5. 

/ ; ;

,1 ;

1, ;

j j j j

jk j

jk j j

q L s n L q s

X q k s n

X q s n j s

 = = − × 
= ≤ ≤ −

= + − < ≤

 (7)

 

         

Fig. 3. An example of job-sequence move        Fig. 4. An example of sublot-size move 

 

Fig. 5. An example of sublot-quantity move 

3.2 No-Wait Property Based Neighborhood Structure 

For the above moves, each sublot has an equal chance to be adjusted in size. It has 
been shown that the first and last sublot-sizes of jobs affect the result, and then it can 
be decomposed to a job sequencing problem and N sublot sizing problems if the first 
and last sublot-sizes are fixed [15]. So, we design a new neighborhood structure by 
directly changing the first and last sublots, which is called first-last sublot-size move 
or the no-wait property based neighborhood with the following steps. 
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Step1: Random select job j; 
Step2: If the sublot quantity of job j is 1, split job j into two sublots with random 

sizes. If the quantity is larger than 1, go to Step 3; 
Step3: Select either the first or the last sublot of job j; 
Step4: For the selected sublot, increase or decrease its size by one, and decrease 

or increase the size of another randomly selected sublot of job j; 
Step5: If the size is 0, remove the sublot and update the sublot number of job j.  

These four moves can be adopted with different probabilities. In this paper, the 
job-sequence, sublot-size, sublot-quantity and first-last sublot-size moves are used 
with probabilities 0.4, 0.2, 0.2 and 0.2. 

3.3 Evaluating Neighbors 

Idle time depends on two sublots processed consecutively. Since a move only changes 
a few sublots, makespan is only changed by a few idle times influenced by the 
adjusted sublots. 

For the job-sequence move, consider a move from V1=[J1,…,Ji,….,Jj,….JN] to 
V2=[J1,…,Ji-1,Ji+1,…,Jj, Ji,….JN]. The makespans of V1 and V2 are Q1 and Q2, and the 
idle times between jobs are Di,i+1 and Di,i+1 ' , respectively. Then Q2 can be calculated 
as follows with the time complexity O(M). 

2 1 -1, , 1 , 1 -1, -1, , 1- - - ' ' ';i i i i j j i i j j j jQ Q D D D D D D+ + += + + +  (8)

For the sublot-quantity move, the idle time inside, before and after the job need re-
calculating as there is only one job changed. After splitting with the equal-size 
heuristic, most adjacent sublots have the same size with none or one exception. Then, 
the idle time between the same kinds of sublots can be easily obtained, while the idle 
time between the different kinds of sublots should be re-calculated with the time 
complexity O(M). 

For the sublot-size move and the first-last sublot-size move, the analysis is the 
same. So, for each of the four moves for the nwLSFSP, the time complexity of 
evaluating a new neighbor is O(M). 

4 GFOA for nwLSFSP 

The traditional FOA is developed to solve continuous problems [17]. For the 
nwLSFSP, the FOA should be designed in a specific way. In this paper, a three-level 
encoding scheme is designed as Fig. 6 with 5 products. It implies that the processing 
sequence of the jobs is 2-1-4-5-3; job 1 has 3 sublots with sizes 3, 5, 4; job 2 has 5 
sublots with sizes 1, 2, 4, 3, 1; and so on. Once a solution with the encoding is 
generated, its makespan can be calculated. 

The FOA uses the smell-based and vision-based operators to perform search 
process. To balance the exploration and exploitation, we design a special grouped 
FOA (GFOA) to solve the nwLSFSP with two main search procedures, individual 
neighborhood-based search and global cooperation-based search. 
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Fig. 6. An example of encoding scheme 

For the first one, each fruit fly performs search around itself to generate several 
neighbors. Then, the best neighbor will replace the old one. The GFOA contains a 
group of fruit flies. Thus, the parallel exploration can be enhanced. To perform 
communication among fruit flies, a cooperation-based search is applied after 
performing the neighborhood-based search several times. To be specific, the better 
half of all the fruit flies with smaller makespan will guide the move of the other worse 
half pair by pair in the following way: the worst with the best, the second worst with 
the second best, and so on. Fig. 7 shows an example. For the worse one, the better one 
is used to perform the two-position based crossover to generate a new one, which 
inherits the partial job-sequence between two positions from the worse one. And then 
the corresponding sublot-quantity and sublot-size are inherited too. Such a 
cooperation can help the worse fruit flies jump out of bad regions with the guide of 
the better ones. The flowchart of the GFOA is illustrated in Fig. 8. 

 

Fig. 7. An example of cooperation procedure 

5 Simulation and Comparison 

Same as the literature [14]-[15], random instances with different scales are produced 
for tests. The related data are random discrete integers with uniform distributions. To 
be specific, pij∈U[1,5], the maximum sublot number Si∈U[2,10], Lj∈U[2si,7si], and  
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Fig. 8. The flowchart of GFOA 

Rij∈U[1,5]. For an instance, 30×20 means 30 jobs and 20 machines. The algorithm is 
coded in C++ and run on a PC of Core2(TM) P8400, 1.81GHz. 

5.1 Investigation on Parameter Setting 

There are three key parameters in the GFOA, population size Pop_size, the number of 
neighbors generated for an individual Ls_number, and the repeated number of the 
neighborhood-based search before a cooperation-based search Ls_loop. We apply the 
Taguchi method of design of experiment (DOE) with a 10× 5 instance to investigate 
the effect of parameter setting. The orthogonal array L16(4

3) is used, where different 
values are listed in Table 1. For each combination, we run the GFOA 20 times 
independently. With statistical analysis tool Minitab, we analyze the significance rank 
of each parameter and obtain the trend of each factor, as shown in Table 2 and Fig. 8, 
respectively. Thus, we set these parameters as 20, 10 and 20 for further tests. 

  Table 1. Combination of Parameter Values              Table 2. Response Value 

parameter 
level 
1 2 3 4 

Pop_size 5 10 15 20 
Ls_number 5 10 15 20 
Ls_loop 5 10 15 20 

 

Level Ls_loop Ls_number Pop_size 
1 1440.21 1450.81 1427.52 
2 1422.57 1413.30 1430.27 
3 1422.41 1418.75 1424.84 
4 1420.62 1422.96 1423.19 
Delta 19.59 37.51 7.09 
Rank 2 1 3 
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Fig. 9. Factor level trend of DFOA 

5.2 Test on Designs 

Next we compare the GFOA to two others without cooperation-based search, where 
FOA1 only uses three basic neighborhoods, and FOA2 uses three basic moves and the 
first-last sublot-size move. For each scale, 10 instances are generated. For each 
instance, we run every algorithm 10 times and then list the obtained best results 
(BEST), the average results (AVE) and the standard deviation (SD) in Table 3 and 
Table 4. Besides, RPI denotes the relative percentage increase from the best result of 
three algorithms for an instance to measure the search quality, and ARPI is the 
average values of all the instances. And RSD= SD/AVE×100 is used to measure the 
robustness, and ARSD implies the average RSD value for all the instances. 

Table 3. Comparisons of FOAs (10×5 instances) 

Instance 
no. 

FOA1 FOA2 GFOA 

BEST AVE SD BEST AVE SD BEST AVE SD 

1 1372 1476.9 127.461 1325 1376.8 23.202 1341 1357.8 10.768 

2 1065 1131.5 45.516 1058 1081.2 26.869 1050 1066.8 9.053 

3 990 1116 127.635 990 1024.8 46.074 986 993.5 4.528 

4 1182 1268.3 83.743 1160 1196.3 24.166 1162 1168.5 5.233 

5 976 1089.6 105.631 986 1019.2 24.827 974 983.3 7.528 

6 943 1099 195.964 937 960.4 38.842 932 936.7 7.528 

7 929 972.2 70.783 907 956.8 93.326 900 905.4 3.658 

8 1379 1570 181.126 1392 1479.3 57.077 1394 1403 6.848 

9 724 810.1 100.375 724 740.8 15.223 726 731 4.000 

10 1638 1807.5 254.116 1631 1701.3 71.887 1640 1645.1 4.433 

ARPI 11.6121 4.1848 1.12 

ARSD 10.3485 3.7059 0.5823 
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Table 4. Comparisons of FOAs (30×20 instances) 

Instance 
no. 

FOA1 FOA2 GFOA 

BEST AVE SD BEST AVE SD BEST AVE SD 

1 5316 6589.6 1035.699 4542 5224.8 351.957 4408 4523.7 65.437 

2 4761 5459.5 427.506 4322 4725.7 196.322 4193 4350.5 147.704 

3 4716 5459.5 427.506 4401 4657.2 104.756 4128 4242.9 72.035 

4 5311 6046.2 456.844 4970 5187 157.474 4645 4808.4 101.394 

5 6062 6505.8 249.84 5323 5560.1 156.104 5089 5211.7 71.819 

6 5509 6569.3 755.57 4957 5246.7 271.528 4569 4749.2 98.372 

7 4029 4980.7 659.178 4158 4283.6 99.502 3753 3816.8 46.901 

8 4176 5087.8 514.985 3849 4166.2 150.131 3779 3870.3 92.335 

9 4906 5898.4 536.785 4922 5183.1 202.838 4694 4798.8 66.077 

10 6018 6760.8 560.892 5420 5904.7 371.977 4906 5000.3 92.904 

ARPI 34.4549 13.4973 2.7308 

ARSD 9.5029 4.0298 1.8947 

 
By comparing FOA1 and FOA2, the significance of the first-last sublot-size move 

is proved. By comparing FOA2 and GFOA, the effectiveness of the cooperation-
based search is further demonstrated. 

5.3 Comparison with GA 

To further test the GFOA, we compare it with the hybrid GA [14]. Both use four 
millions evaluations in each run. For each scale, 10 instances are generated and 10 
runs are performed for each instance. The results are summarized in Table 5. And we 
carry out analysis of variance (ANOVA) for a 10×5 instance and a 30×20 instance. 
The results are shown in Table 6 and Table 7, and the 95% confidence intervals are 
shown in Fig. 9 and Fig. 10. Clearly, the GFOA dominates the GA for all the cases. 

Table 5. Comparisons between GA and GFOA 

Instance 
scale 

GFOA GA 

ARPI ARSD ATIME ARPI ARSD ATIME 

10×5 0.6735 0.4665 15.78 6.2492 1.6140 49.90 

10×20 0.7874 0.9058 25.60 7.7394 1.5357 99.82 

20×5 0.6203 0.4264 29.88 7.1402 0.8602 95.865 

20×20 1.7269 1.3779 42.19 9.1994 1.4729 197.12 

30×5 0.7672 0.4986 42.81 7.2244 1.0149 142.74 

30×20 2.1491 1.5107 59.64 7.8882 1.2555 302.04 

40×5 0.7648 0.4780 59.80 7.1357 0.8398 210.28 

40×20 2.0632 1.3225 67.51 6.8182 1.2937 450.95 

50×5 0.8562 0.4632 54.14 6.6849 0.6528 223.80 

50×20 2.28226 1.5228 82.68 6.6121 1.0633 566.56 



 A GFOA for the No-Wait Lot Streaming Flow Shop Scheduling 673 

Table 6. GA-GFOA ANOVA (10×5 instance) 

Source Dof SS MS F P 

Between groups 1 27380 27380 177.93 0.000 

Within group 18 2770 154   

Total 19 30150    

Table 7. GA-GFOA ANOVA (30×2 instance) 

Source Dof SS MS F P 

Between groups 1 485161 485161 34.42 0.000 

Within group 18 253701 14095   

Total 19 738863    

 

   

 Fig. 10. Confidence interval (10×5 instance)   Fig. 11. Confidence interval (30×20 instance) 

6 Conclusion 

This was the first research paper to solve the no-wait flow shop scheduling problem 
with unintermingling consistent-size sublots (nwLSFSP) by using the fruit fly 
optimization algorithm (FOA). To optimize the job-sequence, sublot-quantity and 
sublot-size simultaneously with a special encoding scheme, we presented three basic 
neighborhood structures and a no-wait property-based neighborhood. To enhance 
parallel search ability, grouped mechanism was used for the FOA. A cooperation-
based search was designed for sharing information among population, and a speed-up 
evaluation method was adopted. Testing results verified the effectiveness of the 
designs, and comparative results demonstrated the superiority of the GFOA to the 
existing GA in solving nwLSFSP. Future work could consider the FSP with 
intermingling case or other constraints like limited buffers. 
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Abstract. In this paper, an enhanced estimation of distribution algorithm 
(EEDA) is proposed for the no-wait job shop scheduling problem (NWJSSP) 
with the makespan criterion, which has been proved to be strongly NP-hard. 
The NWJSSP can be decomposed into the sequencing and the timetabling prob-
lems. The proposed EEDA and a shift timetabling method are used to address 
the sequencing problem and the timetabling problem, respectively. In EEDA, 
the EDA-based search is applied to guiding the search to some promising  
sequences or regions, and an Interchange-based local search is presented to per-
form the search from these promising regions. Moreover, each individual or  
sequence of EEDA is decoded by applying a shift timetabling method to solv-
ing the corresponding timetabling problem. The experimental results show that 
the combination of the EEDA and the shift timetabling method can accelerate 
the convergence speed and is helpful in achieving more competitive results. 

Keywords: No-wait job shop scheduling problem, sequencing, timetabling, en-
hanced estimation of distribution algorithm. 

1 Introduction 

This paper considers the no-wait job shop scheduling problem (NWJSSP) with the 
makespan criterion. The no-wait job shop is a job shop with the constraint that no 
waiting time is allowed between operations within any job. The no-wait constraints 
usually arise from requirements for processing environments or characteristics of 
jobs, such as steel production [1], computer systems [2], food processing [3], chemi-
cal industry [4], pharmaceutical industry, production of concrete wares [5] and semi-
conductor testing facilities [6]. 

The classical job shop scheduling problem is well-known to be strongly NP-hard 
[7], and it has been subject to intensive research during the past decades. In contrast, 
there are considerably fewer contributions dealing with the NWJSSP, which is also 
                                                           
* Corresponding author. 
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known to be NP-hard in the strong sense. The review of NWJSSP given by Hall and 
Sriskandarajah [8] showed that the considered problem is very difficult, especially for 
the large-size instances. The NWJSSP was proven to be NP-hard in the strong sense 
even for two-machine cases [9]. Thus, it is meaningful and practical to develop an 
effective algorithm for the considered problem. 

Recently, a complete local search with limited memory (CLLM) algorithm [10] has 
been proposed for the NWJSSP to minimize the makespan criterion. CLLM is a re-
cent metaheuristic that makes use of limited memory in a explicit manner. That is, all 
explored solutions are recorded to avoid the exploration of already visited solutions. 
The concept is similar to the idea of “tabu search with structured moves” in [11]. 
CLLM can achieve better results than variable neighborhood search (VNS), hybrid 
simulated annealing/genetic algorithm (GASA), and complete local search with 
memory (CLM) algorithm [12] when solving the NWJSSP [10]. CLLM is the best 
algorithm so far for the considered problem. 

As a novel probabilistic-model based evolutionary algorithm, an estimation of dis-
tribution algorithm (EDA) was introduced by Baluja [13] for solving traveling the 
salesman problem (TSP) and job shop scheduling problem. EDA uses a variable-
independence probability model to generate new population and guide the search 
direction. The evolution process of EDA is regarded as a process of competitive 
learning, whose probability model is updated by the current best solution at each gen-
eration to accumulate the information of excellent individuals. Due to its simple 
framework and outstanding global exploration ability, EDA has attracted much atten-
tion and has been used to solve some production scheduling problems. Salhi et al. 
[14] proposed an EDA to deal with the hybrid flow shop scheduling problem. Wang 
et al. [15] developed a hybrid EDA for the flexible job shop scheduling problem, 
whose local search scheme is designed based on the critical path. Zhang et al. [16] 
proposed an EDA for permutation flow shops to minimize total flowtime. Bai et al. 
[17] used an improved hybrid differential evolution-estimation of distribution algo-
rithm for the nonlinear programming and the mixed integer nonlinear programming 
problems in engineering optimization fields. However, to the best of our knowledge, 
there has no published word addressing the NWJSSP by using the EDA-based algo-
rithm. 

In the current paper, an enhanced estimation of distribution algorithm (EEDA) is 
presented to deal with the NWJSSP. In our EEDA, the EDA-based search is adopted 
to perform global exploration in the sequence or solution space and guide the whole 
search to the promising regions/sequences, while an Interchange-based local search is 
developed to emphasize exploitation from those regions. Moreover, a so-called shift 
timetabling method is utilized to decode each individual or sequence of EEDA. Test 
results and comparisons with CLLM demonstrate the effectiveness of the presented 
EEDA. 

The remainder of this paper is organized as follows. Section 2 briefly depicts the 
NWJSSP. Section 3 introduces the shift timetabling method. Section 4 presents 
EEDA in details. Section 5 provides simulation results and comparisons. Finally, 
Section 6 gives some conclusion and future work. 
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2 NWJSSP Description 

2.1 NWJSSP 

The NWJSSP can be depicted as follows. There are a set of m machines and a set of n 
jobs. The processing time of each job on each machine is deterministic. At any time, 
preemption and interruption are forbidden and each machine can process at most one 
job. To satisfy the no-wait restriction, each job must be processed without interrup-
tions between consecutive machines. A sequence or schedule of jobs to be processed 
can be denoted as 1 2[ , , , ]nπ π π=π  . A processing of each job in π  on each ma-

chine is called an operation. Each job must be processed in order of its predefined 
operations. 

Let max ( )C π  denote the makespan calculated function. The aim of NWJSSP is to 

find a sequence π*  in the set of all permutations Π  such that 

max max( ) min ( )C C
∈Π

=
π

π* π . (1)

2.2 Sequence and Timetabling Problems of NWJSSP 

Obviously, the NWJSSP can be decomposed into the lower-level and the upper-level 
problems. The lower-level problem is called the sequencing problem, in which a pro-
cessing sequence π  of an optimal schedule is obtained for a given NWJSSP. The 
upper-level problem is called the timetabling problem, in which a set of the feasible 
start processing times of jobs in π  on each machine (i.e., the timetable of the se-
quence obtained from the sequencing problem) are found to minimize max ( )C π . 

3 Shift Timetabling Method 

It is a common belief and intuitively quite clear that the major difficulty in solving the 
NWJSSP lies in the sequencing problem. Existing algorithms spend most computation 
time on the sequencing problem while employing simple strategies for the timetabling 
problem [18]. In fact, even though a sequence for the problem is given, different time-
tabling methods’ decoding results for this sequence is quite different. Effectiveness of 
an algorithm for the NWJSSP also depends greatly on the timetabling methods. In this 
paper, a shift timetabling method presented in [10] is utilized, which is briefly intro-
duced in this section.  

There some notations to be used are given as follows. 

n  the number of jobs 

m  the number of machines 

2, / 2k n∈       the number of sub-sequences 
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1 2{ , ,..., }nJ J J J=  the set of jobs 

1 2[ , , , ]nπ π π=π   
the sequence or schedule of jobs to be 
processed 

1 2{ , ,..., }i nJ J Jπ ∈  the ith job in π  and 1,2, ,i n=   

( 1)* / 1 ( 1)* / 2 * /[ , , . ]j n k j n k j n kπ π π− + − +          
=jπ   the jth subsequence of π  and 

1,2, , 1j k= −  

( 1)* / 1 ( 1)* / 2[ , , . ]nj n k j n kπ π π− + − +      
=kπ   the last subsequence of π and j k=  

( )len jπ  the length of jπ  and 1,2, ,j k=   

[ , , , ]= 1 2 kπ π π π  
the sequence or schedule of jobs to be 
processed 

1 2 /{ , ,..., }j
i n kJ J Jπ   

∈  the ith job in jπ  

j
i

t
π

 the start processing time of ith job in jπ  

j
i

L
π

 the process time of the ith job in jπ  

Based on the non-delay timetabling and enhanced timetabling strategies [18], the 
shift timetabling method is selected for solving the timetabling problem. Next, a brief 
description of the shift timetabling method is provided. A more extensive discussion 
can be found in [10]. Prior to the description of the shift timetabling, two concepts 
about shift are reviewed as follows.  

1. left shift: Set the job as early as possible, if there is no conflicting. 
2. right shift: 1) The start time of the setting job is greater than the time of prior job. 

2) Under the premise of satisfying the condition 1), set the job as early as possi-
ble, if there is no conflicting.  

Then, the shift timetabling method is described as bellows. 

Step 1: 1
1

0tπ ← , 1i ← , max 0C ← . */ / Initialization * / /  

Step 2: Divide sequence π  into k sub-sequences 1 kπ π, ..., . 
Step 3: Repeat 

Step 3.1: Perform left shift on all jobs in iπ , and then calculate start times 

  
1 ( )

' ,..., 'i i

len

t t
π π iπ

. Set the generated schedule as [ , , ]1 iπ π  and calculate 

the makespan of [ , , ]1 iπ π  by ' maxC ← {
1,..., ( )
max

j len= iπ
{   ' i i

j j
t L

π π
+ } 

max,C }. 
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Step 3.2: Re-schedule iπ  by applying right shift to the head job in iπ  while left 

shift to the other jobs in iπ sequentially. Calculate the start times 

  
1 ( )

'' ,..., ''i i

len

t t
π π iπ

 and then calculate the corresponding makespan of 

[ , , ]1 iπ π  by '' maxC ← {
1,..., ( )
max

j len= iπ
{  '' i i

j j
t L

π π
+ }, maxC }. If ' ''C C> , 

then ''
maxC C← and     

1 1( ) ( )

,..., '' ,..., ''i i i i

len len

t t t t
π π π π

←
i iπ π

, otherwise 

'
maxC C←  and     

1 1( ) ( )

,..., ' ,..., 'i i i i

len len

t t t t
π π π π

←
i iπ π

. 

Step 3.4: 1i i← + . 
Step 4: Until i k> . 
Step 5: Set max max( )C C=π . 

Step 6: Output max ( )C π . 

4 EEDA 

In this section, EEDA presented after explaining the solution representation, probabil-
ity model and updating strategy, new population generation method, Insert-based 
mutation, and Interchange-based neighborhood search with first move strategy. 

4.1 Solution Representation 

Based on the properties of the NWJSSP, we adopt the job-based solution representa-
tion, that is, every individual of the population is a feasible solution of the NWJSSP, 
for example, 1 2 4[ , ,..., ]π π π = [1,2, 4,3]  is an individual when the problem’s scale n  

is set to 4 . 

4.2 Probability Model and Updating Mechanism 

Different from other evolutionary algorithms, EDA generates new population by 
sampling a probability model (i.e., probability matrix). Hence, the probability model 
has a key effect on the performances of the EDA. In this study, the probability matrix 
is defined as follows: 

11 1

1

( ) ( )

( )

( ) ( )

n

matrix

n nn n n

P gen P gen

P gen

P gen P gen
×

 
 =  
 
 


  


, (2)

where 
1

( ) 1
n

wjw
P gen

=
= , and ( )wjP gen  is the probability of job w  appearing in the 

thj  position of π  at generation gen . 
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Let ( )i genπ = [ 1 2( ), ( ),..., ( )i i ingen gen genπ π π ] denote the thi  individual in 

EEDA’s population at generation gen , gbestπ  denote the global best individual and 

α  the learning rate. The matrix ( 1)matrixP gen +  is updated according to gbestπ  by 

the following two steps:  

Step 1: Set ( )ijx genπ=  and ( 1) ( ) ( )xj xjp gen p gen genα+ = +  for 1,...,j = n . 

Step 2: Set 1( 1) ( 1) / ( 1)n
wj wj y yjp gen p gen p gen=+ = + +  for 1, ...,w n= and j =  

1,...,n . 

4.3 New Population Generation Method 

In each generation of the EDA, the new individuals are generated by sampling  
the probability matrix mentioned in 4.2. Denote PS  the size of the population  
and ( ( 1), )iSelectJob gen j+π  the function of selecting a job in the thj  position of 

 ( 1)i genπ + by using the matrix ( )matrixP gen . The procedure of ( ( 1),iSelectJob genπ +  

 )j  is described as follows: 

Step 1: Randomly create a probability r  where ~ [0,1)r . 

Step 2: Get a candidate job CJ  by the roulette-wheel selection scheme. 
Step 2.1: If 1~ [0, ( ))jr p gen , then set 1CJ =  and go to Step 3. 

Step 2.2: If 1
1 1~ [ ( ), ( ))w w

y yj y yjr p gen p gen+
= =   and {1, , 1}w n∈ − , then set 

1CJ w= +  and go to Step 3.  
Step 3: Return CJ . 

Let ( , ( 1))il CJ gen +π  denote the repeat times of CJ  in ( 1)i gen +π . Then, the 

new population generation method is given as the following steps: 

Step 1: Set 1i = . 
Step 2: Generate a new individual ( 1)i gen +π . 

Step 2.1: Set ( 1)ij genπ + =0 for 1, ,j n m= × . 

Step 2.2: Set 1j = . 

Step 2.3: ( ( 1), )iCJ SelectJob gen jπ= + . 

Step 2.4: If ( , ( 1)) 1il CJ gen + =π , then go to Step 2.3. 

Step 2.5: Set ( 1)ij gen CJπ + = . 

Step 2.6: Set 1j j= + . 

Step 2.7: If j n m≤ × , then go to Step 2.3. 

Step 3: Set 1i i= + . 
Step 4: If i PS≤ , then go to Step 2. 
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4.4 Insert-Based Mutation 

Mutation is an important element of evolutionary algorithm, which is usually used to 
enhance the diversity of population and prevent the search from falling into local 
optima. Thus, in our EEDA, the Insert-based mutation is utilized to guide the search 
to more different regions. Denote mP  the mutation probability of each individual and 

( ( ), , )iInsert gen u vπ  the insertion of ( )iu genπ  in the thv  dimension of ( )i genπ , 

u v≠ . The Insert-based mutation is described as the following steps: 

Step 1: Set 1i = . 
Step 2: Randomly create a probability r  where ~ [0,1)r . 

Step 3: If mr P≤ , then ( ) ( ( ), , )i igen Insert gen u v=π π . 

Step 4: Set 1i i= + . 
Step 5: If i PS≤ , then go to Step 2. 

4.5 Interchange-Based Neighborhood Search with First Move Strategy 

Because Interchange is a simple neighborhood in the existing literatures, we use it to 
execute exploitation in local search. The ( )( ), ,iInterchange gen u vπ  operation  

denotes the interchange of the job at the thu  dimension and the job at the thv   
dimension. The Interchange-based neighborhood of ( )i genπ  can be expressed as 

( ( ))interchange iN gen =π   

             { ( )( ) ( ), , | 1 and 1,...,n,u,v
i igen Interchange gen u v n v u n= − = +π π } 

(3)

Let ( ( ))interchange iFindBestN genπ  denote the procedure of obtaining the best 

( )n,u,v
i genπ  (denoted by ( )n,u,v

i bestgenπ ) in ( ( ))interchange iN genπ . For searching more 

regions, a first move strategy is applied in interchangeFindBestN ( ( ))i genπ . That is, 

when the first ( )n,u,v
i genπ  (denoted by ( )n,u,v

i firstIgenπ ) in ( ( ))interchange iN genπ  that im-

proves ( )i genπ  is obtained, ( ( ))interchange iFindBestN genπ  terminates and outputs 

( )n,u,v
i firstIgenπ . 

Based on the previous tests, we find that applying ( ( ))interchange iFindBestN genπ  

with the first move strategy to the top 10%-15% individuals of the population can 
perform a wider and deeper local search and obtain good results. Therefore, the top 
10% individuals are chosen to apply the proposed neighborhood search. If 

max ( ( ) )n,u,v
i bestC genπ  or max ( ( ) )n,u,v

i firstIC genπ  is less than max ( ( ))iC genπ , ( )i genπ  will 

be updated with ( )n,u,v
i bestgenπ  or ( )n,u,v

i firstIgenπ . 
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4.6 Procedure of EEDA 

According to the above subsections, the procedure of EEDA is proposed as follows: 

Step 0: Let genMax  the maximum generation, nonICount  the consecutive non-

improved times of gbestπ , and CountMax  the maximum number of nonICount . 

Step 1: Initialization. 
Step 1.1: Set 1gen =  and 0nonICount = . 

Step 1.2: Randomly generate individual (1)iπ  for 1,...,i PS= , and calculate 

makespan of each individual by using the Shift Timetabling Method, 
and update gbestπ . 

Step 1.4: Set ( ) 1/wjp gen n=  for 1,...,w n=  and 1,...,j n= . 

Step 1.5: Update the matrix ( )Pmatrix gen  by gbestπ . 

Step 2: Set 1gen gen= + . 

Step 3: Generate individual ( )i genπ  for 1,...,i PS=  by new population genera-

tion method, and calculate makespan of each individual by using the Shift 
Timetabling Method, and update gbestπ . 

Step 4: If gbestπ  can be updated, then 

0nonICount =   
            Else 

1nonICount nonICount= + . 
Step 5: If nonICount CountMax< , then update the matrix ( )Pmatrix gen  by 

gbestπ  and go to Step 2. 

Step 6: Set 0nonICount = . 
Step 7: Apply Insert-based mutation to the current population and calculate 

makespan of each individual by using the Shift Timetabling Method. 
Step 8: Apply Interchange-based neighborhood search with first move strategy to 

the top 10% individuals of the current population, and calculate makespan 
of each neighbor by using the Shift Timetabling Method. 

Step 9: Update gbestπ . 

Step 10: Update the matrix ( )Pmatrix gen  by gbestπ . 

Step 11: If gen genMax<  then go to Step 2. 

Step 12: Output gbestπ . 

It can be seen from the above procedure that Step 10 uses gbestπ  to update the 

probability matrix, which means new generated individuals can share the information 
of the global best individual and then guide the search to more promising regions, and 
Step 7 is the perturbation operator, which can restrain the search from dropping into 
local optima and drive the search to quite different regions. Moreover, Step 8 per-
forms exploitation from the regions obtained by Steps 3 and 7. Due to well-balanced 
between exploration and exploitation, EEDA is hopeful to achieve good results. 
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5 Simulation Result and Comparisons 

5.1 Experimental Design 

In order to test the performance of the proposed EEDA, the well known job shop 

benchmarks are tested. The n m×  combinations include 10 5×  and 10 10× . All 
algorithms are coded in Delphi 2010 and are executed on Mobile Intel Core 2 Duo 2.2 
GHz processor with 8GB memory. 

In EEDA, we use the following parameters: the population size 50PS = , the 
learning rate 0.02α = , the maximum consecutive non-improved times 
CountMax 20=  , the maximum generation 200genMax = , the mutation probability 

0.3mP = , and the length of jπ  (i.e., len ) is set to 3 and 3 ( 1)n k− × −  for 

1,2, , 1j k= −  and j k= , respectively.  

5.2 Comparisons of EEDA and CLLM 

For the purpose of manifesting the effectiveness of EEDA, we compare EEDA with 
CLLM [10]. The CLLM method is the best algorithm so far for the considered prob-
lem. EEDA and CLLM are compared on some classic benchmarks (i.e., La01- La05, 
Orb01-Orb10, La16-La20). We set the maximum generation of EEDA=300 and let 
CLLM run at the same amount of computer time as EEDA. Each benchmark is inde-
pendently run 20 times for comparison. The simulation results are listed in Table 1, 
where BEST  denotes the best makespan, AVG  denotes the average makespan. 
WORST  denotes the worst makespan, and SD  denotes the standard derivation. 

Table 1. Comparisons of BEST, WORS, AVG and SD of CLLM and EEDA 

Instances 
 CLLM[10] EEDA 

n m BEST WORST AVG SD BEST WORST AVG SD 

La01 10 5 975 1128 1057.65 37.58 971 1031 991.15 24.50 
La02 10 5 988 1041 1009.35 14.80 961 1005 978.70 11.53 
La03 10 5 862 919 889.55 19.62 820 867 860.25 10.41 
La04 10 5 917 983 940.15 12.37 887 923 896.80 12.81 

La05 10 5 784 886 841.67 27.94 781 829 791.15 13.38 
Orb01 10 10 1615 1771 1680.32 40.74 1615 1663 1631.60 21.30 
Orb02 10 10 1572 1694 1633.73 51.28 1485 1518 1516.35 7.19 
Orb03 10 10 1603 1745 1678.49 35.18 1599 1685 1633.10 22.53 
Orb04 10 10 1750 1874 1812.39 30.34 1653 1732 1679.25 18.17 
Orb05 10 10 1424 1574 1508.80 34.42 1370 1451 1402.85 20.75 
Orb06 10 10 1616 1716 1665.55 43.75 1555 1557 1556.60 0.80 
Orb07 10 10 711 797 753.15 33.25 706 725 711.45 7.74 
Orb08 10 10 1319 1452 1353.95 35.90 1319 1350 1320.55 6.70 
Orb09 10 10 1581 1710 1646.25 41.83 1445 1560 1520.80 34.24 
Orb10 10 10 1691 1749 1724.95 20.33 1557 1601 1582.60 9.55 
La16 10 10 1650 1804 1729.77 25.34 1575 1628 1591.85 10.14 
La17 10 10 1484 1592 1536.84 25.36 1371 1417 1387.80 11.43 
La18 10 10 1597 1687 1649.34 27.82 1555 1630 1589.35 16.37 
La19 10 10 1610 1764 1710.91 39.17 1482 1533 1508.90 7.83 
La20 10 10 1655 1846 1768.10 42.67 1526 1683 1616.25 23.58 

Average   1370.2 1486.6 1429.5 31.98 1311.65 1369.4 1338.36 14.54 
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From Table 1, it is shown that the EEDA is better than CLLM with respect to solu-
tion quality. The values of BEST, AVG and SD obtained by EEDA are much better 
than those obtained by CLLM. Moreover, the WORST values of EEDA are smaller 
than the AVG values of CLLM for all benchmarks except Orb03. Thus, EEDA is an 
effective algorithm for the NWJSSP. 

6 Conclusion and Future Work 

To the best of the current authors’ knowledge, this is the first report on the application 
of estimation of distribution algorithm (EDA) for the no-wait job shop scheduling 
problem (NWJSSP) with the makespan criterion. In our presented enhanced EDA 
(EEDA), EDA-based global search was used to execute exploration for promising 
regions within the whole sequence or solution space, while an Interchange-based 
local search was designed to stress exploitation from these promising regions. In addi-
tion, a shift timetabling method is selected to decode each individual or sequence of 
EEDA. Simulations and comparisons based on benchmarks demonstrate the effec-
tiveness of the presented EEDA. Our future work is to develop some EDA-based 
algorithms to deal with the re-entrant NWJSSP. 
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Abstract. In this paper, a bayesian statistical inference-based estimation of dis-
tribution algorithm (BEDA) is proposed for the re-entrant job-shop scheduling 
problem with sequence-dependent setup times (RJSSPST) to minimize the max-
imum completion time (i.e., makespan), which is a typical NP hard combinato-
rial problem with strong engineering background. Bayesian statistical inference 
(BSI) is utilized to extract sub-sequence information from high quality individ-
uals of the current population and determine the parameters of BEDA’s proba-
bilistic model (BEDA_PM). In the proposed BEDA, BEDA_PM is used to  
generate new population and guide the search to find promising sequences  
or regions in the solution space. Simulation experiments and comparisons 
demonstrate the effectiveness of the proposed BEDA.  

Keywords: bayesian statistical inference, estimation of distribution algorithm, 
re-entrant job-shop scheduling problem, setup times. 

1 Introduction 

This paper presents a meta-heuristic for the re-entrant job-shop scheduling problem 
with sequence-dependent setup times (RJSSPST). The criterion is to minimize the 
maximum completion time (i.e., makespan). The RJSSPST is a general job-shop 
scheduling problem characterized by re-entrant work flows and sequence-dependent 
setup times. This problem extends the classical job-shop scheduling problem (JSSP) 
by allowing for sequence-dependent setup times between adjacent operations on any 
machine and relaxing the restriction that each job visits a machine only once. The 
JSSP is well-known to be NP-complete [1]. From the point of view of computational 
complexity, the JSSP obviously reduces to the RJSSPST, which means the RJSSPST 
is also NP-complete. Moreover, the RJSSPST is commonly encountered in today’s 
                                                           
* Corresponding author. 
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manufacturing environment. Thus, it is meaningful and practical to make the work of 
developing effective scheduling algorithms for the considered problem. 

Although the RJSSPST appears frequently in commercial printing, plastic manu-
facturing, metal processing, cylinder-head manufacturing, side frame press shop, and 
semiconductor manufacturing, but mainly because of its complexity, it has received 
little attention from researchers. Recently, Sun [2] proposed a genetic algorithm (GA), 
a modified version of the nearest-setup heuristic [3], and a modified version of the 
shifting-bottleneck heuristic [4] to solve the RJSSPST. The test results show that GA 
performs better than the other algorithms. 

In recent years, a novel probabilistic-model based evolutionary algorithm, i.e., the 
estimation of distribution algorithm (EDA), was first introduced by Baluja [5] for 
addressing the traveling salesman problem and the JSSP. EDA adopts a bran-new 
evolution scheme to drive the evolution process, which has no traditional crossover 
and mutation operations in the algorithm. The evolution process of EDA can be re-
garded as a process of competitive learning, and its probabilistic model is updated by 
the better solutions at each generation to accumulate the information of excellent 
individuals. Due to its simple framework and outstanding global exploration ability, 
EDA has attracted much attention and has been used to solve some production sched-
uling problems. Salhi et al. [6] presented an EDA for the complex flow shop schedul-
ing problem. Wang et al. [7] designed an EDA to deal with the flexible JSSP. Liu et 
al. [8] used a combination of particle swarm optimization with EDA for the permuta-
tion flowshop scheduling problem. Wang et al. [9] developed a bi-population based 
EDA for the flexible JSSP. Zhou et al. [10] applied a decomposition-based EDA for 
the multiobjective traveling salesman problems. 

However, there are some shortcomings in the current EDA’s model. As shown in 
Ruiz et al. [11], there are many similar blocks of jobs within the individuals’ sequenc-
es in the latter stages of evolutionary methods. These similar blocks may occupy the 
same positions or different positions. If these blocks are disrupted, the algorithm has a 
high probabilistic to produce offspring with worse makespan values. In this paper, a 
bayesian statistical inference-based estimation of distribution algorithm (BEDA) is 
proposed. The purpose of bayesian statistical inference (BSI) is to describe the condi-
tion probabilistic of each decision variable [12]. And the new model of conditional 
probabilistic is built based on the frequencies of sub-sequences or neighbor operations 
in the high quality individuals. By combining the BSI with the EDA, the proposed 
BEDA can overcome the shortcomings in the current EDA’s model to some extent. 

The rest of this paper is arranged as follows. In section 2, the RJSSPST is briefly 
introduced. In section 3, the BEDA is proposed and described in details. In section 4, 
computational results and comparisons are provided. Finally, we end the paper with 
some conclusions and future work in section 5. 

2 RJSSPST 

2.1 Mathematical Model of RJSSPST 

The following describes the mathematical model for the RJSSPST. For the purpose of 
simplification, in the following model, each operation of each job is denoted by a 
unique notation. 
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,i j  Notations used for operations 

B   a large enough positive number 

D  The set of operations in the shop floor 

M  The set of machines available in the shop floor 

L   The repeat or reentrant times 

jM  The specific machine that operation j requires according to its process route 

jt  Standard processing time of operation j 

jC  Completion time of operation j 

Fj  the start time of operation j 

kR  The dummy operation that describes the first activity in machine k 

ijS  The setup time between operation i and operation j if operation i performs 
just before operation j 

ijkx  The indicator variable 

With the above notations, the RJSSPST can be formulated as a mixed integer pro-
gramming problem as follows. Let 

ijkx =
1,
0,{   if  operation j is just after operation i in the machine k  

 otherwise  

Then, 

Min makespan = max( i i iC = F  + t  )   i D∈  (1) 

s.t.  

ijki D
x L

∈
=   (2) 

ijkj D
x L

∈
=  (3) 

(1 )i i ij j ijkF t S F B X+ + ≤ + −   (4) 

i i jF t F+ ≤                                             , iji j S∈   (5) 

0
kRt =                                                   k M∈   (6) 

0, 0,
k kR i iRS S= =                                   , ( , | )ii D i k k M∈ =   (7) 
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Equation 1 presents the objective function, which aims to reduce the cycle time of all 
jobs called makespan. Constraint 2 and constraint 3 force the job scheduling to have a 
available sequence in a schedule sequence of each machine. Constraint 4 requires that 
the start time of each operation in one machine should be larger than the completion 
time of the operation that performs just before this operation considering the setup 
times between the pervious operation and current operation. Constraint 5 ensures that 
an operation could not start until its preceding operation is done. In constraint 6 and 
constraint 7, processing time and the relationship of setup times between dummy 
operations and other operations, which require the same machine, are set to zero. The 
existence of variable iF  in the mathematical model eliminates the subtours in the 

solutions. It should be noted that the operation, which starts in the next location after 
dummy operation of a machine, is the starting point of sequence and consequently no 
setup is required to perform this operation.  

2.2 Statement of RJSSPST 

The above mathematical model is only used to depict the characteristics of RJSSPST. 
The following statement is utilized to code and decode each sequence or individual in 
the proposed BEDA. The RJSSPST has the following usual assumptions. There are m 
machines, n jobs and L times re-entrant in the production system. The problem size 
can be denoted by n m L× × . Each job consists of a set of operations that have to be 
processed in a specified sequence. Each operation has to be processed on a definite 
machine and has a processing time and a setup time which are deterministically 
known. Moreover, each job should be processed on each machine L times and the 
setup times of operations on each machine are sequence dependent. Once an operation 
is started, it must be completed without any interruption. At any time, each machine 
can process at most one job. 

Denote π =[ 1 2, ,..., n m Lπ π π × × ] the sequence or schedule of operations to be pro-

cessed. The RJSSPST with the makespan criterion is to find a schedule π*  in the set 
of all schedules Π  such that 

*
maxarg( ) minC= →π , ∀ ∈ Ππ . (8)

3 BEDA for RJSSPST 

In this section, we will present BEDA after explaining the solution representation, 
decoding scheme, population initialization, probabilistic model and updating mecha-
nism, new population generation method and new probabilistic model construction 
strategy. 

3.1 Solution Representation 

Based on the properties of RJSSPST, we adopt the operation-based solution represen-
tation, that is, every individual of the population is a feasible solution of the 
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RJSSPST, for example, 1 2 3 2 2[ , ,..., ] [1,2,1,3,2,1,3,3,1, 2,3, 2]π π π × × =  is an individual 

when the problem’s scale n m L× ×  is set to 3 2 2× × . 

3.2 Decoding Scheme 

Due to the constraints of RJSSPST, we can improve the solution to minimize the 
makespan criterion by converting the semi-active schedule to the active one. Thus, 
when decoding we check the possible idle interval before appending an operation at 
the last position, and fill the first idle interval before the last operation (called active 
decoding). The details of active decoding scheme used in this paper are very similar 
to that used in [13]. The difference between the two schemes only lies in the treatment 
of the setup times. In [13], the setup times of each operation are not considered. 

3.3 Population Initialization 

In order to search different regions in the huge solution space, we need to ensure that 
the initial individuals have widely distributed in the space. Therefore, BEDA adopts 
stochastic method to generate the initial population. 

3.4 Probabilistic Model and Its Updating Mechanism 

3.4.1 Probabilistic Model 
A bayesian network in [14] is used as the probabilistic model of BEDA, whose struc-
ture (including nodes and directed arcs in the network) is partially predetermined. 
This probabilistic model can describe the probabilistic distribution of favorable values 
based on the high quality individuals in population. The operations in each high quali-
ty individual can be represented by a directed acyclic network as shown in Fig. 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The structure of bayesian network 

1 ,1N 1 , nN

,N α β

1 ,N α β+

, 1N α β +

1 , 1N α β+ +

, nN α
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1 , nN α +

1 , 2N
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The directed arc from node ,Nα β  to node 1, 'Nα β+  ( ' 1,...,nβ ∈ ) represents the de-

pendent relationship between the two nodes, which records the sub-sequence infor-
mation of the high quality individuals. 

3.4.2 Updating Mechanism 
The probabilistic model is a most important part for the BEDA, because it is built for 
guiding generation new population. Building or updating the probabilistic model is 
equivalent to determining the bayesian network’s parameters (i.e., the weights of 
directed arcs) according to the high quality individuals. After that, each individual of 
the next generation can be produced by iteratively sampling the probabilistic model 
from the first layer (i.e., 1,N β ) to the last layer (i.e., ,n m LN β× × ), which is useful for 

obtaining promising offspring.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. A example network 

The weights of directed arcs can be obtained simply by calculating the frequencies 
of sub-sequences or neighbor operations in the high quality individuals. Here we pro-
vide a concrete example to illustrate the calculation process in Fig. 2. In this example, 
n m L× ×  is set to 2 2 1× × , the high quality individuals are set as 

[1,2,1, 2]=high_quality
1π , [1,2,1, 2]=high_quality

2π , [1,2, 2,1]=high_quality
3π , [2,=high_quality

4π  

1, 2,1] , [1,1,2, 2]=high_quality
5π , [2, 2,1,1]=high_quality

6π . Then, the weight of each di-

rected arc (i.e., the number placed on the arc) can be updated.  
By using the weights of directed arcs as approximation probabilities, the condition-

al probabilities of all the near nodes can be calculated as follows:  
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1,1( ) (1 3) / 6P N = + , 1,2( ) (1 1) / 6P N = + , 

2,1 1,1( ) 1/ (1 3)P N N = + , 2,2 1,1( ) 3 / (1 3)P N N = + ,  

2,1 1,2( ) 1/ (1 1)P N N = + , 2,2 1,2( ) 1/ (1 1)P N N = + , 

3,1 2,1( ) 0 / (0 2)P N N = + , 3,2 2,1( ) 2 / (0 2)P N N = + , 

3,1 2,2( ) 3 / (3 1)P N N = + , 3,2 2,2( ) 1/ (3 1)P N N = + , 

4,1 3,1( ) 1/ (1 2)P N N = + , 4,2 3,1( ) 2 / (1 2)P N N = + , 

4,1 3,2( ) 2 / (2 1)P N N = + , 4,2 3,2( ) 1/ (2 1)P N N = + . 

Obviously, if a weight of directed arc is equal to 0, it should be deleted from the 
bayesian network. This means a corresponding sub-sequence (i.e., two successive 
operations connected by this arc) can never be obtained in the iterative sampling pro-
cess. For the purpose of keeping the diversity and dispersivity of the population to 
some extent, we replace each number 0 on the arc to 1. Therefore, the above condi-
tional probabilities with number 0 on the arc should be changed as follows: 

3,1 2,1( ) 1/ (1 2)P N N = + , 3,2 2,1( ) 2 / (1 2)P N N = + . 

3.5 New Population Generation Method 

In each generation of the algorithm, the new individuals are generated by sampling the 
conditional probabilistic matrix mentioned in 3.4.2. Denote PS  the size of the popula-
tion, jπ  ( {1,..., }j n m L∈ × × ) the jth operation in π , ( )pop gen  the population at 

generation gen , bestπ (gen)  the best individual of ( )pop gen , 1{ ( ),i genπ=iπ (gen)  

2 ( )i genπ ( ),..., ( )}i n m L genπ × ×  the thi  individual in ( )pop gen , and ( , )Job jiπ (gen)  

the function of selecting a job in the thj  position of  iπ (gen) by using the conditional 

probabilistic matrix. Without loss of generality, we assume that 1, 0, '( | )P N Nβ β  

1,( )P N β=  ( , ' 1,...,nβ β ∈ ). The procedure of ( , )Job jiπ (gen)  is described as  

follows: 

Step 1: Set jα = , ( 1)' ( )i j genβ π −= . 

Step 2: Randomly create a probabilistic r  where ~ [0,1)r . 

Step 3: Get a candidate job CJ  by the roulette-wheel selection scheme. 
Step 3.1: If ,1 1, '~ [0, ( | )r P N Nα α β− , then set 1CJ =  and go to Step 4. 

Step 3.2: If 
1

, 1, ' , 1, '
1 1

~ [ ( | ), ( | ))
w w

r P N N P N Nα β α β α β α β
β β

−

− −
= =
   and {2,w∈  

, }n , then set CJ w=  and go to Step 4.  

Step 4: Return CJ . 
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Let ( , )l CJ iπ (gen + 1)  denote the repeat times of CJ  in iπ (gen + 1) . Then, the 

new population generation method is given as the following steps: 

Step 1: Set 1i = . 
Step 2: Generate a new individual iπ (gen + 1) . 

Step 2.1: Set ( 1)ij gen+π =0 for 1, ,j n m L= × × . 

Step 2.2: Set 1j = . 

Step 2.3: ( , )CJ Job j= iπ (gen + 1) . 

Step 2.4: If ( , )l CJ m L= ×iπ (gen + 1) , then go to Step 2.3. 

Step 2.5: Set ( 1)ij gen+ CJπ = . 

Step 2.6: Set 1j j= + . 

Step 2.7: If j n m L≤ × × , then go to Step 2.3. 

Step 3: Set 1i i= + . 
Step 4: If i PS≤ , then go to Step 2. 

3.6 New Probabilistic Model Construction Strategy 

Based on Schiavinotto and Stützle [15], the diameter of Insert is 1n m L× × − , which 
is one of the shortest diameters. That is, using Insert at most 1n m L× × −  times, one 
solution π  can transit to any other solution 'π . This means Insertion-based neigh-
borhood can perform a more efficient and thorough search than the other kinds of 
neighborhoods with the same running time. So, we utilize the Insertion-based neigh-
borhood to generate 2( 1)n m L× × −  neighbors of bestπ (gen) . Then, the best e% of 

the generated neighbors and ( )pop gen  (i.e., the high quality individuals) are selected 

to construct the probabilistic model of BEDA. 

3.7 Procedure of BEDA 

Based on the contents in the above subsections, we propose the procedure of BEDA 
as follows: 

Step 0: Denote g_bestπ  the global best individual and genMax  the maximum  

generation. 
Step 1: Initialization. 

Step 1.1: Set 0gen = . 

Step 1.2: Generate the initial population (1)pop  by using the method in subsec-

tion 3.3. 
Step 2: Set 1gen gen= + . 

Step 3: Calculate the makespan of each individual in ( )pop gen . 

Step 4: Construct new probabilistic model by using the strategy in subsection 3.6, 
and update g_bestπ .  
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Step 5: Generate ( 1)pop gen +  by using the new population generation method in 

subsection 3.5. 
Step 6: If gen genMax< , then go to Step2. 

Step 7: Output g_bestπ . 

It can be seen from Steps 4 and 5 that the new generated individuals can aptly  
absorb the sub-sequences information of the high quality individuals during the evolu-
tion process and then guide the search to more promising regions. Thus, the algorithm 
is hopeful to obtain good results. 

4 Simulation Result and Comparisons 

4.1 Experimental Design 

In order to test the performance of the proposed BEDA, a set of instances under dif-
ferent scales is randomly generated. The n m L× ×  combinations include 10 10 2× × , 
10 10 3× × , 20 10 3× × , and 30 10 3× × . For each scale, we generate 5 groups of data. 
The processing time jt  is generated from a uniform distribution [1,100] and the set-

up time ijS  is generated from [1,20]. All algorithms are coded in Delphi 2010 and 

are executed on Mobile Intel Core 4 Duo 2.2 GHz processor with 8GB memory. 
For each instance, each algorithm is run 20 times independently. Based on our pre-

vious experiments, the parameters of BEDA are set as follows: the population size 
100PS = , and the proportion of the high quality individuals e%=20%. The parame-

ters of GA are set the same as those in [2]. 

4.2 Comparisons of GA, BEDA_V1 and BEDA 

For the purpose of showing the effectiveness of BEDA, we compare BEDA with GA and 
BEDA_V1 (i.e., a variant of BEDA). The difference between BEDA and BEDA_V1 lies 
in the probabilistic model and updating mechanism. The BEDA_V1 uses the probabilis-
tic model and updating mechanism proposed by Baluja [5]. The learning rate α  of 
BEDA_V1 is set to 0.1. The maximum generations of algorithms are set to 500. The 
running time of the algorithms are decided only by the scale of problems. The simulation 
results are listed in Table 1, where BEST  denotes the best makespan, AVG  denotes 
the average makespan and WORST  denotes the worst makespan. 

From Table 1, it can be seen that BEDA performs much better than GA and 
BEDA_V1 with respecting to solution quality. The values of BEST, AVG and WORST 
obtained by BEDA are much better than those obtained by GA and BEDA_V1. Specifi-
cally speaking, for instances 1 to 20, BEDA is better than GA and BEDA_V1 on all 
statistical indicators (i.e., BEST , AVG  and WORST ) except the WORST  indicator 
of instances 09 and 12, and the BEST  indicator of instance 18. So, it can be concluded 
that BEDA is an effective algorithm for the RJSSPST. Moreover, the test results also 
manifest a bayesian statistical inference-based probabilistic model is more suitable for 
guiding the search to the promising regions in the solution space of RJSSPST. 
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Table 1. Comparisons of BEST, WORS and AVG of GA, BEDA_V1 and BEDA 

instances n m L 
GA[2] BEDA_V1 BEDA 

BEST WORST AVG BEST WORST AVG BEST WORST AVG 

01 10 10 2 2771 3543 2971.95 2328 3307 2580.95 1886 2493 2131.95 

02 10 10 2 2625 3864 3450.05 2135 2929 2500.35 1612 2499 2129.70 

03 10 10 2 2815 3258 2949.40 1956 2852 2332.90 1605 2089 1896.15 

04 10 10 2 2583 3387 2871.75 2176 2955 2477.70 1867 2398 2119.05 

05 10 10 2 2911 4048 3771.25 2469 3376 2916.65 1827 2905 2420.50 

06 10 10 3 5137 8789 6481.75 4720 9926 7473.25 4613 8763 5986.85 

07 10 10 3 5098 11086 8974.95 4827 8662 6547.00 3727 7088 5079.25 

08 10 10 3 5524 9112 6812.40 4644 7739 6045.90 3424 6209 4810.05 

09 10 10 3 4992 6713 5658.35 4837 9019 6866.45 4080 7473 5537.65 

10 10 10 3 5713 8771 7423.65 5179 12207 7592.95 4012 8438 5860.35 

11 20 10 3 6757 7606 7155.10 6280 6592 6430.45 5962 6541 6412.60 

12 20 10 3 6943 7816 7336.45 6442 6685 6663.40 6256 6691 6490.60 

13 20 10 3 6901 7396 7208.65 6175 6724 6430.45 6076 6667 6424.00 

14 20 10 3 6523 7342 7056.55 6130 6589 6335.50 6022 6562 6323.80 

15 20 10 3 7030 7696 7357.90 6493 6832 6697.30 6442 6685 6663.40 

16 30 10 3 8767 10348 9748.75 7993 8665 8489.05 7882 8566 8388.90 

17 30 10 3 9550 10747 10294.00 8668 9211 8924.30 8473 9208 8914.80 

18 30 10 3 8860 10015 9524.95 7885 8572 8263.00 7966 8320 8224.00 

19 30 10 3 9193 10270 9812.05 8095 8839 8486.35 7981 8614 7485.00 

20 30 10 3 9325 10561 10162.75 8182 9193 8850.25 8089 9103 8827.30 

5 Conclusion and Future Work 

This paper proposed a bayesian statistical inference-based estimation of distribution 
algorithm (BEDA) to solve the re-entrant job-shop scheduling problem with se-
quence-dependent setup times (RJSSPST). In BEDA, the initial population was gen-
erated by using stochastic method, and the search in the solution space was executed 
through sampling and updating the probabilistic model of BEDA. Simulation results 
and comparisons based on a set of instances showed the effectiveness of the proposed 
BEDA. To the best of our knowledge, this is the first paper on the application of  
estimation of distribution algorithm (EDA) for the RJSSPST. Our future work is to 
develop some BEDA-based algorithms to deal with re-entrant no-wait job-shop 
scheduling problem. 
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Abstract. In this paper, an effective estimation of distribution algorithm (EDA) 
is presented for solving the multi-track train scheduling problem (MTTSP). The 
individual of the EDA is represented as the permutation of train priority. With a 
proper track assignment rule, the individual is decoded into feasible schedule. In 
addition, the EDA builds a probability model for describing the distribution of 
the solution space. In every generation, it samples the promising region for 
generating new individuals and updates the probability model with the superior 
population. Moreover, the influence of parameter setting is investigated based on 
design-of-experiment method and a set of suitable parameter values is suggested. 
Simulation results based on some instances and comparisons with the existing 
algorithm demonstrate the effectiveness and efficiency of the EDA. 

Keywords: train scheduling, assignment rule, estimation of distribution algo-
rithm, probability model. 

1 Introduction 

Due to the increasing traffic of the railway, the scheduling for trains becomes more and 
more important to the transportation efficiency. As a complicated combinational op-
timization problem, the train scheduling problem is difficult to solve [1]. Ghoseiri et al. 
[2] developed a multi-objective optimization model for the passenger train-scheduling 
problem on a railroad network including single and multiple tracks as well as multiple 
platforms with different train capacities. Dorfman and Medanic [3] developed a local 
feedback-based travel advance strategy based on a discrete-event model of the traffic 
on the railway network. Zhou and Zhong [4] developed a branch-and-bound (B&B) 
algorithm with effective dominance rules and a beam search algorithm with utility 
evaluation rules for multi-objective planning applications of a double-track train 
scheduling problem. D’ariano et al. [5] developed a B&B algorithm by using the es-
timation of time separation among trains and modeling the scheduling problem with an 
alternative graph formulation. 

Besides, the train scheduling problems have some similar features compared with 
the shop scheduling problems [6-9]. Burdett and Kozan [6] addressed the representa-
tion and construction of accurate train schedules by a solution algorithm for the hybrid 
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job shop problems with capacitated buffers. Liu and Kozan [7] modeled the train 
scheduling problem as a blocking parallel-machine job-shop scheduling problem and 
proposed a constructive heuristic algorithm to obtain the feasible schedule. Recently, 
Zhang and Chen [8-9] modeled the problem as the blocking hybrid flow shop sched-
uling problem and proposed a hybrid particle swarm optimization (HPSO) algorithm 
for solving it. 

As a relatively new population-based evolutionary algorithm, the estimation of dis-
tribution algorithm (EDA) has gained increasing study during recent years [10]. 
Moreover, the EDA has already been successfully applied to solve a variety of engi-
neering optimization problems, especially the scheduling problems [11-15]. However, 
to the best of our knowledge, there is no research work about the EDA for solving the 
train scheduling problem. Inspired by the successful applications of the EDA, this 
paper attempts to present an effective EDA for solving the multi-track train scheduling 
problem (MTTSP). To be specific, the individual of the population is represented as the 
permutation of the train priority and is decoded into feasible schedule by a track as-
signment rule. A probability model is built for describing the distribution of the solu-
tion space. It samples the promising region for generating new individuals and updates 
the probability model with the superior population in every generation. The influence 
of parameter setting is investigated based on design-of-experiment method and a set of 
suitable parameter values is suggested consequently. Simulation results based on some 
instances and comparisons with the existing algorithms demonstrate the effectiveness 
and efficiency of the EDA. 

The remainder of the paper is organized as follows. The MTTSP is described in 
Section 2. In Section 3 the basic EDA is introduced, and the EDA for solving the 
MTTSP is presented in Section 4. Simulation results and comparisons are provided in 
Section 5. Finally, the paper ends with some conclusions and future work in Section 6. 

2 Problem Description 

2.1 Notation 

n: the number of the trains; 
S: the number of the railway segments; 
m(k): the number of the tracks in segment k; 
Xijk: a binary variable that is equal to 1 if train i is assigned to track j in segment k and 

is equal to 0 otherwise; 
Yijk: a binary variable that is equal to 1 if train i precedes train j on the same track in 

segment k and is equal to 0 otherwise; 
Sik: the starting time of train i in segment k; 
Tijk: the travel time of train i on track j in segment k; 
Cik: the completion time of train i in segment k; 
L: a large constant. 
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2.2 The MTTSP 

The MTTSP is described as follows: A set of n trains are going to pass S segments, 
where each segment has at least one track and some segments have multiple tracks. 
Tracks in each same segment are unrelated. One track can be used for only one train at 
a time. When a train completes a segment, if the planning track in the next segment is 
occupied by another train, it waits on the current track until the planning track is 
available. Due to these features, the MTTSP can be modeled as the blocking hybrid 
flow shop scheduling problem (BHFSP) [8-9]. The corresponding relationship between 
the MTTSP and the BHFSP is listed in Table 1. 

Table 1. Corresponding relationship between the MTTSP and the BHFSP 

Problem Properties 

MTTSP Train Track Segment Travel time Waiting on the track 

BHFSP Job Machine Stage Processing time Blocking on the machine 
 

The MTTSP is supposed that: All the n trains are independent and ready at the initial 
time; All the tracks are available at time 0; For all the n trains, the travel times on each 
track are deterministic and known in advance; The transportation times between dif-
ferent segments are negligible. An example of MTTSP with 5 segments is illustrated in 
Fig. 1. The configuration of track numbers is {1, 3, 1, 2, 1}. 

 

 

Fig. 1. An example of the MTTSP 

The MTTSP can be formulated as follows: 

 Minimize: maxC  (1) 
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 )1( ijkikjk YLCS −−≥ , for all the pairs (i, j) (6) 

 )1(1, ijkkijk YLSS −−≥ + , for all the pairs (i, j) (7) 

As for the above formulation: Eq. (1) denotes the objective function to minimize the 
completion time of all the trains as shown in (2); Eq. (3) ensures that a train can use 
exactly one track in each segment; Eq. (4) describes the computation of Cik; Constraint 
(5) means that the trains pass all the segments from the first one to the last one in order; 
Constraint (6) means that a train can use the track until all its preceding train passes the 
track; Constraint (7) means that the trains will wait on the current track if the next 
segment is busy. 

3 Estimation of Distribution Algorithm 

The EDA [18] is a relatively new member of the evolutionary algorithms. The EDA 
employs explicit probability distributions to perform optimization procedure. It estab-
lishes a probability model of the most promising area by statistical information. Based 
on the probability model, it samples the search space to generate new solutions. To 
trace the more promising search area, it adjusts the probability model in each genera-
tion by using the information of some superior individuals of the new population. 

The key content of the EDA is to estimate the probability distribution. Since the 
probability model is use to describe the distribution of the solution among the space, it 
is crucial to build a proper probability model. In addition, the probability model should 
be well adjusted to make the search procedure tract the promising search area. As a 
consequence, a reasonable mechanism should be design to adjust the model. Since 
different problems have different properties, both the probability model and the up-
dating mechanism should be well adopted for a specific problem. Nevertheless, the 
EDA pays more attention to global exploration while its exploitation capability is 
relatively limited. Therefore, an effective EDA should balance the exploration and the 
exploitation abilities [13]. 

4 EDA for MTTSP 

In this section, an effective EDA is presented for solving the MTTSP. First, the en-
coding, decoding, probability model, updating mechanism and local search scheme are 
introduced. Then, the flowchart of the EDA is illustrated. 

4.1 Encoding and Decoding 

Every individual of the population denotes a solution of the MTTSP. A solution is 
expressed by a permutation of the train priority for scheduling. In other words, an  
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integer number sequence with the length of n determines the scheduling order of the 
trains. For example, a solution {2, 5, 3, 4, 1} represents that train 2 is scheduled first, 
and next are train 5, train 3 and train 4 in sequence. Train 1 is the last one to be 
scheduled. 

In the decoding procedure, it assigns tracks in each segment for a certain train. After 
all the segments are assigned, the scheduling of a certain train completes and the next 
train in the solution sequence is considered. To be specific, for a given train i, the track 
of each segment is selected according to the track assignment rule as follows. 

Step 1: j = 1. Choose track s if Ti1s + as has the smallest value, where as denotes the 
available time of track s. Record s as the selected track for segment 1 and denote it as s1. 
Update the completion time of train i (i.e., Ci,1) and as. 

Step 2: j = j + 1. Decide the earliest starting time according to the completion time at 
the previous segment (Ci,j-1) and the earliest available time of each track (ak). Obtain 
max{ak, Ci,j-1}.  

Step 3: Choose track s if Tijs + max{as, Ci,j-1} has the smallest value. Record s as the 
selected track for segment j, which is denoted as sj. 

Step 4: Update the completion time of train i (i.e., Ci,j) and the available time of track 
s (i.e., as). Update the available time of the track sj-1, i.e., ijs

Sa j =−1 . 

Step 5: Go to Step 2 until all the segments are assigned. 
From step 4, it can be seen that the available time of the previous track is set as the 

starting time of the current track. The reason is that a train has to wait on the current 
track until the next track is available. With the above assignment rule, a feasible 
schedule is formed and the completion time of the schedule is obtained. 

4.2 Probability Model and Updating Mechanism 

The EDA produces the new individuals by sampling a probability model. In this paper, 
the probability model is designed as a probability matrix P. The element pij(l) of the 
probability matrix P represents the probability that train j appears before or in position i 
of the solution sequence at generation l. The value of pij implies the priority of a train 
when deciding the scheduling order. For all i and j, pij is initialized as pij(0) = 1/n, which 
ensures that the whole solution space can be sampled uniformly. 

In each generation of the EDA, the new individuals are generated via sampling the 
probability matrix P. For every position i, train j is selected with a probability pij. If 
train j has already appeared, it means the scheduling procedure of train j is completed. 
Then, the whole j-th column of probability matrix P will be set as zero and all the 
elements of P will be normalized to maintain that each row sums up to 1. In such a way, 
an individual is constructed until all the trains appear in the sequence. Finally, P_Size 
individuals are generated. 

Next, it determines the superior sub-population that consists of the best SP_Size 
solutions, where SP_Size = SizeP _% ⋅η . The probability matrix P is updated accord-

ing to the following equation: 
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4.3 Local Search Scheme 

To enhance the exploitation of the EDA, several different local search operators for the 
shop scheduling problems [17] are employed, which are described as follows: 

Swap: Randomly select two different elements from a sequence and then swap 
them. 

Insert: Randomly choose two different elements from a sequence and then insert the 
back one before the front one. 

Inverse: Invert the subsequence between two different random positions of a se-
quence. 

In each local search step, the above three operators are performed in sequence and 
the new individual will replace the old one if it has a smaller completion time. The 
above procedure is applied on the best individual of the current population ls times in 
every generation, where ls represents the intensity of the local search. 

4.4 Procedure of EDA for MTTSP 

With the design above, the procedure of EDA for solving the MTTSP is illustrated in 
Fig. 2. 

From the above procedure, it can be seen that the EDA samples the probability 
model to generate the new individuals and learns the information of the superior ones to 
update the probability model. Meanwhile, the local search strategy is performed to 
enhance local exploitation capability. The algorithm stops when the maximum de-
coding time MAX_D is satisfied. 

4.5 Computation Complexity Analysis 

For each generation of the EDA, its computational complexity can be roughly analyzed 
as follows. 

For the updating process, first it is with the computational complexity 
O(P_SizelogP_Size) by using the quick sorting method to select the best SP_Size 
individuals from population; Then, it is with the complexity O[n(SP_Size+n)] to update  
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Fig. 2. Procedure of the EDA for solving the MTTSP 

all the n×n elements of P. Besides, local search is performed on the best individual of 
the population ls times with the complexity O(ls×n). For the sampling process, the 
element for every position is generated with the roulette strategy by sampling the  
probability matrix P to obtain a new individual. To generate a train priority sequence, it 
is with the complexity O(n2). Thus, the computational complexity for generating 
P_Size individuals is O[n2P_Size]. It can be seen that the complexity of the EDA is not 
large and the algorithm could be efficient. 

5 Simulation and Comparisons 

5.1 Benchmark Instances 

In this section, three instances with different scales taken from literatures [8-9] are used 
to test the performance of the EDA and for comparison. The parameters of the instances 
are provided in Table 2. Besides, the travel times of each train on every track are listed 
in Tables 3-5 for each instance. 

Table 2. Parameters of the instances 

Instance Train Track Segment Track configuration 

1 12 9 3 {3, 2, 4} 

2 10 14 9 {1, 2, 1, 2, 1, 3, 1, 2, 1} 

3 12 10 4 {3, 3, 2, 2} 

Initialize the probability matrix 

Generate P_Size individuals by sam-
pling the probability matrix 

Select the best SP_Size individuals 
and update the probability matrix 

Output the best solution 

Stopping condition is 
met? 

Yes 

No 

Local search on the best individual
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Table 3. Travel time of instance 1 

Train 

Track 

1 2 3 4 5 6 7 8 9 

Segment 

1 2 3 

1 2 2 3 4 5 2 3 2 3 

2 4 5 4 3 4 3 4 5 4 

3 6 5 4 4 2 3 4 2 5 

4 4 3 4 6 5 3 6 5 8 

5 4 5 3 3 1 3 4 6 5 

6 6 5 4 2 3 4 3 9 5 

7 5 2 4 4 6 3 4 3 5 

8 3 5 4 7 5 3 3 6 4 

9 2 5 4 1 2 7 8 6 5 

10 3 6 4 3 4 4 8 6 7 

11 5 2 4 3 5 6 7 6 5 

12 6 5 4 5 4 3 4 7 5 

Table 4. Travel time of instance 2 

Train 

Track 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Segment 

1 2 3 4 5 6 7 8 9 

1 3 1 2 2 1 3 4 2 3 5 4 6 9 5 

2 3 2 4 4 2 3 3 3 4 2 5 4 6 4 

3 4 2 3 2 2 1 2 3 6 9 2 4 5 4 

4 2 2 5 5 4 2 3 1 3 6 2 3 7 7 

5 3 1 2 3 1 4 5 4 3 4 5 6 4 5 

6 2 3 6 1 3 5 2 6 2 3 2 5 6 3 

7 1 3 3 1 3 2 5 3 4 6 3 4 8 7 

8 1 4 2 3 4 3 6 3 2 7 5 2 4 4 

9 4 1 2 3 2 3 4 2 3 5 4 6 7 5 

10 2 2 3 4 2 3 3 2 4 4 3 5 6 6 

5.2 Parameter Setting 

The EDA has four parameters: P_Size (the population size), η (the parameter associated 
with the superior sub-population), α (the learning rate of P), and ls (the intensity of 
local search). To investigate the influence of these parameters on the performance of 
the EDA, the Taguchi method of design-of-experiment (DOE) [18] is implemented 
base on instance 1. The combinations of different values of these parameters are listed 
in Table 6. 
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Table 5. Travel time of instance 3 

Train 

Track 

1 2 3 4 5 6 7 8 9 10 

Segment 

1 2 3 4 

1 45 48 50 35 35 30 30 35 25 26 

2 45 50 45 35 36 35 35 34 25 30 

3 50 45 46 35 36 36 31 34 30 31 

4 50 48 48 34 38 35 32 33 27 31 

5 45 46 48 30 35 50 34 32 28 31 

6 45 45 45 30 35 50 33 32 30 26 

7 47 50 47 31 30 35 35 31 29 25 

8 50 45 48 32 30 34 34 30 24 27 

9 48 46 46 33 34 30 34 30 25 25 

10 45 47 47 33 33 30 35 34 32 26 

11 46 50 45 34 30 50 30 35 31 25 

12 48 50 47 35 31 35 32 30 25 30 

Table 6. Combinations of parameter values 

Parameters 
Factor level 

1 2 3 4 

P_Size 20 30 40 50 

η 10 20 30 40 

α 0.1 0.2 0.3 0.4 

ls 5 10 15 20 
 

In all the experiments, it sets Max_D = 10000 as the stopping condition. For each 
parameter combination, the EDA is run 20 times independently and the average result 
obtained is calculated as the response variable (RV) value. Besides, the number  

of factor levels is set as 4. Accordingly, the orthogonal array )4( 4
16L  is used. The 

orthogonal array and the obtained RV values are listed in Table 7. 
According to the orthogonal table, the trend of each factor level is illustrated in  

Fig. 3. Then, the average response value of each parameter is figured out in Table 8 to 
analyze the significance rank. 

From Table 8, it can be seen that the intensity of local search ls is the most signifi-
cant one among the four parameters. A large value of ls may help the EDA enhance the 
searching capability. In addition, the significance of the population size P_Size ranks 
the second. With a fixed maximum number of evaluation times, a small population size 
allows more generations so that it may provide a deeper search. According to  
above analysis, a better choice of the parameter combination is suggested as 
P_Size=20, η=30, α=0.3, ls=20 and MAX_D=10000, which is also used for the  
following experiments. 
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Table 7. Orthogonal array and ARV values 

Experiment Number 
Factor 

RV 
P_Size η α ls 

1 1 1 1 1 24.1 

2 1 2 2 2 24.0 

3 1 3 3 3 23.6 

4 1 4 4 4 23.9 

5 2 1 2 3 24.0 

6 2 2 1 4 23.8 

7 2 3 4 1 24.1 

8 2 4 3 2 24.0 

9 3 1 3 4 23.9 

10 3 2 4 3 23.9 

11 3 3 1 2 24.0 

12 3 4 2 1 24.1 

13 4 1 4 2 24.0 

14 4 2 3 1 24.2 

15 4 3 2 4 23.9 

16 4 4 1 3 24.0 

 

Fig. 3. Factor level trends of the parameters 

Table 8. Average response values 

Level P_Size η α ls 

1 23.9 24 23.975 24.125 

2 23.975 23.975 24 24 

3 23.975 23.9 23.925 23.875 

4 24.025 24 23.975 23.875 

Delta 0.125 0.1 0.075 0.25 

Rank 2 3 4 1 



 An Effective Estimation of Distribution Algorithm 707 

 

5.3 Simulation Results and Comparisons 

The EDA is compared with the HPSO [8-9] for solving the MTTSP. For each instance, 
the algorithm runs 10 times as in literatures [8-9]. The best and average completion 
times as well as the CPU time are used as the performance measure. The results are 
listed in Table 9, where the results of the comparative algorithm are directly taken from 
the literatures [8-9]. 

Table 9. Simulation results 

Instance 
HPSO EDA 

Best Average CPU(s)a Best Average CPU(s)b 

1 25 26.2 95 23 23.5 0.047 

2 72 72 <1 70 70 0.094 

3 301 N/A 190 297 297 0.062 
a. Pentium 1.6 GHz CPU. 

b. Core i5 2.3 GHz CPU. 

 
From Table 9, it can be seen that the EDA outperforms the HPSO in solving all the 

three instances. The best and average results obtained by the EDA are better than that 
by the HPSO, which means that the EDA is more effective for solving the MTTSP. 
Besides, the CPU time employed by the EDA is less than 0.1 second for every instance. 
It demonstrates that the EDA is much more efficient than the HPSO. 

6 Conclusions 

In this paper, an effective estimation of distribution algorithm is presented for solving 
the multi-track train scheduling problem. The permutation of train priority is em-
ployed to represent the individual of the EDA. A track assignment rule is designed for 
decoding the individual into a feasible schedule. A probability model with its up-
dating mechanism is presented. Based on the design-of-experiment method, a set of 
suitable parameter values is suggested. Simulation results based on some instances 
and comparisons with the existing algorithms demonstrate the effectiveness and 
efficiency of the EDA. As for the future work, it is worth to design EDA-based 
algorithm for other scheduling problems, such as the semi-conductor manufacturing 
scheduling. 
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Abstract. The information technology of basic education is constantly popular-
ized, basic education curriculum and textbook reform are carried forward step by 
step, high-quality educational resources are seriously deficient, and these factors 
directly affect sustainable development of basic education. ‘Education cloud’ con-
cept is introduced in the paper by transferring cloud computing technology in ed-
ucation field. Service frames and functions in three types of education clouds are 
described with virtual technique as core, in addition, concepts and methods for 
constructing basic education cloud platform are provided on the basis.  

Keywords: education cloud, virtualization technology, cloud services. 

1 Introduction 

The state, educational institutions at all levels; schools and enterprises invest man-
power, material and financial resources greatly in promoting implementation of basic 
education informational project and construction of education resources with preva-
lence of network and promotion of education information technology in recent years. 
Although preliminary results have been achieved, there are still some problems in 
construction of basic education resources, mainly including the follows:  

(1) Unbalanced proportion in educational resource investment. The investment is 
mainly based on hardware facilities in the aspect of primary and secondary education 
resource, which accounts for more than 80% of total fund investment. However, soft-
ware investment proportion is relatively low.  

(2) Educational resources are mismatched. Existing resources have more promi-
nent problems in the aspect of systematization and match with text materials, etc. 
Schools and teachers also pay the most attention to these problems. In addition,  
high-quality education and teaching resources which are in line with the concept of 
curriculum reform, suitable for IT environment characteristics, and adapted to moral 
education and quality education demand are deficient . 

(3) Shared educational resources do not have uniform technical standards. Educa-
tional institutions and a number of software resource enterprises in different regions 
adopt different technical standards in production of education and teaching resources 
due to difference in different versions of textbooks, users of educational resource, 
teaching methods and ideas, thereby forming teaching resource database platforms in 
separate ways and with own systems.  
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(4) The regions of education resource construction are imbalanced. IT infrastruc-
ture is constructed and invested weakly in economically underdeveloped provinces 
and rural areas. Teachers are apparently lack of material environment for applying 
digital teaching resources, and concepts of digitally constructing and sharing curricu-
lum resources are deficient.  

(5) Resource software is provided with uneven technical contents. Teachers in 
primary and secondary schools bear heavy teaching work currently, and they are lack 
of centralized time for creating teaching resources. Meanwhile, technology applica-
tion level is not high as a whole; therefore interactive software fully reflecting ad-
vantages of computer and network technology are seriously deficient. [1]  

Therefore, it is extremely critical to construct authorized, systematic, scientific, se-
lective, open and high-quality education resource resources convergence platform which 
is adapted to characteristics of modern education, combines information technology  
and network technology development, realizes education teaching as main body, and 
achieves personal development, teaching tool resource base based on the platform and 
resource mode based on interconnection and communication should be established.  

2 Concept 

2.1 Cloud Computing  

Large-scale massive data should be processed with the rapid growth of basic educa-
tion information and data in Internet era. However, desktop computers, which handle 
these data alone at present, can not meet current demand for large data processing. 
System hardware performances and hardware amount can be generally increased to 
meet the growing requirements in system scalability. Cloud computing concept is 
proposed due to limitation of traditional parallel programming model application. 
New parallel programming frame which can be easily learnt, used and deployed is 
demanded, which not only can save cost, but also can realize system scalability. 
Cloud computing is further developed from distributed computing, parallel processing 
and grid computing. It belongs to a system which is based on Internet-based compu-
ting and provides various Internet applications with hardware services, infrastructure 
services, platform services, software services and storage services [1]. Cloud comput-
er is produced by combining various traditional computer techniques and network 
technology development, computer techniques include virtualization, distributed 
computing, grid computing, etc. Computing resources (such as storage, hardware, 
platform and software) are shared under cloud environment, and the concept was 
firstly proposed by Google in 2007, which was rapidly developed since then. Cloud 
computing resources can be provided for users in three service modes: Infrastructure 
as a Service (IaaS), Platform as a Service (PaaS) and Software as a service (SaaS). [2] 

2.2 Education Cloud 

Education cloud refers to transfer of cloud computing in education field, which provides 
cloud services for education field, including Cloud Computing Assisted Instructions 
(CCAI), Clouds Computing Based Education (CCBE) and other forms. Wherein, cloud 
computing assistant teaching refers that schools and teachers utilizes education ‘cloud 
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services’ to provide convenient conditions of teaching resource sharing and unlimited 
storage space through cloud services of cloud computing. Cloud computing assistant 
teaching is also known as ‘education based on cloud computing’, which assists educa-
tion teaching activities by services provided by cloud computing in education teaching. 
Services provided by cloud computing is mutually supported and combined with basic 
classroom teaching, thereby providing corresponding education and other teaching re-
sources as well as design and management in the teaching process.  

Education cloud will be applied in infrastructure of education information technol-
ogy in the future, including all hardware computing resource necessary for education 
information technology. These resources can provide education institutions, education 
practitioners and students with a good platform after being virtualized.  

2.3 Cloud Learning 

‘Cloud learning’ refers that cloud knowledge, cloud tasks, cloud resources, cloud 
components, cloud website, leaner cognitive structure and other key models are con-
structed around learning services in cloud computing environment with psychology, 
education, knowledge engineering and system engineering theories as guidance. [3] 
Software architecture and Web interactive technology are utilized for developing 
open, sustainably-developed, personalized and distributed learning system with inter-
active inquiry features, and it is technical code for developing, trading, operating and 
evolving interaction inquiry learning resources. Cloud learning system includes cloud 
learning platform and cloud terminal learning machine. Cloud learning platform, as 
‘cloud’ resource network, is open all over the world, which is constructed, cooperated 
and shared by the whole society. ‘Knowledge cloud’ is formed by knowledge engi-
neering, learning theory, semantic network, information technology and other compo-
nents. Currently, cloud learning platform mainly includes cloud learning master  
station, IVIDEO interactive video website and cloud learning open platform. Cloud 
terminal learning machine can be adopted for interactively exploring and learning 
knowledge clouds anywhere and anytime. Cloud terminal learning machine belongs 
to a lightweight client, such as learning computer, Ipad, smart phone, browser, etc.  

2.4 Virtualization Technology 

Virtualization technology was derived in IBM mainframe system in 1960s, which be-
came popular gradually in System 370 series in 1970s. Virtual Machine Monitor 
(VMM) program forms the core of the system. Various Virtual Machine examples with 
independent operation are virtualized in physical hardware. Virtualization technology is 
mainly divided into three categories, namely: Platform Virtualization, Resource Virtual-
ization and Application Virtualization. [4] Platform virtualization technology refers to 
virtualization of computer and operation system. Resource virtualization technology 
refers to virtualization of specific system resources, such as memory, network resources, 
network storage, etc. Application virtualization technology includes explanation  
technology, phantom, simulation, etc. Virtualization technology refers to platform virtu-
alization usually, which is also known as virtual machine technology. It usually oper-
ates control program (also known as Virtual Machine Monitor or Hypervisor), and 
hides physical characteristics of actual work platform, thereby providing users with 
abstract and simulated computing environment.  
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Currently, basic education resources are distributed dispersedly. Education admin-
istrators such as cantonal educational institutions and third party participants of edu-
cation such as educational software development enterprises do not have uniform 
contents, technical standards and even file format in education and teaching resources, 
thereby developing teaching resource database platforms in separate ways and with 
own systems, primary and secondary schools have to accept various education re-
sources in different technical standards. Hardware resource utilization rate statistics is 
adopted as an example: 

Table 1. Education Platform Hardware Resources and Resource Utilization Rate in Primary 
and Secondary Schools 

Education 

Platform  
Hardware and Network Equipment  Storage 

CPU 

Utilization  

Memory 

Utilization  

1 Six servers, two switchboards and two firewalls  2T 18.3% 24.6% 

2 Five servers, one switchboard and one firewall  1T 9.4% 11.3% 

3 Eight servers, two switchboards and two firewalls 2T 22.8% 29.2% 

4 Six servers, two switchboards and two firewalls 2T 13.2% 18.8% 

5 Four servers, one switchboards and one firewall  2T 14.7% 20.5% 

3 Implementation Mode of Education Cloud Platform of 
Virtualization Technology 

A series of operations will be implemented on education cloud platform, such as re-
source joint construction and sharing, teacher community construction (teaching and 
scientific research), home-school community construction, teacher- student communi-
ty construction, school management, assessment modernization, etc., thereby optimiz-
ing course content, transforming teaching and learning mode, sufficiently sharing 
high-quality education resources, meeting individual educational needs of students, 
implementing quality education and innovative talent training strategies, improving 
quality of education teaching, promoting balanced development of education, and 
realizing the principle of fair education. 

3.1 Construction of Education Information Public Support Environment 
(Basic Cloud IaaS)  

IaaS basic cloud business platform is mainly composed of network, servers, storage 
systems, peripheral interfaces, etc. as shown in Figure 1. Mature virtualization tech-
nology is adopted on business platform to create multiple functional resource pools 
which can be managed, thereby sharing network, computing power (servers), storage 
resources, etc. Resource management can be standardized, resource regulation and 
distributed can be finer, coordination can be more flexible, convenient and rapid in 
the data center by realization of virtualization technology, thereby improving resource 
utilization rate, and reducing total cost.  

IaaS service mode is adopted. Education or government departments can use exist-
ing equipment for purchasing and deploying multiple servers in a centralized mode 
for composing ‘cloud’ infrastructure. Memory, I/O equipment, storage and computing 
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power are integrated into a virtual network infrastructure resource pool, which is pro-
vided for cloud primary and secondary schools, especially schools in remote areas or 
private schools without procurement ability in measurement service mode, thereby 
providing these schools with demanded storage resources, virtualized servers and 
other services, saving school expense in basic hardware, and effectively realizing 
balanced development of education. [7]  

For example, primary and secondary schools should invest in foundational network 
hardware and operation maintenance during construction of digital campus. Through 
cloud IaaS service mode, the education department can purchase scale storage array by 
education department and virtualization server. Combination of PaaS cloud platform 
and comprehensive show deployment model of SaaS cloud, which can realize zero input 
of the construction of campus network. Avoid the school network hardware problems of 
decentralized investment and repeated construction, reduce the operational cost of the 
network hardware, improve the efficiency of the use of the network hardware. 
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Fig. 1. Public Facility Environment Drawing of Education Cloud 

3.2 Construction of Educational Public Service Platform (Platform Cloud PaaS) 

Currently, primary and secondary schools independently uses a part of application 
software basically, thereby leading to high purchase and operation maintenance costs, 
low efficiency, poor reuse and other phenomena with investment waste. Small and 
medium-sized schools can not afford some outstanding application software due to 
the high cost. Common application service of school can be realized by cloud service 
PaaS mode, thereby improving school digital education, digital scientific research and 
digital management level by services with low cost and high quality. [8] PaaS cloud 
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service provides platform to develop environment services and also provides devel-
opment template. Various school users at all levels can customize own application 
programs under the cloud platform development environment, such as: digital campus 
portal website, teaching management system, and school letter passes services. These 
services are opened to cloud users through servers in cloud service center. Personal-
ized, self-developed and customized middleware platforms can be provided for vari-
ous school units of basic education through PaaS services.  

Most primary and secondary schools generally have difficult technical problems 
such as digital campus website construction or complex code application development 
of various teaching affair management systems. Manpower and financial resources 
are demanded. These problems can be solved by program package services and  
customization services provided by PaaS cloud platform. Data centralization and 
management can be achieved.  

3.3 Intelligent Learning Platform and Other Applications (Software Cloud SaaS)  

SaaS software cloud service mode is adopted. Education management department pur-
chases standard teaching resources of education teaching software, application software, 
etc., which are secondarily developed. The education teaching resources can be unpack-
aged into application module according to application category, which are packaged in 
the mode of independent software services, thereby forming software service package, 
teaching courseware and tools which can be deployed independently. The software 
services packs are deployed on servers of cloud data center in a centralized by the plat-
form. School users, as clouds, can deploy, download and customize desired education 
teaching application software services from the education cloud platform service center 
through Internet according to individual demand. [9] Primary and secondary schools do 
not need to invest much to buy the same education teaching or resource software based 
on SaaS mode, thereby effectively avoiding wastage of funds to purchase and deploy 
software repeatedly. Meanwhile, massive investment of the schools in supporting hard-
ware equipment, software maintenance, etc. can be saved.  

Education administrative departments do not need to repeatedly constructing 
hardware and software education resources as well as scattered investment purchase, 
etc. in various primary and second schools by SaaS service mode. Schools save the 
cost of software, and do not need to pay the cost of purchasing operation system, da-
tabase and other platform software, thereby saving costs in software project customi-
zation, development and implementation. Meanwhile, they do not need to assume 
expenditures and cost of maintaining and updating software, thereby embodying re-
source data comprehensive construction and comprehensive sharing more effectively. 
Investment in scattered purchase of software can be avoided on one hand, and high-
quality resource sharing and services also can be improved at the same time.  

4 Overall Program of Education Platform Based on Cloud 
Computing  

Information infrastructure of various education institutions at all levels should be suffi-
ciently integrated and utilized during construction of regional basic education cloud 
platform. Open basic education cloud environment characterized by comprehensive 
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coverage and rational distribution should be constructed for supporting the formation 
of hierarchical structure, including cloud basic platform, cloud resource platform and 
cloud education management service platform. The education cloud basic platform 
should be able to support effective deployment and application of education cloud 
resource platform and management service platform. Education basic cloud services 
can be provided for IPv4 and IPv6 users at the same time. [10] IDC machine room 
(Internet Data Center) can be transformed and upgraded for realizing IDC services 
supporting cloud computing in the specific implementation process. Education users 
are served in SaaS form through main network. Meanwhile, service and education 
resource sharing services aiming at individual education should be introduced at the 
same time. Users in the network can be served through integrating, customizing and 
constructing education cloud platform.  

Cloud-based service framework model is shown as follows based on the functions 
provided by education cloud platform, as shown in Figure 2.:  
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5 Conclusion 

Advantage compensation, risk mutual assumption and resource sharing of digital 
education teaching resource construction can be comprehensively realized by estab-
lishing education cloud. Since resource construction is related to various fields of 
education, politics, economy, culture, business, scientific research, etc., forces from 
various fields such as government departments, universities, primary and secondary 
schools, various associations, foundations, companies, etc. should be integrated by 
relying on government organizations, thereby establishing exchange mechanisms in 
various forms, and constructing dynamic development trend of self-improvement. The 
education cloud platform, education resources, rules, protocols and related certifica-
tion standards should be planed as a whole and coordinated from the national level. 
Development, synchronous integration, sharing mechanism and effective investment 
guarantee mechanism capable of sustainable development should be established, 
thereby fundamentally solving the problems of deficient high-quality resources and 
structure shortage. Experience from various industries shows that scale, productivity 
and economic benefit of related industries can be improved by standardization. Simi-
larly, better sharing among different resource databases should be considered in the 
former stage of standardized formulation of educational resource database. Only in a 
unified mode, education resources to be able to better compatibility, duplicate, exten-
sion, the exchange and transplant, so as to realize the real meaning of sharing. 
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Abstract. Population based heuristic optimization techniques, though powerful, 
are often limited by the memory size of hardware context when implemented on 
micro-controllers, embedded systems and commercial robots platforms etc. On 
the other hand, the teaching-learning based optimization algorithm (TLBO) is a 
recently proposed algorithm of high performance on both constrained and 
unconstrained optimization problems. In this paper, a new compact teaching-
learning based optimization algorithm (cTLBO) is proposed to combine the 
strength of the original TLBO and reduce the memory requirement through a 
compact structure that utilizes an adaptive statistic description to replace the 
process of a population of solutions. Numerical results on test benchmark 
functions show that the new algorithm does not sacrifice the efficiency within 
the limited hardware resources. 

Keywords: Compact Genetic Algorithms, Teaching-Learning Based 
Optimization, Estimation Distribution Algorithms, Normal Distribution. 

1 Introduction 

Meta-heuristic optimization techniques see a tremendous boost in recent several 
decades and have been widely used to tackle both simulation and real-world 
problems. Among this family, most nature-inspired approaches, such as genetic 
algorithm (GA) [1], particle swarm optimization (PSO) [2] and harmony search (HS) 
[3], maintain a population of solutions and mutate them through the process of 
mimicking the behaviours of specific natural phenomenon. Such operation converges 
fast under a proper mutation scheme but might easily fall into local minima of the 
function. On the other hand, model based approaches such as estimation of 
distribution algorithm (EDA) update solutions through an adaptive distributed model 
rather than directly modifying the value. Such scheme might be helpful to avoid the 
solution being trapped within a local optima but have low exploitation ability due to 
the deficiency of model adaptation. Few researches have focused on the combination 
of these two types of algorithms, mainly due to the lack of proper algorithm structure.  

Fortunately, a compact real-code heuristic algorithm structure proposed by [4] is 
able to take advantage of both aforementioned algorithm families. However, the idea 
of the compact structure is derived from the real-world optimizations. The 
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implementations of the optimization to tackle the real-world problems are realized on 
hardware platforms or portable devices. For instance, the portable Global Positioning 
System (GPS) plans optimal routes by micro-controllers, and space-bound bots, such 
as Chinese ’Jade Rabbit’ on the moon, control the behaviour of their actuators based 
on the strategies determined by the internal embedded system. One of the bottlenecks 
of such realizations is that the micro-controller might not be able to provide enough 
memory size for the optimization process due to the multi-task operation and limited 
computational resources. To address this problem, the concept of compact algorithms 
is first proposed in [5]. The compact structure only need to maintain several 
(generally no more than 5) solutions rather than a population of them during the 
whole process, thus can significantly reduce the necessary memory size. The structure 
has been applied to the optimization of both binary [5,6] and real-value optimization 
problems [7-10]. However, only a few population based algorithms have been 
integrated in this efficient structure, and there are many other powerful algorithms 
remain to be developed. 

Teaching-learning based optimization is a recently proposed nature-inspired 
algorithm [11,12] and has gained wide attention [13-17] due to its fast convergence 
speed and good ability of both exploration and exploitation. Moreover, a profound 
characteristic of TLBO is its freedom from parameter tuning. Sensitive tuneable 
parameters, such as crossover rate and mutation rate in GA, social and cognitive 
parameters in PSO as well as harmony memory consideration rate and pitch adjusting 
rate in HS, sometimes have significant impact on the algorithm performance. TLBO 
has completely freed the evolution process from tuning the parameters, and only the 
initialization parameters including population and generation numbers need to be set.  

In this paper, a compact TLBO is proposed by integrating the original TLBO 
within a compact structure to keep the evolution logic of TLBO and generate a single 
solution according to an adaptive normal distribution. Thus, the advantage of the 
desirable convergence speed from TLBO has been preserved and the required 
memory has been reduced considerably. The rest of the paper is organized as follows. 
An extensive study on compact heuristic algorithm is given in Section 2, followed by 
the discussion of the TLBO algorithm in Section 3. The new cTLBO algorithm is 
presented in detail in Section 4 while the numerical results carried out on diverse 
benchmarks are analysed and compared in Section 5. Finally, Section 6 concludes the 
paper.  

2 Compact Algorithm 

The compact algorithm is first realized with the combination of GA. Harik et.al [5,18] 
proposed a compact GA (cGA), analysing the positive and negative impact of changes 
in each gene bit in turns all along the whole length of a single chromosome in one 
generation by the way of maintaining a probability vector ( PV ) for each gene 
position and updating it in every generation. The cGA has logically maintained the 
basic process of original GA, but the crossover and the mutation steps have been 
replaced by their counterparts, a PV  updating step and a new solution generating 
step. The brief process of cGA could be illustrated as follows, 
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Fig. 1. Pseudo code of the compact GA 

As illustrated in Fig. 1, the cGA first initializes a vector [ ]iψ  with the length l  of 

a single gene. The value in the vector represents the probability value of the certain 
gene position and is initialized as 0.5 respectively. In Step 2, two new solutions α  
and β  will be generated based on the PV , and would be compared by fitness value 

in Step 3, leaving a winner and a loser. A traversal of the gene position would be 
implemented and the specific value of the winner will increase or decrease the PV  
by adding or subtracting a weight number 1 n/  where n  is a virtual population size 
in Step 4. The evolution will stop when the all the value in the vector [ ]iψ  have 

achieved the stable status (e.g. either 0 or 1), and the final vector is the optimal 
solution.   

It should be noted that cGA created a transparent process that enable the 
observability of the impact of each gene bit on the fitness value through tracing the 
change of PV . Meanwhile, only one vector and two solutions need to be maintained 
and updated, leading to a significant reduction of the necessary memory size 
compared with the situation of original n  solutions. Therefore, cGA and some 
variants [6,19,20] have successfully implemented on platforms and hardware. 
However, they are only able to optimize the binary coding based problem due to the 
PV  design and the update scheme. For real valued problems, a real-valued compact 
GA (rcGA) has been proposed by Mininno et.al [4]. On the basis of compact 
structure, the rcGA utilizes a normal distribution to collect evolutionary statistical 
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information rather than a PV , generating a single generation from the distribution 
and updating the expectation and standard deviation in every generation. Inspired by 
the similar idea, compact differential evolution (DE) [8,9] and compact PSO [10] 
have been proposed and successfully implemented on the robot control platform [7]. 
It is worth noticing that parameter tuning based on the empirical knowledge is 
inevitable both in PSO and DE process, therefore, the design of more efficient and 
robust algorithms remains a key issue.  

3 Teaching-Learning-Based Optimization 

Teaching-learning based optimization is a novel nature-inspired algorithm proposed 
by Rao et.al [11,12]. It mimics a social process that a teacher (e.g. the best solution in 
a population) shares his/her knowledge to the class and students (other solutions) 
gains knowledge from the teacher as well as the interactions of each other. Therefore, 
it possesses similar algorithm structure with its counterpart such as PSO, DE and HS, 
in the ways of maintaining a group of solutions and updating their values by a specific 
scheme. In the meanwhile, the elegance of TLBO lies on its non-parameter 
evolutionary principle and the process of TLBO could be divided into two phases: the 
teaching phase and the learning phase.  

3.1 Teaching Phase 

In the teaching phase, a teacher will firstly be selected from a population of students, 
and the means of the students in each dimension are calculated. The difference 
between the teacher and the mean value of students are calculated and adjusted by a 
random weight, which will be further taken as the step length of the group evolution. 
Such process is illustrated as follow,  

1 ( )i i F iDMean rand T T Mean= × −  (1) 

where 
iDMean  is the difference of values and 

iMean  is the mean value, both 

dimensions are in the solutions of i -th iteration. 
iT  denotes the selected teacher, and   

FT  is the teaching factor evaluating the impact of the teacher’s knowledge on the 

students which can be either 1 or 2 denoted as:  

2(1 (0 1))FT round rand= + ,                            (2) 

Then students gain the knowledge from the difference as:  

new old
ij ij iSt St DMean= +                                (3) 

where new
ijSt  and old

ijSt  denote the j -th solution of a particle in i -th iteration 

imitating learners before and after gaining knowledge, respectively. The new learners 
after gaining knowledge will compete with their predecessors, and replace them if the 
performance is better.  
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3.2 Learning Phase 

Learning phase is the next stage of learning for students. After gaining knowledge 
from the teacher, each of the students will randomly select a classmate and share 
knowledge with him/her. Their self-knowledge storage could be updated through the 
interaction. The learning phase could also be called student interactive learning stage 
due to this process. The detailed process is as follows,  

3

3

( ) ( ) ( )

( ) ( ) ( )

old
ij ik ij ik ijnew

ij old
ij ij ik ij ik

St rand St St if f St f St
St

St rand St St if f St f St

 + − <= 
+ − <         

(4) 

where the j -th learner 
ijSt  and  k -th learner 

ikSt  are randomly selected from the 

population in the i -th iteration. The fitness values of the two learners are compared 
and 

ijSt  benefits from the deviation of the two learners with the better performer 

remaining in the population. 
The whole process of these two phases will repeat until it arrives the maximum 

number of iterations or a certain criteria is met. No parameters need to be tuned ex-
cept for the number of the population and iterations, and the particles evolve by the 
statistics of previous iteration. The remarkable performance of TLBO has been dis-
cussed and analysed in [11, 12].  

4 Compact Teaching-Learning-Based Optimization 

For the purpose of taking advantages of both the compact structure for decreasing the 
required memory size and the high evolutionary logic performance of TLBO for 
increasing the convergence speed, a compact TLBO is proposed in this section. The 
new process only keeps memory space of three solutions consisting of a teacher as the 
global optimum and two students for evolution process. Inspired by compact PSO and 
compact DE [9,10], a normal distribution is introduced into the algorithm for tracing 
and recording the evolution process. In each iteration, the distribution would be 
updated twice and the new solutions would be generated randomly based on the latest 
normal distributed statistics. Within a single iteration, two new solutions would be 
generated successively from the two phases while a virtual population number would 
also be introduced to represent the weight of the specific solution to the whole 
population. The detailed implementation is illustrated as Fig. 2. 

In the optimization process as in Fig. 2, an initialization will be implemented in the 
beginning, where the expectation [ ]t iμ  and standard deviation [ ]t iσ  of the normal 

distribution for the i -th dimension is empirically pre-set as 0 and λ , respectively [4], 
which compose a 2m×  matrix PV  similar functions as in cGA. A teacher 

tTr  is 

generated by means of PV  to finish the initialization stage. 
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Fig. 2. Pseudo code of the compact TLBO 

In the teacher phase, a new student solution tSt  which is firstly generated from 

PV  gains knowledge from the teacher. It is worth mentioning that the 
iMean  in (1) 

of TLBO has been replaced by the expectation [ ]t iμ  of PV . The new enhanced 

student would compete against the teacher, leading to a winner and a loser 
representing them respectively. The original teacher will be replaced by the new 
student if he/she loses. The parameters of PV , both the expectation [ ]t iμ  and the 

standard deviation [ ]t iσ , would be mathematically updated by an elite strategy that 
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the loser will be replaced by the winner [4]. The Np  in the calculation of the 

standard deviation represent a virtual particle number, which determine the impact 
weight of a single solution on the whole distribution of population.  

The learning phase also performs in the similar scheme. Another new student    
2new

tSt  generated from PV  would be competed with the student new
tSt  in previous 

phase. The interactive between students would be implemented and the student  new
tSt  

would benefit again from the knowledge transfer. The newly enhanced student would 
compete with the teacher and form a new winner and a loser. The winner of the 
updated PV  would be the teacher of the next iteration. The evolutionary process 
would not stop until the counter   achieves the maximum value.  

5 Numerical Results 

To compare the algorithm performance, some well-known benchmarks listed below 
have been used to compare the results.  

   

─    Sphere function:   from [21] with   30dimension =  
─    Rosenbrock function:   from [21] with   30dimension =  
─    Rastrigin function:   from [21] with   30dimension =  
─    Quartic function:   from [21] with   30dimension =  

   
In terms of the parameters initialization, the expectation [ ]t iμ  are all set as 0 while 

the value λ  of standard deviation [ ]t iσ  is chosen as 10 in each dimension according 

to [4] for cTLBO. To equally compare the performance of the algorithms, the calling 
times of the fitness function is taken equally. The original DE and PSO are also 
compared. The social and cognitive factors of PSO are set as 2, and the learning factor 
and mutation rate are set as 0.8 and 0.5 respectively. The maximum generation is set 
as 200 for DE and PSO and 100 for TLBO due to the natural dual functional 
evaluation of TLBO. The particle number is 20 for all the approaches. The dimension 
has been illustrated in the above benchmarks. The average performance trends of 
PSO, DE, original TLBO and cTLBO are illustrated in Fig. 3. It is evident from the 
graph that the new algorithm converge much faster than DE, PSO as well as his 
ancestors. The exact result is listed in Table. 1 with 30 runs implementing 
respectively for both algorithms.  

According to the test on benchmark 1f  and 2f , cTLBO outperforms the original 

TLBO within a limited number of generations. The results are highly unstable for 
benchmark 3f  due to the significant impact of the initialization value on both 

optimizing processes. The cTLBO is outperformed by his ancestor on 4f . More 

benchmark functions should be further tested, and comparative study should be 
conducted to analyse the performance and suitable applications of the new algorithm. 
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Fig. 3. Average performance trends of cTLBO and other methods 

Table 1. The Comparison of cTLBO against other methods 

 

6 Conclusion 

In this paper, a novel optimization algorithm, compact TLBO (cTLBO) has been 
proposed. The search logic of TLBO has been employed and a probabilistic 
representation has been used, guaranteeing the fast converging speed of the algorithm. 
The compact structure provides a better choice for embedded implementation by 
dramatically reducing the required memory size. Simulation studies have 
demomstrated the performance of cTLBO. More numerical experiments need to be 
implemented to analyse the strength and weakness of the proposed method. Further, 
the proposed algorithm will be tested on more industrial applications and complicated 
problems . The family of compact algorithms which combine the distribution of 
population statistics and the search logic of population based algoirthms could be a 
future direction.  
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Abstract. The calculation of predicted mean vote (PMV) index is complex in 
real time when estimates indoor thermal comfort. As a result, some suitable 
model had been built to tackle this problem. In this paper, sensitivity analysis is 
used to sort the importance of each potential input variable on PMV. According 
to the results of ranking, the dimensional reduction and distribution of input 
space will be available. Then a T-S type hierarchical fuzzy system will be uti-
lized to reflect PMV index by combining expert knowledge and the association 
analysis methods. After that the ANFIS is used to train and adjust the parame-
ters of each subsystem through existing dataset. Simulation results show that it 
not only improves the accuracy but also reduce the total number of fuzzy rules.  

Keywords: PMV, hierarchical fuzzy system, sensitivity analysis, ANFIS. 

1 Introduction 

As we all know, the most important function of HVAC system is to adjust the indoor 
thermal environment in order to meet the requirement by occupants. Therefore, the 
research of thermal comfort in HVAC system is of great significance. Under this cir-
cumstance, quite a lot of criteria that evaluate indoor thermal comfort have been  
proposed [1-3], especially the PMV (predicted mean vote) thermal comfort model 
proposed by Fanger [2]. Considering computational complexity of PMV index, many 
effective researches using fuzzy method on PMV modeling can be found in previous 
articles [4-7], for the advantage that fuzzy model can only use input and output data 
as well as combine with some existing expert knowledge during fuzzy structure iden-
tification. However, in real condition some input values may obviously have greater 
importance than others on thermal comfort sensation. Despite of using fuzzy method, 
the importance of those factors which impact on the PMV output were mostly consid-
ered to be same. Meanwhile common fuzzy structure may lead to 'fuzzy rules 
explosion' [8]. For this reason, some appropriate structure should be chosen to replace 
the conventional one making PMV model less complex. 
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As is mentioned before, sensitivity analysis method is given in this study to rank 
the importance of each potential input value on PMV. Then a T-S type hierarchical 
fuzzy structure which has been proved that it can dramatically reduce the fuzzy rules 
[9-10] will be used to build the PMV model. Under this structure, the factors associat-
ed with thermal comfort can be considered in different levels according to their con-
tribution degree. The expert knowledge will also be fully considered during input 
space division and fuzzy rules extraction. Lastly, the hybrid learning algorithm [11] 
given by ANFIS (Adaptive Neural-Network-Based Fuzzy Interference System) will 
be used to optimize the parameters of PMV model. 

This paper is organized as follows. Section 1 describes the purpose and back-
ground of the research. Section 2 briefly presents the theoretical knowledge about TS 
type hierarchical fuzzy system and PMV index. Section 3 gives the explanation of the 
proposed approach about PMV modeling in detail. In Section 4, the simulation results 
will show its performance. The conclusion is remarked in Section 5. 

2 Background Knowledge 

2.1 T-S Type Hierarchical Fuzzy System 

Suppose that in a fuzzy system there are n  input variables and each variable has m  
membership functions. It needs nm  fuzzy rules to constitute this fuzzy system. It is 
obvious that the number of rules increases exponentially and the rule base quickly 
overload with n  increasing in a standard fuzzy system. The hierarchical fuzzy sys-
tem [8] was proposed to deal with this problem. A typical hierarchical fuzzy system 
structure is shown in Fig.1. Particularly, in this fuzzy structure, the output jy  of thj  

layer becomes an input value to the ( 1) thj +  layer. The intermediate outputs jy  

( 1, 1j n= ⋅⋅ ⋅ − ) have the same domain which is equal to that of the real output y . 

Similarly, we define m  fuzzy sets for n  input variables respectively. Then, under 
this structure, each low-dimensional fuzzy system consists of two inputs with 2m  

rules. Therefore, the total number of rules is 2( 1)n m− , which increases only linearly 

with the number of input variables n . 
As mentioned before, many factors can influence occupant’s thermal comfort. 

With the number of influence factors increases, the rules of thermal comfort model 
will grow exponential. To tackle this problem, in this paper, a hierarchical fuzzy sys-
tem (HFS) with n  inputs is proposed on account of thermal comfort index PMV. It 
has been proved that [8] the total number of rules is minimal among all HFS with n  
inputs when each low-dimensional fuzzy system consists of only two inputs. There-
fore, this kind of hierarchical structure is chosen to reduce the complexity of thermal 
comfort model. Each sub-fuzzy-system in Fig.1 is the T-S fuzzy system. The thl  
rule in thj  subsystem can be expressed as follow 

 1 1 1 1
1 2 1 2 3: IF and , THENl j l j l l l j l j l

j j j j j j jR x is A y is A y f x f y f+ − + −= + +  (1) 
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the output of thj  is 
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+ −

+ −= = =
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  

  

 (2) 
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1 1( ) ( )
j j

l l j l j
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where jL  is the number of rules in thj  subsystem and ,
l
j iA  is fuzzy sets of thi  

input in thi  rule of thj  subsystem. The membership function of ,
l
j iA  is Gauss 

function as follow. 

 
1

, , 2
,

,

1
( ) exp ( )

2j

l
j i j il

A j i l
j i

x c
xμ

σ
 −

= − 
  

 (4) 

 

Fig. 1. Hierarchical fuzzy system 

This special structure makes T-S type hierarchical fuzzy system quite suitable for 
PMV modeling. On the one hand, hierarchical modeling approach reduces the number 
of rule base caused by large potential input variables on thermal comfort. On the other 
hand, T-S fuzzy systems are universal approximators which can quantify people’s 
thermal sensation well and give good approximation accuracy. 

 

Fig. 2. PMV and thermal sensation 
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2.2 Thermal Comfort Index PMV 

Based on the thermal sensation indicator given by ASHRE [16], Fanger proposed 
predicted mean vote (PMV) which is the most widely used thermal comfort index. It 
divides the thermal comfort of human body into 7 different levels which is able to 
quantify the mean thermal feeling for a group of persons in a given indoor environ-
ment. The values of the index have a range from -3 to +3, which corresponds to the 
occupant’s feeling from cold to hot. The PMV index considers four environmental 
variables i.e. air temperature, air relative humidity, air velocity and mean radiant and 
two human variables i.e. clothing insulation and human activity. Fig. 2 shows a com-
bination of each thermal variable affecting the PMV level. 

3 Modeling of Thermal Comfort 

3.1 Input Selection Based on Sensitivity Analysis 

As mentioned before, the factors which impact on thermal comfort may be various in 
different area and condition. Even same factors may cause thermal sensation to vary-
ing degree. And different thermal sensation will lead to different PMV value. Under 
this circumstance, every potential input should be ranged according to their contribu-
tion to thermal comfort. The result of sort can be used as a basis for input selection of 
hierarchical system and input distribution to each subsystem. 

In order to analysis the sensitivity of each input, a single-stage T-S fuzzy system 
should be built. The input and output structure of system is like this 

 1 2 3 4 5 6( , , , , , )y f x x x x x x=  (5) 

where the six inputs represent six factors of PMV index, including four environmental 
variables i.e. air temperature, air relative humidity, air velocity and mean radiant and 
two human variables i.e. clothing insulation and human activity. Suppose that 

1 2 6[ ( ), ( ), , ( ); ( )], 1, ,TD x k x k x k y k k N= ⋅⋅ ⋅ = ⋅⋅ ⋅  is the training data set and N  is the 

number of I/O data pairs. If thi  input has iM  membership function, the total rules 

of this single-stage T-S model is 
1 6

i
i

L M
= ⋅⋅⋅

= ∏ . For this model is just built for sensi-

tivity analysis, high model accuracy is not necessity. So it can take the number of iM  

few. As the consequent parameters of T-S model is 1 1 2 2 6 6 7
l l l l ly a x a x a x a= + + ⋅⋅⋅ + + . 

The output of this model can be shown as follow. 

 
7

1
i i

i

y p x
=

=  (6) 

 
1 1

/
L L

l l l
i i

l l

p w a w
= =

=   (7) 
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where 7 1x =  and 
6

1

( )l
i

l
iA

i

w xμ
=

= ∏ . ( )l
i

iA
xμ  is the membership function value of 

thi  input under l
iA . 

 

2
1

( ) exp
2

l
i

l
i i

i lA
i

x c
xμ

σ

  −
 = −  
   

 (8) 

where the membership function is Gauss function ( 1, ,6i = ⋅⋅⋅ )  
Then, this paper draws on existing research results [12], defining the sensitivity of 

a T-S model output y  with respect to its input ix  as their partial derivative, 

 2

1

1 ( )
( )

( )
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i
k i

y k
D

N x k=

∂=
∂  (9) 
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It takes their square values due to the possibility of cancelations of negative and posi-
tive values. The final sensitivity can be expressed as follow 

 
max( )

i
i

i

D
S

D
=  (12) 

where iS  is the relative sensitivity of ix  that the ratio form can make us understand 

it more clearly. Therefore, in this paper the large the iS  is, the more important the 

input value ix  to the output PMV value y  will be. According to the result of sensi-

tivity analysis, we can sort the input values and choose appropriate inputs. 

3.2 Input Division and Rule Base Extraction 

After sorting the importance of input values, the input distribution to each subsystem 
can be determined with the results of [8]. Then the input space division and rules 
extraction of each subsystem should be discussed. 

Different from those clustering algorithms which simply utilize data-driven  
method without any physical significance, Input variables are divided in their region 
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respectively only rely on the prior knowledge and their physical significance. In [13], 
an approach of input division based on expert knowledge about thermal sensation in 
Shanghai area was given. Fig.3&4 respectively show the initial fuzzy division of rela-
tive humidity and metabolic rate. Similarly, intermediate outputs jy  are also divided 

equally in their domain. 
Then, the first T-S subsystem of hierarchical structure is taken as example to ex-

plain the rule extraction method. The extraction process can be divided into six steps, 

Step1: Suppose that 1 1 2[ , ] [ , ]aX x x T Met= =  ( aT  is air temperature and Met  is 

metabolic rate) are the input values in first subsystem and 1y  is its intermediate output. 

Step2: 1x  is divided into five fuzzy sets among its domain according to the initial 

input division above while 2x  is three. 1y  will be divided into five sets with equal 

size. 

Step3: Number each set of input and output values which is briefly shown in Fig.4. 
After that every I/O data in the training data set can be mapped into a specific number 
pattern rule on the basis of their membership function value. For example, if in a cer-
tain data 

1 21 [ ],N NNX x x= , 2 95Nx = , then 
2

Nx  is located in the 3rd fuzzy set which 

means 
2

Nx  is mapped into number three according to Fig.4&5. On the basis of this 

way, each data in data set can be written as a number pattern rule. 

Step4: Build an initial rule base 1R  using number pattern rule given above. In the 
rule base, some rules may have same antecedent part but different consequent part. 
For instance, 1

1 [1,2;4]r =  and 1
2 [1,2;3]r =  ( 1 2 1

1 2,r r R∈ ). However, same origin can 

absolutely not lead to different result which means the conflict of consequence among 
these rules. So an extracting method based on consequent part sort order is proposed 
through traversing the rule base. In this method, 1 1( )

spt iR r  is the frequency of 1
ir . If 

1 1 1 1
1 2( ) ( )

spt spt
R r R r> , 1

1r  will be reserved for its consequent part owns most frequency 

of occurrence while removing rest rules from rule base. It ensures that there is no 
conflict of consequent part in the rule base. 

Step5: Compute the confidence coefficient 1

conf
R  of each rules in the new rule base as 

follows 

 
1

1
1

( )
( )

( )
spt

conf

spt

i i

i i
i

R A B
R A B

R A
 =  (13) 

where iA  is antecedent of rule while iB  represents consequent part. If 
1

1( )
conf i iR A B θ >  ( 1θ  is a given threshold on confidence) and 1

2( )
spt iR A θ>  ( 2θ  is 

a given threshold on frequency), the rule 1
i i ir A B=   will be finally extracted.  
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Step6: Add some rules which satisfy the prior knowledge but the frequency is less 
than 2θ  into final rule base. The number of rules in this subsystem is 1

numf .  

Similarly, this method can be used in other level of subsystems 

 

Fig. 3. Initial fuzzy division of relative humidity 

 

Fig. 4. Initial fuzzy division of metabolic rate 

 

Fig. 5. Linguistic Rule Mapping to Number Rule 

3.3 Parameters Identification 

After finishing building each low-dimensional hierarchical fuzzy system, we utilize 
ANFIS to train the parameters of antecedent and consequent part. Then the hierar-
chical fuzzy model on PMV will be established. 
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3.4 PMV Modeling Process Based on Hierarchical Fuzzy System 

As mentioned before, the modeling process can be concluded into four steps, 

Step1: Give a set of input-output data pairs 1 2 6[ ( ), ( ), , ( ); ( )]TD x k x k x k y k= ⋅⋅⋅  under 

various conditions.  

Step2: Compute the sensitivity of each input values using the method mentioned 
in Part A of section 3. Then select suitable variables as inputs of each subsystem 
in hierarchical system. 

Step3: Obtain the initial fuzzy division and extract fuzzy rules for each subsystem 
by the method mentioned in Part B of section 3. The total number of rule 

is
1

K
j

num num
j

f f
=

= , where 1K n= −  represents the number of subsystem in the 

whole hierarchical fuzzy system. 

Step4: After initial modeling, we use large environmental data to train each subsys-
tem model by ANFIS in MATLAB in order to tune the antecedent parameters 

{ },l l
i ic σ  and consequent parameters { }l

ia , improving the accuracy of final model. 

And finally build this hierarchical fuzzy model. 

Table 1. Input range 

Parameters Parameter range 

Air temperature aT （ C°  ） 20 28  

Radiant temperature rT （ C°  ） 20 28  

Relative humidity aiH  （%） 40 90  

Air velocity v  （ /m s） 0 0.5  

Metabolic rate Met （ 2/W m ） 55 100  

Clothing insulation clI （ clo） 0.411~ 0.699  

4 Simulation Results 

The training data set for the hierarchical model are obtained from Fanger’s model 
with a feasible range for input parameters as shown in Table.1. 

1 2 6[ ( ), ( ), , ( ); ( )] [ , , , , , ; ]a r ai clTD x k x k x k y k T T H v I Met PMV= ⋅⋅ ⋅ = . 1, ,k N= ⋅⋅⋅ . The 

PMV can be computed by means of [17] a heat-balance equation. The training data 
points and evaluating data points covering the above range are 3200N =  and 

1 600N =  respectively. 

We make 3, 1, 6iM i= = ⋅⋅ ⋅  and divide all inputs equally in order to build an ini-

tial single-stage T-S fuzzy model. This model is just built for sensitivity analysis, 
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which we only need an input and output formula. So we train this model with only 
one step by using ANFIS. After that the method mentioned in step2 is used to analyze 
the sensitivity of all inputs. The result is 1 1S = , 2 0.0612S = , 3 0.4843S = , 

4 0.3293S = , 5 0.0197S = , 6 0.8174S = . Because of low sensitivity, 2x and 5x  are 

excluded from input sets. The input data set is reduced to [ , , , ; ]a aiTD T H v Met PMV=  

and the input values of each subsystem can be affirmed according to sensitivity size. 
Two variables of maximum sensitivity become the two inputs of first subsystem. The 
rest can be done in the same manner. So that 1 ax T= , 2x Met= , 3 aix H= , 4x v= . 

As we can see in Fig.6&7, the fuzzy sets number of each input are 5, 3, 3 and 3, re-
spectively and the intermediate output is 5. The maximum number of rules that can be 
generated is 45( 15 15 15)= + + . As is mentioned in step3, we extract and form the 

final rule base. Finally, the hierarchical model is tuned by ANFIS and its output is 
compared with the actual output by Fanger’s model. The evaluation of the proposed 
method is based on root mean-squared error (RMSE). The number of rules in each 
layer and their respective RMSEs are shown in Table.2. We can find that the RMSE 
dropped sharply in the third subsystem which means the modeling can be finished in 
this layer. In this case, the final output 3RMSE  is 0.0451ε =  and the total number of 

rules is only 23. Fig. 8&9 show the performance of modeling. We can find that most 
of the errors are within the limits of [ 0.1 0.1]− . The model accuracy and number of 

fuzzy rules are both considered. And the performance comparison with some other 
models [5][14-15] is shown in Table. 3. It is clear that the propose method has higher 
model accuracy than previous method and less number of rule than common T-S 
model structure [13] which includes 38 rules and its RMSE is 0.0462. 

 

Fig. 6. Initial Division of Input Values 

 

Fig. 7. Initial Division of Intermediate Output 
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Table 2. Simulation Results 

layer j  j
numf  RMSE j  numf  

1 9 0.2381 

23 2 8 0.2203 

3 6 0.0451 

 

Fig. 8. Comparison between the output of proposed hierarchical model and actual output by 
Fanger’s model 

 

Fig. 9. Error of modeling 

Table 3. RMSE comparison table 

Modeling Method RMSE Rule Number 

Interval type-2 T-S fuzzy model 0.0508  

Interval type-2 fuzzy neural network 0.100  

Neural network 0.3316  

common ANFIS model  0.0462 38 

Proposed model by this paper 0.0451 23 
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5 Conclusion 

In this paper, we utilize sensitivity analysis to select and distribute the input from all 
the six variables associated with PMV. We also take a full account of expert 
knowledge about thermal comfort under specific area when dividing fuzzy division. 
Some statistics and association analysis method are applied in rule ex-traction. What’s 
more, quite different from other fuzzy PMV model, the hierarchical fuzzy systems 
based on ANFIS is used to building this model which dramatically reduce the number 
of rules. The simulation results validate that the proposed modeling method achieves 
a higher accuracy and generates less fuzzy rules than the existing methods. 
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Considering the Dependencies among Input Variables 
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Abstract. This paper presents a method of static security risk assessment for 
wind-integrated power system with the consideration of network configuration 
uncertainties and correlated parameters. A probabilistic load flow (PLF) model 
is firstly constructed for grid-connected induction wind power system. 
Modeling correlated parameters and network configuration uncertainties is then 
taken with Cholesky decomposition, Nataf transformation, compensation 
method and total probability theorem. Finally, the transmission line overload 
risk index and the over-limit voltage index of static security are quantified, 
which can be used as an indicator for power system security. The proposed 
method is tested on the modified IEEE 30-bus system. 

Keywords: static security, risk assessment, probabilistic load flow, correlated 
parameters, network configuration uncertainties. 

1 Introduction 

With the integration of various renewable energy sources, power systems are more 
often operating under highly stressed and unpredictable conditions [1]. Some 
accidental contingencies may break down system running and render overload, low 
voltage, voltage collapse, and even cascading fault [2]-[4]. Hence, static security risk 
assessment needs to be performed in order to assist system operators in maintaining 
system security level within an acceptable range. 

Since the risk assessment of power system was proposed, power flow calculation is 
regarded as the premise and foundation to conduct risk assessment. Traditional static 
security risk assessment using deterministic power flow with N-1 contingency can’t 
effectively take the uncertainty of generation and load into account, only with limited 
samples, from which the results are wrong to a certain extent [5]. However, PLF can 
fully consider the uncertainties in power system, it has been commonly used as an 
effective tool to assess the performance of a power network over most of its working 
conditions and report the operation state of system [6]-[7].  

To reduce the computational effort, most PLF algorithms have considered the 
following two assumptions, independent input parameters and constant network 
configuration. 
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The assumptions means the PLF solution becomes a sum of independent random 
variables weighed by sensitivity coefficients. However, correlation between different 
sources of generation, between generation and loads, and between the loads 
themselves may exist [8]. Assumption (1) can generally meet the requirements when 
the random variables have week correlation. But when the random variables have 
strong correlation, the correlation can have a significant impact on the results if 
ignoring the correlation [9]. Reference [10]-[14] have done valuable research in this 
field. Therefore, it is necessary to quantify the risk indices of the wind-integrated 
power system with correlated parameters. 

The network configuration is assumed to be a fixed parameter in the great majority 
of PLF formulations. Consequently, the probability of the basic configuration is 
assumed to be unity, and therefore the probability of losing any network element, 
such as transmission lines, transformers etc., is neglected. However, in power system 
operation, the network element often malfunctions, resulting in several possible 
network configurations, will have significant influence on the power flow results. 
Therefore, assumption (2) may be considered unrealistic and a more complex PLF 
method needs to be considered when the network configurations are uncertain. 

Unlike the case when only considering random power injections, the network 
structure is also “uncertain” after incorporating network outages [15]. Therefore, the 
conventional power flow equations and the method obtains the probability density 
function (PDF) of desired variables can’t be used. The computational burden could be 
very heavy if finding other solutions. So far, only a few works [15]-[17] have 
considered network configuration uncertainties in the PLF formulations. In [15], 
random branch outages are simulated by fictitious power injections with 0-1 
distributions at the corresponding nodes. Reference [16] uses Distribution Factor 
Method to model the impact of n-1 fault to the distributions of line flows. Reference 
[17] considers the influence of line outage on the distribution of state variables by 
conditional probability. 

Motivated by the above observations, this paper aims at considering several key 
issues for evaluating the transmission line overload risk and voltage beyond limits 
risk in wind-integrated power systems. The main contributions of the paper include: 

The improved PLF model is proposed in this paper to report the performance of a 
wind-integrated power system after some accidental contingencies, with the 
consideration of network configuration uncertainties and correlation among random 
variables. 

The proposed model using Cholesky Factorization method to model normal 
correlated parameters, using Nataf transformation to model non-normal correlated 
parameters, using compensation method to model branch outage and using total 
probability theorem to model random branch outage. 

The static security risk assessment, both transmission line overload risk assessment 
and voltage beyond limits risk assessment, are carried out. 

The rest of the paper is organized as follows. Section 2 presents the probabilistic 
models for wind- integrated power systems. Improve PLF models for static security  
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risk assessment is described in section 3. Section 4 proposes the static security risk 
assessment. The simulation results on the modified IEEE 30-bus system are described 
in section 5, followed by the conclusions in section 6. 

2 PLF Models for Grid-Connected Induction Wind Power 
System 

Assuming that a wind farm is connected at bus i ( Wi N∈ ), the corresponding PLF 
equations for a wind-integrated power system are given as (2): 
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where, LiP  and LiQ  are the load real and reactive powers in ith bus, respectively, 

i ij j ij ja G e B f= −  and i ij j ij jb G f B e= + . eiP  and eiQ  the real power injected into 

grid and the reactive power absorbed from the grid generated by induction wind 
generator, respectively [18]. ei and fi are the real part and imaginary part of voltage at 
the ith bus, respectively. si is the slip of induction machine at the ith bus. miP  is the 

mechanical power of wind turbine at the ith bus [18] and is shown as 

pm CAvP 3

2

1 ρ=                                   (2) 

where, ρ  is the density of air (Kg/m3), A  is the area swept out by the turbine blades 

(m2), v  is the wind speed (m/s) and pC  is the dimensionless power coefficient. pC  

can be expressed as a function of the blade tip speed ratio and be obtained by 
interpolation method. Weibull distribution is used for simulating wind speed 
uncertainty in this paper. 

The Newton-Raphson algorithm is used to solve PLF equations (1). Note that when 
uncertainties of wind speed and load are considered, the mechanical power and the 
real/reactive power from wind power generator are described by probabilistic 
equations. 

3 Modeling Correlated Parameters and Network Configuration 
Uncertainties 

How to incorporate correlated parameters and network configuration uncertainties in 
PLF model is a key issue and is explained as follows. 
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3.1 Models of Normal and Non-normal Correlated Parameters 

For the normal correlated parameters, Cholesky Factorization method [19] is used to 
generate multivariate dependent random variables. Meanwhile, Nataf transformation 
is used to model the non-normal correlated parameters and is explained as follows. 

Define standard normal variables ( )1, , nZ Z Z=  , which can be obtained by 

marginal transformations of ( )1, , nX X X=   as follows [20]. 

( )1 , 1, ,
ii X iZ F X i n−  = Φ =                                 (3) 

where ( )Φ ⋅  is the standard cumulative normal probability distribution. The 

distribution for X can be obtained by assuming that Z is jointly normal. Using the 
rules of probability transformation, the joint PDF of X is 

( ) ( ) ( ) ( ) ( )
( ) ( ) ( )1 2

'

1 2
1 2

,
n

n

X X X X n
n

z R
f X f x f x f x

z z z

ϕ
ϕ ϕ ϕ

= 


             (4) 

where ( )1

ii X iz F x−  = Φ   , ( )ϕ ⋅  is the PDF of standard normal variables, and 

( )',n z Rϕ  is the n-dimensional normal PDF with zero means, unit standard deviations 

and correlation matrix 'R . The elements '
ijρ  of 'R  are defined in terms of the 

correlation coefficients ijρ  through the integral relation 

( ) ( ) ( )
( ) ( )

( )

'
2

'
2

, ,

, ,

i j

i j ijj ji i
ij X i X j i j

i j i j

j ji i
i j ij i j

i j

z zxx
f x f x dx dx

z z

xx
z z dz dz

ϕ ρμμρ
σ σ ϕ ϕ

μμ ϕ ρ
σ σ

∞ ∞

−∞ −∞

∞ ∞

−∞ −∞

 − −
= ×     

 − −
=      

 

 
    (5) 

3.2 Model of Branch Outage with Compensation Method 

The configuration of a power network change with branch outage. In order to make 
the state of the system be equivalent to that after the line outage, branch outages are 
simulated by suitable power injections at corresponding nodes. Each line outage is 
simulated by injecting fictitious powers at both ends of the line. When the injected 
powers are equal to powers leaving from each end of the line, the state of the system 
is equivalent [21]. 

i iP QΔ +Δ j jP QΔ +Δ

j jP Q+

0 /2b0 /2b

gZi iP Q+

 

Fig. 1. Branch outage simulated by equivalent power injections 
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As shown in Fig.1, suppose ij ijP jQ+  and ji jiP jQ+  are powers leaving from the 

two ends before the line outage, respectively. The fictitious power injections 

i iP j QΔ + Δ  and j jP j QΔ + Δ  make them change ij ijP j QΔ + Δ  and ji jiP j QΔ + Δ , 

respectively. The post-outage system state should satisfy the following equations: 

( ) ( )i i ij ij ij ijP j Q P P j Q QΔ + Δ = + Δ + + Δ                          (6) 

( ) ( )j j ji ji ji jiP j Q P P j Q QΔ + Δ = + Δ + + Δ                        (7) 

They can be rewritten in matrix form as  

1

i ij

i ij

j ji

j ji

P P

Q Q
H

P P

Q Q

−

Δ   
   Δ   =
   Δ
   Δ      

                              (8) 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 2 1 2

3 4 3 4

4 4 1 2 1 2

3 4 3 4

2

2

2

2

ii ii ij ijij ij ij ij ij

ij ij ij ij ij ii ii ij ij

ji ji ji ji ji ji ji jj jj

ji ji ij ji ji
ji ji jj jj

S S S SH P N H N

J Q L J L S S S S
H I

H N H P N S S S S
J L J Q L S S S S

×

 − −    − −   = + ×   − −     − −    

    (9) 

where, 4 4I ×  is a identity matrix, , , ,ij ij ij ijH N J L   are the corresponding elements of 

Jacobian matrix, ( ) ( ) ( ) ( )1 2 3 4, , ,ii ii ii iiS S S S   are the elements of sensitivity matrix 

corresponding to the outage line. When the fictitious power injections i iP j QΔ + Δ  

and j jP j QΔ + Δ  are obtained by (8). Thus, the PLF equations for wind-integrated 

power system can be used. 

3.3 Models of Random Branch Outage with Total Probability Theorem 

There is no need to consider all the network configurations, so it is available to select 
certain configurations that of great interesting to form sample space, such as random 
single outage, several lines outage simultaneously or network configurations under 
certain standard. Then total probability theorem is employed to obtain the 
probabilistic distributions of power flows with consideration of network configuration 
uncertainties [22]: 

( ) ( ) ( ) ( ) ( )1 1/ / k kP B P B A P A P B A P A= + +            (10) 

where kA  represents the kth network configuration. ( )kP A  is the probability of the 

kth network configuration occurrence. B represents the power flow results of the 
output variables and ( )P B  is the probabilistic distribution of it. ( )/ kP B A  is the 

probabilistic distribution of power flow results under the kth network configuration. 
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( )kP A  can be acquired by failure rate of lines, that is  

( ) ( )
1 1

1
n m

k i j
i j

P A u u
= =

= −∏ ∏                              (11) 

where iu  is failure rate of the ith component; n is the number of components that are 

out of service; m is the number of components that are in service. 
Because the selected sample space is only a subset of the complete set of network 

configurations, so ( ) 1k
k

P A < . Than the following transmission is needed: 

( ) ( )
( )

' k
k

k
k

P A
P A

P A
=


                                (12) 

Obviously, ( )' 1k
k

P A = . Thus in the selected sample space, the probability of the 

kth network configuration kA  occurrence is ( )'
kP A . 

4 Model of Static Security Risk Assessment 

4.1 Risk Assessment Model of Transmission Line Overload 

The risk of transmission line overload, which indicates the probability and severity of 
the line real power violation under fault occurrence, may be effectively used to make 
decisions regarding the line loading and system operation. The assessment, hence, 
consists of two issues: probability evaluation and impact evaluation. In a given 
operating condition, the risk is equal to the sum of line overload risk of individual’s 
contingency and it is given by 

( ) ( ) ( ) ( )/ /k kj k kj
k j

R F A P A P F A S F= × ×                (13) 

where, A  is the selected sample space of the network configurations; kjF  is the real 

power of the jth transmission line under the kth network configuration; ( )/kj kP F A  

is the probabilistic distribution of kjF  under the kth network configuration kA ;  

( )kjS F  is the severity function of  kjF  occurrence. 

Se
ve

rit
y

 

Fig. 2. Severity function of overload 
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Severity function for line overload is related to real power flow of a transmission 
line and is specified for each transmission line. The real power flow as a percentage 
of power rating (PR) of each line determines the overload severity of that line [23]. 
The severity function for line overload is illustrated in Fig.2. For each line, when the 
real power flow is no larger than 90% of the rated value, the risk severity value is 
zero. When the line real power flow is larger than 90% of the rated value, the risk 
severity value is a linear function of the real power flow, and is equal to one when the 
line real power flow is equal to the rated value. 

4.2 Risk Assessment Model of Over-Limit Voltage 

The risk of voltage beyond limits, which indicates the probability and severity of the 
bus voltage violation under fault occurrence, may be effectively used to make 
decisions regarding the system operation. The assessment also consists of two issues: 
probability evaluation and impact evaluation. In a given operating condition, the risk 
is equal to the sum of voltage beyond limits risk of individual’s contingency and it is 
given by, 

( ) ( ) ( ) ( )/ /k kj k kj
k j

R V A P A P V A S V= × ×                   (14) 

where A  is the selected sample space of the network configurations; kjV  is the real 

power of the jth bus voltage under the kth network configuration; ( )/kj kP V A  is the 

probabilistic distribution of kjV  under the kth network configuration kA ;  ( )kjS V  is 

the severity function of  kjV  occurrence. 

Severity function for voltage beyond limits is related to the magnitude of a bus 
voltage and is specified for each bus nodes. The magnitude of each bus voltage 
determines the severity of that bus. The severity function for voltage beyond limits is 
illustrated in Fig.3. For each bus, when the magnitude of bus voltage is 0.95 p.u. or 
1.05 p.u., the risk severity value is one. When the magnitude of bus voltage is larger 
or smaller than 1.0 p.u., the risk severity value is a linear function of the bus voltage, 
and is equal to zero when the magnitude of bus voltage is equal to 1.0 p.u..  

 

Fig. 2. Severity function of voltage beyond limits risk 
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5 Test Results and Discussions 

The static security risk assessment considering network configuration uncertainties 
and dependencies among input non-normal random variables was tested on a 
modified IEEE 30-bus test system as shown in Fig.4, which connects four wind farms 
to 3, 19, 26, 30 via step-up transformers, double circuit transmission lines and  
extra buses. The wind farm is composed of 20 identical wind turbines, each of which 
has the nominal capacity of 600KW and other characteristic parameters are given in 
[18].  

 

Fig. 3. Wind farm connected to 30-bus system 

Loads and generators are correlated with a correlation coefficient of 0.9 and their 
uncertainties are modeled as normal functions, of which the means were taken as per-
unit value and the standard deviations were taken as 5% of their means. The 
equivalent wind farms are also considered correlated, the correlated matrix is given as 
follow: 

1.00 0.88 0.87 0.91

0.88 1.00 0.85 0.87

0.87 0.85 1.00 0.85

0.91 0.87 0.85 1.00

R

 
 
 =
 
 
 

 

The base value is 100MVA. The upper and lower voltage bounds are 1.1 p.u. and 
0.95 p.u. for the PV nodes, and 1.06 p.u. and 0.94 p.u. for all other nodes. All 
transmission lines are monitored for assessing the overload risk. Given the limited 
space available, Table 1 only list the real power capacity of ten lines, which and will 
be focused throughout the studies. All case studies are carried out using MATLAB in 
an AMD 64 Dual Core 2.71GHz PC. 
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Table 1. Bounds of Line Real Powers 

Line Real power capacity (p.u.) 
3-4 0.4226 

3-11 0.3222 
9-12 0.0662 
9-17 0.0527 

10-11 0.0398 
13-14 0.0742 
16-18 0.0582 
21-23 0.0590 
23-24 0.0318 
25-26 0.0215 

 
The selected sample space A  of the network configurations is the branch outages 

of transmission line 3-4, 1-28 and 20-26. Their failure rate iu  is 0.3%, 0.2% and 

0.6%, respectively. 
Assuming that 1A , 2A  and 3A  donate the branch outages of transmission line 3-

4, 1-28 and 20-26, the corresponding probability of the network configuration 
occurrence can be obtained from (20): 

( ) 1 0.003
1 1 1 0.003P A e eλ− −= − = − =  

( ) 2 0.002
2 1 1 0.002P A e eλ− −= − = − =  

( ) 3 0.006
3 1 1 0.006P A e eλ− −= − = − =  

Thus in the selected sample space, according to (21), the probability of the network 
configuration is shown: 

( )' 1
1

1 2 3

( ) 3

( ) ( ) ( ) 11

P A
P A

P A P A P A
= =

+ +
 

( )' 2
2

1 2 3

( ) 2

( ) ( ) ( ) 11

P A
P A

P A P A P A
= =

+ +
 

( )' 3
3

1 2 3

( ) 6

( ) ( ) ( ) 11

P A
P A

P A P A P A
= =

+ +
 

5.1 Risk Assessment of Transmission Line Overload 

When the network configuration 1A  occurrence, the selected line real power before 

and after 1A  are shown in Table 2. 
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Table 2. PLF Results with Correlated Parameters Before and After the Outage of Transmission 
Line 3-4 

PLF 
results 

Before 1A  occurrence After 1A  occurrence 

μ  σ  μ  σ  

2 3P −  0.70577 0.03865 0.79163 0.03910 

3 35P −  0.29036 0.01495 0.29099 0.01504 

6 15P −  0.15131 0.00795 0.15120 0.00802 

8 9P −  0.01320 0.00126 0.01396 0.00129 

12 13P −  0.01971 0.00337 0.02160 0.00432 

19 20P −  0.01556 0.00788 0.01573 0.00760 

33 34P −  0.81304 0.04143 0.78645 0.04140 

 

It can be seen from Table 2 that the means and standard deviations of the line real 
power are affected to an extent after the network configuration 1A  occurrence. For 

some line with great changes, it indicates the network configuration 1A  has a big 

influence on these lines. For some line with slight changes, it indicates the network 
configuration 1A  has a small influence on these lines. This can further lead to 

different overload risk index of each line and ultimately result in a large difference in 
overload risk indices of the whole system. 

Therefore, based on the total probability theorem, the overload risk index of the 
whole system under the selected network configurations can be calculated as 

( )
3

1

12.52451i
i

Risk Risk A
=

= =  

5.2 Risk Assessment of Over-Limit Voltage 

Similarly, when the network configuration 2A  occurrence, the selected bus voltage 

before and after 2A  are shown in Table 3. 

Table 3. PLF Results Before and After the Fault Occurrence  

PLF results 
Before 2A  occurrence After 2A  occurrence 

μ  σ  μ  σ  

1V  1.0222 0.00107 1.0313 0.00409 

5V  1.0517 0.00123 1.0525 0.00132 

11V  1.0408 0.00220 1.0418 0.00238 

20V  1.0098 0.00439 1.0108 0.00444 

28V  1.0249 0.00147 1.0339 0.00421 

30V  1.0335 0.00506 1.0345 0.00519 

32V  1.0461 0.00142 1.0554 0.00427 
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It can be seen from Table 3 that the means and standard deviations of bus voltage 
are affected to an extent after the network configuration 2A  occurrence. This can 

further lead to different voltage beyond limits risk index of each bus and ultimately 
result in a large difference in voltage beyond limits risk indices of the whole system.  

Based on the total probability theorem, the voltage beyond limits risk of the whole 
system under the selected network configurations also can be calculated as  

( )
3

1

0.07837i
i

Risk Risk A
=

= =  

6 Conclusions 

This paper presents a method to carry out static security risk assessment in wind-
integrated power system with the consideration of network configuration uncertainties 
and correlated parameters. Using Cholesky Factorization method to model normal 
correlated parameters, Nataf transformation to model non-normal correlated 
parameters, compensation method to model branch outage and total probability 
theorem to model random branch outage, the performance of a wind-integrated power 
system after some accidental contingencies is reported. Through probability 
evaluation and impact evaluation under contingency, the transmission line overload 
risk index and the voltage beyond limits index of static security can be obtained. The 
effectiveness of the proposed method is verified by the modified 30-bus system. 
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Abstract. This paper introduces an analysis of a relative orbit control problem 
that how to let the tracking spacecraft be in the range of a small angle which is 
outward from the non-cooperative target spacecraft’s field of view, and at the 
same time satisfy the requirement of flight time and distance. This analysis is 
called “main-flying direction” analysis method. Based on this method, we pro-
vide a design method of the relative orbit in the fluttering mode that the track-
ing spacecraft flies in its own orbit after it enters into the spatial range relevant 
to the target spacecraft. This design method of solving the relative orbit control 
problem is demonstrated by simulations. The analysis thought and the calcula-
tion of this method are simple, and it avoids some disadvantages in other me-
thods, such as the direction limitation of the field of view, attitude and orbit 
control coupling, etc. 

Keywords: spacecraft, relative orbit control, main-flying direction, fluttering 
mode. 

1 Introduction 

Nowadays, spacecraft relative orbital motion control in the short distance is one of 
important issues in the field of space technology. Spacecraft relative orbital motion is 
the research of continuous motion law between the tracking spacecraft and the target 
spacecraft, which are in short distance [1-2]. It is often used on some occasions, such 
as formation flying, on-orbit maintenance, rendezvous and docking, tracking, moni-
toring and other space missions [2]. The problem of tracking and monitoring the non-
cooperative target spacecraft more reflects the significance of relative orbit control. 
This paper mainly studies the problem that how to let the tracking spacecraft in the 
range of a small angle which is outward from the non-cooperative target spacecraft’s 
field of view, and at the same time satisfy the requirement of flight time and distance. 

The most common relative orbital motion forms include hovering (two spacecraft 
maintain the relative position unchanged), accompanying flying (the tracking space-
craft flies with a closed orbit which is around a point near the target spacecraft),  

                                                           
∗ This work is supported by National Natural Science Foundation (NNSF) of China under Grant 

(No. 61304005, 61174200); Research Fund for the Doctoral Program of Higher Education 
(RFDP) of China (NO. 20102302110031). 
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fly-around (a special form of accompanying flying, the point is the target spacecraft) 
and so on [3-19]. Without considering the effect of perturbations and orbit control, 
references [3-8] provide some relative motion forms based on analytical solutions of 
hill equation, and they include non-closed natural spiral orbit, accompanying flying, 
fly-around and hovering. However, if we use them to solve the problem which this 
paper studies, without orbit control, non-closed natural spiral orbit will face some 
difficulties of designing the initial values and the parameters, complex computation; 
the period of accompanying flying and fly-around equal the orbital period of the tar-
get spacecraft, so the flight time is difficult to guarantee, and it cannot satisfy the 
requirement that the direction of the target spacecraft’s field of view can be arbitrary; 
hovering can just maintain the tracking spacecraft in the flying direction of the target 
spacecraft, so it also cannot satisfy the direction requirement. References [1], [2], [8-
11] refer to a class of fast fly-around orbit with the velocity pulse control. The fast 
fly-around orbits are global, however the problem this paper studies is the range of the 
specified sight space near the target spacecraft. References [1], [8], [12], [13] provide 
other flight orbits, so it can maintain the tracking spacecraft in the specified range and 
satisfy the flight time requirement by periodically giving the velocity pulse in the 
largest point of x coordinate for maintaining “drop” shape in the projection of xy-
plane. However, it should periodically give the velocity pulse, so it will necessarily 
face the problem of attitude and orbit control coupling. It not only affects the accuracy 
of orbit control, but also affects the accuracy of some space missions, for example, 
high-precision attitude pointing. References [14-19] focus on spacecraft hovering. 
The methods can maintain the tracking spacecraft hovering in any position relative to 
the target spacecraft with continuous control. However, if using them to solve the 
problem this paper studies, it will also necessarily face the problem of attitude and 
orbit control coupling. Moreover, to think of the non-cooperative target spacecraft, 
hovering is very easy to be perceived, tracking and monitoring mission will fail. 

This paper aiming to the relative orbital motion problem that the tracking space-
craft is in the range of the non-cooperative target spacecraft’s field of view, and at the 
same time, satisfies the flight time requirement, provide “main-flying direction” anal-
ysis method, and based on this analysis method, we provide a design method of the 
relative orbit in the fluttering mode (the tracking spacecraft travels in its own orbit 
after it enters into the spatial range relevant to the target spacecraft). The main design 
steps are as follows. In hill coordinate system, we can analyze the specified spatial 
range by dividing it into xy-plane and z-axis, respectively [4]. Make linear approxima-
tion of the orbit. Select the main-flying direction in x or y directions. Calculate the 
initial velocity, the beginning and the end points of the main-flying direction. Calcu-
late the initial velocities of the non-main-flying directions. In the fluttering mode, the 
tracking spacecraft does not need the orbit control, so it can avoid the problem of 
attitude and orbit control coupling. After finding the beginning and the end points of 
the main-flying direction, this analysis first transforms the three-dimensional motion 
problem into a problem of determining the three-dimensional initial velocities by a 
series of simple principles. The analysis thought and calculation of this method is 
simple, and it is easy to satisfy the index requirement. 
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By simulation validation, using the method this paper provided can perfectly solve 
the problem. If we leave some margin when designing, then the flight time of the 
tracking spacecraft in the specified spatial range can satisfy the requirement. As the 
result, the calculation of this method is simple, the tracking spacecraft can fly in its 
own orbit in the specified spatial range, and the flight time is enough. 

2 Theoretical Basis 

2.1 Two-Body Orbital Model Basis 

Spacecraft orbit is the position of spacecraft in the inertial coordinate system. It is 
used for describing the translational motion of spacecraft. To two-body problem, two 
celestial bodies are treated as particles. Think of the motion equation between two 
celestial bodies whose mass are m and M, respectively: 

 
3 3

( )G M m

r r

μ+= − = −r r r  (1) 

Through solving two-body problem, the motion of celestial body (spacecraft) can 
be described by six classical orbital elements: semi-major axis a , orbital eccentrici-
ty e , longitude ascending node Ω , orbital inclination i , argument of perigee ω , true 
anomaly f . 

2.2 Relative Orbital Model Basis 

Relative Orbital Dynamics Equation. The target spacecraft is denoted as s, and the 
tracking spacecraft is denoted as c. We take the orbit coordinate system s-xyz of the 
target spacecraft as the relative motion coordinate system. The origin is the center of  
 

 

Fig. 1. The s-xyz and OI-XIYIZI 
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mass of the target spacecraft, and move in orbit with it. The x-axis coincides with 
geocentric vector rs of the target spacecraft, and points from geocenter to s. The y-axis 
is normal to x-axis in the orbit plane, and points to the direction of motion. The z-axis 
determined by right-hand rule, coincides with the angular momentum vector of the 
target spacecraft. The relative motion coordinate system s-xyz and geocentric inertial 
coordinate system OI-XIYIZI is shown in Fig. 1 

The dynamics equations of the tracking spacecraft and the target spacecraft in geo-
centric inertial coordinate system are substituted into the relative motion formula. To 
the situation that the target spacecraft is in a circular orbit (e=0) and the distance be-
tween two spacecraft is not large, with linear approximation, the relative motion dy-
namics equation is simplified to a linear differential form with constant coefficients: 
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

 (2) 

In (2), ax, ay, az are the projection of difference between acceleration vector as and 
ac of resultant force which act on two spacecraft except the gravity of the Earth in 
relative motion coordinate system s-xyz; the force includes control thrust and pertur-
bations which caused by the shape of the Earth, atmospheric drag force, solar radia-

tion pressure, etc. 3/n aμ= is the average angular velocity of the target spacecraft. 

Equation (2) is called the hill equation, and also called Clohessey-Whiltshire equa-
tion (C-W equation). 

Independent Analysis of xy-Plane and z-Axis. In (2), if ax, ay, az are constant, rela-
tive motion along z-axis is independent, but relative motion along x-axis and y-axis in 
the orbit plane are coupled with each other, so we can separate (2) into xy-plane and z-
axis to analyze.  

Approximation in the Case of Small-Angle. Integrating (2) and solving it, if the 
initial values 0 0( , )r r are known, we can get the relative position at a certain time, 

 11 12( ) (0) (0)r t r r= Φ + Φ   (3) 

where 
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If nt is the small-angle, we can simplify the trigonometric function approximately 

 sin( ) , cos( ) 1nt nt nt≈ ≈  (6) 

Substituting (6) in (4) and (5): 

 11 12

1 0 0 0 0

0 1 0 , 0 0

0 0 1 0 0

t

t

t

   
   Φ ≈ Φ =   
      

 (7) 

By the small-angle approximation, we can get the linear-variation conclusion of 
relative coordinate r in the hill equation. Assuming r = [x;y;z], r0 = [x0;y0;z0], 

0 0 0[ ; ; ]or x y z=    ,  it satisfies that 

 0 0r r r t= +   (8) 

3 Analysis and Design of the Fluttering Orbit  
Based on Main-Flying Direction Method 

3.1 Problem Analysis 

This paper mainly studies the problem how to let the tracking spacecraft be in the 
range of a small angle which is outward from the non-cooperative target spacecraft’s 
field of view, and at the same time satisfy the requirement of flight time and distance. 

 

 

Fig. 2. The fluttering area 
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For example, the target spacecraft is located in the geostationary earth orbit (GEO). 
The range of sight angle is ± θ. There are upper and lower boundaries of the relative 
distance. After the tracking spacecraft entering into the specified spatial range, it gets 
into the fluttering mode that it flies in its own orbit. The fluttering area is shown in 
Fig. 2 

In Fig. 2, e = [e1 e2 e3]
T is the unit vector of the sight line vector l of the non-

cooperative target spacecraft. ei (i = 1,2,3) are the components in hill coordinate  
system. It can be seen that the range of the allowing fluttering area of the tracking 
spacecraft is determined by the direction of the sight line and the relative distance, 
and it’s a cone-frustum in the hill coordinate system. The design goal is that properly 
choose the beginning point A ([r0,v0]) and the end point B ([rf,vf]) based on hill coor-
dinate system; Let the tracking spacecraft freely flutter in the cone-frustum without 
any active orbit control; At the same time, satisfy the flight time requirement. 

3.2 Choosing z0 

Comparing the orbital period of GEO, the time of keeping in the specified spatial 
range is very short, and r varies periodically with the orbital period of GEO. So we 
can consider that nt is a small-angle. Thus if we choose a proper z0 in the case of the 
velocity of z direction 0z being very small at initial moment, we can consider it will 

not vary obviously. Then we can deal with the three-dimensional fluttering problem 
as a two-dimensional problem approximately, namely just to consider the relative 
fluttering orbit in the xy-plane. 

The principle of choosing z0 is keeping the xy-plane which is intercepted by the 
plane z = z0 and the cone-frustum as large as possible. In this paper, we choose z 
coordinate of circle center of the bottom of the cone-frustum z0. According to the 
definition of e , z0 is shown in Fig. 2 and  

 0 3sinz l l eα= = ⋅  (9) 

3.3 The Explanation on Entering Velocity of the Fluttering Area 

GEO is the high orbit, so the perturbations are small relatively, and it will hardly im-
pact the fluttering process (as shown in analysis with the concrete example in the next 
section). According to (8), if proper entering position r0 and end position rf is pro-
vided, proper 0r is chosen, we can guarantee the flight time to be long enough. Note 

that if only the components of 0r are small enough, the flight time can be very long. 

But if it is too long, the assuming condition that nt is a small-angle will be not estab-
lished, then this analysis based on linear approximation will not be established. So the 
choosing of 0r should be reasonable. 

3.4 The Analysis about xy-Plane and the Main-Flying Direction Method 

For the problem this paper studies, the sight angle is usually small, namely the vertex 
angle of the cone is small, only 2 × θ, so the projection of the figure which is  
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bounded by the cone genertrix is an isosceles triangle, and its bottom corner (90°-θ) is 
approximately 90°. Actually in a relatively short range, the fluttering area of the track-
ing spacecraft is a cylinder approximately. The area which is intercepted by z = z0 
plane and the cylinder is a part of ellipse, as shown in Fig. 3. Because of the differ-
ence in the direction of the projection of the axis of symmetry in xy-plane, there is a 
shorter component of the orbit in x or y direction, called the main-flying direction, and 
it is sufficient to guarantee satisfying the mission requirement in this direction. 

 

Fig. 3. A part of approximate ellipse which is intercepted by z = z0 plane and the cylinder 

3.5 Choosing the Main-Flying Direction 

We present the example that the included angle between the symmetry axis and the x-
axis is smaller than 45°, as shown in Fig. 4. The components among y-axis are all 
smaller than the components among x-axis in every orbit, namely y-axis is more sen-
sitive, so we choose y-axis direction as the main-flying direction, it is sufficient to 
guarantee that the initial velocities of x-axis and z-axis are small enough. 

 

Fig. 4. Analysis figure of main-flying direction 

3.6 The Design of the Desired Orbit in Main-Flying Direction 

As shown in Fig. 4, the desired main-flying direction is from point Y0 to point Yf. The 
calculation of both points in hill coordinate system is given as follows. 

Firstly, the x coordinate of Y0 and Yf  are equal: 

 0 sinfx X R β= −  (10) 
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where X0 is the x coordinate of the bottom of the cone. R is the radius of the bottom, 
and β is calculated as 

 2

1

arctan
e

e
β

 
=  

 
 (11) 

Y0 and Yf are on the surface of cone frustum, so the included angle between the tar-
get spacecraft’s sight direction l and the line which connect either of them and the 
origin is θ. The y coordinate of two points can be determined by solving the following 
equation 

 2 2 2
1 , 2 0 3 0, 0arccos(( ) / )f o f f fx e y e z e x y z θ+ + + + =  (12) 

where y0,f are the y coordinates of two points. There are two solutions. The z coordi-
nate has been determined by (9).  

After providing the beginning and end points of the desired orbit, we provide the 
method of calculating the desired initial velocity of the main-flying direction. Assume 
that tlve is the desired flight time, the desired initial velocity of the main-flying direc-
tion can be calculated as 
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0

f

lve

Y Y
y

t

−
=  (13) 

3.7 The Explanation on the Initial Velocities of the Non-Main-Flying 
Directions 

It is hoped that the desired orbit is a straight line, namely the initial velocities of the 
non-main-flying directions are zero strictly, but this case is too ideal to establish. 
Moreover, if the initial velocities of the non-main-flying directions are chosen proper-
ly, the loss of the desired flight time will be reduced, or the desired flight time will 
lengthen. 

First, see Fig. 4. Assume the position and velocity of y direction (main-flying di-
rection) have been given. If the initial velocity of x direction is positive and a little 
large, the fluttering orbit may be along Y0Yf1, so the orbit projection of y direction will 
be shorter than the length of the desired fluttering orbit; If the initial velocity of x 
direction is negative, the tracking spacecraft may fly out the specified spatial range 
ahead of schedule along Y0Yf2. We choose that the initial velocity of x direction is 
positive and small. 

The analysis of z direction is shown in Fig. 5. If the initial velocity of z direction is 
negative but not large, the actual orbit may be along Y0Yf3, and the orbit projection on 
the xy-plane will be longer than the length of the desired fluttering orbit. So the orbit 
projection of the y direction will lengthen. So if designing the initial velocity of y 
direction properly, the flight time will lengthen. Similarly, if the initial velocity of z 
direction is positive, the flight time will be reduced. 
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Fig. 5. The rear view of the range of allowing fluttering area 

4 Simulation 

4.1 Simulation parameters 

The target spacecraft is in the GEO, and the initial six orbital elements are that a1 = 
4.225×107m, e1 = 0, i1 = 5°, Ω1 = 31°, ω1 = 0°, M01 = 0°. 

The parameters of perturbation coefficients are that aerodynamic force coefficient 
CD = 1, drag force coefficient Cd = 2.2, reflection coefficient Cr = 0.8. 

The sight direction vector of the target spacecraft are e-hill = [-49647;-5194;2863], 
the minimum distance along the sight direction is Rmin = 50km, maximum distance is 
Rmax = 99.2km, the sight angle θ = 0.35°. The desired flight time is 800s. 

4.2 The Fluttering Orbit Design 

Firstly, to design as section 3.5, we choose the y direction as the main-flying direc-
tion. The initial position and velocity are determined by the principles in sections 3.6 
and 3.7. After some calculation, the position coordinate of the beginning point Y0 is [-
9.8437;-1.0908;0.5680]× 104m, and the initial velocity is [0.200;1.5222;-0.100]m/s. 
Assume that the tracking spacecraft has reached the beginning point with the desired 
initial velocity by orbit maneuver control, we begin to simulate and analyze its flutter-
ing orbit. 

4.3 The Simulation Based on Kepler Equation and Hill Equation 

We provide the simulations based on kepler equation and hill equation. Considering 
the effect of multiple orbit perturbations based on two-body orbit model, we trans-
form the position vector of the tracking spacecraft relative to the target spacecraft 
back to hill coordinate system, and compare it to the case of hill dynamical equation 
without any orbit perturbations. 

The partial enlarged schematic drawing of the three-dimensional curves is shown 
in Fig. 6. It indicates that the curves based on two equations can be coincident basical-
ly. Due to the perturbations, there are a little differences between the fluttering orbits 
based on the two equations. As shown in Fig. 7, the y and z components of the flutter-
ing orbit maintain the linear-degree well in the fluttering process, the linear-degree of 
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the x component is not good enough. Fig. 8 is the schematic drawing of time intervals 
of which the tracking spacecraft being in the cone-frustum. With these initial parame-
ters, the tracking spacecraft can flutter 775 seconds in the specified spatial range, and 
it is basically anastomotic with the result with the main-flying direction analysis  
method. 

trajectory in hill-coordinates from
inertial-coordinates

trajectory in hill-coordinates directly

 

Fig. 6. The enlarged schematic drawing of the fluttering orbit 
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Fig. 7. The variation curves of three axis components along with time in hill coordinate system 
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Fig. 8. The schematic drawing of triggering signals of the flight time 

5 Conclusions 

This paper investigated the relative orbital motion problem. The tracking spacecraft 
should fly in the range of field of view of the non-cooperative target spacecraft and 
satisfy the flight time requirement. We provided the “main-flying direction” analysis 
method. Based on this method, we provided a design method of the relative orbit in 
the fluttering mode which did not use the orbit control. The relative orbit was de-
signed with the steps which included choosing main-flying direction, calculating the 
beginning and end points of the fluttering orbit, calculating the initial velocity of the 
main-flying direction, and designing the initial velocities of the non-main-flying di-
rections. The analysis thought and calculation of this method was simple, and it 
avoided some disadvantages in other methods, such as the direction limitation of the 
field of view, attitude and orbit control coupling, etc. The effectiveness of this design 
method on solving the relative orbit control problem was proved by simulations. To 
the need of simplified calculation, approximation in the case of small angle is used in 
the design process. So the approximation conditions limit the mission time. In the 
future, we will study the result of this method affected by the flight time which the 
mission requires. 
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Abstract . community detection method of complex network with a combina-
tion of TSP model and ant colony optimization is proposed in this paper. The 
topology relationship of network node is transformed into distance, thus the 
community detection problem is transformed into a path optimization problem 
(TSP) and solved by using ant colony algorithm, and then the pheromone ma-
trix is used to achieve the community clustering by the convergence of algo-
rithm. Experimental results show that, the use of TSP path length as fitness is 
feasible, and compared with some representative algorithms, TSPP algorithm 
can cluster out the number of real communities in network effectively, which 
has a higher clustering accuracy. 

Keywords :omplex network, Community detection, Ant colony optimization, 
Traveling salesman problem, Pheromone. 

1 Introduction 

With the in-depth study of the physical significance and mathematical properties of 
the complex network, it was discovered that many real networks such as social net-
works, biological networks, Web network have a common nature, namely community 
structure [1]. That is, the whole network can be considered as constituted by a plurali-
ty of communities. The node connections in the same community are relatively very 
intense, and the node connections in different communities are relatively sparse.  

Community detection methods of complex network proposed in recent years can 
be broadly divided into optimization-based methods and heuristic methods. Optimiza-
tion-based methods mainly include: FN (Fast Newman) algorithm [2], GA (Guimera-
Amaral) algorithm [3], KL algorithm (Kernighan Lin) algorithm [4], EO (Extremal 
Optimization) algorithm [5], FUA (Fast Unfolding Algorithm) algorithm [6] and ITS 
(Iterated Tabu Search) algorithm [7]. Heuristic methods mainly include: GN (Girvan-
Newman) algorithm [1], FEC (Finding and Extracting Communities) algorithm [8], 
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CPM (Clique Percolation Method) algorithm [9] and LPA (Label Propagation Algo-
rithm) algorithm [10].  

Each of the above community detection method exists some individual defects, 
such as the accuracy of FN algorithm is not high when facing large-scale communi-
ties, the time complexity of GA algorithm is too high and a relatively long time re-
quired to calculate, KL algorithm needs priori knowledge (such as the number of 
communities), GN algorithm based on the maximum value of Q function to achieve 
the division of communities, but the results are sometimes have a big difference with 
the real community. In short, how to further improve the accuracy of community de-
tection algorithms [11], especially in the case of the number of network community is 
unknown in advance [12], which still is a not well solved problem.  

In response to this problem, this paper proposed a heuristic community detection 
method based on Traveling Salesman Problem (TSP) [13] and ant colony optimiza-
tion algorithm (ACO). The relationship between the network nodes is processed as 
distance, thereby changed the community detection problem into a TSP model, and 
then the path pheromone matrix of ACO is used to achieve community detection.  

2 Community Detection and TSP 

This paper introduced TSP (Traveling Salesman Problem) to community detection. 
TSP is one of the famous mathematical problems which suppose a salesman had a 
travel business needing to visit N cities, he must choose which path to go but limit the 
path is to visit each city only once and at last return to the original departure city. The 
solution of TSP is to obtain the shortest path from all feasible paths, which is an NP-
hard problem. Also note that for the TSP solution, even the nearest city to city A is 
city B, but the path AB may not be selected for the sub-path of the TSP shortest path, 
because solving the TSP requires global topology considerations. And same in com-
munity detection, two nodes have close relationship may not necessarily belong to the 
same community, which is a very important meeting point between TSP and commu-
nity detection. 

Of course, the above discussion is based on the ideal case. In practice, there are the 
following three key problems need to be solved:  

1 The determine problem of node distance  

 

Fig. 1. Determine the distance between nodes 
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The distance between nodes is the basic to solve TSP. In principle that the shorter 
the distance between nodes, the greater the chance of becoming TSP sub-path, so the 
provisions of node distance should meet the needs for community detection. If node j 
is the neighbor node of node i and the degree of node j is 1, then node i is actually the 
only neighbor of node j so that node j can only follow the node i belongs to the same 
community in general, which indicates that the tightness between a node and its 
neighbors also depends on the degree of its neighbors, so as shown in Figure 1, we set 
the distance between the two nodes is the smaller degree of the two nodes, such as 
nodes B, C, D with the degrees of 2, 3, 3 respectively, then the distance between node 
B and C is 2, and the distance between node C and D is 3.  

2 The problem of path feasibility  

 

Fig. 2. Air-pass between nodes 

In Figure 1, we can find that as a solution to TSP that the path from A to G is not 
complete, because it must go back to node A and then it is a complete path of TSP, 
but there is no link between node A and G, so it is impossible to form a complete path 
of TSP. And in fact, this disconnection is often the case. In general TSP model where 
the graph is fully connected, but the actual complex network is basically a sparse 
graph, so we introduce a mechanism (called "air pass") to resolve this path feasibility 
problem. As shown in Figure 2, there is no way to go after from node A to C to B, 
then we can randomly give node B a "air pass" path to visit a node it haven’t visited 
before, for example air pass to node G as shown in Figure 2, then after reached node 
D and finally returned node A by air pass, thus completed a full path of TSP. The 
distance of "air pass" path is 0 such as the paths B-G and D-A.  

For convenience, the proposed algorithm is referred to as TSPP algorithm (TSP 
Pheromone algorithm). Specific algorithm introduced in Section 3.  

3 TSPP Algorithm 

In order to quickly solve the TSP, this paper used the ant colony system (ACS) algo-
rithm with some simplifications and made corresponding adjustments and optimiza-
tions according to the features of community detection. TSPP algorithm is described 
below, set the number of nodes is n; the number of ants is m. 
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1 Data initialization 

Step1 Import the topology of complex network and get the distance between nodes by 
the above distance determination method, then save the information in the distance 
matrix dist[n][n], where the value of array element dist[i][j] (i, j∈[0,n-1]) represents 
the path length from node i to j, as shown in formula (1). 

 
min{ , } , connected

0 , connected

i j
degree degree    i j 

dist[i][j]  

      i j or i j non

=
= −





 (1) 

Where degreei and degreej represent the degree of node i and j respectively. 
Step2 Initialize the pheromone matrix phero[n][n], where the value of array 

element phero[i][j] (i, j∈[0,n-1]) represents the pheromone content of the path from 
node i to j which has been set a uniform initial value as vinit-pheromone or 0, as shown in 
formula (2). 

 
, connected

0 , connected

init_pheromonev           i j 
[i][j]  

   i j or i j non
phero =

= −





 (2) 

Step3 Initialize the path choice matrix choice[n][n], where the value of array ele-
ment choice[i][j] (i, j∈[0,n-1]) is shown in formula (3), it can be seen, the value of 
choice[i][j] is proportional to the pheromone content in its path, and inversely propor-
tional to the path length.  

 
, connected

, connected

i j 

i j or i j non

phero[i][j] 
   

choice[i][j] dist[i][j]

= −


= 


  

0   
 (3) 

Step4 Initialize the parameters of ants and so on in algorithm, such as the maxi-
mum number of iteration set as epoch_max, the length of global optimal path set as 
dist_best, the lower limit of pheromone content set as pheromone_min and so on. 

2 Iteration 

When the iteration number is equal to epoch_max, then the iteration is end; otherwise 
circulating the following acts: 

Step1 Clear the way-finding memory of all ants on the previous iteration; 
Step2 All ants were randomly assigned to an initial node; 
Step3 Every ant builds a full path: in each step of the path construction, ant k 

(k∈[1,m]) in accordance with the roulette wheel selection method [13] to decide the 
next node to go. The characteristic of this selection method is that the value of 
choice[i][j] corresponding to a path is greater, the probability of the path chosen by 
ant k is greater. So on the one hand ants tend to choose the paths which is considered 
better currently, on the other hand the other paths are also have the chance of being 
selected which can avoid algorithm falling into local convergence prematurely. The 
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probability of an ant in node i will choose the node j as its next visit node is shown in 
formula (4), where N represents the set of nodes has not yet visited by the ant. If this 
set is empty, then the node conducts air pass. 

 
ij

l N

choice[i][j]
p ,         j N

choice[i][l]
∈

= ∈


 (4) 

Step4 Ants return to the starting node, then calculate the length of the paths they 
constructed and reduce the pheromone content of each path they have visited (set the 
reduction as Vsub), so that the probability of other paths chosen by ants in next itera-
tion is increased which could prevent the algorithm falling into a local optimum. If the 
pheromone content of a path is less than pheromone_min, then make it equal to phe-
romone_min, which can avoid the pheromone content of a path is too low to be se-
lected. 

Step5 Select the ant which constructed the shortest path in this iteration and in-
crease the pheromone content (set the increment as Vadd) of this path, which is to re-
ward the best path in this iteration so the probability of this path chosen by ants in 
next iteration is increased, and Vadd is significantly greater than Vsub. If the length of 
this path is less than dist_best, then use it to replace dist_best and record the node 
order of this path; 

Step6 Go to the next iteration. 

3 Community Detection 

After the iteration we can analyze the converged pheromone matrix phero[n][n] to 
obtain the results of network community detection. As the convergence characteristic 
of ACO algorithm, the community structure indicated by pheromone matrix is very 
obvious, and in the paper a splitting method is used to achieve community detection 
from the pheromone matrix phero[n][n].  

Step1 Set the threshold value as threshold, this value can be obtained by an empiri-
cal formula, as shown in formula (5).  

 log( * )subthreshold epoch_max v   =  (5) 

Step2 Take the first row of pheromone matrix phero[n][n], extract the elements 
whose value is greater than the threshold (namely extract the neighbor nodes of the 
1st node whose community is same as the first node in network), and add the 1st node 
to constitute  community 1.  

Step3 Like the operations in step 2, then extract the rest nodes in other rows belong 
to commuity1. If found new node then to add it to the commuity1, repeat this until no 
new node joining, and then delete all rows corresponding to the nodes in community 
1. If the pheromone matrix is not empty, return to step 2 and to discover new com-
munities.  

Step4 Return the community detection results. 
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4 Case Study 

In order to better analyze the performance of TSPP algorithm, we selected three real-
world networks to test it, which are Zachary's karate club [14], dolphin social network 
[15] and American college football [1] respectively. Experimental platform is Matlab 
7.0. In the parameter setting of TSPP algorithm, the number of ants is 10, the initial 
pheromone content of connected path (vinit-pheromone) is 1, the pheromone award of 
best path (Vadd) is 0.1, the amount of pheromone volatilization (Vsub) is 0.01, the 
pheromone limit of paths (pheromone_min) is 0.5.  

Table 1 gives the experimental results compared with the algorithms GN, FEC, 
FUA and RWACO algorithm proposed in [12]. In parentheses which at the right of 
network name are the real numbers of communities in each network. Q-Value is a 
reference value to evaluate the community detection results of each algorithm which 
calculated by Q modularity function. It can be seen that the Q-Value of FUA whose 
objective function also depends on Q-Value is significantly better than the heuristic 
algorithms TSPP, FEC and RWACO. The value Division of is the number of com-
munities divided by each algorithm. It can be seen that TSPP algorithm and RWACO 
algorithm correctly divided the number of communities in all three networks, and 
other algorithms showed poor performance in automatically determine the number of 
communities.  

Table 1. Comparison of community detection algorithms 

Algorithm 
Karate(2) Dolphin(2) Football(12) 

Q-Value Division Q-Value Division Q-Value Division 
TSPP 0.386 2 0.483 2 0.598 12 

GN 0.401 5 0.515 5 0.600 10 

RWACO 0.371 2 0.377 2 0.601 12 

FEC 0.374 3 0.522 4 0.569 9 

FUA 0.418 4 0.531 4 0.605 10 

 
Limited to picture clarity problem, here we only specifically analyze the TSP path 

graph of the smaller karate network. As shown in Figure 3, karate network showed 
the social relationship between each karate club members in an American university, 
which consisting of 34 nodes and a total of 78 edges, divided into two communities 
(using the mark circle and triangle to distinguish these two communities in Figure 3). 

In the experiment of karate network, the iteration number is set to 1000 and TSPP 
algorithm will reach convergence after 800 iterations on average, the shortest path 
length after TSP converged is generally about 44. As shown in Figure 4 there is a 
converged TSP shortest path with a length of 43, where the solid line represents the 
feasible sub-path and the dashed line represents the air pass path.  

It can be seen From Figure 4 that in the feasible sub-paths (solid lines) only the 3rd 
node (ambiguity node) not connected to the nodes with same community. In fact the 
TSPP algorithm also only divided the 3rd node to the wrong community. And note  
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Fig. 3. Topology of the karate network 

 

Fig. 4. The length of shortest TSP path is 43 

that the different lengths of converged TSP paths do not affect the community detec-
tion results of karate network (the result of larger networks will change slightly), so 
long as the algorithm reached convergence and correspondingly the pheromone ma-
trix is mature, the community detection of network can be achieved effectively.  

5 Conclusion 

In this paper, the length of TSP path is used as the fitness function of ACO algorithm; 
thereby the converged pheromone matrix is used to achieve community detection. 
Compared to similar algorithms, the computing cost of using the length of TSP path 
as fitness function is lower, and experiments proved that the idea of TSPP algorithm 
is feasible, and showed good performance in automatically determine the number of 
communities.  
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Abstract. iming at the disaster regional association issues, a complex network con-
struction method of disaster regional association based on compressive sensing is 
proposed in this paper. The disaster system dynamic equations of network node are 
obtained through the use of power series expansion and the correlation coefficients 
between nodes are obtained through the use of compressed sensing theory, then the 
solving process is optimized by hyperbolic tangent function and revised Newton 
method, so as to realize the effective construction of the network topology. Expe-
rimental results show that, complete network construction requires less amount of 
time series information and the construction result has a certain rationality. 

Keywords: isaster, Time series, Compressive sensing, Regional association, 
Complex network. 

1 Introduction 

Based on the time series information [1-2] of regional disaster, how to dig out the 
potential disaster relationship [3-5] between each area and then to construct a corres-
ponding complex network, which is the problem to be solved in this paper. In fact, 
network construction is becoming a hot issue in the study of complex network and 
there has been proposed some construction methods such as reverse engineering me-
thod [6], perturbation response method [7], convergence mirroring system method [8], 
and noise-based correlation method [9] and so on, the basic idea of these methods is 
to derive the network topology by the behavior of individual units, but there are more 
or less the problem of excessive operational costs.  

To solve this problem, [10-12] proposed a complex network construction method 
based on compressive sensing [13], which can realize network construction with a 
small amount of data relative to the size of the network topology, and have obtained 
good results in the construction of non-linear systems. However, the traditional  
compressive sensing algorithms still have some problems such as lower operational 
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efficiency so that need for further improvements. To achieve a better network con-
struction, this paper based on compressive sensing theory and made some improve-
ments for its shortcomings. 

2 Compressed Sensing 

The core idea of compressive sensing theory [14] is that by using a small amount of 

measured values S ( M
R∈S ) to restore the sparse vector a ( N

R∈a ), and 
meet aDS ⋅= , where D is an M * N dimensional full rank matrix, and the signal 
reconstruction process is to solve this following optimization problem, as shown in 
formula (1). 

 
0

min subject to    ⋅ =a D a S  (1) 

Where 0
a  is the L0 norm of vector a. The advantage of compressive sensing is 

that when a is a sparse vector and D satisfy the constraints, M can be much less than 
N, and the number of non-zero elements in a is less than M. Due to the sparsity 
exhibited by complex network itself, which also ensured the sparsity of vector a, so 
long as the construction problem of complex network can be changed into the form 
that compressive sensing theory can handle with, then this method can be used to 
accurately reconstruct network topology based on a small amount of time series in-
formation. 

To solve the formula (1) directly is very difficult, so a common solving idea is to 
replace the formula (1) with the convex optimization model based on minimization L1 
norm, but this method has high computational complexity; another idea is to use the 
greedy algorithm to obtain an approximate solution for formula (1), the accuracy of 
these algorithms is lower than the former algorithms. In this paper, a smooth function 
is used to achieve the approximation to L0 norm in order to improve the solving accu-
racy of compressive sensing algorithm, and revised Newton method is used to further 
improve the convergence speed. 

3 Construction Algorithm 

Set the number of node in the complex network of disaster regional association is n, 
the time series information of node i at a given time (e.g., time t) is divided into two 
parts, the first part is set as si, represents the affected results of region node i observed 
at the time t, the second part is set as xi, which is an observation parameter vector that 
contains some associated disaster-environmental parameters at time t, set the vector 
dimension is m. Then the complex system disaster dynamics equation of node i can be 
represented by the formula (2). 

 ( ) ( )
1,

n

i i
j j i

s f   

= ≠
= + −i ij j ix x xG  (2) 



 Complex Network Construction Method of Disaster Regional Association 773 

Where fi(xi) is disaster dynamics equation of the node i itself, and the second half 
of the formula (2) is relationship dynamics equation between node i and other nodes, 
the two dynamics equation together constitute the system dynamic equations of node 
i; Gij is the association matrix of observation parameter vector between node i and 
node j, as shown in formula (3) below. 
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ij
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Where gij
u,w represents the correlation between the u-th observation vector 

component of node i and the w-th observation vector component of node j. If there is 
at least an element is not 0 in this matrix, then it can consider of these two nodes 
interrelated, namely in complex network these two nodes exist an edge  

For the formula (2), we can also represent in such a way as formula (4). 
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nn
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    i ij i ij jx G x G x  (4) 

Then the first part of the formula (4) becomes an equation only about xi, and the 
second half of the equation is about the observation vector of other nodes. Then we 
use Qi(xi) to represent the first part of formula (4), and use a power series of order N 
to expand Qi(xi), as shown in formula (5) below. 
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 (5) 

Where (xi)1 represents the first component of observation vector of the node i, (ai)k 
represents the k-th scalar coefficient of the expansion term. Note that the formula (5) 
covered all possible expansion terms in the power series of order N, and the number 
of expansion terms is (1+N)m, which means that many scalar coefficients of the ex-
pansion terms may be 0.  

And now the formula (4) can also be represented as shown in formula (6) below. 

 ( ) ...

i i
s Q= + + + +

i i1 1 i2 2 in n
x G x G x G x  (6) 

From formula (6) it can be seen, in the case of the node time series information is 
known, the unknown things are the expansion scalar coefficients in Qi(xi) and the 
association matrix Gij. we take Gijxj in formula (6) with the same power series 
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expansion as in formula (5), and then the formula (6) can be expressed as formula (7) 
below. 

 ( ) ( ) ( ) ( )
1 2 3

...

i n
s Q Q Q Q= + + + +

1 2 3 n
x x x x  (7) 

For each Q(x) function in formula (7), for example to solve the Qi(xi) in formula 
(5), set the coefficients of expansion terms be represented by the vector ai, because 
Qi(xi) is in accordance with the power series expansion, so the expanded form is 
fixed, as in the series N = 3, m = 3 case, the expansion of Qi(xi) can be shown as for-
mula (8). 
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Where b, y, z are the components of the vector xi. The coefficient vector of formula 

(8) is ai, and ( ) ( ) ( )[ ]T
333001000

,...,,
iiii

aaaa = , then for observation vector xi(t) at time t, 

we get formula (9): 
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Now ( )[ ] ( )
ii
ax ⋅= tdtQ

ii
, if we recorded the time series information of node i with 

L time, and set the observation vector as S, ( ) ( ) ( )[ ]T
21

,...,,
Liii

tststs=S , then we 

can get the equation aDS ⋅=  which compliance with compressive sensing theory, as 
shown in formula (10). 
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In the formula (10), S and di(t) can be obtained by the existing time series 
information, and then we can construct the network topology. However, because the 
traditional L0 norm approximation methods have deficiencies in solving accuracy, this 
paper selected hyperbolic tangent function to improve the approximation perfor-
mance, as shown in formula (11) below. 
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Where ax represents the component of the vector ai, σ is an adjustment parameter, 
since in the case of σ close to 0, when ax is equal to 0, the limit value of 







xaf σ  is 
equal to 0; when ax not equal to 0, then the limit value of 







xaf σ  is equal to 1. If 
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
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x
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1
σσ a , the function value will approximate to the number of nonzero com-

ponent in vector ai, namely the approximation of L0 norm.  
Because the Hesse matrix in the Newton direction d in 







iF aσ  is not positive defi-
nite matrix which as shown formula (12), this will greatly affect the decrease effect of 
d. 
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To solve this problem, this paper constructs a correction matrix U to ensure its pos-
itive definiteness, as shown in formula (13) below. 
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Where I is the identity matrix, εx is the correction factor which is calculated as 
shown in formula (14). 
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Then we get the Newton direction d modified with positive definiteness, as shown 
in formula (15) below. 

 1

i
Fσ
 −  

    
= − ∇d U a  (15) 

4 Case Study 

We choose earthquake disaster which with the characteristic of zonal distribution to 
evaluate the performance of the proposed method. There are five major earthquake 
regions in China. This paper selected totaling 60 cities as network nodes from these 
five regions, the time series data are take from the historical disaster databases which 
contain affected situation by earthquake and related disaster pregnant environmental 
parameters of each cities in a total of 40 years (from 1965 to 2004), namely n = 60, L 
= 40. Experimental platform is Matlab 7.0. On the parameter setting, the power series  
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of order N = 3, and according to the experts recommend selected six parameters as 
earthquake-related parameters, namely the observation vector dimension m = 6. 

Figure 1 showed the result of network topology obtained by the proposed algo-
rithm and drawn by the software Pajek. 

 

Fig. 1. Network topology of disaster regional association 

Table 1 showed the connection rate statistical results of mapping the node-to-node 
links to the corresponding seismic zones based on the topological relationship be-
tween nodes. If the algorithm is valid, then firstly the nodes in same seismic zone 
should have a higher connection rate.  

Table 1. Node connection rate of each seismic zone 

Node number in 

seismic zone 

number of 

seismic zone 

Average con-

nection rate 

5 1 60% 

4 4 75% 

3 8 72% 

2 6 83% 

1 3 0% 

 
Can be seen from Table 1, the node connection rate in seismic zones is in line with 

the expectation, which shows the network topology constructed by the algorithm had 
a certain scientific. 

Figure 2 and Figure 3 showed the link matching degree between the obtained net-
works and the network in Figure 1 under different amount of time series data. we used 
two parameters to conduct this evaluation, respectively are non-empty link and empty 
link. As can be seen from these two figures, the proposed algorithm can obtain a con-
sistent network topology in Figure 1 only need to use about 60% volume of the origi-
nal time series data, namely can achieve an accurate construction of network with a 
small amount of data. 
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Fig. 2. Error link rate under different amount of data 

 

Fig. 3. Success link rate under different amounts of data 

5 Conclusion 

Based on compressive sensing theory, this paper tried to use a small amount of time 
series data to construct the complex network of disaster regional association, and used 
the hyperbolic tangent function and revised Newton method to improve the solving 
performance of compressive sensing algorithm. The direction of future work is to 
further expand the algorithm application fields in order to be able to effectively con-
struct other social networks. 
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Abstract. This paper studies cascading failures of power grid under three node 
attack strategies based on the local preferential redistribution rule of the broken 

node’s load. The initial load of a node with degree k is βk , and β is a tuna-

ble parameter. We investigated the cascading propagation of US power grid un-
der three node attack strategies and analyzed their attack effects. The three node 
attack strategies are HL (attack the node with the highest load), HPC (attack the 
node with the highest proportion between the capacity of the attacked node and 
the total capacities of the neighboring nodes), LL (attack the node with the low-
est load). Study shows that the attack effect of HPC is the best one of the three 
in most cases. The attack effects of the three node attack strategies are com-
pared with those of the three edge attack strategies. It is found that in a big 
range of β , the effect based on a node attack strategy is better than that based 

on the corresponding edge attack strategy. So in most cases, attacking the im-
portant nodes is more harmful than attacking the important edges in power grid. 

Keywords: cascading failures, node attack, proportion of capacity, edge attack. 

1 Introduction 

In recent years, the cascading failure of power grid network has been attract high 
attention of researchers and becomes a hot topic in the research field. Many kinds of 
node attack strategies and edge attack strategies have been proposed, and a lot of re-
search work has been done on US and European network [1-4]. In the reference[1,2], 
as the betweenness for the node’s load, the author studied the spread of cascading 
failure of US power grid and the influence to the power grid transmission efficiency 
under different node attack strategies. Reference [3], using the mean-field theory, 
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studied the robustness of the European power grid under a deliberate attack. Refer-
ence [4], adopting the load model which is based on node degree, studied the cascad-
ing failure of US power grid under attack strategies of the minimum load and the 
maximum load. In this paper, we adopted the load model which based on node’s de-
gree and the local preferential redistribution rule to research the cascading failure of 
power grid [5]. According to this method, the load of failure nodes would be assigned 
to the neighbor nodes according to the distribution principle of prior probability. That 
is to say, the greater the degree of neighbor node, the more load to be assigned. This 
method has been applied to the study of European power grid cascading failures [6]. 
The local preferential redistribution rule also is appropriate for the cascading failure 
that is based on a node attack strategy [7].  

2 The Model 

In the study of power grid, we put the power plant and transformer substation as 
nodes, the transmission lines between power plants and transformer substations as 
inter-node even edge, thus an undirected network model was constructed. For large-
scale blackout accidents, initially, only a single or a few nodes fail, then the failure is 
quickly spread in the power grid, causing larger failure. In the power grid, the spread 
of the failure is mainly caused by the redistribution of load which caused the power 
station successive overload. If an initial disturbance or event causes a node to go 
down, its power is automatically shifted to the neighboring nodes, which in most cas-
es are able to handle the extra load. Sometimes, however, these nodes are also over-
loaded and must redistribute their increased load to their neighbors. This eventually 
leads to a cascade of failures: a large number of transmission lines are overloaded and 
malfunctioning at the same time. In normal conditions, the more transmission lines 
the power plant has, the higher the bearing load. Therefore, when the load model is 
set up, the initial load of a node is closely related to its degree. Here we define the 
initial load of each node i  is [6] 

 , 1, 2, ,β= = i iF k i N  (1) 

where N  is the initial number of nodes and ik  is the degree of node i , 0β >  is 

a tunable parameter, which controls the strength of the initial load of the node i . The 
capacity of a node is the maximum load that the node can handle, which is severely 
limited by cost. Thus, it is natural to assume that the capacity iC of node i  is propor-

tional to its initial load iF  [8,9], 

 (1 ) , 1, 2, , Nα= + = i iC F i  (2) 

where the constant 0α > is the capacity parameter. In this paper, we assume that the 
cascading failure is initially by a single node failure, and the load redistributes to its 
neighboring nodes caused the overload phenomenon. According to the distribution 
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principle of prior probability [4-7,9], after a node failure, the increased load of the 
neighbor node j is jFΔ , 

  /β β

∈Γ

Δ = 
i

j i j m
m

F F k k  (3) 

where iΓ  represents the set of all neighboring nodes of node i . Since every node has 

a limited capacity to handle the load, so for the node j  if 

  + Δ >j j jF F C  (4) 

then the node j will be broken and induce further the redistribution of the load 

+j jF F and potentially cause other nodes breaking. 

3 Simulation of Three Node Attack Strategies 

In this section, we took US power grid as an example, researched the attack effect 
under three node attack strategies. The highest load node attack (HL) and the lowest 
load node attack (LL) are commonly attack strategies used on the study of power grid 
cascading failure [4,9]. Inspired by the reference [7] that based on the edge of the 
lowest proportion of capacity attack (LPC) strategy, we consider that when a node 
goes down, its load will be redistributed to its neighbor nodes, so whether it will lead 
to cascading failure not only associated with the size of the node load but also with 
the capacity size of the neighbor node. Therefore this paper proposed the highest pro-
portion of capacity (HPC), calculating the ratio to the capacity of each node and the 
total capacity of its neighbor nodes. Because the capacity of node is proportional to its 
initial load, the ratio to the capacity of node can also be represented as the ratio to the 
load of node /

∈Γ


i

i j
j

F F , HPC attack strategy selects the largest ratio of capacity to 

attack. 
In order to quantify denote the scale of cascading failures, we make the parame-

ter /
∈

= i Ai A
G G N N , where A  represents the collection of nodes which were at-

tacked, AN is the number of attack nodes, iG is the number of failed nodes after the 

cascade process that node i was attacked complete, N is the total number of network 
nodes[7]. In order to make the experimental results more suitable for general, for the 
HL, we will first rank the load of all nodes from high to low, select the top 10 nodes 
in proper order to attack, finally, take the average of the results. The other two attack 
experiment methods are similar to HL, also take the average of 10 attacks, 
so 10=AN .We simulated change of US power grid cascading failure scale G with 

the capacity parameter α  under three kinds of attack strategies, the result is shown 
in figure 1. In the figure, αc is the critical threshold of the capacity parameter α .  
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In order to make the experimental results more applicable to general situation, αc is 

the value α when the failure nodes number is one percent of the total number of net-
work nodes. In some network attacks, the larger αc , the better effect of the attack 

strategy. 
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Fig. 1. cascading failures scale G varies with α under different β  
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Fig. 2. The relation between cα and β  Fig. 3. The degree of HPC under different β  

 
Figure 1 shows, when β  is a fixed constant value, no matter what kind of attack 

strategies, the cascading failure scale of network G  decreases with increasing of α , 
but under different attack strategies, the reduce speed are significantly different. For 
each attack strategy, the rule that G  varies with α differs with different load param-
eters β . Through a large number of simulation experiments, we concluded the rela-

tionship between αc and β under three attack strategies. As shown in Figure 2, for the 

attack strategy of HL, αc is increased with the increase of β , that is to say, the at-

tack effect of HL becomes more enhanced with the network load increased. Fig.1 (c) 
shows when 1.3β = , then 1α =c , when the node capacity is double to the initial 

load, cascading failure of the network still occurs. For the HPC attack strategy, 
when 1β < , αc does not monotonically change with the increasing of β , when 

1β > , on the whole, αc is increased with the increasing of β . For the HPC attack 

strategy, αc is decreased with the increasing of β . Comparing the three attack strat-

egies, as in this paper we researched the parameter β in large range, studies have 

shown that the attack effect of HPC always be the best. When β is smaller, the attack 

effect of HPC is closed to LL, with the increase of β , the attack effect of HPC began 

to approach that of HL. Why is there such a phenomenon? We studied change of av-
erage degree of 10 attacked nodes with β under the HPC attack strategy, and the 

result is shown in Figure 3. We found that when β is smaller, the average degree of 

the selected attack nodes by HPC is smaller, with the increase of β , the average 

degree also followed increasing. According to definition of the node load in this pa-
per, when β is smaller, the load of nodes selected by HPC is low, when β is larger, 

the load of nodes which selected by HPC is high. That is why when β is smaller, the 

attack effect of HPC is closed to LL, and when β is larger, the attack effect of HPC 

began to approach HL. 
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In conclusion, when the load of US power grid in lower operation condition, it is 
most effective that we attack the minimum load nodes, which is also more likely to 
trigger a large-scale cascading failures. However, when the load in higher operation 
condition, attacking the node with the highest capacity proportion and the node with 
the highest load are more likely to trigger cascading failures, and the effect of the 
highest capacity proportion is better, but with the power grid load increases, the gap 
between the two attack effect gradually decreases. 

4 Compared of Three Edge Attack Strategies 

In the power grid, like the substations and power plants, transmission lines also are 
indispensable to ensure the normal operation. In order to observe the effects which are 
caused by failure of the transmission line on grid, we define the edge load of network 

is ( )β
=ij i jF k k , the reference [7] studied the cascading failures under three edge at-

tack strategies which are HL, LL and SPC. The SPC refers to that ratio of the total 
capacity of neighbor edges and the capacity of attacked edges is the smallest. But in 
this paper, the HPC refers to that ratio of the capacity of attacked nodes and the total 
capacity of neighbor nodes is the largest. So the two attack strategies are essentially 
the same. Here HL is the strategy of attacking the highest load edges, and LL is the 
strategy of attacking the lowest load edges. Through simulation experiments, the rela-
tionship between αc and β is shown in Figure 4, we can see that the attack effect of 

HPC is decreased along with the increasing of the load parameter β , and some fluc-

tuations appear in the process of decline. The attack effect of LL is decreased along 
with the increasing of β , but the HL is on the contrary. Compare of the three attack 

strategies, when [0.1,1.4)β ∈ , relation of the attack effects is > >HPC LL HL , 

when [1.4,2.2)β ∈ , > >HPC HL LL , and when [2.2, 2.5]β ∈ , > >HL HPC LL . So it 

can be concluded that when the power grid operation in low load condition, attacking 
the transmission lines which have the highest capacity ratio is most effective, when 
the power grid operation in high load condition, attacking the transmission lines 
which have the highest load most effective. From figure 4 and its subfigure which is 
the relation between cα and β  under three node attack strategies, we found that for 

the HL, no matter attacking nodes or attacking edges, the attack effects both increas-
ing along with the load parameter β , and the corresponding curve αc  of the node 

attack strategy rises faster. For the same β , the αc based on the node attack is larger 

than that on the edge attack. 
Compare the curves of HL in figure 4 and its subfigure, for the node attack strat-

egy, when 1.3β = , then 1α =c . It showed that if the load parameter in the power gird 

is 1.3, attacking the node with the highest load, the cascading failure still cannot be 
prevented even if the capacity of nodes rise to two times of the initial load. While for 
the edge attack strategy, in the study range of [0.1 2.5]，β ∈ , all cα are less than 1, so  
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Fig. 4. The relation between cα  and β  under three edge attack strategies  

（The subfigure is the relation under three node attack strategies） 

both the node and the edge strategies choose the highest load, the effect of node attack 
strategy is more harmful than edge attack strategy. For HPC, cα is increased with the 

load parameter β under the node attack strategy, while cα is decreased with β under 

the edge attack strategy. When [0.1,0.3]β ∈ , cα of the edge attack is larger than the 

node attack, when (0.3,2.5]β ∈ , cα of the node attack is larger than the edge attack. 

So when the load of the network is lower, the effect of edge attacking is more harmful 
than that of node attacking. The result is just the opposite when the load of the net-
work is higher, and the gap becomes wider with the increase of load. For LL, the at-
tack effects of node and edge strategies are weakened with the increase of network 
load. In this process, however, cα of the node attack is always larger than the edge 

attack. So both the node and the edge strategies choose the lowest load, the effect of 
node attack strategy is more harmful than edge attack strategy. By comparing, we 
found that in most cases, attacking nodes is more effective than attacking edges in the 
power grid, and more easily lead to cascading failures. 

5 Conclusion 

In this paper, we took the US power grid as example, used the local preferential redis-
tribution rule, and studied the cascading failure of power grid under three node attack 
strategies of HL, LL and HPC, of which HPC is proposed for the first time. This pa-
per focuses on analyzing the effect of HPC change with the parameters of load.  
The result shows that, for HPC, when the parameter of load is lower, the attacked 
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nodes have low load, and when the parameter of load is higher, the nodes which were 
attacked have high load. Finally, we compared the three edge attack strategies to the 
three node attack strategies, the simulation results show that attacking nodes is more 
effective than attacking edges in the power grid, and more easily lead to cascading 
failures. This research will help us to find out the important power stations and trans-
mission lines in power grid and to protect them, to improve the robustness of the 
power grid, so that the power grid could run in safer condition. 
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Abstract. This paper studies the suppressing effect of Dynamical distribution of 
capacities (DDC) strategy in cascading failure of power grid. This strategy is 
proposed based on load characteristics and transmission method of power grid. 
Through research of suppressing effects under 3 different mode attack modes, it 
is found that this strategy achieves good effect under different attacking modes 
and in grid with different load, but suppressing characteristics are not the same. 
For the strategy of attacking the node with the highest load (HL), the suppress-
ing effect is more obvious in high load power grid while for the strategy of  
attacking the node with the lowest load (LL), the suppressing effect is more ob-
vious in low load power grid. For the strategy of attacking the node with the 
highest proportion between the capacity of the attacked node and the total ca-
pacities of the neighboring nodes (HPC), the suppressing effect is rather  
obvious in any kind of load conditions in power grid. 

Keywords: power grid, cascading failure, node attack, suppressing of cascad-
ing failure. 

1 Introduction 

Over the past decade, a great deal of research has been done about robustness and 
stability of complicated network. Cascading failures, which a big threat to network 
security, receive more attention or the researchers and becomes core in the field of 
safety science. Many kinds of infrastructure networks are all at the risk of cascading 
failures damage, with power grid included. Vertex of power plant is the place where 
electric power is produced or transferred to other vertex. If one the vertex fails to 
handle overloaded electric power and distribute it to the other vertex, which can trig-
ger breakdowns of newly overloaded vertices. This process will go on until all the 
loads of the remaining vertices are below their capacities. For large-scale blackout 
accidents, initially, it is only a single or a few vertices overloaded beyond their given 
capacity, leading to serious consequence. It once happened in the history in Ohio US, 
minor disturbance triggered black out affecting millions of people for 15 hours [1]. 
How to prevent and suppress cascading failures has been a greatly concerned and 
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urgently need resolved problem. In the past study, many suppressing strategies were 
proposed, strategy of adjusting the network connection weights by Wang W X and 
Chen G R [2]; adopting optimum weight by Yang R et al [3]; the strategy proposed by 
Adilson E Motter that removing those easily overloaded nods and their neighbors to 
reduce accident risk achieves good effect in cutting down accident scale when load of 
the network not even [4]. Local protection strategy by Wang J W suppresses break-
down significantly [5], and he also puts forward that to maximize network robustness 
by distributing load reasonably when setting out network [6]. Form researches mainly 
contain 2 points [7,8], one is changing network structure to stop malfunction from 
transmission, and another is in view of the network itself to set up reasonable and 
highly robust network. The two kinds of strategies were firstly applied in communica-
tions network and then adopted in power grid after corresponding change, though 
effectively worked under certain conditions, there are still some limitations. Based on 
load characteristics and transmission mode of power grid, this paper will introduce a 
new stressing strategy, dynamical distribution of capacities strategy, DDC. 

2 Suppressing Strategy 

Given each power station certain capacity i iC Lλ= , normally the capacity is bigger 

than the load ( 1λ ≥ ); and the beyond part is called excess capacity [9, 10]. When 
power consumption in certain part of the power grid suddenly increases greatly, the 
load of the power station which provides proper for this area would also increase 
substantially, likely beyond its given maximum capacity. At this time, if the neighbor 
power station automatically transmits power to this area, sharing part of load, the risk 
of power station overload would be effectively reduced. When the load of a node 
increasing in the network, the linked nodes automatically distribute certain capacity to 
it, so that to keep its capacity larger than its load and avoid overload accident, this is 
called Dynamical Distribution of Capacity, DDC. As it is internal dynamical distribu-
tion of the network, the total capacity is not increased. There is an interval between 
the node overloads and the malfunction occurs, during which the borrowed capacity 
for neighbor nodes will help it back to normal work from overloaded status [11,12]. 
Extra power gained by overloaded node [5]: 

 ( )
i

i m m
m

C p C L
∈Γ

Δ = −   (1) 

Where iΓ  represents the set of all neighboring nodes of node i , 

while mC and mL are capacity and initial load of neighbor node m and [0,1]p ∈ is inten-

sity applied in controlling capacity distribution. When 0p = , neighbor node does not 

transmit redundant capacity to overload node, while when 1p = , neighbor node 

transmit all of its redundant capacity to the overload one. Base on DDC strategy, total 
capacity of an overloaded node after gain redundant capacity is  
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 , , 1 , 1( )
i

i t i t m t m
m

C C p C L− −
∈Γ

= + −   (2) 

Remaining capacity of neighbor node is  

 , , 1 , 1( )
i i i im t m t m t mC C p C L∈Γ ∈Γ − ∈Γ − ∈Γ= − −   (3) 

This distribution strategy not only ensures the neighbor node has enough capacity 
to handle its own load, but also allow it transmit capacity to overload node, whether it 
can enhance robustness of network against cascading failure? Let us take the US 
power grid as example to simulate, to represent suppressing effect of cascading fail-
ures as parameter ' /i Ai A

G N N N
∈

= , in which A  is the set of attacked nodes, AN  

is number of attacked nodes, '
iN  is the number of remaining nodes after node i  is 

attacked and cascading failures process completed, N  is total number of nodes in the 
grid. To make sure the experiment result without loss of generality, we take the aver-
age result of the many experiments. For example, for the HL attack strate-
gy, firstly, we take all nodes in the network according to the load from high to low 
ranking, and then select the 10 nodes in the front row, and in turn to attack, finally the 
experimental results are averaged, other attacks are similar, so =10AN . 

3 Simulation and Discussion 

In this section we will analyze the suppressing effect of DDC under three kinds of 
attack strategies on power grid cascading failure. First of all, we analyze the suppress-
ing cascading failure for HPC attack strategy under different loads of power grid, the 
experimental results were shown in Figure 1. The curves of HLC represent the use of 
DDC, and the curve of HL does not. We can see that the strategy of DDC reduced the 
scale of cascading failure under different loads, especially in the high load condition 
is more obviously. As shown in Figure 1, when the parameter of capacity 2=β , the 

value of G in HL is less than 0.2, while the value of G in HLC reached 0.8, the 
number of surviving nodes increased 4 times. Thus, the DDC can effectively suppress 
the cascading failures caused by HL attack strategy in power grid. 

Next, we analyze the suppressing cascading failure by using of DDC, for the HPC 
attack strategy under different loads of power grid , the experimental results were 
shown in Figure 2. Because the LL attack strategy is more likely to trigger a large-
scale cascading failures in the low load condition, it focuses on analyzing the differ-
ence of attack effects between using DDC and not using DDC on low load state. The 
curves of LLC represent the use of DDC, and the curve of LL does not. We can see 
that LLC and LL have very significant differences in the low load state, as the load 
increases, the LLC curve and LL curve gradually approaches, the disparity of fault 
scale decreased gradually. This phenomenon is mainly due to the size of cascading 
failure by LLC is almost the same, while the size of cascading failure by LL decreases  
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Fig. 1. The suppressing effect of DDC under HL attack strategy, here p 0.9=  
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Fig. 2. The suppressing effect of DDC under LL attack strategy, here p 0.9=  
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along with the increasing of the load, gradually to the LLC approximation, and finally 
close to equal. In the high load condition, cascading failure caused by LL is small. 
Therefore, in reality, if considering cost, we would better not to use DDC for this 
attack strategy. 

Finally, we still use DDC to analyze the suppressing cascading failure, for the HPC 
attack strategy under different loads of power grid, the experimental results were 
shown in Figure 3, the curves of HPCC represent the use of DDC, but the curve of 
HPC does not. Since the HPC attack strategy in any load condition can cause large-
scale cascading failures in power grid, which bring great harm to the power grid. 
Therefore, suppressing cascading failure in this attack strategy is extremely important. 
As can be seen from the figure that DDC showed the effects of suppressing cascading 
failure are very good in different load conditions of power grid. In figure 3(a), (b) and 
(c), when 3.1=λ , power grid nodes which without using the DDC are almost all 
failure, and those using the DDC are almost all maintaining normal working state. 
Thus, DDC strategy can effectively suppress the cascading failures caused by HPC. 

The results of simulation experiment show that when the power grid was attacked 
by attack strategies of HL, LL and HPC, DDC can always better suppress  
cascading failures. But in the implementation of DDC strategy, we find that the  
proportion of capacity allocation can be controlled by adjusting the strength of  
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Fig. 3. The suppressing effect of DDC under HPC attack strategy, here p 0.9=  
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parameters p , and different values of p have different effects on suppressing cas-

cading failure. Then we will analyze and compare suppressing effects for different 
loads of power grid in different value of p , here DDC takes three kinds of attack 

strategies that HL, LL and HPC respectively. The experimental results show that dif-
ferent values of p  have different effects. As figure 4 shows, when 5.1=β , the 

experimental results of DDC under different values of p for HL attack strategy, we 

can find that the suppressing strategy of DDC is better when =0.8p and =0.9p , but 

worst when =1p . When the value of p is small, the overloaded nodes only obtain 

few additional capacity, which may not be able to make the whole system back to 
normal state, that is to say it is more likely to occur cascading failures, therefore,  
increasing the value of p can reduce the possibility of cascading failure. With the 

value of p increases, although the overloaded node can receive a lot of additional 

capacity, the capacity of its neighbor nodes will reduce quickly, which leads to cas-
cading failure. When =1p , the neighbor node puts all redundant capacity to the failure 

nodes, leading to its very prone to failure, which is why when =1p  the DDC has the 

worst effect. From the above, we can conclude that it is not the larger to p , the better 

to the suppressing effect, and we can find an appropriate value of p in the range of 0 

to 1 to make suppressing effects of DDC strategy best. 
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Fig. 4. The suppressing effect of DDC in different p under HL attack strategy, when 5.1=β  
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4 Conclusion 

This paper mainly studied the suppressing effect of DDC strategy in power grid cas-
cading failures. By adjusting the capacity allocation, protecting those overload nodes 
without changing the total capacity in the power grid, and carried out a large number 
of simulation experiments which take the US power grid for example. From the expe-
rimental results we can find that DDC is a potent strategy on suppressing cascading 
failure, the suppressing effects are reflected very well in the power grid both in differ-
ent loads and different attacking strategies. It was also found that by adjusting the 
intensity of capacity allocation can help achieve the best effect of suppressing cascad-
ing failure. The findings above will help us to protect the power grid preferably, and 
avoid large scale failure. 
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Abstract. In this paper, pinning control of a class of asymmetrically coupled 
complex dynamical network with heterogeneous delays is studied. Two kinds of 
controllers, adaptive controllers and linear feedback controllers, are presented 
and the Jordan canonical transformation method is used instead of the matrix 
diagonalization method. Therefore, it is not necessary for some relevant matri-
ces to be diagonalizable. Moreover, a simply approximate formula is provided 
to estimate how many and which nodes should a network with fixed network 
structure and coupling strength be pinned to reach synchronization. Here, the 
inner-coupling matrix is not necessarily symmetric. One example is given to 
show the effectiveness of the proposed synchronization criteria. 

Keywords: Complex dynamical networks, Heterogeneous delays, Pinning  
control. 

1 Introduction 

A complex network is a large set of interconnected nodes, in which a node is a  fun-
damental unit with specific activity. The nature of complex networks is their inherent 
complexity which lead  to tremendous difficulties in understanding various aspects of 
such complex networks, including the structural complexity, network evolution, node 
diversity, dynamical complexity and connection diversity, etc. Over the past one dec-
ade, analysis and control of complex behaviors in complex dynamical networks have 
received great attention of researchers in various fields. 

Synchronization is one of the most important controlling activity to excite the col-
lective behavior of complex dynamical networks [1]-[4]. Moreover, the synchroniza-
tion of all dynamical nodes of a coupled complex dynamical network can well explain 
many natural phenomena observed. Recently, the controlled synchronization of com-
plex dynamical networks is believed to be a rather significant topic in both theoretical 
research and practical applications. It is well known that there are usually a large 
number of nodes in a complex network in our real life. Generally, it is difficult to 
                                                           
*  This work was supported by the National Natural Science Foundation of China under Grant 

No. 61104031. 
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control such complex networks by adding the controllers to all nodes. Therefore, there 
are attempts to control the dynamics of a complex network by pinning part of nodes. 
In [5], Wang and Chen further investigated the stabilization problem for a scale-free 
dynamical network via local feedback pinning on a small fraction of the network 
nodes and showed that the most effective arrangement of placing the controllers on 
the network nodes was to choose those "big" nodes with highest degrees. Based on 
master stability function, some stability criteria are derived for complex networks 
with asymmetric and heterogeneous connections by pinning a small fraction of nodes 
in [6]. Liu, Chen and Yuan proposed some effective criteria to pin a weighted com-
plex dynamical network with time delay to a homogeneous stationary state [7]. Zhou, 
Lu and Lü investigated the pinning adaptive synchronization for a complex network 
and provide a approximate formula for estimating the detailed number of pinning 
nodes [8]. Some stability criteria were derived for complex dynamical networks with 
heterogeneous delays in both continuous- and discrete-time domains by pinning part 
of nodes in [9]. However, there are no coupling delays in complex network models in 
the most of the papers mentioned above. The references [7] and [9] required the cou-
pling-configuration matrix to be symmetric despite time delays being considered. 

Time delays commonly exist in complex network due to long-distance communica-
tion and traffic congestions, etc. The current work often focus on homogeneous  
time-delay (i.e., all the delays are same) in networks; obviously, heterogeneous (i.e., 
unequal and non-commensurate) time-delay complex networks are of practical im-
portance but have some difficulties technically [9][10]. The coupling between nodes 
of many real-world networks is asymmetrical, such as the food web, metabolic net-
work, World-Wide-Web, epidemic networks, document citation networks, etc [11]. 
Motivated by the above discussions, this paper will study the pinning control for a  
complex network with asymmetric coupling and heterogeneous delays. Several syn-
chronization criteria for the complex network will be derived by using Lyapunov 
stability theory. We will provide a simply approximate formula for telling how many 
and which nodes should be pinned. 

The rest of this paper is organized as follows. In Section 2, model description and 
mathematic preliminaries are given. Several pinning synchronization criteria are de-
rived based on Lyapunov stability theory for the complex network in Section 3. In 
Section 4, an example is given to show the effectiveness of the proposed results. Fi-
nally, conclusions are drawn in Section 5. 

Notations: ( )( ( ))n nA M M ∈  denotes that A  is an n n×  complex (real) 

matrix; we use A∗ to denote the transpose and complex conjugate of A . max ( )Aλ  

and min ( )Aλ  are the maximum and minimum eigenvalues of A , respectively, if the 

spectrum of A  is included in  . nI  denotes the n n×  identity matrix. 

2 Model Description and Preliminaries 

This section proposes a complex dynamical network model with asymmetrical cou-
pling and heterogeneous delays and gives several necessary mathematic preliminaries. 
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2.1 A Generally Complex Dynamical Network Model 

Consider a heterogeneous time-delay complex dynamical network consisting of N  
diffusively coupled identical nodes, where each node is an n -dimensional dynamical 
oscillator which can be stable, periodic, and even chaotic. The state equations of the 
whole network are described by the following differential equations 

 
=1,

= ( )+ ( ( -τ)- ( -τ)), 1,2,...,
N

i i ij j i
j j i

x f x c A x t x t i N
≠

∑ =  (1) 

where 1 2[ , , , ]T n
i i i inx x x x = … ∈  is the i th node; ( ) nf ⋅ ∈  is assumed suffi-

ciently smooth nonlinear vector fields; node dynamics is x ( )f x= ; ( )jx t τ− =
 

[ 1 1 2 2( ), ( ), , ( )]T
j j jn nx t x t x tτ τ τ− − … − , 0 ( 1,2,..., )i i Nτ ≥ = are the time 

delays. Here, all the nodes have the same time-delay vectors; however, different delay 

entries of node i  may have different values. ( )nA M ∈  is the inner-coupling 

matrix and ( ) ( )ij N N nC c M ×= ∈  is the coupling configuration matrix. If there is 

a link from node i to node ( )j j i≠ , then 0ijc > ; otherwise, 0ijc = . Assume that 

C  is a diffusive matrix satisfying 

 
1,

N

j j i
ii ijc c

= ≠

−=   (2) 

In this model, we suppose that network (1) is strong connected in the sense of having 
no isolated clusters, which means that the coupling matrix C  is irreducible. Here, 

C  does not need to be symmetric. 

2.2 Mathematic Preliminaries 

To begin with, the definition of the ``matrix measure"[12]  is introduced below. 

Definition 1. Suppose that · i‖‖ is an induced matrix norm in ( )nM  , then the cor-

responding matrix measure of a given matrix A  is a function : ( )i nM  μ → , 

defined by 

 
0

1
( ) lim n i

i

I A
A

‖ ‖

δ

δμ
δ+→

+ −=
,
 (3) 

in which nI  is the identity matrix. In general, the matrix measure is difficult to cal-

culate. But for some special norms, it is easy to find the associate matrix measures. 
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For instance, 2 ( )Aμ is half of the maximum eigenvalue of A A∗ + .Here 2A‖‖  is 

the spectral norm of A ,and A∗  is the transpose and complex conjugate of A [10]. 

Lemma 1.[13] Let ( )NG M ∈  be a given complex matrix. There is a nonsingular 

matrix ( )NM Φ∈  such that 

 

1

2

1

2 1 1

( ) 0

( )

0 ( )
k

n

n

n k

J

J
G J

J



λ
λ

λ

− −

 
 
 = Φ Φ = Φ Φ 
 
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 (4) 

and 1 2 kn n n N+ + + = . The Jordan matrix J  of G  is unique up to permuta-

tion of the diagonal Jordan blocks. The eigenvalues iλ , 1,2, ,i k= … , are not neces-

sarily distinct. If G is a real matrix with only real eigenvalues, then the similarity 

matrix Φ  can be taken to be real. ( )
in iJ λ  is the Jordan blocks. 

 

1 0

( ) , 1,2, , .
1

0

i

i

i
n i

i

J i k



λ
λ

λ

λ

 
 
 = = …
 
 
 

 (5) 

Lemma 2.[14] Let 0τ ≥  and 0α β> >  be constants, ( )U t  be a non-negative 

continuous function for [ , )τ− ∞  which satisfies 

 0
0

( ) ( ) sup ( ),  D U t U t U t t t
τ θ

α β θ+

− ≤ ≤
≤ − + + ≥  (6) 

then 

 0( )
0 0

0
( ) sup ( ) ,t tU t U t e t tγ

τ θ
θ − −

− ≤ ≤
≤ + ≥   

where 0γ >  is a positive root of the equation eγτγ α β= − . 

Let 0 0( ; , ) nx s t t x = ∈  with 0
nx ∈ ,denoted as ( )s t , be a solution of the 

node system ( )x f x = .The control objective is to make the states of the network (1) 
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synchronize to a manifold defined by:
 1 2( ) ( ) ( ) ( ),Nx t x t x t s t= = = =  as 

t → ∞ From (2), one has 

 
1

( ) 0
N

ij
j

c As t τ
=

− =
 

where 1 1 2 2( ) [ ( ), ( ), ,. ( )]T
n ns t s t s t s tτ τ τ τ− = − − … − the ( ) [ ( ), ( ), ,t s t s ts = …  

( )]T n Ns t  ×∈ , is a synchronous solution of the complex dynamical network (1). 

Note that ( )s t  can be an equilibrium point, a periodic orbit, an aperiodic orbit, even 

a chaotic orbit in the phase space. 

3 Pinning Control of Complex Dynamical Networks 

3.1 Pinning Control with Adaptive Controllers 

To realize the goal (6), we firstly apply the pinning adaptive control strategy on a 

small fraction (0 1)δ δ<  of the nodes in network (1). Suppose that nodes 1 2,i i  

l,...,i are selected and pinned with theadaptive controllers, and 1 2, , ,l l Ni i i+ + …  are 

the unselected ones, where [ ]l Nδ=  stands for the smaller but nearest integer to the 

real number Nδ . Certainly, 1l ≥ .Then the controlled network can be described as 
 

1,

1,

( ) ( ( ) ( )) 1, 2, , ,

( ) ( ( ) ( )), 1, 2, , .

,
k k k k k k

k k k k k

N
i i j j i i j j i i

N
i i j j i i j j i

x f x c A x t x t u k l

x f x c A x t x t k l l N





τ τ

τ τ

= ≠

= ≠

 = + − − − + = …


= + − − − = + + …




  (7) 

Define error vectors as 

 ( ) ( ) ( ), 1, 2, , .i ie t x t s t i N= − = …  (8) 

The adaptive controllers are described by 

 
1, 2, ,

0, 1, 2, , .

, ,  
k k k k k k k

k

T
i i i i i i i

i

u p e p e Re k l

u k l l N

 θ = − = = …


= = + + …
 (9) 

where ( 1, 2, , )
ki

k lθ = …  are any positive constants, R is a positive definite matrix 

to be determined. Letting 0ip = if 1 2{ , , , }l l Ni i i i+ +∈ … , 1ip = , if 1 2{ , , ,i i i∈ …  

}li and combing (7) and (9), one obtains 
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1,

( ) ( ( ) ( )) , 1, 2, , .
N

i i ij j i i i
j j i

x f x c A x t x t p e i N τ τ
= ≠

= + − − − − = …  (10) 

Substituting (8) into (10), one has 
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where 1 1 2 2( ) [ ( ), ( ), , ( )] .T n
j j j jn ne t e t e t e t τ τ τ τ− = − − … − ∈  Its linearized 

system reads as 
1,

( ( )) ( ( ) ( )) .
N

i i ij j i i i
j j i

e Df s t e c A e t e t p e τ τ
= ≠

= + − − − −  (12) 

Theorem 1. If there exist a natural number 1 l N≤ < , a positive definite matrix R , 

a positive definite diagonal matrix Q  and a constant a  satisfying 

1
2[ ( ( )) ( ) / 2] 0,  1 ,

k k k k k

T T
i i i i iRDf s t c R Q R c c A QA a l k Nμ −− − + ≤ < + ≤ ≤  

 (13) 

then the controlled network (7) is asymptotically stable about (6) under the pinning 
adaptive controllers 
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k lθ = …  are any positive constants; 1 2diag{ , , , } 0nQ q q q= … >
 

1,

N

i ji
j j i

c c
= ≠

= −   0( 1,2, , )i N< = … . 

Proof. Construct a Lyapunov-Krasovskii functional candidate as follows: 
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The time derivative of ( )V t  along the solution of error system (12) is  
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N TT
i j i i i

N
T T

i ii i i
i

TN N N
T T

i ij i j
i i j j ii

e t R t t t Q t

c c e t A QAe t

e t Df s t R RDf s t e t c t t

η τ η τ η τ η τ

ξ η τ

=

= = = ≠

− − − − − −

− +

+ −= +





  

 

 

1 1, 1

1 1, 1,

1 1

1 1 1 1,

2 ( ) ( ) ( ) ( ) ( )

( ) ( )

2 ( ) ( ) 2 ( ) ( ) 2 ( ) ( ),
k k

N N N
T T T

ij i i i ii i i
i j j i i

N N N T

ji ij i i
i j j i j j i

l N N N
T T T
i i ii i i ij i i

k i i j j i

c t t c c e t A QAe t

c c t Q t

pe t Re t c t Q t c t Q t

ξ η τ

η τ η τ

ξ ξ ξ ξ

= = ≠ =

= = ≠ = ≠

− −

= = = = ≠

− − − +

 
+ − − − − 

 

− − −

  

  

   
 

where ( ) ( )j jt Ae tη τ τ− = − , ( ) ( )i it Re tξ = . On the other hand, we have 

 
1 1, 1 1,

( ) ( ) ( ) ( ).
N N N NT T

ji i i ij j j
i j j i i j j i

c t Q t c t Q tη τ η τ η τ η τ
= = ≠ = = ≠

− − = − −     (16) 

and 

 

1 1, 1 1,

1

1 1, 1 1,

1

1 1, 1 1,

2 ( ) ( ) ( ) ( )

( ) ( ) 0, 2 ( ) ( )

( ) ( ) ( ) ( ) 0

N N N N TT
ij i j ij j j

i j j i i j j i

N N N N
T T

ij i i ij i i
i j j i i j j i

N N N NT T
ij i i ij i i

i j j i i j j i

c t t c t Q t

c t Q t c t t

c t Q t c t Q t

ξ η τ η τ η τ

ξ ξ ξ η τ

η τ η τ ξ ξ

= = ≠ = = ≠

−

= = ≠ = = ≠

−

= = ≠ = = ≠

− − − −

− ≤ − −

− − − − ≤

   

   

    ,
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then one gets 

 

1

1

1

1

1

1

( ) ( )[ ( ( )) ( ( )) 2

      ( ) ] ( ) 2 ( ) ( )

    ( )[ ( ( )) ( ( )) 2

   -( ) 2 ] ( ) ( )[ ( (

k k

k k

k

k k k k

k

TN
T T

ii
i i

l
T T

i ii i i i
k

Tl
T T

i i
k i

TN
T T

i i i i
k l i

V t e t Df s t R RDf s t c R Q R

c c A QA e t pe t Re t

e t Df s t R RDf s t c R Q R

c c A QA pR e t e t Df s t

 −

=

=

−

=

= +

≤ + −

− + −

= + −

+ − +








1

1 1

)) ( ( ))

   2 ( ) ] ( )

  ( )[( ) ( )] ( ) ( )( ) ( )

k k k k k k

k k

k k

T T
i i i i i i

T Tl N
T T

i i
k k li i

R RDf s t

c R Q R c c A QA e t

e t pR pR e t e t e t

−

= = +

+

− − +

= Ψ − + Ψ − + Ψ + Ψ 
 

where 1( ( )) ( ) / 2.
k k k k k

T T
i i i i iRDf s t c R Q R c c A QA−Ψ = − − + According to (13) 

and (15), it follows that  

1 1

2 2
1 1

2
2

1 1

( ) ( )[( ) ( )] ( ) ( )( ) ( )

2 ( ) ( ) ( ) 2 ( ) ( ) (

.

)

2 ( ) ( ) 2

k k

k k

k k

k k

T Tl N
T T

i i
k k li i

T Tl N

i i
k k li i

TN N

i i
i ii

V t e t pR pR e t e t e t

e t pR e t e t e t

a e t e t a e



‖‖

μ μ

= = +

= = +

= =

≤ Ψ − + Ψ − + Ψ + Ψ

≤ Ψ − + Ψ

≤ =

 

 

 
 

Since <0a , the error vector ( 1,2, , ) 0ie i N= … →  as t → +∞ . That is, the 

controlled network (7) is asymptotically stable about (6) under the pinning adaptive 
controllers. 

Remark 1. Suppose that C cC= , where C  is a diffusive coupling matrix with 

0ijc =  or 1( )j i≠ . Then the condition (13) can be changed as 

1
2[ ( ( )) ( ) / 2] 0, 1

k k k

T T
i i iRDf s t cd R Q R c c d A QA a l k Nμ −+ − − ≤ < + ≤ ≤  

  (17) 

where 
1,

k k

k

N

i i j
j j i

d c
= ≠

=   and
1,

0( 1,2, , ).
N

i ji
j j i

c c i N
= ≠

= − < = …
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It should be noted that the coupling configuration matrix C  does not need to be 
symmetric matrix in theorem 1. However, for some real networks with undirected 
graph topology structure, C  is a symmetric matrix, and thus 

 
1, 1,

.
N N

ii ij ji i
j j i j j i

c c c c
= ≠ = ≠

= − = − =   (18) 

From theorem 1, one can derive the condition for the system with C  is a symmetric 
matrix. Here, we omitted it. 

Remark 2. In [8], the authors investigated the problem of pinning adaptive synchro-
nization for a general complex dynamical network. However, the coupling delays did 
not be considered in their paper. 

Remark 3. In [7] and [9], the coupling configuration matrix is required to be symmet-
ric and no coupling delays in [6]. 

3.2 Pinning Control with Linear Feedback Controllers 

Let 

 
( ), 1, 2, ,

0, 1, 2, , .
k k k

k

i i i

i

u p Ae t k l

u k l l N

τ = − − = …


= = + + …
 (19) 

then the controlled network (7) can be written as 

 
1

( ( )) ( ) ( ) ( ), 1, 2, , .
N

i i ij j i i
j

e Df s t e t c Ae t p Ae t i N τ τ
=

= + − − − = …  (20) 

where 0ip =  if 1 2{ , , , }l l Ni i i i+ +∈ …  and 1ip =  if 1 2{ , , , }li i i i∈ … . By using 

Kronecker product, one can rewritten (20) as 

 ( ) ( ( ( )) ( ) (( ) ) ( )Ne t I Df s t e t C P A e t τ= ⊗ + − ⊗ −  (21) 

where 1 2( ) [ ( ), ( ), , ( )]T T T T nN
Ne t e t e t e t = … ∈ , 1 2( ) [ ( , ( ) ,)

T T
e t e t e tτ τ τ− = − −

 

, ( ) ]
T T nN

Ne t τ… − ∈ , 1 2diag{ , , , }nP p p p= … . From Lemma 1, there is a 

nonsingular matrix ( ),NM Φ∈ such that 1.C P J −− = Φ Φ Let ( )e t =  

( ) ( ),nI tηΦ ⊗  then one has 

 ( ) ( ( ( )) ( ) ( ) ( ).Nt I Df s t t J A tη η η τ= ⊗ + ⊗ −  (22) 
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Considering the special form of J  given in (4) and (5), system (22) can be easily 
transformed to the following equations 

 ( ) ( ( ( )) ( ) ( ( ) ) ( ),
i in n it I Df s t t J A tζ ζ λ ζ τ= ⊗ + ⊗ −  (23) 

where 1,2, , (1 )i k k N= … ≤ ≤  and 1 2 kn n n N+ +…+ = .Suppose in m= , 

then the i th m -node system in (23) can be described by the following m  equa-

tions with 1 2( , , , )T T T T
mζ ζ ζ ζ= … , 

1 1 1 2

1 1 1

( ) ( ( )) ( ) ( ) ( )             

( ) ( ( )) ( ) ( ) ( ),  

( ) ( ( )) ( ) ( ),                  

i

m m i m m

m m i m

t Df s t t A t A t

t Df s t t A t A t

t Df s t t A t








ζ ζ λ ζ τ ζ τ

ζ ζ λ ζ τ ζ τ
ζ ζ λ ζ τ

− − −

= + − + −

= + − + −

= + −            

It is obviously that, if the zero solution of system (26) is exponentially stable, then the 
zero solution of the i thone-node system in  

 ( ) ( ( )) ( ) ( ), 1, 2, , ,it Df s t t A t i kξ ξ λ ξ τ= + − = …  (27) 

is exponentially stable. On the other hand, if the zero solution of the i th equation in 
(27) is exponentially stable, then the zero solution of (26) is exponentially stable. It is 
easy to conclude that the zero solutions of the 1m −  equations (24)-(25) are expo-

nentially stable. That is, the exponential stability of the zero solution of the i th in -

node system (23) is equivalent to that of the corresponding i th one-node system in 
(27). In the following, we only need to derive the criteria for the exponential stability 
of zero solutions of the k  one-node systems in (27). 

Theorem 2. If there exist k  positive definite matrices ( )i nP M ∈ , ( )i nQ M ∈  

and k  positive constants iα  such that 

 

2
1 2max

max max max
min

2
max

( )
( )( ( ( ( )) ( ( ))) | | ( ))

( )

| | ( ( ) )
,  and

2

T Ti
i i

i

i i i i
i

P
Q D f s t Df s t A A

P

P AQ P A

τ λ λ λ λ λ
λ

λ λ α

−

∗

+

+ <

 (28) 

 2 ( ( ( ( )) )) ,i i iP Df s t Aμ λ α+ ≤ −  (29) 

(24) 

(25) 

(26) 
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then, the zero solutions of the k  individual systems in (27) are exponentially sta-
ble.That is to say the controlled network (7) is exponentially stable about (6) under 

the pinning controllers, where 1max i n iτ τ≤ ≤= , 1,2, , (1 )i k k N= … ≤ ≤ . 

Proof. Consider the linear time-varying system 

 ( ) ( ( )) ( ) ( )it Df s t t A tξ ξ λ ξ τ= + −  (30) 

where 1 2( ) [ ( ), ( ), , ( )]T
nt t t tξ ξ ξ ξ= … . Define a Lyapunov function as follows 

( ) ( ) ( ).i iV t t P tξ ξ∗=
 

Rewrite (30) as 

 ( ) [ ( ( )) ] ( ) ( ) ,
t

i i t
t Df s t A t A d 

τ
ξ λ ξ λ ξ θ θ

−
= + −   (31) 

where 
1 21 2( ) [ ( ) , ( ) , , ( ) ] .

n

t t t t T
t t t nt

d d d d   
τ τ ττ

ξ θ θ ξ θ θ ξ θ θ ξ θ θ− − −−
= …    Thus, 

the derivative of ( )V t  along the trajectory of (31) is 

 

( ) ( ) ( ) ( ) ( )

     ( ) [( ( ( )) ) ( ( ( )) )] ( )

     ( ( ) ) ( ) ( ) ( ) ,

i i i

i i i i

t t

i i i it t

V t t P t t P t

t Df s t A P P Df s t A t

A d P t t P A d

 

 
τ τ

ξ ξ ξ ξ
ξ λ λ ξ

λ ξ θ θ ξ ξ λ ξ θ θ

∗ ∗

∗ ∗

∗ ∗

− −

= +

= + + +

− −   

since 

 
1

( ( ) ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ,

t t

i i i it t

t t

i i i i i it t

A d P t t P A d

t P AQ P A t d Q d

 

 

τ τ

τ τ

λ ξ θ θ ξ ξ λ ξ θ θ

ξ λ λ ξ ξ θ θ ξ θ θ

∗ ∗

− −

∗
∗ ∗ −

− −

− −

 ≤ +  
 

 

 
 (32) 

then 

1

( ) ( ) [( ( ( )) ) ( ( ( )) )] ( )

       ( ) ( ) ( ) ( ( ) ) ( )

     

i i i i i

t t

i i i i i it t

V t t Df s t A P P Df s t A t

t P AQ P A t d Q d



 
τ τ

ξ λ λ ξ

ξ λ λ ξ ξ θ θ ξ θ θ

∗ ∗

∗ ∗ ∗ −

− −

≤ + + +

+ +  
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2 1 2
max

2

   ( ) [( ( ( )) ) ( ( ( )) )] ( )

    ( ) | | ( ) ( ) ( ) sup (( ( )) ( ))

   ( ) [( ( ( )) ) ( ( ( )) )] ( )

    ( ) | | ( )

i i i i

i i i i i
t t

i i i i

i i i

t Df s t A P P Df s t A t

t P AQ P A t Q

t Df s t A P P Df s t A t

t P AQ P A

 
τ θ

ξ λ λ ξ
ξ λ ξ λ τ ξ θ ξ θ

ξ λ λ ξ
ξ λ ξ

∗ ∗

∗ ∗ − ∗

− ≤ ≤

∗ ∗

∗ ∗

≤ + + +

+ +

≤ + + +

+ 1 2
max

2 1 2
max max

( ) ( ) sup (( ( ( )) ( )

   ( )) ( ( ( )) ( ) ( )))

   ( ) [( ( ( )) ) ( ( ( )) )] ( )

   ( ) | | ( ) ( ) ( ) (2 ( ( ( )) ( ( )

i
t t

i i

i i i i

T
i i i i i

t Q Df s

A Df s A

t Df s t A P P Df s t A t

t P AQ P A t Q D f s t Df s t

τ θ
λ τ θ ξ θ

λ ξ θ τ θ ξ θ λ ξ θ τ
ξ λ λ ξ
ξ λ ξ λ τ λ

−

− ≤ ≤

∗

∗ ∗

∗ ∗ −

+

+ − + −

≤ + + +

+ +
2

max
2

2
2 1

max max
max min

2
max max

2

))

  2 | | ( )) sup ( ( ) ( ))

1 2
 ( 2 | | ( )) ( ) ( )

( ) ( )

 ( ( ( ( )) ( ( ))) | | ( )) sup ( ( )).

T
i

t t

i i i i i i
i i

T T
i

t t

A A

P AQ A P V t Q
P P

D f s t Df s t A A V

τ θ

τ θ

λ λ ξ θ ξ θ

τα λ λ λ
λ λ
λ λ λ θ

∗

− ≤ ≤

∗ ∗ −

− ≤ ≤

+

≤ − + +

× +

 

From (28) and Lemma 2, ( )( 1,2, , )iV t i k= …  are exponentially approach to zero. 

Therefore, the zero solutions of the k  individual systems in (27) are exponentially 
stable. 

4 Illustrative Example 

In this section, we consider a complex dynamical network with heterogeneous delays 
composing of 50 is described by the following equations [9]: 

 

1 1 1 2 1 1

2 2 2 2
1

3 3 3 3

( )

2 ( )

3 ( )

i i i i jN

i i ij j
j

i i j

x x x x x t

x x c A x t

x x x t





τ
τ
τ=

 − + −   
    = − + −    

     − −     

  (33) 

The system without coupling term has one equilibrium point [0,0,0]T . 

Take [0s = 0,0] ,T  where 1 50i≤ ≤ , diag{1,1,1}A = , ( 1,2,3)i i iτ = = ,The 

coupling matrix C  is a asymmetrical matrix with 11 4.9c = −  and 

0.3iic = − (2 50)i≤ ≤ . By taking nR Q I= =  In Theorem 1, we only need to 

pin the first node of 50 nodes for realizing network synchronization. In the simula-

tions, the parameters are taken as 1 0.01θ =  and 1(0) 1p = . 
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Fig. 1. The state response of the controlled complex network 

5 Conclusions 

In this paper, two synchronization criteria are derived for the heterogeneous time-
delay complex network with asymmetric coupling. It is less conservative than the 
references. In [6][7] and [9], B or G-D are required to be diagonalizable,  where G 
and B are coupling matrices and D is feedback gain matrix. In this paper, weshow that 
the diagonalization is not necessarily possible by using the Jordan canonical form. At 
the end of the paper, an example is given to show the effectiveness of the criteria. 
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Abstract. This paper presents a variant of vehicle routing problem with time 
windows (VRPTW) named multi-type vehicle routing problem with time 
windows (MT-VRPTW), which considers both multiple types of the vehicle and 
the uncertain number of vehicles of various types. As a consequence, the different 
combinations of multi-type vehicle will lead to diverse results, which should be 
evaluated by its own fitness function. In order to solve the proposed MT-VRPTW 
problem, six variants of particle swarm optimization (PSO) are used. The 2N 
dimensions encoding method is adopted to express the particle (N represents the 
number of demand point). In the simulation studies, the performances of the six 
PSO variants are compared and the obtained results are analyzed. 

Keywords: Particle swarm optimization (PSO), Vehicle routing problem 
(VRP), Time windows.  

1 Introduction 

The vehicle routing problem (VRP) has been proposed and discussed for several 
decades. Considering different factors, researchers study this problem with various 
perspectives. In 1984, Solomon [1] designed a sequential insertion heuristics 
algorithm for vehicle routing and scheduling problems with time window constraints. 
In [2], Desrochers and Solomon introduced a branch-and-bound algorithm to get an 
excellent lower bound for the integer set partitioning formulation. 

Compared with traditional optimization technique for the VRP, evolutionary 
computation has aroused increasing concerns in recent years. For instance, Prins [3] 
developed an effective evolutionary algorithm (EA) to tackle the VRP by spacing a 
smaller population of distinct solution. From another perspective, Ombuki and 
Hanshar [4] represented the VRP as a multiple objective problem and used Pareto 
ranking technique in genetic algorithm to obtain a set of equally valid solutions. 

As one of effective swarm intelligence, particle swarm optimization (PSO) 
achieves a excellent effect when employed to solve some NP-hard problems such as 

                                                           
﹡ Corresponding author.  
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traveling salesman problem (TSP) and knapsack problem. Similarly, many 
researchers implement PSO to solve the VRP. Chen and Yang [5] combined discrete 
PSO with simulated annealing (SA) algorithm to address capacitated vehicle routing 
problem. Considering multi-type vehicle and backhauls, Belmecheri et al. [6] 
introduced PSO with local search to solve vehicle routing problem with time windows 
(VRPTW). 

Since the depot usually assigns a truck to meet a plurality of customer demands, 
single type vehicle cannot respond to the requirements flexibly. Therefore, we discuss a 
case of multi-type vehicle routing problem with time windows (MT-VRPTW) in this 
paper, which also considers a factor about the uncertain number of multi-type vehicles. 
Moreover, six PSO variants are employed to optimize this problem on account of the 
following aspects. First of all, we select global PSO (GPSO) with 0.4w =  [7] and 
GPSO with linearly decreasing w from 0.9 to 0.4 [7] as the fundamental variants 
altering the parameter. Secondly, three representative variants constructing 
neighborhood structure are expected to retain diversity of the individuals as well in this 
case, including unified particle swarm optimizer (UPSO) [8], fully informed particle 
swarm (FIPS) [9], and comprehensive learning particle swarm optimizer (CLPSO) [10]. 
Finally, multi-swarm cooperative particle swarm optimizer (MCPSO) [11, 12] utilizing 
the multiple swarms approach to search for global optimum is used. 

The rest of this paper is organized as follows. Section 2 emphasizes to extend a 
mathematical model. Section 3 introduces various PSO variants. And Section 4 
presents experiment study and the results. Conclusions are given in Section 5. 

2 Description of MT-VRPTW 

Based on the basic model for VRPTW [13], two extra key factors are involved. On 
one hand, we take multiple types of the vehicle into account. On the other hand, the 
number of vehicles of different types is uncertain. For simplifying the problem in the 
model, we only suppose and list two types of the vehicle. The number of vehicles of 
the first type is 1K  and another type is 2K . The extended mathematical formulation 
based on Kallehauge’s basic VRPTW model [13] is presented as follows.   

Define variable: 

{1  if vehicle k traverses route (i,j)
0   else       

jki
x =     (1) 

Objective function 

0 0 1 1 1

Z= * * * max( ,0) * max( ,0)  
N N K N N

k ij ijk i i i i
i j k i i

Minimize c d x pe ET t pl t LT
= = = = =

+ − + −     (2) 

where 

 
0 0( / )                  0, 0j ijk i i ijt x t s d v for t s= + + = =   (3) 
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Subject to 
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where let it  denote the time when vehicle k arrives at the ith customer. And the 

demands of the ith customer is iq  and the corresponding unloading time is defined 
as is  ( 0s =0). The distance between the ith and jth customer is ijd  and the time 
window is described as [ ]ii LTET , . There will be a cost pe incurred by waiting while a 
cost pl would be incurred for lateness. Besides, all vehicles have same velocity which 

is denoted as v. And we use 1c  and 2c  to represent unit freight of vehicles of 

different types ( 1kc c=  when k =1, 2, …, 1K ; 2kc c= when k =1, 2, …, 2K ). 

Equation (2) is the goal of this model that minimizes the total cost. Equation (3) is 
used to calculate the time point. Constraint (4) means that each vehicle departs from 
the depot and comes back the same depot. Constraints (5) and (6) point out that each 
customer must be visited once and only once by exactly one vehicle. Then, constraints 
(7) and (8) restrict the vehicle load to the specified scope. And constraint (9) explains 
the number of delivery vehicles within limited scope. Finally, constraint (10) indicates 
that the customers served by the kth vehicle must not exceed total clients N. 

3 PSO Variants for MT-VRPTW 

In this section, we introduce six algorithms in detail and the key properties of those 
optimization algorithms are described specifically. In addition, the particle encoding 
scheme and design of fitness function are presented. 

3.1 Description of the PSO Variants 

By imitating the swarm behavior of birds flocking, Kennedy and Eberhart [14] 
proposed PSO in 1995. To achieve a balance between the global and local search, 
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inertia weight w [7] was introduced. Subsequently, Shi and Eberhart [7] designed a 
linearly decreasing w to enhance prophase global search and anaphase local search. 

In the past decade, various variants of PSO have sprung up via exploring a variety 
of types of topology. For instance, UPSO [8] obtained a good performance after 
combining the global PSO and local PSO together. Moreover, Mendes and Kennedy 
[9] introduced a new variant of PSO that is called the FIPS algorithm, which enables 
the particle to get information from all its neighbors to update the velocity. FIPS 
algorithm with U-ring topology will be adopted in the experiment. Firstly proposed by 
Liang et al. in 2006, CLPSO [10] is a good choice for tackling multimodal problems 
by harnessing all other particle’s historical best information to update the particle 
velocity. Furthermore, inspired by the symbiotic interrelationships in nature, Niu et al. 
[11] developed MCPSO to emphasize the information exchange among multiple 
swarms. They took advantage of the relationship between a master swarm and several 
slave swarms to maintain the balance of global exploitation and local exploration.  

The six PSO variants can improve the performance of algorithm in different 
manner, not only on the benchmark functions but in the realistic problems. With 
respect to the proposed MT-VRPTW, it is advisable to use these algorithms 
mentioned above for this complicated optimization problem and make a comparison 
between each other to find a better one. 

3.2 Particle Encoding Scheme 

Assumed that there are N customers in this distribution, 2N dimensions encoding 
mode [12] is adopted in this paper, that is, one of demand point corresponds with two 
dimensions: the first dimension denotes the marking number of vehicle and the 
second one is the sequence number of customers served by this vehicle. For example, 
we can define a particle as ( vN , cN ). Obviously, one can learn that vN  means the 
sequence number of vehicles and cN  represents the order of customers served by the 
corresponding vehicle in the vN . 

3.3 Design of Fitness Function 

The penalty function is used to develop the fitness function as follows: 

 min * max( - ,0)k kfitness z M G Q= +   (11) 

where kG  represents the actual vehicle loading. And kQ  is the given capacity of 
vehicle k. Most of all, M is set to an infinite number to restrict the vehicle load.  

4 Experiments and Results 

In this section, we consider a scenario of one depot to distribute goods for 14 
customers. There are 8 vehicles in this depot and each vehicle is with the velocity of 
60 units. The earliest departure time of each vehicle is half to seven. And the demands 
of customers, unloading time and time windows are shown in Table 1, respectively. 
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Besides, we assume that there are two types of the vehicle denoted as type A and type 
B. The specified vehicle load of type A and type B is 500 units and 400 units, 
respectively. The unit freight of type A is 3 and type B is 2.5. In addition, the waiting 
cost pe is 10 units per hour and the cost pl for being late is 100 units per hour. The 
distance between depot 0 and customer i (i=1, 2, …, 14) is shown in Table 2. 

Table 1. The demands and time windows of customers 

Customer Demands 
Unloading time 

(minutes) 
Time windows 

ET LT 
1 120 60 8:00 17:00 
2 200 90 8:00 10:30 
3 120 60 8:00 17:00 
4 130 25 8:00 16:00 
5 150 80 8:00 12:00 
6 140 70 8:00 8:30 
7 60 40 8:00 17:00 
8 110 60 8:00 17:00 
9 100 120 8:00 18:00 

10 180 90 8:00 10:45 
11 90 50 8:00 8:30 
12 160 90 8:00 13:00 
13 140 60 8:00 12:30 
14 150 70 8:00 17:00 

Table 2. The distance between the depot and customers 

ijd  0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

0 0 40 106 46 36 22 41 81 52 41 48 26 95 118 87 
1  0 79 25 6 23 62 78 66 39 82 48 61 113 103 
2   0 61 77 85 94 60 84 68 123 124 27 68 104 
3    0 21 24 48 53 46 18 73 64 50 88 82 
4     0 17 56 73 59 33 76 48 61 108 97 
5      0 40 67 47 25 59 41 73 104 84 
6       0 48 14 30 29 66 94 84 46 
7        0 34 42 74 106 73 38 44 
8         0 28 40 78 87 69 38 
9          0 57 65 64 79 65 
10           0 68 122 106 55 
11            0 109 143 112 
12             0 91 115 
13              0 60 
14               0 
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Based on MATLAB 7.14, every experiment conducted in this paper was run 30 
times. For fair comparison, the population size is set to 100 and the maximum 
iteration is set to 500 in all algorithms. Furthermore, two acceleration coefficients are 
set to 2.0. Owing to the uncertain number of multi-type vehicles, there are seven kinds 
of combinations like ( 1K , 2K ) in total for this optimization problem. That is, 
( 1K , 2K ) can be one of (1, 7), (2, 6), (3, 5), (4, 4), (5, 3), (6, 2), and (7, 1). The mean 
values and variance of each algorithm for different combinations of 1K  and 2K  is 
presented in Table 3. The computing results show that MCPSO got the best mean 
values for each combination of 1K  and 2K  when compared with five other PSO 
variants in this case. Especially, the minimum of total cost 2413.00 is obtained by 
MCPSO algorithm as the combination of ( 1K , 2K ) is equal to (5, 3). 

Table 3. The mean and variance results for different situations 

(K1,K2) CLPSO UPSO FIPS 
GPSO 

w: 0.9-0.4
GPSO 
w=0.4 

MCPSO 

(1,7) 
Mean 2567.66 2599.01 2612.07 2534.46 2562.02 2464.50 

Variance 68.23 47.73 39.59 72.34 97.42 50.07 

(2,6) 
Mean 2581.97 2568.10 2568.90 2519.06 2605.32 2447.40 

Variance 51.34 66.37 66.69 94.05 83.64 56.31 

(3,5) 
Mean 2579.84 2577.15 2579.41 2558.57 2529.36 2438.60 

Variance 56.92 78.95 65.25 76.90 95.01 55.17 

(4,4) 
Mean 2555.53 2534.93 2586.38 2546.94 2525.05 2447.60 

Variance 75.56 62.41 78.44 97.34 99.71 65.01 

(5,3) 
Mean 2556.43 2531.82 2604.13 2538.79 2540.76 2413.00 

Variance 70.96 68.48 64.24 112.46 136.77 44.56 

(6,2) 
Mean 2552.99 2519.27 2551.39 2536.02 2567.01 2433.70 

Variance 65.98 88.85 98.14 94.60 107.06 78.79 

(7,1) 
Mean 2534.39 2546.57 2535.71 2540.51 2568.08 2434.70 

Variance 76.45 91.13 72.29 124.35 102.68 63.03 

Table 4. The vehicle route and fee 

Vehicle Route of the vehicle  Fee 

Type A 
1 0→6→14→7→9→0 

2377.6 

2 0→12→2→3→0 

Type B 

1 0→10→5→0 

2 0→1→11→0 

3 0→13→8→4→0 

Table 5. The time when the corresponding vehicle arrives at customers 

Customer 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

Time 7.2 10.0 12.3 11.9 9.2 7.2 11.0 10.3 12.4 7.3 8.6 8.1 8.5 9.1 
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Fig. 1. The convergence graph of the six PSO variants 

In particular, we discuss this situation where 1K  is equal to 5 and 2K  is equal to 
3. And Fig. 1 presents the convergence graph for the six PSO variants. The optimal 
vehicle route and fee discovered by MCPSO are presented in Table 4. And the 
corresponding time point at which the vehicle reaches customers is showed in Table 5. 
From the Table 4, we can learn that there are only five vehicles assigned to serve 
customers actually. But, an excellent solution yielding the best fitness value can be 
accepted in the case by this time. This situation demonstrates a necessary optimization 
in the realistic vehicle allocation. In fact, there are more than vehicles needed to serve 
a group of customers in the depot. So it is highly significant that the depot could 
assign the transportation vehicle reasonably. 

5 Conclusions 

This paper develops an extension of VRPTW called MT-VRPTW and proposes an 
improved model. In the model, we consider two key realistic factors, namely multiple 
types of the vehicle and the uncertain number of vehicles of different types. By 
integrating those two aspects together, we can optimize the use of resources more 
efficiently in real world, especially in the arrangement of vehicles. Then, we select six 
representative PSO variants and apply those optimization algorithms to address a case 
of MT-VRPTW. According to the experiment results, we can observe that MCPSO 
performs better for this proposed problem with comparison to five other PSO variants. 

In the future, we need to implement some other swarm intelligence algorithms [15, 
16, 17] to solve this proposed problem. On the other hand, we can take more than one 
goal into account. And future work should focus on the multi-objective optimization 
of MT-VRPTW and the larger size simultaneously.  
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Abstract. Forecasting the behavior of naturally occurring phenomena by the 
analysis of time series based data is the basis of scientific experimental design. 
In this paper, we consider a novel application of a Polychronous Spiking 
Network for the prediction of sunspot and auroral electrojet index by exploiting 
the inherent temporal capabilities of this spiking neural model. The 
performance of this network is benchmarked against two “traditional”, rate-
encoded, neural networks; a Multi-Layer Perceptron network and a Functional 
Link Neural Network. The results indicate that the inherent temporal 
characteristics of the Polychronous Spiking Network make it extremely well 
suited to the processing of time series based data. 

Keywords: spiking neural network, polychronous spiking network, and 
physical time series prediction. 

1 Introduction 

A time series is a sequence of data values occurring at successive time intervals. A 
time series can be utilized in two ways: 

• Looking backward – the use of historical data is used to analyze the previous 
behaviour of a system. Applications include diagnosis or recognition of machine 
fault or human disease. 

• Looking forward – the use of time series data is used to predict or forecast the 
future behaviour of a system. Applications include stock or price prediction, 
market demand forecast, and prediction of natural phenomina, 

Normally backward looking analysis is used to test an overarching theory about 
how the data is temporally correlated whereas forward looking analysis is primarily 
used to make forecasts. Time series forecasting assumes that future occurrences are 
based on present or past events, in which some aspects of the past patterns will 
continue into the future. Usually the goal of time series forecasting is to observe or 
model the existing data series to enable future unknown data values to be forecasted. 
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Time series forecasting takes an existing series of data Xt-n, ….., Xt-2, Xt-1, Xt  and 
forecasts Xt+1, Xt+2,….. data values. Time is usually viewed in terms of discrete time 
steps. The size of the time interval depends on the problem at hand, and can be 
anything from milliseconds, hours to days, or even years. If the time series contain 
only one component, it is called a univariate time series; otherwise it is a multivariate 
time series. In a univariate series, the input variables are restricted to the signal being 
predicted, while in multivariate series, the raw data come from a variety of sources 
which will modify the input variables.  

Traditional methods for time series forecasting are statistics-based, including 
moving average (MA), autoregressive (AR), autoregressive moving average (ARMA) 
models, linear regression and exponential smoothing [1]. These approaches do not 
produce fully satisfactory results, due to the nonlinear behaviour of most of the 
natural occurring time series. Recently more advanced techniques such as neural 
networks [2], [3], fuzzy logic [4] and fractals [5] have been successfully used in time 
series prediction.  

Using neural networks for time series prediction has produced superior 
performance than statistical methods mainly due to their nonlinear nature and training 
capability; neural networks are universal approximators and have the ability to 
produce complex nonlinear mappings [6].  

2 Spiking Neural Networks 

2.1 Background 

In recent years overwhelming experimental evidence indicates that many biological 
neural systems use the timing of single action potentials (or "spikes") to encode 
information [7], [8]. The so called “third generation” of neural networks use spike 
times to mimic these biological processes [9]. It is argued that these new generation of 
neural networks are potentially much more powerful, and, in reality, a superset, or the 
“traditional” or rate encoded neural networks hither to used [10]. By extension of this 
argument it is also suggested in this paper that employing spiking neurons as 
computational units, and by explicitly using temporal data in order to encode 
information, that Spiking Neural Networks are naturally suited to produce good time 
series prediction. 

This new type of neural network can be defined as follows. Let N be a set of 
spiking neurons. Let P be a set of pre-synaptic neurons such that NP ⊆ , where the 
axon of each Pp j ∈ makes contact with the dendrites or soma of each Nni ∈ to form 

a synapse. A weight 0, >nipjw  is given for a synapse, a response function 

RR
ij np →+:,ε for each synapse and a threshold function RRni →Θ +: for each 

neuron. 

Thus, there exists set 
K

k
ksS

1

}{
=

=  of K synapses, with each synapse ks  forming 

a connection between each jp
 to each in  i.e. PxNs k ⊆ . Each in  receives a 

spike at a specific time t from each of the pre-synaptic neurons jp . 
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The synapse ks  receiving this spike will have an inhibitory or excitatory response. 

This called the Post Synaptic Potential (PSP).   

If the neuron has a threshold set to some specific value iT  then it will fire if at 

time t 
=

≥
k

n
in Ts

0  
or vice versa when this value is less. When firing does take place, 

there follows a relative refractory period when the possibility of firing again is 
diminished and also an absolute refractory period where there is no possibility of 
firing. 

This model is commonly referred to as Leaky Integrate and Fire (or LIF).  

2.2 Izhikevich Model 

The Izhikevich model uses two variables, a variable representing voltage potential (v) 
and another representing membrane recovery (activation of potassium currents and 
inactivation of sodium currents) (u). Voltage is computed by integrating the following 
two differential equations (usually using Euler’s method): 

 
)(

140504.0 2

ubva
dt

du

Wuvv
dt

dv

−=

+−++=

 

 (1) 

Where W is the weighted inputs (thalamic input) and a and b are control 
parameters for the model. 

Like LIF when the voltage v exceeds a threshold value (usually 30) both v and u 
are reset as follows: 

 duu

cv

+→
→

  
(2) 

So in summary a and b are parameters effecting the recovery variable. c is the 
value for v which occurs after a spike and d is a constant value added to u after a 
spike. 

2.3 Using Spike Time Dependant Plasticity for Learning 

The learning rule most commonly used for spiking neural networks is derived from 
traditional Hebbian learning. This is Spike Time Dependant Plasticity (STDP) [12], 
[13]. STDP adjusts the connection strengths based on the relative timing of a 
particular neuron's output and input spikes. Synapses increase their efficacy if a pre-
synaptic spike arrives just before the postsynaptic neuron is activated but are 
weakened if they occur afterwards. Repeated pre-synaptic spike arrival a few 
milliseconds before postsynaptic action potential leads to Long-Term Potentiation 
(LTP) of the synapses, whereas repeated spike arrival after postsynaptic spikes leads 
to Long-Term Depression (LTD). The STDP ability to rapidly react to the relative 
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timing of spikes suggests the possibility of temporal coding schemes on a millisecond 
time scale. This effect has significant biological justification [14], [15]. 

The weight change jwΔ  of a synapse from a pre-synaptic neuron j depends on 

the relative timing between pre-synaptic spike arrivals and postsynaptic spikes from 

neuron i. If we label the pre-synaptic spike arrival times at j as 
f
jt   where f is pre-

synaptic spike count at time t, and similarly n
it  is the postsynaptic spike count at 

time t then the total weight change 
jwΔ  can be calculated as: 

 


= =

−=Δ
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j

N

n

f
j

j
ij ttWw

1 1
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where W(….)  denotes a specific STDP function. This function is often: 
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where parameters A+ and A-  are parameters dependant on the value of the current 

synaptic weight and +τ  and −τ are time constants/boundaries normally in the order 

of 10 ms. However it should be noted that other STDP calculations can be used; there 
is nothing sacrosanct about this particular function [13]. 

2.4 Polychronous Delays 

Izhikevich argues [11] that a potentially major contributing factor to learning is often 
neglected in spiking neural network research; that of axonal delay.  He points out that 
there is often an implicit assumption that the axonal conduction delays between 
neurons are negligible or equal. In biological systems however axonal conduction 
delays can be as small as 0.1 ms and as large as 44 ms and yet the reaction delay 
between any individual pair of linked neurons often has sub millisecond precision. 
Therefore some timing must be taking place. When both the order and precise timing 
of firing is taken account an enormous number of spike patterns/trains can be encoded 
onto even a fairly modest number of neurons. Moreover this ‘chain reaction’ or 
cascade of spiking activity means that neurons in such a system are not synchronous 
but are time locked to each other. While most other spiking neural network research 
considers whole synchronization of the network to an input pattern as desirable, this 
type of network sees this modality as an undesirable property. It is the selection of sub 
groups of related neurons in a network that has significance, not the networks 
behavior on mass. This is the great strength of this type of network. Izhikevich calls 
such a network a polychronous neural network (or PSN). He goes on to prove that 
neuronal chains of firing patterns spontaneously emerge in such a network. This is 
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referred to as a gamma rhythm [16], [17].  Moreover groups of neurons contributing 
to the gamma rhythm are both very precise in their firing pattern activity while also 
being remarkably tolerant to noise.  

This gives the PSN the capability to very rapidly recognize complex patterns, often 
with a single neuron’s spiking output being a flagged as a result of a pattern of other 
afferent neuron’s reaction to stimulation. 

This idea is called the theory of neuronal group selection (TNGS) or neural 
Darwinism [18]. It is this method that the authors of this paper utilize in order to try to 
predict values in an evolving and non-stationary physical time series environment.  

It is argued in this paper that  this type of polychromic delay calculation linked 
with STDP learning are very well suited mechanisms with which to manage time 
series based data.  

3 Experiments and Results 

3.1 SNN Used in the Experiments-Polychromous Spiking Network (PSN) 

The data is presented to the networks directly without significant transformation. To 
do this the data is scaled between the upper and lower bounds of the transfer function 
in order to map their values to the available number of neurons. Data scaling is used 
to reduce the range difference in the data and to process outliers and.to accommodate 
the limits of the network’s transfer function. Manipulation of the data using this 
process produces a new bounded dataset.  

Several possible encoding methods were considered, especially inter spike interval 
representing data values at particular points in time; encoding time series data as a 
neuronal gray value bit pattern, however it was decided to directly map the time series 
values onto distinct neurons. The reasons for adopting this methodology are:   

1 Simplicity, it is relatively easy to scale and then to map the data onto a set of 
neurons. 

2 Easy to decode, the nature of the polychronous spiking neural network means that 
at any time interval many different patterns of neuronal activation can exist in the 
network representing possible “candidate” solutions. If a complex encoding 
scheme is used this may hide, or even destroy, the causal chain of neuronal 
activity. 

3 Easy to encode; temporal information is encoded directly into the network without 
manipulation. 

4 Easy to interpret; causal neuronal chains in the network correspond to different 
candidate solutions; these in turn can be mapped back to real data. 

Training of the network consisted of: 

1 Scaling and rounding the raw data to the nearest integer so that it would map onto 
the available neurons (100 in our case). These neurons represent the real values 
of the data 
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2 Presenting the scaled values to the network via “thalmic input”.  This is 
represented by the value W in equation (1) and amounts to the total influx on 
spiking information at a particular time step after synaptic delays have been 
accounted for. It is this variable that we use to fire the relevant neuron 
represented the scaled data value.  

During experimentation three different training architectures were applied: 

1. Randomly connected neurons with random delays, these along with their afferent 
neurons were updated after each training cycle. 

2. Bands of connected neurons (with a 10 neuron neighbourhood), with each band 
and their afferent neurons being updated at each training cycle. 

3. A focused single neuron and its afferent neurons being updated with each training 
cycle.   

It was found that this last method was much quicker to train (by a factor of 4-5) 
and produced comparable results to the other 2 methods. It was noted that during 
training the system periodically entered bursts of activity that indicated that afferent 
neurons were being activated in a very focused way (in a manner suggesting a gamma 
cycle). 

Training consisted of presenting the time series data values 20 times to the network 
(experimentation with lower numbers of training session (down to 5) produced 
comparable results). 

The values to the midpoint of the data (200) were then taken as the “anchor” 
neurons. These are neurons that have been influenced, or will influence, other 
significant neurons. The network then looked for all possible pre-synaptic firing 
patterns in the previous 200 afferent neuron values that where similar to the previous 
200 real data values (a tolerance of ±5ms was given). These were labelled as 
“candidate” paths. 

After running the network the candidate path that most closely resembled the real 
data (by Euclidean distance) was chosen and a prediction made based on the 
continuation of firing of the candidate path to the efferent neuron most likely to fire in 
the 201st , 202nd 203rd , up to 400th time series spike time.  

The forecast was made by considering different combinations of possible neuronal 
paths. Each path was ranked according to when neurons fired and which afferent 
neurons influenced them. The path though the network that most closely resembles 
the real time series data was deemed to be the best approximate forecast of the current 
and, via subsequent firings, future conditions.   

3.2 Time Series Used in the Experiments 

Two time series have been used for our experiments, namely the mean value of the 
auroral electrojet index (AE) index, and the, sunspot number time series.  

The AE index is determined from various weather stations located in high latitude 
regions. At these stations, the north-south magnetic perturbations are determined as a 
function of time and the superposition of the measured data determines two 
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components, the maximum negative and the maximum positive excursion in the 
north-south magnetic perturbations. The difference between the two components is 
called the AE index [19].   

3.3 Experimental Testing 

The performance of the spiking neural network was benchmarked with the performance 
of the multilayer perceptron (MLP) and the functional link (FLNN) neural networks (3rd 
order links where used as these are widely adopted in previous studies) [21, 22, 23]. The 
prediction performance of the networks was evaluated using the normalised mean 
square of the error (NMSE) and the signal to noise ratio (SNR) matrices. 

The data sets used in this work were segregated in time order. In other words 
earlier period of data are used for training, and the data of the later period are used for 
testing. The main purpose of sorting them into this order is to discover the underlying 
structure or trend  of the mechanism generating the data, that is to understand the 
relationship exist between the past, present and future data. For the MLP and FLNN 
each signal was divided into three data sets which are the training, validation and the 
out-of-sample which represent 25%, 25%, and 50% of the entire data, respectively 
(only the last data set is used for the PSN).  

3.4 Simulation Results 

The PSN was benchmarked with the MLP and the FLNN (trained with the incremental 
backpropagation learning algorithm) as well as with a Linear Predictor Coefficient 
(LPC) model. Early stopping with maximum number of 3000 epochs was used.  

An average performance of 5 trials was used. The learning rate was selected 
between 0.1 and 0.5 and the momentum term was experimentally selected between 
0.4 and 0.9. Two sets of random weights initializations were employed (in the range 
of [-0.5, 0.5] and [-1, 1]). Our primary interest is to assess the predictive ability of the 
PSN models against the other neural networks and against a standard linear model.  

Table 1. The average simulation results over 5 trials using the benchmarked Neural Networks 
Structures and a Linear Predictor Coefficient (LPC) model 

Mean Value of 

the AE index 

MLP 

(Hidden nodes 3 ) 

FLNN 

(Order 3 ) 

LPC 

 

PSN 

 

NMSE 0.175805 0.133661 0.0615 0.0029796 

SNR (dB) 28.3 29.45 31.3648 39.9127 

     

     

Sunspot 

number 

MLP 

(Hidden nodes 3 ) 

FLNN 

(Order 3 ) 

LPC 

 

PSN 

 

NMSE 0.1319 0.1366 0.1241 0.005011 

SNR (dB) 25.16 25.01 22.6233 32.4729 
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The results (refer to Table 1) show that the Polychronous Spiking Network exhibits 
better performance both in terms the predication error minimisation signified by a 
relatively lower NMSE value and signal to noise ratio, when compared to MLP, 
FLNN and LPC predictors.  

4 Conclusion 

We have applied a specific type of spiking neural networks (Polychronous Spiking 
Network) to solve physical time series data prediction problems, in order to exploit 
the temporal characteristics of the spiking neural model. 

Our spiking neural network model adopted the Izhikevich neural architecture using 
axonal delays, directly encoding the time series data into the model in such a way as 
to try to preserve valuable temporal predictive indicators. 

Experiments using our SNN showed that it outperforms traditional, rate-encoded, 
neural networks, namely Multi-Layer Perceptrons and a higher order Functional Link 
Neural Network and a classic Linear Predictor Coefficient model. This was validated 
using two time series datasets: Mean Value of the Auroral Electrojet (AE) index, and 
a Sunspots dataset. The PSN favourable performance was evidenced by two key 
performance measures of Normalised Mean Squared Error and the Signal to Noise 
Ratio. Future work includes exploring the applicability of spiking neural network for 
long term prediction, exploring the effects of parameter tuning of the PSN on its 
performance, the potential incorporation of higher order terms in the spiking neural 
network paradigm and comparing performance with FLNNs with orders greater  
than 3. 
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Abstract. One of the most challenging tasks currently facing the healthcare 
community is the identification of premature labour. Premature birth occurs 
when the baby is born before completion of the 37-week gestation period. The 
incomplete understanding of the physiology of the uterus and parturition means 
that premature labour prediction is a difficult task. The reason for this may be 
that the initial symptoms of preterm labour occur commonly in normal 
pregnancies. There is some misclassification in regard to recognizing full-term 
and preterm labour; approximately 20% of women who are identified as 
reaching full-term labour actually deliver prematurely. This paper explores the 
applicability of Artificial Immune System (AIS) technique as a new 
methodology to classify term and preterm records. Our AIS approach shows 
better results when compared with Neural Network, Decision Tree, and Support 
Vector Machines, achieving more than 92% accuracy overall. 

Keywords: Term delivery, preterm delivery, machine learning, classification, 
artificial immune system, Electrohysterography. 

1 Introduction 

Preterm birth has great impact on the new babies live, including health problems or 
increased risk of death. One million of preterm babies die each year. The earlier 
delivery has significant negative impacts on babies’ later lives. Preterm infants are 
usually born at low weights of less than 2500 grams compared with full-term babies 
[1]. In their future lives, they might suffer from more neurological, mental and 
behavioural problems compared with full-term infants [2]. In other cases, preterm 
birth leads to increased probability of asthma, hearing and  vision problems; some 
preterm infants may have difficulty with fine-motor and hand-eye coordination [3].  
An early delivery impacts the development of Kidney and its function in the infant’s 
future life [4]. Furthermore, 40% of survivors of extreme preterm infants can bed 
affected with chronic lung disease [5]. 

On the other hand, preterm births have a detrimental effect on the economy, families 
and community [6]. More than three quarters of premature babies can be saved with 
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feasible and cost-effective care, which result in more infant hospitalizations and a lot of 
healthcare expenditure. On the other hand, the reduced gestation duration increases the 
numbers of days spend in hospital. As result, preterm births have a negative economic 
effect. However, attempting better understanding of preterm deliveries can help to make 
right decision and prevention strategies to reduce the negatives effects of preterm 
deliveries on babies, families, societies and healthcare service [6]. 

Diagnosing preterm labour and predicting preterm birth have significant 
consequences, for both health and the economy [6]. Hence, this paper suggested the 
use of the artificial immune system for the prediction of premature delivery.  

2 Electrohysterogram (EHG) 

Electrohysterography (EHG) is a technique for measuring electrical activity of the 
uterus muscle during pregnancy, through uterine contractions [7]. EHG is one form of 
electromyography (EMG), the measurement of activity in muscular tissue. From 
medical point of view, the strengthening and increasing of uterine contractions over 
time is a sign of imminent labour and birth [9], and shoots up especially in the last 
three to four days, before delivery [10]. During parturition, the increasing of the 
contraction will help the body to prepare for the final stage of labour and parturition 
[6]. They will help shortening the cervix and force the foetus to descend into the birth 
canal. Therefore, the main function of uterine contractions is to produce the force and 
synchronicity required for true labour. 

3 Term and Preterm Classification Methods 

Computer algorithms, and visualization techniques, are fundamental in supporting the 
analysis of datasets. More recently, the medical domain has been using such 
techniques, extensively. Artificial Neural Networks (ANNs) have been used in a large 
number of studies to classify term and preterm deliveries [6]. 

A study by [8] used the Term-Preterm ElectroHysteroGram (TPEHG) database to 
evaluate classification accuracy. This occurred via sample entropy, against thirty 
cepstral coefficients and then against three. One of the feature sets, used for 
classification, consisted of calculating thirty cepstral coefficients, from each signal 
recording. The second feature set contained three cepstral coefficients. The selection 
of these values occurred by sequential forward selection and Fisher’s discriminant. A 
multi-layer perceptron neural network classified the records, into term and preterm 
records. The results indicate that the reduced feature set, of three cepstral coefficients, 
gave the best classification accuracy of 72.73% (±13.5). This was in contrast to the 
entire thirty coefficients, whose accuracy was 53.11% (±10.5), and the sample 
entropy of 51.67% (±14.6).  

4 Artificial Immune Systems (AISs) 

The immune system is another biologically pattern recognition and classification 
system. By observing natural immune systems, researchers have identified many 
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interesting processes and functions within them, which can provide useful metaphors 
for computation. AIS can learn to distinguish the ‘self’ from ‘non self’ and solve 
relevant classification problems. Additionally, the immune system performs important 
maintenance and repair functions. Artificial immune systems are one of the most 
rapidly emerging biologically motivated computing paradigms. There is significant 
growth in the applications of immune system models in various domains and across 
many fields. Examples include computer security, function optimization, control 
engineering, data mining, pattern recognition, image interpretation, anomaly 
detection, sensor fusion, and process monitoring.  

In the last two decades, research has used classical immunology concepts to 
develop a set of algorithms, which including negative selection [12], immune 
networks [13], clonal selection [14], dendritic cells algorithm [15]. In this paper, we 
will investigate the applicability of the Artificial Immune Recognition System (AIRS) 
for the term and preterm classification under consideration. AIRS (Artificial Immune 
Recognition System) is an immune inspired supervised learning algorithm [16]. This 
algorithm uses immune mechanisms of resources competition, clone selection, 
maturation, mutation and memory cells generation. The training and test data items 
are viewed as ‘antigens’ in the system. These antigens induce the B-cells in the 
system to produce artificial recognition balls (ARBs) which compete with each other 
for the given resource number. The ARBs with higher resources will get more 
chances to produce the mutated offspring to improve the system. The memory cells 
generated after all training antigens have been introduced are used to classify the test 
data items. The AIRS algorithm’s procedure is typically composed of five steps. 
These stages are initialization, memory cell identification and ARB generation, 
competition for resources and development of a candidate memory cell, memory cell 
introduction, and classification (Figure. 1) which can be described in details as follow.  

 

 

 

 

Fig. 1. Flowchart of AIRS 

All data Trained?

4: Memory cell Introduction

3: Competition for resources

2: ABR Generation

1: Initialization of Input Data

5: Classification 
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N 



828 R. Huang et al. 

 

Step 1 
Initialization is the first step of the algorithm. Which can also called data pre-
processing. In this step, all data are normalized in order to comply with the Euclidean 
distance. The distance between any two data in the dataset is between 0 and 1. In this 
study, we use Eq. 1 to deal with normalization, and the calculation of the Euclidean 
distance is as Eq. 2. 

 
   (1) 

where ai is the original datum of ith attribute, maxi and mini are the maximum and 
minimum of ith attribute of all data, respectively, and m is the number of attributes in 
data.  

   

(2) 

where x and y represent feature vectors. 

After normalization, the affinity function, which used to calculation fitness is 
calculated as Eq. 3 

 

      (3) 

where n is the number of training data items,  and  are the  and 

training antigen in the training vector, and  represents the 

Euclidean distance between the two antigens’ feature vector. 

Step 2 

In this step, the first thing is to find out the memory cell,  given a specific 

training antigen. The is defined as  

Where stimulation(x, y) is defined as Eq. 4. 

     (4) 

Given this definition, it can be assumed that the antibody  is the most 

stimulated memory cell by the given antigen in the set of memory cells of the same 

category. When  is identified, this cell is used to create new ARBs to be 
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introduced to the population of pre-existing ARBs. The number of new ARBs 
depends on the stimulation value between the memory cell and the antigen. 

Step 3 
In this step, all ARBs presently existing in the system are awarded the resource 
numbers according to their affinity values. The ARBs with higher affinity values will 
get more resources than those with lower affinity values. If the sum of the number of 
resources of all ARBs exceeds the allowed number, the system will remove the ARBs 
and their awarded resources beginning with the lowest number of resources until the 
sum of the number of resources of all ARBs is lower than the allowed number in the 
system. After this process, the stimulation values of all remaining ARBs are 
calculated and maximal and minimal stimulation values are determined as 

and , respectively. The stimulation level of each ARB is 
recalculated as Eq. 5. 

 if class of arb= antigen of antigen, otherwise      

(5) 

Then, we use Eq. 6 to calculate the average value of these levels for each class and 
verify if any of these average values is lower than a given stimulation threshold or 
not. If any of the average values is lower, the ARBs belonging to that class are 
mutated and the generated clones are added to ARB pool. This process is 
continuously done until the average stimulation levels of all classes are larger than the 
stimulation threshold. 

  

(6) 

where , , is the number of ARBs 

belonging to  class and is the stimulation level of  ARB of 

 class. 

Step 4 
After achieving the criterion described above, the ARB with the highest stimulation 
value in the same class with the presented training antigen is taken as a candidate 

memory cell . If the stimulation value of the  motivated by 

the training antigen is higher than the stimulation value of the , the candidate  
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memory cell is added to the set of memory cells. If this test is passed, a calculation of 

the affinity between and must be obtained. If the affinity 

between this two memory cells is lower than the product of the affinity threshold and 

the affinity threshold scalar, is replaced with in the set of 

memory cells. 

Step 5 
After repeating step 2 to step 4 to each training antigen, the developed memory cells 
are ready for exploitation and for classification. The classification is executed in a k-
nearest neighbour approach. That is, the classification of a datum in the system is 
determined by the ballot of the results of the k most stimulated memory cells. 

5 Methodology 

The data used in this research were recorded at the Department of Obstetrics and 
Gynaecology, Medical Centre, Ljubljana between 1997 and 2006 [11]. In the Term-
Preterm ElectroHysteroGram dataset database, there are 300 records of patients. Each 
record was collected by regular examinations at the 22nd week of gestation or around 
the 32nd week of gestation. The records were 30 minutes long, had a sampling 
frequency of 20Hz, and had a 16-bit resolution over a range of ±2.5 millivolts. Four 
electrodes placed on the abdominal surface. Each record is obtained from three 
channels, Channel 1, Channel 2 and Channel 3. The signals were filtered using 3 
different 4-pole digital Butterworth filters. Signals have been filtered twice in both 
backwards and forwards directions in order to overcome the phase-shifting that can 
occur when utilizing these filters. 

In the TPEHG dataset, records were generated using four features – root mean 
squares, peak frequency, median frequency, and sample entropy. Mean frequency and 
sample entropy have the most potential to discriminate between term and preterm 
records, while root mean squares and peak frequencies have had conflicting results, 
in the classification of term versus preterm records, but, nonetheless, have shown 
potential. In this paper, all these features are considered.  

6 Evaluation 

In this paper, the proposed AIRS was benchmarked against the multilayer MLP neural 
network, K-Nearest Neighbour Classifier (KNN), Decision tree classifier (TREEC) 
and Support Vector Classifier (SVC). Their performances have been evaluated using 
the sensitivity, specificity, positive, and negative predicted values that each 
classification algorithm produced to separate term and preterm signals. The data have 
been split up as follows – 60% of the data is randomly selected for training data, 25% 
for validation and 15% for testing. The experiments have been run five times to 
generate an average of the results obtained. The formulas used to measure sensitivity; 
specificity and accuracy are defined as follows: 

candidatemc matchmc

candidatemc matchmc
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 Accuracy = ((TP + TN) (TP + TN + FP + FN⁄ )) × 100     (7) 

 Sensitivity = TP (TP + FN)⁄      (8) 

 Specificity = TN (FP + TN)⁄      (9) 

6.1 Classifier Performance  

The first evaluation uses the original TPEHG dataset (38 preterm and 262 term) – the 
preterm are oversampled using min and max to produce 262 preterm records). The 
simulation results indicated that the sensitivity for preterm records obtained with the 
AIRS is slightly better than the MLP; but the specificity of MLP is higher than other 
method. When compare with the true negative and true positive, AIRS outperform 
others.  

Each TGEHG signal record contains clinical information relating to each of the 
patients that includes pregnancy duration, gestation duration at the time of recording; 
maternal age, number of previous deliveries (parity); previous abortions, weight at the 
time of recording, hypertension, diabetes, placental position, bleeding first trimester, 
bleeding second trimester, funneling, and whether they are a smoker. These eleven 
items of clinical information are added to the original features. Some information was 
missing for some of the patients, which led to unknown features on some recorders. 
Hence, the records with unknown information are removed for the next experiment, 
reducing the number of samples in the dataset to 19 preterm data samples and 108 
term data samples. The re-sampling method was applied to generate 150 preterm data 
items. The results in Table 1 further show that the highest values obtained are by the 
AIRS in terms of mean error, standard deviation and classification accuracy followed 
by the KNNC network. 

Table 1. Classifier Performance Results for the 0.3-3Hz Filter 

 Sensitivity Specificity True 
Negative 

True 
Positive 

Mean 
Error 

Std  
Error 

Accuracy 

MLP 0.8684 0.8255 0.8483 0.8526 0.1681 0.0491 84.87% 

KNNC 0.8076 0.9047 0.7916 0.9130 0.2260 0.0505 85% 

TREEC 0.8846 0.7619 0.8421 0.8214 0.2433 0.569 82% 

SVC 0.8076 0.8571 0.7826 0.8750 0.1761 0.0549 83% 

AIRS 0.9020 0.9235 0.9042 0.9401 0.0781 0.001 92.5% 

7 Conclusions and Future Works 

In this paper, we described an artificial immune inspired algorithm (AIRS) for term 
and pre-term classification for pregnant women. Most of the uterine EHG signal 
studies have concentrated on predicting true labour, which is based on the last stage of 
the pregnancy duration. This paper has evaluated the use of a machine learning 
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approach, using records from earlier stages of gestation, to predict term and preterm 
deliveries. The method of classification used in this paper compares several existing 
classification algorithms and our AIRS. The evaluation of classifier performance has 
been measured using sensitivity and specificity, which are suitable evaluation 
measures for binary outputs (term/preterm). The proposed AIRS model outperformed 
several algorithms in the classification of uterine signal. Based on the experimental 
results, AIRS demonstrated higher detection rate, lower error rate and handled high 
dimensional data set better when compared with the results achieved by MLP, 
KNNC, TREEC, and SVM. Future extensions to this work include the optimisation of 
the parameters setting of the AIRS and investigating the applicability of other form of 
artificial immune systems such as the Dendritic Cell Algorithm for term and pre-term 
classification.  

References 

[1] Garfield, R.E., Maner, W.L.: Physiology and electrical activity of uterine contractions. 
Semin. Cell Dev. Biol. 18(3), 289–295 (2007) 

[2] William, R.E.G., Maner, L.: Identification of human term and preterm labor using 
artificial neural networks on uterine electromyography data. Ann. Biomed. Eng. 35(3), 
465–473 (2007) 

[3] WebMd, Premature Labor (2012), http://www.webmd.com/baby/premature-
labor 

[4] Keijzer-Veen, M.G., van der Heijden, A.J.: The Effect of Preterm Birth on Kidney 
Development and Kidney Function over Time. In: Morrison, J.C. (ed.) Preterm Birth - 
Mother and Child (2012) 

[5] Greenough, A.: Long Term Respiratory Outcomes of very Premature Birth (<32 weeks). 
Semin. Fetal Neonatal Med. 17(2), 73–76 (2012) 

[6] Fergus, P., Cheung, P., Hussain, A., Al-Jumeily, D., Dobbins, C., Iram, S.: Prediction of 
Preterm Deliveries from EHG Signals Using Machine Learning. PLoS One 8(10), e77154 
(2013) 

[7] Garfield, R.E., Maner, W.L., MacKay, L.B., Schlembach, D., Saade, G.R.: Comparing 
uterine electromyography activity of antepartum patients versus term labor patients. Am. 
J. Obstet. Gynecol. 193(1), 23–29 (2005) 

[8] Rabotti, C.: Characterization of uterine activity by electrohysterography. Technische 
Universteit Eindhoven (2010) 

[9] WelcomeBabyHome, The Birth Process (2006),  
http://www.welcomebabyhome.com/pregnancy/ 
pregnancy_birth_process.htm (2013) 

[10] Lucovnik, M., Maner, W.L., Chambliss, L.R., Blumrick, R., Balducci, J., Novak-Antolic, 
Z., Garfield, R.E.: Noninvasive uterine electromyography for prediction of preterm 
delivery. Am. J. Obstet. Gynecol. 204(3), 228, e1–10 (2011) 

[11] Rabotti, C., Mischi, M., Oei, S.G., Bergmans, J.W.M.: Noninvasive estimation of the 
electrohysterographic action-potential conduction velocity. IEEE Trans. Biomed. 
Eng. 57(9), 2178–2187 (2010) 

[12] Forrest, S., Perelson, A., Allen, L., Cherukuri, R.: Self-Nonself Discrimination in a 
Computer. In: Proc. of IEEE Symposium on Research in Security and Privacy, Oakland, 
USA, pp. 202–212 (1994) 



The Application of Artificial Immune Systems for the Prediction of Premature Delivery 833 

 

[13] Jerne, N.: Towards a network theory of the immune system. Annals of Immunology 125, 
373–389 (1974) 

[14] de Castro, L.N., Von Zuben, F.J.: The clonal selection algorithm with engineering 
applications. In: Proceedings of GECCO 2000, Workshop on Artificial Immune Systems 
and Their Applications, pp. 36–37 (2000) 

[15] Greensmith, J., Twycross, J., Aickelin, U.: Dendritic cells for anomaly detection. In: 
Proc. of the Congress on Evolutionary Computation (CEC), pp. 664–671 (2006) 

[16] Brownlee, J.: Artificial immune recognition system (AIRS): A review and analysis. 
CISCP, ICT. Swinburne University of Technology, Tech. Rep. TR-1-02 (2005) 



 

D.-S. Huang et al. (Eds.): ICIC 2014, LNAI 8589, pp. 834–845, 2014. 
© Springer International Publishing Switzerland 2014 

Dynamic Hand Gesture Recognition Framework 

Prashan Premaratne1, Shuai Yang1, ZhengMao Zhou2, and Nalin Bandara3 

1 School of Electrical, Computer and Telecommunications Engineering,  
University of Wollongong, North Wollongong, NSW Australia 2522 

2 Dalian Scientific and Technological Research Institute of Mining Safety,  
No.20 Binhai West Road, Xigang District, Dalian, Liaoning, China 

3 Department Electrical, Electronic and Telecommunication Engineering,  
Faculty of Engineering, General Sir John Kotelawala Defence University,  

Sri Lanka 

Abstract. Sign languages originated long before any speech-based languages 
evolved in the world. They contain subtleties that rival any speech-based  
languages conveying a rich source of information much faster than any speech-
based languages. Similar to the diversity of speech-based languages, sign lan-
guages vary from region to region. However, unlike the speech counterpart, sign 
languages from diverse regions from the world have much common traits that 
originate from human evolution. Researchers have been intrigued by these com-
mon traits and have always wondered whether sign language-type communica-
tion is possible for instructing the computers opposed to the mundane keyboard 
and mouse. This trend is popularly known as Human Computer Interaction 
(HCI) and has used a subset of common sign language hand gestures to interact 
with machines through computer vision.Since the sign languages comprise of 
thousands of subtle gestures, a new sophisticated approach has to be initiated for 
eventual recognition of vast number of gestures. Hand gestures comprise of both 
static postures and dynamic gestures and can carry significantly rich vocabulary 
describing words in the thousands. In this article, we present our latest research 
that describes a mechanism to accurately interpret dynamic hand gestures using a 
concept known as ‘gesture primitives’ where each dynamic gesture is described 
as a collection of many primitives over time that can drive a classification strate-
gy based on Hidden Markov Model to reliably predict the gesture using statistic-
al knowledge of such gestures. We believe that even though our work is in its in-
fancy, this strategy can be extended to thousands of dynamic gestures used in 
sign language to be interpreted by machines.   

Keywords: Dynamic hand gestures, hidden Markov model, gesture primitives, 
sign language, hand postures. 

1 Introduction 

Almost all sign languages in the world can be considered as a superset of hand gestures 
used for human computer interaction. There has been significant success in controlling 
many electronic apparatus using hand gestures in the past [1]. HCI has featured  
prominently in most consumer-electronics control systems over the past decade [2]. 
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However, these successes can be attributed to the limited use of hand gestures used in 
HCI for effective communication with very high accuracy [1, 3]. Hand-gesture-based 
sign languages can communicate information much faster than speech. If an accurate 
sign language communication with machines can be established, the outcome will 
allow multiple sign languages in the world to be translated automatically. Military will 
also be able to make use of silent sign language effectively for secure communication. 
In 2007, Premaratne et al. at the University of Wollongong demonstrated a real-time 
working prototype that could interact with a number of electronic devices via hand 
gestures [1, 3, 4-12]. There are significant obstacles that has stagnated the accuracy of 
hand gesture recognition which has confined the number of gestures suitable for com-
munication to very few (less than 30) due to the difficulty in accurately recognizing 
hand gestures by different users. There are few obvious reasons behind the failure of 
many vision based classification systems to interpret sign languages over the years [2]. 
Some of the more prominent ones can be listed as follows: 

1. Signs vary in time and space. Even if a sign is repeated by the same user, 
slight changes of speed and position of hands will occur. 

2. Lack of depth information to the gesture(s) from camera complicates the 
problem computer vision problem. 

3. Some fingers are occluded behind hand or arm. 

The enormity of the number of gestures available and their similarity to many other 
gestures and the user’s inability to sign them as in (1) above make the machines unre-
liable with the present feature extraction and classification approaches. 

Sign languages have been in existence since the start of the humanity and would 
have been the first means of communication among the primitive humans. Before 
people communicated with a vocabulary and using sounds, it is conceivable that they 
communicated with various gestures using hand, face, mouth and body movements. 
However, today, the sign language is predominantly associated with disabilities from 
congenital to accidents. Most of the users are either hearing impaired or mute. There 
is also a subgroup of whom are children of such hearing impaired people whose 
senses are not affected but do use sign language because of the community needs in 
which they live.  

Since the world population has surpassed 7 billion and the widespread use of tech-
nology, more and more work is done to advance the age-old sign languages which 
have developed from multitude of cultural backgrounds. Due to the advancement of 
societies and its welfare systems, more and more resources are allocated for the bene-
fit of the disabled and their educational needs. Sign languages have seen the formal 
recognition of their use and are now making inroads to the new fields of usage such as 
in medicine so that disabled people will also benefit from the modern developments in 
the society.  

Today the focus has shifted again from the mundane use of sign language to com-
municate with each other to the more advanced human machine interaction. This 
would in effect advance the interactions that disabled people would have with tech-
nology as well as make sign languages easily understandable by ordinary users. The 
technology can also pave way for automatic translation to other languages in other 
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parts of the world making a silent communication revolution for the disability. Yet, 
the challenges are enormous and the different approaches taken by researchers around 
the world have shed light on difficulties ahead as well as the progress made so far. 
Sign languages, like the spoken languages, emerge and evolve naturally within hear-
ing-impaired and mute communities. Within each country or region, wherever such 
communities exist, sign languages develop, independently from the spoken language 
of the region. Each sign language has its own grammar and rules, with a common 
property that they are all visually perceived. 

2 Previous Work 

One of the first attempts to interpret sign languages using a machine is reported by 
Kawai and Tamura [13] who developed a system which can recognize 20 Japanese 
hand gestures. This was the first instance of using computer vision and image 
processing techniques to recognize a sign language. They detected the motion of the 
hands in realtime by comparing a grey scale intensity of two consecutive image 
frames. They used temporal intensity changes, hand location tracking and classifica-
tion of each sign using stop positions, simple shapes of trajectory and hand shape at 
each stop position. Few years prior to this development in 1984, they demonstrated a 
system that interpreted speech into computer generated hand gestures for machine 
interaction with deaf and mute [14, 15]. 

Heap and Samaria used deformable active shape models called ‘smart snakes’ de-
veloped by [16] for hand tracking [17]. Their research clearly shows how their track-
ing algorithm work but their disclosure on gesture recognition was very much limited. 
Fig. 1 shows ‘smart snakes’ approach for hand gesture recognition. 

 

Fig. 1. The hierarchical decision tree for sign language recognition using SOFM and HMM 
[27] 

In 1995, Starner and Pentland published their research on dynamic gesture recogni-
tion and classification based on colored gloves and Hidden Makov Model classifier 
[18]. Their research highlighted that the finer details (pixel clarity) of gestures were 
not required and simple coarse outline along with their trajectory obtained using  
camera tracking color glove was sufficient to interpret gestures. They used 395  
simple sentences as training set and separate 99 simple sentences for testing in which 
recorded a recognition accuracy of 92% with a limited 40 hand postures.  
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Grobel and Assan reported that vision based system using Hidden Markov Model 
(HMM) was able to recognize 262 isolated hand signs (non sentences) from Nether-
land sign language with an accuracy of 94% [19, 20]. They used both hands with 
cotton gloves. One hand which was the dominant hand making the signs used five 
colored fingers,  separate colors for palm and another for back of the dominant hand 
whereas the non-dominant hand had a different color glove.  

Vogler and Metasas of University of Pennsylvania devised both static gesture and 
dynamic gesture recognition system for ASL based on HMM and 3D motion analysis 
[21, 22]. They used a 3D image-based shape and motion tracking of a human’s arm 
using deformable models. The output of these models consists of the three dimension-
al motion parameters of the subject’s arms which can be used for recognizing Ameri-
can Sign Language (ASL) gestures.  

Imagawa et al. argued that for accurate sign language recognition, both global and 
local information should be recognized [23]. Since the hand or arm movement con-
veys global information such as the hand and arm location and the path, static infor-
mation such as the configuration of the hand and fingers should be combined with the 
information conveyed by the hand and arm movement.  Their system first interprets 
the appropriate word from a dictionary using global features and then narrows word 
down to one by using detected local features. They recorded accuracy around 94% 
which was a significant achievement given that they relied on very low resolution 
images. 

Even though, many hand gestures need dynamic tracking for meaningful interpre-
tation, posture estimation results in very discrete recognition and is incomplete. Isaacs 
and Foo developed a similar hand pose recognition system that relied on wavelet de-
composition for feature extraction and neural networks for classification [24]. They 
developed the system to represent around 2000 sign language sentences and phrases 
using a set of eighty words. One of the main limiting factors of their system was to 
remove the gestures that required facial gestures, since such signs represented a more 
complex problem. Isaacs and Foo successfully decomposed all static ASL alphabet 
images into two set of feature vectors with different dimensions in order to develop 
more insight into the classification problem. The first approach produced feature vec-
tors by normalizing the energy and entropy measures of the resultant approximation 
matrix after two-level Daubechies 4 decomposition. Another set of feature vectors 
were obtained using decomposing each image to its lowest decomposition level of the 
particular wavelet used. The second set of feature vectors had an added advantage of 
longer length which represented a higher dimensional space that allowed for more 
variability when a large ASL vocabulary was incorporated. The ASL recognition 
system developed in this project had the ability to distinguish the reduced vocabulary 
set feature vectors from each other and from non-words. For classification purposes, 
neural networks were used. The classification system that was used had a two layer 
feed-forward neural network that recognized the 24 static letters in the ASL alphabet 
using still input images. Both wavelet- based decomposition methods discussed above 
were used for classification. The first produced an 8-element real-valued feature vec-
tor and the second 18-element feature vector. Each set of feature vectors were used to 
train a feed-forward neural network using Levenberg-Marquardt training. The system 
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was capable of recognizing instances of static ASL finger spelling with 99.9% accu-
racy with an SNR as low as 2.  

In 2012, Cooper et al. presented one of the most sophisticated sign language rec-
ognition system based on Kinect [25]. It consisted of several approaches to sub-unit 
based Sign Language Recognition (SLR). Their approach deviated from traditional 
classification of gesture to recognizing large lexicons of signs such as citation-form 
and dictionary look-up. Sub-unit based SLR uses a two stage recognition system 
where sign linguistic sub-units are identified followed by combining of sub-units to 
create a sign level classifier. The Cooper et al.’s method can be described as the most 
comprehensive effort to date for gesture recognition based on vision which combined 
many aspects of successful approaches over two decades. It described a combined 
gesture classification system using facial and bi-hand gestures known as linguistic 
sub-units were attempted by the best available vision technology available with Mi-
crosoft Kinect. They presented three types of sub-units for consideration; those learnt 
from appearance data as well as those inferred from both 2D and 3D tracking data. 
These sub-units were then combined using a sign level classifier which used a Mar-
kov Models to encode the temporal changes between sub-units and a Sequential Pat-
tern Boosting to apply discriminative feature selection at the same time as encoding 
temporal information. This resulted in a more robust to noise and performed well in 
signer independent setups.  

Hand-gesture recognition systems rely on computer vision to recognise hand ges-
tures in the presence of any background clutter. The hand gestures must then be  
uniquely identified to issue appropriate control signals to the computer or other enter-
tainment unit. During the past two decades, many attempts have been made to recog-
nise hand gestures, with mixed success. Two of the drawbacks of the original systems 
were their inability to run in real time, because of the modest computing power avail-
able, and low classification scores for gesture recognition. The techniques used relied 
mostly on template matching or shape descriptors and required more processing time 
than could be provided in real time. Furthermore, the users were restricted to wearing 
gloves or markers to increase reliability, and were required to be at a preset distance 
from the camera. These restrictions meant that a practical system that could operate in 
a lounge room was unachievable. In 2007, a truly practical system that was capable of 
running with modest computing power in real time was unveiled at University of 
Wollongong [1, 3, 4]. This system was limited to 10 hand gestures for accuracy. 
However, the system can be improved to an even higher level of accuracy with more 
gestures by using multiple visual cues such as a “flock of features” model to represent 
a hand with fingers and the CI’s proposed multi-cue hand-tracking algorithm, which 
is based on velocity-weighted features and colour cues [26]. 

3 The Approach to Classify Dynamic Gestures Using  
‘Gesture Primitives’ 

Human Computer Interaction is geared towards seamless human machine interaction 
without the need for touch LCDs, Keyboards or Sensor Gloves. Systems have already 
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been developed to react to limited hand gestures especially in gaming and in consum-
er electronics control. Yet, it is a monumental task in bridging the well-developed 
sign languages in different parts of the world with a machine to interpret the meaning. 
One reason is the sheer extent of the vocabulary used in sign language and the se-
quence of gestures needed to communicate different words and phrases. Auslan, the 
Australian Sign Language is comprised of numbers, finger spelling for words-used-in-
common practice and a medical dictionary. There are 7415 words listed in Auslan 
website. An effective sign language recognition system will be able to recognize any 
sign language of the world using computer vision in realtime. This will allow any sign 
language to be translated to any other sign language facilitating such users of ability 
to communicate with other such groups in the world without currently existing bar-
riers. Furthermore, this will allow normal users to communicate with machines at 
speeds exceeding that is available with mouse and keyboards as well as seamless 
integration of entertainment and gaming experience unlike anything that they have 
experienced before.  

The work described here has stemmed from the principal author’s latest book on 
'Human Computer Interaction using Hand Gestures' highlights the current drawbacks 
associated with HCI and fundamental research that it envisions [2]. As was outlined 
in the Introduction and Previous Work, existing approaches for gesture recognition 
has stagnated the sign language recognition beyond a limited number of gestures with 
significant accuracy. Given the enormity of the number of gestures used by the sign 
language users and their subtlety, current approaches have no hope of advancing the 
field of HCI. A significant breakthrough in HCI, as proposed, will not only benefit the 
sign language users but the HCI that governs a massive industry based on entertain-
ment, computer gaming and developments in virtual reality. 

The research on hand gesture recognition has two main categories such as static 
gesture (hand posture) recognition and gesture recognition (dynamic hand move-
ment). The posture recognition refers to an isolated single hand pose or hand configu-
ration and the gesture recognition or dynamic gesture recognition uses a variety of 
static gestures and hand movements sometimes accompanied by body or facial 
movements. In a continuous gesture (dynamic), there are many hand poses that 
changes in time, communicating a gesture such as letter ‘z’ in American Sign Lan-
guage (ASL). In hand gesture controlled environments, the problem can be considered 
as a gesture spotting problem, where the task is to differentiate the meaningful ges-
tures of the user from the unrelated ones. In sign language recognition, the continuous 
recognition problem includes the co-articulation problem. The preceding sign affects 
the succeeding one, which complicates the recognition task as the transitions between 
the signs should be explicitly modelled and incorporated to the recognition system. 
Moreover, language models are used to be able to perform on large-vocabulary  
databases. 

As highlighted earlier, one of the major difficulties in accurate recognition of hand 
gestures is due to the enormity of the sign language vocabulary. Many feature extrac-
tion based methods rely on searching for matches with these large vocabulary data-
bases for query matches. Fang et al. developed a hierarchical decision tree based  
method that drastically reduced this searching time increasing the efficiency of the 
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classification system [27]. This method simplifies the complexity of gestures using 
‘divide and conquer’ approach. A dynamic gesture is a sequence of many postures 
that is issued in a temporal fashion. Once few initial postures are identified, many 
hand gestures can be ruled out as not probable as every gesture has basic starting 
postures. Hand shapes are one of the primitives of sign language and reflect the in-
formation of hand configuration. They are known to very stable and can be used to 
distinguish most signs. Figure 1 illustrates the diagram of the hierarchical decision 
tree for sign language recognition, where each non-leaf node denotes a classifier asso-
ciated with the corresponding word candidates and each branch at a node represents 
one class of this classifier. There are common elements among adjacent branches 
under one node, and their intersection is learned by a large amount of training sam-
ples. The input data are first fed into one- or two-handed classifier and then into left 
hand shape classifier and right hand shape classifier (no left hand shape classifier for 
the one-handed sign branch) and at last into the Self-Organizing Feature Maps 
(SOFM) or HMM classifier only with few candidates in which the final recognition 
results are obtained. Their hierarchical classification was further helped by certain 
unique characteristics of Chinese sign language. In the Chinese sign language dictio-
nary, one-handed signs are always performed by right hand except for one sign “luo 
ma ni ya” by left hand [26]. The difference between one-handed sign and two-handed 
sign is whether signer's left hand performs the action. In the one-handed sign perfor-
mance, signer's left hand usually puts on the left knee and remains motionless. How-
ever, in the two-handed sign, left hand may either stay a fixed posture or perform a 
movement trajectory. The position and orientation information of left hand plays a 
dominant part in determining one-or two- handed signs. Fig. 2 shows how ‘gesture 
primitives’ can be captured and used to describe words which can be recognized by a 
Hidden Markov Model as will be described in the final section. 

 

Fig. 2. (Me Hearing Can Sign (four words describing ‘I can hear and sign’ using sign Language). 
In this sign communication, the motion between the words are not shown for simplicity. 

An optimal context-dependent combination of information will be the key to the 
long-term goal of robust hand tracking. To enable long-term robustness, it is essential 
to use multiple cues simultaneously. Most approaches based on multiple cues use only 
one cue at a time, thereby optimising performance rather than robustness. Using mul-
tiple cues simultaneously will enable access not only to complementary and redundant 
information at all times but also to the robust failure detection that enables recovery. 

This research which is undertaken currently at the University of Wollongong in 
Australia is to develop a general system framework for the integration of multiple 
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cues as shown in the flow chart of Fig. 3. The ultimate goal of the framework is to 
enable robust hand-gesture tracking in dynamically changing environments. The gen-
eral framework will exploit two methodologies for adaptation to different conditions. 
First, the integration scheme can be changed, and second, the visual cues themselves 
can be adapted. Adapting the visual cues enables direct adaptations to a changing 
environment. Changing the integration scheme reflects the underlying assumption that 
different cues may best suit different conditions. Based on this general framework, 
two different approaches are introduced and analysed experimentally. This research is 
expected to initiate the development of a system that aims at robust tracking through 
self-adaptive, multi-cue integration. The “democratic integration” introduced by Tri-
esch and von der Malsburg [28] may be seen as an example of such a system. Our 
research is currently following the democratic-integration approach, but with its 
shortcomings mitigated. In particular, the original approach is limited to the tracking 
of a single target, which will then lead to a proposal for a second system. In this 
second system, multi-hypothesis tracking and multi-cue integration will be realised  
by means of “condensation”, a conditional-density propagation algorithm proposed  
by Blake and Isard [29]. Expectation maximisation is used to obtain more reliable 
probability densities for the single-cue observations. 

 

Fig. 3. Flow diagram of the proposed system that resolves the drawbacks of existing approaches 

The system relies on identifying the words correctly in terms of their durations of 
signing from the measured signals. In this case, distinguishing words requires addi-
tional calculations due to noise and missed movements. A filter is used for noise re-
duction, and a velocity network is used to determine whether the sign is an ASL word 
or not. During this movement, the hand velocity can increase or decrease momentarily 
due to momentary starting or stopping of the hand. Hence, the use of a threshold value 
of velocity might not give a good solution for classification of hand movements. The 
ideal output for the velocity graph should be 1 from the time the sudden change in 
velocity is first seen until the time the velocity graph shows a series of low velocities.  
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Hence, the hand velocity is filtered and then input to the velocity neural network. The 
velocity neural network used in their approach was a three-stage network with two 
input neurons, ten hidden layer neurons, and two output neurons. The target vectors 
were created manually by observing the velocity graphs for different, randomly-
selected signs. Twenty training samples of different signs were found to be Sufficient 
to achieve the desired accuracy. The network was trained using the Levenberg–
Marquardt algorithm. A hyperbolic tangent sigmoid function was used in both layers. 
Their goal was to continuously recognize ASL signs using the glove and developed 
system in real time. They trained the ANN model for 50 ASL words with a different 
number of samples for every word and the classification results achieved 90% accura-
cy which demonstrated that their used successfully for isolated word recognition. 
They also concluded that some gestures in ASL required that both the right and left 
hands be manipulated simultaneously by applying the proposed model but with two 
data gloves and more motion trackers. 

Today, ASL and many sign languages around the world see continuously being in-
terpreted using either vision (with and without markers) or glove based systems as 
new technology develops. This trend will continue until it results in a highly reliable 
system in which, the mute and deaf would feel more natural to express their feelings 
like their able counterparts. 

4 Feature Extraction from the Hand Gestures 

Image classification is a very mature field today. There are many approaches to find-
ing matches between images or image segments. From a basic correlation approach to 
scale-space techniques, they offer a variety of feature-extraction methods, with vary-
ing success. However, it is critical for hand gesture recognition that the feature extrac-
tion is fast and captures the essence of a gesture in a unique small data set. Neither the 
use of Fourier descriptors, which results in a large set of values for a given image, nor 
the scale-space approach succeed in this context. It is clear that effective real-time 
classification cannot be achieved using approaches such as template matching. Tem-
plate matching is very prone to error whenever the user produces a hand gesture that 
is not exactly the same as one already stored in the library. It also fails because of 
scaling variability, where the varying distance to the camera may produce scaled ver-
sions of the gesture. Gesture variations caused by rotation, scaling, and translation can 
be circumvented by using sets of features that are invariant under these operations. 
Moment invariants encapsulate these properties. 

Our research approach of using moment invariants stems from our success in de-
veloping the “Wave Controller”. Gesture variations caused by rotation, scaling, and 
translation can be circumvented by using a set of features, such as moment invariants, 
that are invariant to these operations. In this project, we will be evaluating four mo-
ment invariants using the well-known Hu moments [32, 33]. In this project, moment 
invariants will be used as the major set of features, and the number of identifiable 
gestures will be increased by using dynamic gestures [32].  
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5 Classification of Hand Gestures 

After features are extracted from valid gestures, they can be classified using a new 
approach using Hidden Markov Model approach. As shown in Fig. 4, a typical 
HMM approach for classifying gesture primitives will allow the statistically most 
probable gesture to be recognized as the one offered. As illustrated in the diagram, 
any gesture that deviates from a know gesture will be discarded at any stage of dy-
namic gesture recognition. This is a significant improvement over the existing static 
gesture recognition and other dynamic gesture recognition strategies. Even though, 
HMM is not new in hand gesture recognition, hand gesture primitives have not been 
widely used for effective classification. Yet, combining our research experience in 
such classifications, we are hopeful that the HMM will allows the ultimate classifica-
tion strategy to incorporate large number of dynamic gestures into hand gesture  
recognition. 

 

Fig. 4. A Typical HMM classification for dynamic hand gesture recognition 

6 Experimental Results and Conclusion 

Our current approach has indicated promise and the viability of using ‘gesture primi-
tives’ for large number of gesture classification. Currently, we are using only 3  
moment invariant values for each gesture primitive which is captured every 20 milli-
second when dynamic gestures are performed very slowly. The gesture trajectory is 
tracked using Kalman filtering in a OpenCV environment and we are only attempt-
ing to develop the best strategy to capture gesture primitives in order to establish a 
framework. Currently, the HMM is used to predict a dynamic gesture set of 20 which 
has few stability issues. Yet, there is success in certain gestures around 70% when 
the signers perform the gesture with great care resembling any previous attempt. We 
are very hopeful that this framework will achieve a significant breakthrough for  
dynamic hand gestures as well as for sign language communication in foreseeable 
future. 
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Abstract. Quality of a fingerprint image is assessed to control the registration 
of poor quality images in the database so that a good accuracy of fingerprint 
recognition system can be achieved. This paper proposes a quality assessment 
scheme for digital fingerprint image. It makes use of complete ridge line of a 
thinned fingerprint image for quality assessment. It introduces three robust 
measures (1) ridge-line smoothness (2) inter ridge-line distance and (3) minu-
tiae extractability for the quality assessment. Experiments are performed on a 
database comprising of 1000 fingerprint images of 500 subjects of various age 
group lying between 18 and 75. It has been found that the performance of the 
fingerprint recognition system is improved from CRR of 74.6% to 100% and 
EER of 13.08% to 0.01% by controlling the registration of inferior quality  
fingerprint in the database. Quality of a fingerprint images is an important  
indicator of its performance in automatic fingerprint based recognition system.  

Keywords: Biometrics, Fingerprint, Quality, Minutiae, Matching, ROC Curve. 

1 Introduction 

Fingerprints have been used as an authentic evidence of person’s identity in the court 
of law from very old time because of its properties like persistence and uniqueness. 
Fingerprint is the print pattern developed on a surface while touched by the tip of a 
finger. The pattern consists of black lines called ridges and in between while space 
called valley. Fingerprint can be categorized in two ways, 1) exemplar fingerprints 
where the person cooperatively provides samples by rolling his finger on a paper or 
placing it on a fingerprint scanner and 2) latent fingerprints which are covertly col-
lected from a already touched surface like glass, table top, handle or a weapon etc. 
specially obtained from a crime scenes. 

Fingerprint quality is usually defined as a measure of the clarity of the ridge and val-
ley structures, as well as the extractability of features [6]. Quality of a fingerprint image 
expresses the usability of its features in a recognition system.  It has very little to do 
with the perceptual visual appearance of the fingerprint which is typically dependent 
upon sharpness, contrast, blur, etc. Some of the important factors affecting the quality of 
fingerprint acquired are type of sensor used, behavior of the user, skin conditions, aging, 
dryness, noise etc. A high quality fingerprint contains low inter-class but high intra-class 
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similarity. Quality can serve as a direct indicator of matching performance. Error rates 
of the system can significantly be improved by preventing the use of poor quality fin-
gerprints. Awareness of the fingerprint quality can also be used to device a quality based 
fusion strategy in a multi-algorithm recognition system. 

Various quality measures which are based on local features, global features or their 
combination are available in literature. Sine-wave model of ridge valley pattern is 
used in [9] to determine fingerprint quality. A Gabor-feature based method for  
determining the quality of the fingerprint images has been proposed in [17]. It uses 
standard deviation of block wise Gabor features to determine the quality. Orientation 
certainty level (OCL), proposed in [12], uses localized texture pattern and ridge to 
valley structure for quality. Two new quality measures, ridge and valley clarity 
(GCS) and global orientation flow (GOQS), are introduced in [5] to determine over-
all image quality. A hybrid scheme that takes local texture features, global  
foreground area, central position of foreground, the number of minutiae and the exis-
tence of singular points into account to discriminate the quality has been presented in 
[15]. Parameters developed in [6] measure the energy concentration in the frequency 
domain and the spatial coherence in local regions.  In [7] the use of power spectrum 
in the spatial frequency domain for quality estimation has been proposed. Model in 
[11] assumes sinusoidal-wave structure of ridges and valleys in a fingerprint and 
similarity between the sinusoidal-waves and the input fingerprint image is measured 
to determine its quality. In [8] orientation tensor of fingerprint images is used to 
quantify the signal impairments and quality. A hierarchical scheme for estimating 
fingerprint quality has been presented in [16] to evaluate the overall quality of fin-
gerprint image by computing effective area, Fourier spectrum and contrast entropy. 
In [26] effective area, energy concentration, spatial consistency and directional con-
trast in a back propagation neural network are used to estimate the quality of finger-
print. Penalty function to combine the orientation coherence and core position for 
deciding fingerprint quality has been used in [25]. A fuzzy inference system to com-
bine image contrast, curvature and ridge flow is proposed in [27]. It has shown that 
by removing 15% of poorer images, there is an improvement of equal error rate from 
1.69% to 1.04% for FVC 2006 database. Comparative study of fingerprint image 
quality estimating techniques has been provided in [10], [2] and [27]. National Insti-
tute of Standards and Technology (NIST) [1] has provided an open source biometric 
image software distribution that contains a neural network based overall fingerprint 
image quality estimation algorithm nifq. The algorithm is an implementation of [19] 
that assigns quality values in the range of 1 to 5 where 1 signifies the highest quality 
and 5 is the lowest quality. One of the major factors which cause the failure of many 
algorithms is that the fingerprint image quality does not have a linear relationship 
with the local features [26]. Use of fingerprint for human recognition has a deep 
impact on the development of biometrics research. There exist several biometric 
based personal recognition systems in literature which are based on single or a com-
bination of traits such as face [13], fingerprint [18,24,23], palmprint [4,22,21], iris 
[14], knuckleprint [3] etc.  
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This paper presents an approach to quantitatively estimate the quality of a fingerprint 
image which can be used for its automatic classification of fingerprint. The approach 
applies a preprocessing technique to thin the fingerprint image and subsequently all 
ridges in the fingerprint are examined one by one. It proposes three measures for  
goodness of ridge lines and their estimation technique. Results have shown a strong 
correlation between the computed quality values and the performance of fingerprint 
recognition system. The paper is organized as follow. Next section explains the pro-
posed fingerprint quality estimation scheme. Experimental setup and results obtained 
are provided in Section 3. Finally, conclusions are presented in last section.  

2 Proposed Scheme 

This section proposes an efficient scheme for fingerprint image quality assessment. 
The scheme comprises of preprocessing to get a thinned image and finding smooth-
ness of ridge line, determining distance between two consecutive ridge lines and esti-
mating extractability of minutiae. Preprocessing is done to get a thinned image. A 
ridge in fingerprint is called ridge-line in thinned image. Thinning is performed such 
that every pixel belonging to ridge-line except end points can have only two neigh-
bors in its eight neighborhoods. To select a single ridge-line of the fingerprint, we 
also consider junction points where two or more ridge-line meet as the end point of 
the line. Therefore, in our consideration a ridge-line starts from one junction or end 
point and terminates at another junction or end point.  

2.1 Ridge-Line Smoothness 

Every ridge-line of the thinned image is analyzed for its smoothness. It is based on the 
assumption that the orientation of fingerprint ridge changes gradually. To test the 
smoothness of a point on ridge line, ten adjacent backward pixels are considered to 
estimate the location of the next three pixels. Euclidean distance between estimated 
pixel locations and the actual pixel location is summed for all three estimated pixels 
to get forward pixel estimation error. Similar procedure is followed for backward 
pixels as well. Both these errors, forward pixel estimation error and backward pixel 
estimation error are added. If this sum is greater than a empirical threshold then the 
current pixel is considered to be rough. Every rough pixel is invalidated. 

2.2 Inter Ridge-Line Distance 

Inherent structure of a fingerprint image is such that one ridge uniformly covers other. 
Inter ridge-line distance between two ridge-lines is homogeneous and lies on small vari-
ation range. An appropriate ridge lies smoothly between two other ridge-lines. Its dis-
tance with other two ridge-lines is uniform and does not varies much. To estimate the  
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   (a) Q1     (e) Q2     (f) Q2      h) Q3      (i) Q3    (k) Q4    (m) Q5       

Fig. 1. Fingerprint Images Samples of Quality Q1, Q2, Q3, Q4 and Q5 by Proposed Scheme 

distance of ridge-line with its neighboring ridge, perpendicular lines are drawn on 
every point of the ridge-line. The distance from the ridge-line to the first nearest black 
pixel is called as inter ridge-line distance. This step produces a series of ridge-line 
distances corresponding to every point of the ridge-line in both of its sides. A ridge-
line originating due to noise produces a mangled ridge-line distance pattern which can 
be identified and corresponding ridge-line portion is marked invalid by using the fol-
lowing heuristics. 

1. Range heuristic: if the inter ridge-line distance on a particular point of ridge-line is 
found to be larger or smaller than an empirically determined range, the correspond-
ing point on ridge-line is treated as invalid. 

2. Distance consistency: if difference of ridge-line distance for two consecutive points 
differ more than an empirical threshold, then both the points are considered invalid. 

3. Invalid propagation: if a point on the ridge-line becomes invalid due to range heu-
ristics or distance consistency, it also invalidates points of its local neighborhood. 

4. Length invalidation: if the length of a ridge-line is less than an empirical threshold 
then the complete ridge-line is invalidated. 

5. Line invalidation ratio: if more than half of a ridge-line becomes invalid due to 
above factors then the complete ridge-line is made invalid. 

2.3 Minutiae Extractability 

Every ridge-line can produce two minutiae points which are at its end points. But not 
all ridge-lines contribute to minutiae. This is because of the fact that the available 
noise and other effects may contribute to some spurious ridges in the thinned finger-
print image. These spurious lines can be identified by the properties of ridge line 
smoothness and inter ridge line distance. A line which contains majority of invalid 
pixels is not considered for minutiae extraction. End points of valid ridge-lines are 
considered for the candidacy of minutiae. An end point of the ridge-line can either be 
a termination or a bifurcation point. 

If the end point of the ridge-line is not a junction point then following is done. All 
black pixels of ridge-line are inverted to white and a circle of radius one pixel is 
drawn at the end point of ridge-line under consideration. This circle may pass through 
a black pixel. If it is not, the radius is incremented iteratively by one pixel until it  
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 (a) Q5 nist2  (c) Q5 nist2   (e) Q4 nist1  (f) Q4 nist1   (i) Q4 nist1  (j) Q5 nist2 

Fig. 2. Example of some Fingerprints having Disagreement on Quality Labels between Pro-
posed Scheme and nifq 

passes through a black pixel. This radius is analyzed. If the radius lies in some empir-
ically selected range then the ridge-line is said to have a valid minutiae at end point 
location, otherwise it is not. In second case when the end point of the ridge-line is a 
junction point then we proceed as follows. A circle is similarly grown step by step at 
the point until there is exactly three black pixels on its circumference. When the con-
dition gets violated the circle growing is stopped. The radius of the circle is again 
tested for lying in an empirical range. In case the radius passes the test, the pixel loca-
tion is called to have a valid bifurcation minutia at the end point of the ridge-line, 
otherwise it is not. 

Fraction of the fingerprint image pixels occupied by valid minutiae circles and per-
pendicular lines on valid point of the ridge-line is the quality score of the fingerprint 
image. 

3 Experimental Results  

To test the proposed scheme, we have used a in-house database, IITK-sel500FP. It 
contains fingerprint images of 500 persons of age group from 18 to 75 year. Every 
person has provided two fingerprint samples with a gap of two month. First sample is 
acquired in phase-1 and the second sample is acquired in phase-2. This database has a 
special importance because it has been collected from the persons who are not very 
careful about their skin condition and are involved in laborious tasks. Persons are 
divided into five age groups viz. 18-24, 25-34, 35-44, 45-59 and 60+. According to 
NIST quality assessment, this database contains 34.7%, 19%, 23.6%, 11.2% and 
11.5% images with quality 1, 2, 3, 4 and 5 respectively where 1 stands for the highest 
quality and 5 for the poorest quality. 

Experimental results  are analyzed using standard performance metrics  like false 
accept rate, false rejection rate, equal error rate, correct recognition rate and decidabil-
ity index. False Accept Rate (FAR) refers to the rate at which unauthorized individual 
(imposers) are accepted by the biometric system as a valid user. False Reject Rate 
(FRR) refers to the probability that a biometric system fails to identify a genuine sub-
ject. Equal Error Rate (EER) is the rate at where FAR and FRR are equal. Lower the 
value of EER, better is the system. Receiver operating characteristic (ROC) curve 
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Fig. 3. Score Distribution of Proposed Scheme 
with Respect to NIST 

Fig. 4. ROC Plots while Removing Poor 
Quality Images 

is a plot between FAR and FRR. Lower the area under the curve better is the system. 
Correct Recognition Rate (CRR) represents rank-1 accuracy and signifies the percen-
tage of the best match which pertains to the same subject. Decidability Index (DI) 
signifies how well the distribution of genuine and imposter matching scores are  
separated.       

3.1 Fingerprint Quality Results 

Distribution of the proposed quality scores on IITK-sel500FP database is shown in 
Fig. 3 with reference to the quality values assigned by nifq1 of NIST [1]. It can be 
seen that the quality value of an image obtained through nfiq may not confirm with 
that of the proposed scheme. A k-means clustering is applied on the observed finger-
print quality scores to get the thresholds for dividing the database into the five classes. 
Experimentally we have obtained four thresholds which are 0.1380, 0.2399, 0.3360 
and 0.4417. A fingerprint image is labeled to have quality Q5 if its score lies below 
0.1380. If the score is greater than 0.1380 but is less than 0.2399, it is labeled to have 
quality Q4. In case the score lies between 0.2399 and 0.3360, it is labeled to have 
quality Q3. Similarly for quality Q2, images have the score in range 0.3360 to 0.4417. 
All images having the score greater than 0.4417 are labeled as quality Q1. Fig. 1 
shows some of the images of different quality as classified by the proposed quality 
accessing scheme. 

There are 345 images where the proposed scheme and NIST have agreed on same 
classification label. At 422 places, the classification difference is found to be 1. It 
shows that the consistency of the proposed scheme with nifq at many places. The 
classification difference of 2 is found at 161 images while difference of 3 is at 60 
fingerprint images. Also there are 12 fingerprints with classification difference of  
4. Fig. 2 shows some of the fingerprint images where a large classification difference 
is observed. It is evident from the Fig. 2 that the proposed scheme has a capacity to 
separates those bad quality images which get high quality values from nfiq. 
 

                                                           
1  A negligible amount of random noise is added to nifq values in order to get a visualization 

effects in the Fig. 3. 
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Fig. 5. Examples of Some Natural Images having nifq Quality Value 1 

Experiments have shown that the proposed quality estimation scheme can also be 
used to separate non fingerprint images from fingerprint images. Fig. 5 shows natural 
images (non-fingerprint) which are labeled quality 1 by nfiq but assigned quality label 
Q5 by the proposed scheme. 

To test the performance of a fingerprint recognition system, an open source finger-
print matcher bozorth3 of NIST has been used. This matcher provides the similarity 
score between two fingerprint impressions. It uses minutiae features of the fingerprint 
for matching. Minutiae features are also extracted by using mindtct of NIST [1]. Ef-
fect of restricting the registration of poor quality fingerprint images according to the 
proposed quality estimation scheme has been analyzed critically. Initially it has con-
sidered all fingerprints in the database for matching and has evaluated its perfor-
mance. It has been observed that the system has EER of 13.1% and CRR of 75% with 
DI of 1.8. In the next iteration, all fingerprints having quality Q5 are removed from 
the database and the experiments have been performed on the reduced database. It has 
achieved CRR of 86% and EER of 8.3% with DI of 1.8. This process is repeated by 
discarding the fingerprints of quality Q4 from the database. Now the system perfor-
mance has been improved. It has achieved EER of 4.5%, CRR of 94%  with  DI  of  
1.9.  In  the  next  stage  the experiment has been performed on the image having 
quality Q1 and quality Q2. It has achieved EER of 2.7% and CRR of 97% with DI of 
2.1. Finally, only images of quality Q1 are considered to test the performance of the 
proposed scheme. It has been found that EER and CRR of the system are 0.02% and 
100% respectively with DI of 3.0. Fig. 4 shows the receiver operating characteristic 
(ROC) curve for the five experiments. 

In Table 1 the performance parameters correct recognition rate (CRR), equal error 
rate (EER) and decidability index (DI) are reported. The fingerprint images that are 
marked as poor quality by the proposed algorithm are removed from the database and 
hence the percentage of subjects decreases as the quality threshold increases. It can be 
seen that the values of CRR and EER increases and the value of DI decreases  
monotonically. This indicates that the fingerprint images which are removed in out 
experiment are actually of poor quality and it confirms the quality awareness of the 
proposed scheme. It should be noted that the increase in system performance cannot 
be gained only by reducing the size of database. If good quality images are removed 
and bad quality images are kept in the database then the performance of the system  
would decrease. Table 1 has also shown that a significant gain in the performance can 
be achieved by using the proposed quality estimation scheme for restricting the inclu-
sion of poor quality fingerprint images. 
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Table 1. Percentage of subjects, CRR and ERR against threshold by the proposed scheme 

Threshold Subjects % CRR % EER % DI 
0.00 100.00 74.60 13.08 1.78 
0.10 86.60 82.22 9.70 1.81 
0.20 63.80 91.85 5.50 1.79 
0.30 37.40 96.26 4.55 1.99 
0.40 15.80 100.00 0.01 2.71 

4 Conclusion 

An efficient fingerprint quality estimation scheme has been proposed in this paper. It 
critically analyses the smoothness, sprawl and feature potential of a thinned finger-
print image to estimate its quality. Experimental results have proved the quality 
awareness of the scheme. It have also shown the capability to successfully distinguish 
a fingerprint image from non-fingerprint image. Quality informed removal of bad 
quality fingerprint images have shown that the performance of an automatic finger-
print based recognition system improves EER from 13.08% to 0.01% and CRR from 
74.60% to 100%. 
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