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Abstract. The Local Ternary Pattern (LTP) extends the conventional LBP to
ternary codes and makes a significant improvement. LTP is more resistant to
noise, but no longer strictly invariant to gray-level transformations. To improve
the performance of LTP, this paper proposes the Enhanced Local Ternary Pat-
tern (ELTP) by adopting the Average Local Gray Level (ALG) to take place of
the traditional gray value of the center pixel, taking an auto-adaptive strategy on
the selection of the threshold and introducing a novel coding process. Finally,
the Completed Enhanced Ternary Pattern (CELTP) is also presented.
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1 Introduction

In [1], Ojala et al. proposed the Local Binary Pattern (LBP) to address rotation inva-
riant texture classification. LBP is efficient to represent local texture and invariant to
monotonic gray scale transformations. Heikkila ef al. [2] presented center-symmetric
LBP (CS-LBP) by comparing center-symmetric pairs of pixels. Liao et al. [3] pro-
posed Dominant LBP (DLBP) for texture classification. Tan and Triggs [4] presented
Local Ternary Pattern (LTP), extending the conventional LBP to 3-valued codes.
However LTP is no longer strictly invariant to gray-level transformations due to the
simple strategy on the selection of the threshold. Zhang et al. [5] proposed Local De-
rivative Pattern (LDP) to capture more detailed information by introducing high order
derivatives. However, if the order is greater than three, LDP is more sensitive to noise
than LBP. Guo et al. [6] proposed Completed LBP (CLBP) by combining the original
LBP with the measures of local intensity difference and central pixel gray level. Zhao
et al. [7] proposed the Local Binary Count (LBC), to address rotation invariant texture
classification by totally discarding the micro-structure which is not absolutely inva-
riant to rotation under the huge illumination changes. However, LBC (or LBP) is
sensitive to random noise and quantization noise in the near-uniform regions, as the
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LBC (or LBP) threshold is the value of the central pixel as mentioned in [4]. Zhao et
al. [8] presented Completed Robust Local Binary Pattern (CRLBP) by modifying the
center pixel gray level to improve the LBP, but a more parameter has to be tuned.

Motivated by [4], [7], and [8],, this paper tries to address these potential difficulties
by proposing the Enhanced Local Ternary Pattern (ELTP). An auto-adaptive strategy
for threshold selection is adopted and a novel coding process is introduced. Further-
more, the Completed Enhanced Local Ternary Pattern (CELTP) is presented.

The remainder of this paper is organized as follows. Section 2 presents the ELTP
and CELTP. Section 3 reports experimental results and Section 4 concludes the paper.

2 Enhanced Local Ternary Pattern

In order to address the demerits of LBPs, we propose Enhanced Local Ternary Pattern

(ELTP). Gray-levels in a tolerance zone of width +¢° around g.° are quantized to zero,

ones above this are quantized to +1 and ones below it to -1, i.e., the indicator s(x) used
in LBP is replaced with a 3-valued function:
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where P is the size of the neighbor set of pixels, g, (p=0, 1,..., P-1) denotes the gray
value of the neighbor, G is the set of the gray-level values in a 3x3 local region,
mean(G) is the mean of the set G, mad(G) is the median absolute deviation of the set G.

g. is replaced by g.°, which make the ELTP more robust to noise. On the other hand,
instead of using the simple user-specified threshold, we adopt new strategy to set the
threshold #°. To make the selection of threshold auto-adaptive, the threshold is set as
the median absolute deviation (MAD), which not only reflect derivation of the local
region but make the ELTP code invariant to gray-level transformations and insensitive
to noise. In addition, the use of MAD does not affect the complexity of the model.

For simplicity, the experiments use a coding scheme that splits each ternary pattern
into its positive half (ELTP_P) and negative half (ELTP_N) as illustrated in Fig. 1,
subsequently combining these two separate channels of LBC descriptors to form the
final ELTP descriptor and finally computing the histogram and similarity metric.
Obviously, ELTP is also rotation invariant. Using the same notations as in (1), the
ELTP descriptor used in the experiment is defined as follows:

ELTP, , =ELTP_P, , *(P+2)—(ELTP_P, , *(ELTP_P, , +1))/2+ELTP N, ,
{ L x=y @

P-1 P
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Fig. 1. The process of forming the ELTP code

Aiming to improve the discriminative capability of the local structure, the enhanced
image local differences d,° are decomposed into two complementary components [6],

i.e., the signs (s,") and the magnitudes (m,°), respectively
do=s*mS, st =5%(g,.85.1°), mS=((g,—8)—s*)*s, p=0,1,...P. (3)

Similar to the CLBP, we also proposed Completed Enhanced Local Ternary Pat-
tern (CELTP) which contain three operators: CELTP_S, CELTP_M and CELTP_C.
Generally, the CELTP_S equals to the original ELTP described above. And the
CELTP_M and CELTP_C can be defined as:

CELTP_M, , =CELTP_MP, , *(P+2)—(CELTP_MP, , *(CELTP_MP, , +1))/2+CELTP_ MN,

P-1 P-1
CELTP_MP, , = s(m; —n)*e(s}.1), CELTP_MN, , = s(m, =) *e(s5,~1) )
p=0 p=0

CELTP_C, , =s(g —¢,)

where the threshold m;” is the mean value of m,” of the whole image and the threshold

c; is set as the mean gray level of the whole image.

3 Experimental Results

To evaluate the proposed method, we carried out experiments on two benchmark
texture databases: the Outex database [9], which includes 24 classes of textures col-
lected under three illuminations and at nine angles, and the CUReT database [10], which
contains 61 classes of real-world textures captured at different viewpoints and illumi-
nation orientations. And we assume that the nearest neighborhood classifier and the x>
statistics [11][12,13,14,15,16,17] are used. For two histograms, H={h;} and K={k;},

. « e . N 2
their dissimilarity can be calculated as: d , (H,K)= D> (h—k) /h[ +k, .
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Table 1. Classification Rate (%) on TC10 and TC12 Using Different Methods

R=1.P=8 R=2.P=16 R=3P=24
TC10 TC12 Average  TC10 TC12 Average  TC10 TC12 Average

t184  horizon t184  horizon t184  horizon
LEP[13] 8482 6546 63.68 7132 8040 8227 7521 8229 9508 8505 80.79 2697
LTP[15] T606 6256 6342 6734 9611 8520 8587 3006 9864 9259 9152 04125
CLBP_M[15] §1.74 5931 62.78 6794 9367 73.80 7241 79.96 9552 8118 78.66 85.12
CLBP_S/M/C[13] 9656 9030 9229 93.05 9872 9354 9391 9539 9893 9532 94.54 96.26
CLBC_S/M/C[1€] 97.16 89.79 9292 9329 9854 9326 94.07 9529 9878 59400 9324 95.67
CRLBP_S/M/C(a=1)[17] 9654 9116 92.06 9325 98.85 96.67 9697 9750 9948 9757 9734 08.13
CRLBP_S/M/C{o=8)[17] 9755 91.94 92.45 9398 D859 9588 0641 09696 9935 0683 0616 9745
ELTP 79.06 67.82 7634 7441 97.14 9095 91.00 93.03 9654 9396 93122 9457
CELTPF_M 2083  T081 7463 7542 9706 9088 9150 9315 9850 09646 06125 9710
CELTP_M/C 8799 7831 83.17 83.16 9227 8692 8958 89.59 9451 9208 93.54 9338
CELTP_S_M/C 87.81 7667 8204 8247 9367 90.56 9134 01.86 9535 9465 9576 9532
CELTP_S/C 8758 7664 86.32 8351 95.18 94093 95.76 96.29 9846 9363 95.72 9594
CELTP_M_S/C 87.80 7750 86.20 23.86 928.33 96.71 9729 27.61 99.40  98.56 93.61 95.56
CELTP_ S M 8268 T1125 7794 7729 9830 9600 9597 96.79 9940 9845 0808 0864
CELTP_S_M_C 8750 7639 8456 82.82 9854 9538 95.70 96.64 9943 9817 9792 98351

Table 2. Classification Rate (%) on CUReT Using Different Methods

R=1.P=8 R=2.P=16 R=3.P=24

46 23 12 6 46 23 12 6 46 23 12
LEP[15] 8063 7481 6784 8637 8105 7462 8637 8121 7471
LTP[15] 8513 7925 7204 0266 8730 8022 9181 8578 7788
CLBP_M[13] 7520 6796 6027 8548 7901 7124 8216 7623 6922
CLBP_SM/C[15] 9559 9135 8492 9586 9213 8615 9474 9033 8382
CLBC_S/M/C[16] 9478 9012 8292 9539 9130 8591 9526 9055 8407

CRLBP_SM/C(a=1)[17] 9435 8947 8272
CRLBP SM/C(a=8)[17] 9539 9133 8540

94.78 91.10 8547
9588 9185 86.44

9535 90.73 85.05
9627 9183 86.06

ELTP 8408 78.73 70.85 90.00 8520 78.01 B0.45 85.70 7802
CELTP_ M 8483 T846 7036 0231 8744 8023 9124 36.01 7853
CELTP_ M/C 8562 7723 67.15 90.47 83.59 7468 9248 86.84 78.72
CELTP_S_M/C 8736 7953 69.62 92.03 8500 77.86 0425 8051 8232
CELTP_S/C 8736 7970 6998 95.02 90.85 3440 9495 0114 85.02
CELTP M S/C 8843 8065 7090 96.46 9289 8697 9630 9268 8659

9450 9021 8350
9534 91.08 8442

0466 0034 8367
9518 9093 8428

CELTP_S_M 8880 83.06
CELTP_§_M_C 9149 8567

Table 1 and Table 2 list the experimental results by different schemes on the two
databases, from which we could make the following findings. Firstly, on both data-
bases, the proposed CELTP method is inferior to CLBP_S/M/C, CLBC_S/M/C and
CRLBP_S/M/C on the condition (R=1, P=8) .This mainly because we use the mean of
the gray-level values in a 3x3 region to replace the value of the center pixel. Second-
ly, on the Outex database, ELTP performs much better than LBP except for the expe-
riment (R=1, P=8) on TCI10 dataset and outperform LTP except for the experi-
ment(R=3, P=24) on TC10 dataset LTP; on the CUReT database, ELTP outperforms
LBP and achieve similar accurate classification rate compared with LTP. It should be
noticed that ELTP is much more robust to viewpoint and illumination variations.
Thirdly, CELTP_M achieves impressive performance as compared with CLBP_M.
This means that CELTP_M could capture more discriminative gray-level information
than CLBP_M. Finally, except for the experiment (R=1, P=8), CELTP_M_S/C and
CELTP_S_M almost always outperform other methods on TC12 dataset and on the
CUReT database, which is impressive when the feature dimensionality is concerned.
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In one word, CELTP, with low feature dimensionality, achieves better results than
other methods and is less sensitive to viewpoint and illumination variations.

4 Conclusion

The Enhanced Local Ternary Pattern (ELTP) is proposed by introducing an average
local gray-level strategy and an auto-adaptive threshold selection scheme, which make
the proposed ELTP not only resistant to noise but also strictly invariant to gray-level
transformations. To use the 3-valued codes, we also gave a novel coding scheme.
Finally, we proposed Completed Enhanced Local Ternary Pattern (CELTP). Experi-
mental results obtained from two representative databases clearly demonstrate that the
proposed CELTP can obtain impressive texture classification accuracy.
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