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Abstract. In this paper, we study the Transcription Factor Binding Sites 
(TFBS) prediction problem in bioinformatics. We develop a novel 
parameterized approach that can efficiently explore the space of all possible 
locations of TFBSs in a set of homologous sequences with high accuracy. The 
exploration is performed by an ensemble of a few Hidden Markov Models 
(HMM), where the size of the ensemble is the parameter of the algorithm. The 
ensemble is initially constructed through the local alignments between two 
sequences that have the lowest similarity value in the sequence set, the 
parameters of each HMM in the ensemble are revised when the remaining 
sequences in the set are scanned through by it one by one. A list of possible 
TFBSs are generated when all sequences in the set have been processed by the 
ensemble. Testing results showed that this approach can accurately handle the 
cases where a single sequence may contain multiple binding sites and thus has 
advantages over most of the existing approaches when a sequence may contain 
multiple binding sites.  
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1 Introduction 

Transcription Factor Binding Sites (TFBS) are subsequences found in the upstream 
region of genes in DNA genomes.  A transcription factor, which is a specialized 
protein molecule, may bind to the nucleotides in the subsequences and thus may 
affect some relevant biological processes.  Research in molecular biology has 
revealed that transcription factor binding sites are important for many biological 
processes, including gene expression and regulation.  An accurate identification of 
TFBSs is thus important for understanding the biological mechanism of gene 
expression and regulation. Classical experimental methods are time consuming and 
expensive [6,7]. Recently, a few new experimental methods such as ChIP-chip and 
ChIP-seq have been developed for TFBS identification [17]. Although the throughput 
of these methods is high, processing the large amount of complex data generated by 
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these methods remains a challenging task [17]. Computational methods that can 
accurately and efficiently identify TFBSs from homologous sequences are thus still 
convenient and important alternative approaches to rapid identification of TFBSs.   

Since TFBSs for the same transcription factor have similar sequence content in 
homologous sequences, the most often used computational approaches make the 
prediction by analyzing a set of homologous sequences and identifying subsequences 
that are similar in content. The locations of a TFBS may vary in different homologous 
sequences. To determine the location of a TFBS in each sequence, we need to 
evaluate all possible starting locations among all sequences to find the optimal 
solution. The total number of combinations of subsequences that need to be examined 
is exponential and exhaustively enumerating all of them is obviously impractical 
when the number or the lengths of the sequences are large. To avoid exhaustive 
search, a large number of heuristics have been developed to reduce the size of the 
search space, such as Gibbs sampling based approaches AlignACE [19], 
BioProspector [16], Gibbs Motif sampler [15], expectation maximization based 
models [1, 2], greedy approaches such as Consensus [8], and genetic algorithm based 
approaches such as FMGA [14] and MDGA [4]. 

Of all these approaches and software tools, Gibbs Motif sampler is a tool based on 
a stochastic approach. It computes the binding site locations by Gibbs sampling [15, 
16, 19]. Consensus uses a greedy algorithm to align functionally related sequences 
and applies the algorithm to identify the binding sites for the E. coli CRP protein [8]. 
MEME+ [2] uses Expectation Maximization technique to fit a two component 
mixture model and the model is then used to find TFBSs. MEME+ achieves higher 
accuracy than its earlier version MEME [1]. However, the prediction accuracy is still 
not satisfactory. 

Genetic algorithm (GA) simulates the Darwin evolutionary process to find an 
approximate optimal solution for an optimization problem. GA based approaches 
have been successfully used to solve the TFBS predicting problem, such as FMGA 
[14] and MDGA [4]. FMGA was declared to have better performance than Gibbs 
Motif Sampler [15] in terms of both prediction accuracy and computation efficiency. 
MDGA [4] is another program that uses genetic algorithms to predict TFBSs in 
homologous sequences. During the evolutionary process, MDGA uses information 
content to evaluate each individual in the population. MDGA is able to achieve higher 
prediction accuracy than Gibbs sampling based approaches while using a less amount 
of computation time. 

So far, most of the existing approaches use heuristics to reduce the size of the 
search space. However, heuristics employed by these approaches may also adversely 
affect the prediction accuracy. For example, GA based prediction tools cannot 
guarantee the prediction results are the same for different runs of the program. A well 
defined strategy that can be used to efficiently explore the search space and can 
generate deterministic and highly accurate prediction results is thus necessary 
to further improve the performance of prediction tools.  

Recent work has shown that an ensemble of HMMs can be effectively used to 
improve the accuracy of protein sequence alignment [21]. In this paper, we develop a 
new parameterized algorithm that can predict the locations of TFBSs with an 
ensemble of Hidden Markov Models (HMMs), where the size of the ensemble is the 
parameter. The approach uses an ensemble of profile HMMs to generate a list of 
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positions that are likely to be the starting positions of the TFBSs. As the first step, we 
construct the ensemble from the local alignment of two sequences. The ensemble 
consists of HMMs that represent the local alignments with the most significant 
alignment scores. We then align each profile HMM in the ensemble to each sequence 
in the data set, the parameters of the HMMs are also changed to incorporate the new 
information from the new sequence. This procedure is repeated until all sequences in 
the dataset have been processed. As a parameter, the number of HMMs in the 
ensemble can be adjusted based on the needs of users. We have implemented this 
approach into a software tool EHMM and our experimental results show that the 
prediction accuracy of EHMM is higher than or comparable with that of the existing 
tools. Our testing results suggest that EHMM has the potential to provide some 
assistance to the ENCODE Project. 

2 Algorithms and Methods 

The method selects the two sequences that have the lowest similarity to initialize the 
ensemble. The similarity between each pair of sequences in the set is computed by 
globally aligning the two sequences.  A local alignment of the selected sequences is 
then computed.  The alignment results are then used to construct an ensemble that 

consists of k  HMMs, where k  is a positive integer. The algorithm selects the local 

alignments with the k  largest alignment scores and each of such local alignments can 

be used to construct an HMM. An ensemble of k  HMMs can thus be constructed 

based on the local alignments with k  most significant alignment scores.  
We then progressively use the HMMs to scan through each remaining sequence in 

the set. Each sequence segment in a sequence is aligned to each HMM in the 

ensemble and the alignments with the k most significant scores are selected to update  
 

 

(a)                                                                  (b) 

Fig. 1. (a) An ensemble is constructed from local alignments. (b) The ensemble is updated 
progressively. 
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where N  is the set of all types of nucleotides, iaC  represents the number of times 

that nucleotide a appears in column i , ),( aMet i is the emission probability for 

state iM to emit nucleotide a . ),( 1+ii MMet is the probability for the transition 

from iM to 1+iM  to occur; ),1,,( cibiP +  is the number of times that nucleotide 

b appears in column i and nucleotide c appears in position 1+i ; ),1,,( −+ibiP  is 

the number of times that nucleotide b appears in column i and a gap appears in 

column 1+i . ),( 1+ii MDet  is the probability for the transition from iD  to 1+iM to 

occur; ),1,,( biiP +− is the number of times that a gap appears in column i and 

nucleotide b appears in column 1+i ; ),1,,( −+− iiP  is the number of times that 

gaps appear in both columns i  and 1+i  . More details of the algorithm can be found 
in [5]. 

2.2  Updating Ensemble 

The remaining sequences in the set are processed based on the profile HMMs in the 
ensemble. For each of the remaining sequences, we evaluate the average similarity 
between it and the two sequences that have been selected to initialize the ensemble. 
The remaining sequences can thus be sorted based on an ascending order of this 
similarity value.  This order is the execution order of the remaining sequences in the 
set. 

Each of the remaining sequence is scanned through by each profile HMM in the 
execution order and subsequences that have the k  most significant alignment scores 
are selected. The algorithm uses a window of certain size to slide through the 
sequence. The size of the window is set to be 1.5 times of the average lengths of all 
subsequences in the alignments used to construct the ensemble. The window moves 
by 1bp each time and each subsequence in the window is aligned to each HMM in the 
ensemble. The alignment can be computed with a dynamic programming algorithm. 
The recursion relation for the dynamic programming is as follows.  
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where Wji ≤≤≤0 are integers that indicate the location of subsequence t  

included in the window; ],,[ jiDS s and ],,[ jiMS s  are the dynamic programming 

table cells that store the maximum probability for states iD  and iM to generate the 

subsequence ]...[ jit ; it is the nucleotide at position  i in t . More details of the 

algorithm can be found in [5]. 
The algorithm then selects k  subsequences with the largest alignment scores. We 

thus obtain in total 2k candidates for updating the HMMs in the ensemble. We pick 

k  subsequences that correspond to the largest k alignment scores from the 2k
candidates. The parameters of each profile HMM are then updated based on these 
additional k subsequences. Specifically, the additional subsequence changes the 
counts that appear in (2), (3), (4), (5), and (6). The process is applied progressively to 
other remaining sequences in the set until each sequence in the set has been 
processed. The locations of the sequence segments used to construct each HMM in 
the ensemble are then output as the possible binding sites. 

2.3 Computation Time 

We assume the set contains m  sequences, each sequence contains n  nucleotides, 

and the binding site contains l  nucleotides.  The construction of the initial ensemble 

needs )( 222
knnmO +  time. The computation time needed to scan through a 

sequence with a single HMM is )( 2nlO . The total amount of computation needed by 

the approach is thus )( 22222 knnmnkmlO ++ .     

3 Experimental Results 

We have implemented this approach and integrated it into a software tool EHMM. 
We tested its accuracy on a biological dataset cyclic-AMP receptor protein (CRP). 
This dataset consists of 18 sequences, each of which consists of 105 bps [17]. Twenty 
three binding sites have been determined by using the DNA footprinting method, with 
a motif width of 22 [16]. 

Figure 4 compares the prediction accuracy of EHMM with three other 
computational methods: Gibbs Sampler [8], BioProspector [9], and MDGA [3]. The 
value of the parameter is set to be 10=k  in all the tests. It can be seen from the 
table that EHMM can achieve comparable accuracy with other tools in homologous 
sequences that contain a single binding site. However, sequences 1, 2, 6, 9, and 17 
contain two TFBSs and all three other tools fail to recognize the second one. Table 1 
shows the errors of the predicted locations of the second binding site in these 
sequences by EHMM. For most of them, EHMM can thus accurately identify the 
locations of both motifs. In particular, EHMM obtains excellent prediction results on 
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Table 1. The errors of the locations of the second  TFBS predicted by EHMM 

Seq.# 1 2 6 9 17 
Error -1 -1 -1 1 -4 

 
 

 

Fig. 5. (a) Prediction accuracy of the EHMM, GS,  BP, GA on data sets BATF, EGR1, 

FOXO1, and HSF1. (b) Prediction accuracy of the EHMM when k  is 6,8,10, and 12 
respectively. 

 

Fig. 6. (a) Computation time needed by the four programs on all data sets. (b) The ROC curve 
for the four programs. 

The size of the ensemble can be changed by the user to balance the prediction 
accuracy and the computation time needed for prediction. Figure 5 (b) shows the 
prediction accuracy on data sets BATF, EGR1, FOXO1, and HSF1 when the value of 

the parameter k  is 6,8,10, and 12. It can be seen from the figure that the prediction 
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accuracy improves when the size of the ensemble increases and the prediction 
accuracy becomes steady when the value of the parameter is 10. The testing results 
also show that a parameter value of 10 is thus sufficient to achieve satisfactory 
prediction accuracy in practice. 

Figure 6 (a) shows the computation time needed by the four programs on all data 
sets in seconds. It can be seen from the figure that EHMM is computationally more 
efficient than the other three programs. Figure 6 (b) shows the ROC curve of all four 
programs computed based on the four testing data sets. The horizontal axis in the 
figure is the value of 1-specificity and the vertical axis represents the sensitivity. It is 
also clear from the figure that EHMM is on average the most accurate program of all 
four programs. 

4 Conclusions 

In this paper, we developed a new parameterized approach that can accurately and 
efficiently identify the binding sites with an ensemble of HMMs. Experimental results 
show that this approach can achieve higher or comparable accuracy on sequences 
with a single binding site while its accuracy on sequences with multiple binding sites 
is significantly higher than that of other tools.  Our approach thus may provide a 
useful computational tool for the ENCODE project [32], whose goal is to identify all 
functional elements in human genome sequences.  

Our previous work has demonstrated that introducing additional parameters to the 
algorithms for some bioinformatics problems may significantly improve the accuracy 
of the results [10-13, 22-29]. Our future work will focus on the development of new 
approaches that can exploit these parameters to further improve the accuracy of 
binding site prediction. 
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