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Abstract. Topic Link Detection aims to detect whether a pair of random stories 
discuss the same topic, which is an important subtask of Topic Detection and 
Tracking. In previous works, statistical method and machine-learning approach are 
used more often than not, however, the semantic distribution of a story and the 
structure relationship of contents are ignored. A new method based on the semantic 
domain is proposed for the purpose of improved the precision. In this method, 
every story is divided some semantic domain through analyzing internal semantic 
distribution and structure relationships of contexts. The results of experiment 
proved that the proposed method can improve performance of system. 
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1 Introduction 

TDT aims to detect the new event and tracking its development dynamically from the 
timing report flow[1]. Detecting and tracking the new event is need to determine  
the relationship of old events and new events. If the new report directly is related to 
the prior, this report is used to track the prior; otherwise, it is defined as new event. 
Obviously, every step of TDT is a process of topic link detection. Thus, Link Detec-
tion Task (LDT) is an important subtask of Topic Detection and Tracking (TDT), 
which task is to detect whether a pair of random stories discuss the same topic. 

Different from text classification, LDT not only calculate the similarity of two ran-
dom events, but take the semantic relationship of two events into account.  By far, 
the existing methods of LDT are based on statistical or machine-learning, just as  
literatures [2-6]. However, the methods based on statistics usually reflect the space 
similarity, but not describe the semantics similarity of the reports. So literatures  
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[7-10] introduced semantic information to represent the topics.  Such methods well 
solve the problem of link between the report pair; however, the semantic information 
introduced by these methods increases the complexity of the system and is very likely 
to cause unnecessary noise by the Chinese parsing which is incomplete currently. 

Thus, the researchers integrated the evolution features of topic[11] and the struc-
tural features[12] to the construction of topic model. Lakshmi[13] built an aggrega-
tion model which based on subtopics. It is a pity that this model did not build the link 
relation among the subtopics. Zhang[14] used the hierarchical clustering to partition 
the topics and describe the hierarchical relationship among the topics. Nomoto[15] 
built a two-layer similar model for LDT, and compared with the hierarchical model 
built by Zhang[16],  the experiments of results demonstrate they have the similar 
effect. Such models can describe the relationship between the internal structures of 
topics statically, but it is hard for them to update the model according to the dynamic 
evolution of topics.  

Inspired by these, we aim to detect the relationship of random a pair of stories via 
diving semantic domain. In this work, we analyze the internal structure of stories, 
based on this, every story is divided some semantic domains. We identify the relev-
ance of two random stories via using these semantic domains. In order to catch the 
relationship among stories, the relationship from stories and semantic domains, and 
the relationship from topic and stories, the words are divided into topic terms and 
semantic domain terms. In addition, we construct a loss function to measure the loss 
during semantic domain divided.  

2 The Proposed Method 

2.1 Definition of Semantic Domain 

This paper believes that each semantic domain is a collection of the semantic slices 
which have the same semantic feature, each subtopic consists of several semantic 
domains and each topic is a collection of several subtopics. Based on this theory, one 
story 1

d can be represented as },...,,{ ntttd
211

= ; Here, 1
dti ∈ is a semantic domain in 

1
d ; there is ji tt ≠  in any pair of semantic domains >< ji tt ,  , and each semantic 

domain is described by the semantic distribution },...,,{ nwww
21  of the features in the 

report. 
According to the above-mentioned definition, the relationship of the report 

pair ><
21

dd , can be translated to the relationship of >< ji tt , ; where, jjii dtdt ∈∈ , . 
As there are only few features in the semantic domain and there is insufficient infor-
mation, it is very likely to deem the uncorrelated topic as correlated topic. For exam-
ple, it is likely to consider “defend the territorial sovereignty of Huangyan Island” and 
“defend the territorial sovereignty of Diaoyu Island” as the same topic. 

Therefore, this paper partitions the semantic domain feature to two dimensionali-

ties of topic feature },...,,{ 21 neeeE = and semantic domain feature 

},...,,{ 321 wwwW = ; among which, the topic feature is used to describe the relation 
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between the semantic domain and the topic and the unit feature is used to distinguish 
each semantic domain in the report. Finally, the semantic domain is defined as 

>=< iii WET , . 

The key of partitioning semantic domain is calculating the relevance. This paper 
regards the calculation of relevance between the semantic domains as a process of 
information compression. The higher the relevance between two semantic domains is, 
the lower the information loss is after they are condensed to one semantic domain. 
Therefore, this paper introduces the loss function to solve the problem of partitioning 
the semantic domain. 

2.2 Constructing the Loss Function 

Topic Feature Extraction  
The purpose of defining the topic features is describing the relationship between the 
semantic domain and the topic, and taking the topic features as the first layer judging 
the correlation among the semantic domains. Therefore, the topic feature shall have 
relatively more semantic descriptiveness and relatively higher weight both in the 
whole report and the semantic domain. This paper uses the tf method to calculate the 

weight of the topic feature for reference. Different from the traditional tf calculation 

method, this paper not only calculates the tf value of the feature in the semantic  

domain, but also takes the tf value of the feature in the report into consideration.  

The calculation formula is as followed: 

 
N

tf

l
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In the above formula, Ltf means the time of the feature item t appearing in the se-

mantic domain; l is the length of the semantic domain; Dtf is the time of the feature 

item t appearing in the report; N is the length of the report. As noun and named enti-
ty have relatively higher semantic descriptiveness, the named entity and noun are two 
times weighted in the experiments of this paper. 

Unit Feature Extraction 
Unit feature is the symbol of semantic domain in the report. The features which not 
only embody the semantic domain, but also can distinguish the other semantic do-
mains shall be selected. The idftf − method calculates the weight of the feature in 

semantic domain and selects the feature which has a higher weight as the unit feature 
according to the sequence of weight size. 
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In the above formula, ijtf  is the frequency of the feature item it appearing in 

the semantic domain jS ; in is the number of all semantic domains containing the 

feature item it . 

The Method of Constructing Loss Function  
It is assumed that two subtopics can be merged into one semantic domain. In  
accordance with IB theory, the minimum feature loss will be realized before and after 
mergence. Division of semantic domains of subtopics can be converted into text clus-
tering based on IB theory through this assumption. 

Since feature extraction is a subject worth studying, this paper only indicates me-
thods to extract theme features and semantic domain features in the laboratory, which 
is not demonstrated more than necessary. The following tasks are performed on the 
premise that theme features and semantic domain features are already known. 

To make illustration easier iT represents certain semantic domain to be merged; 

iW represents feature words space; iE represents news entity space of semantic do-

mains; *
iT represents semantic domains during clustering process; *

iW represents 
feature words space of semantic domains during clustering process; and 

*
iE represents news entity space of semantic domains during clustering process. 

);( ii WTI  is defined as the relationship between news feature words and topic fea-

ture words; );( ii ETI is defined as the relationship between news theme and topic 

feature words; );( **
ii WTI  indicates the relationship between news feature words and 

topic feature words during clustering process of semantic domains. );( **
ii ETI  is 

defined as the relationship between news theme and topic feature words during clus-
tering process of semantic domains. 
 
Definition 1. ),( ii WTf is defined as joint probability distribution of iT  and iW , 

then: 

 ),(),( iiii wtpwtf =  (3) 

Definition 2. ),(*
ii WTf is defined as joint probability distribution of iT  and iW  

in ),( **
ii WT  during clustering process of semantic domains, then: 
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),( ii ETk  is defined as joint probability distribution of iT and iE in the same me-

thod; ),(*
ii ETk represents joint probability distribution of iT and iE during cluster-

ing process ),( **
ii ET of semantic domains, then: 
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Through the above definition, knowledge on feature space and news theme is in-
troduced into the information bottleneck method and final loss function is formed as 
follows: 

 )];();()[()];();([ ****
iiiiiiii WTIWTIETIETI −−+− αα 1  (6) 

In the above formula, 0>α ，which indicates the guidance intensity of news 
theme and feature words on semantic domains. 

For easy calculation, this paper converts Formula (11) into Kullback-Leibler dis-
tance, i.e., 

 )),(||),(();();( ***
iiiiKLiiii WTfWTfDWTIWTI =−  (7) 

2.3 The Algorithm of Dividing Semantic Domain 

Algorithm for division of topic semantic domains is listed as follows: 

Input: T , story grouping of the given topic, λ , a parameter 

Output: iT , a story semantic domain of the given topic 
Begin: 

1. Dividing each story in T  into paragraph grouping },,,{ npppP …= 21  and build-

ing theme feature semantic space and semantic domain feature space for each pa-
ragraph; 

2. For paragraph pair ji pp ,  in each story in T , conducting following calculation 

for each paragraph: 

)];();()[()];();([ ****
iiiiiiiiij WTIWTIETIETId −−+−= αα 1

 
While Ture 

Finding ji, that induces the minimum ijd ; 

Merging ji pp , into
*p ; 

Deleting ji pp ,  from P and adding 
*p into P ; 

Updating ijd related to
*p ; 

If Pp ∈∀ and, λij ≥d  
Break. 
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3 Topic Link Detection Method 

According to division of semantic domains, link detection of the given topic  
can be converted into correlation detection of semantic domains.  
Assuming 1D and 2D , two pieces of news to be determined, among which 1D is di-

vided into three semantic domains },,{ 3211 tttT = ； 2D  is divided into two seman-

tic domains },{ 542 ttT = ; each semantic domain it includes feature words iw and 

news theme ie . We still adopt Kullback-Leibler distance to assess correlation  
between all semantic domains. 

For semantic domains 1t and 4t in the above 1D and 2D , the feature space  
Kullback-Leibler distance is calculated as follows: 
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In the above formula, )|( 1twp i and )|( 2twp i  represents probability distribution of 

feature iw in semantic domains 1t and 4t  respectively. 
The news theme Kullback-Leibler distance is calculated as follows: 
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In the above formula, )|( 1tep i and )|( 2tep i represents probability distribution 

of feature ie in semantic domains 1t and 4t respectively. 
Since KL distance indicates degree of difference of two random distributions, 

when the difference increases, KL distance increases correspondingly. Therefore, it is 
usually used to measure degree of approximation of random distribution. 

4 Experiments and Results 

4.1 Experimental Corpus 

The experiments of this paper adopt the TDT4 Chinese text corpus provided by the 
Language Standards Institute as experimental corpus. In this corpus, totally 26066 
report pairs are included; among which, 3075 pairs are the correlated and the others 
are uncorrelated. In this paper, 1400 pairs of correlated reports and 8000 pairs of un-
correlated reports are extracted from the above corpus to compose a training set; the 
rest pairs compose a test set. 
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4.2 Experimental Process 

This paper sets three groups of experiment separately over two corpus sets in order to 
verify the following questions respectively. 

1. Experiment 1: It is used to detect the feasibility of the hierarchical model of the 
semantic domain proposed in this paper. Four systems are set in this paper. 
Here, it mainly uses the vector space model to represent the report and uses the co-
sine distance to calculate the correlation among the topics in System-1; In System-
2, the report is represented by unigram language model proposed by literature[3]; 
In Sytem-3, topics is used semantic domains to represent, and semantic domains 
are used unigram language model to represent; In Sytem-4, the method of present 
topic is proposed in this paper. 

2.  Experiment 2: It is used to verify whether the proposed method is better than the 
other in LDT. We compared with the SDLM model proposed in the literature [9], 
the EMW model proposed in the literature [10] and the TTSM model proposed in 
the literature [15] respectively. Here, the proposed method is still represented by 
System-4. 

3. Experiment 3: It is used to verify whether the semantic domain condensed by loss 
function construed in this paper is feasible. Thus, this paper adopts the LDA parti-
tioning strategy, cosine distance (COS), KL distance, JS distance and Euclidean 
distance (EUC) respectively for comparison; the method in this paper is still 
represented by System-4. 

4.3 Experimental Result and Analysis 

Parameter Setting 
The experimental results is affected by parameterαandθ, so we estimated  the value 
of the parameters firstly. The Fig. 1 describes distribution of numbers of semantic 
domains and relevance of sentence pairs with the variation of α. Obviously, when αis 
0.5,  the performance of system is best. 
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Fig. 1. Performance of system affected by α 
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In addition, we estimated the value of θ. Fig.2 depicts with θincreasing, Visibly,  
the performance of the system achieves optimal, when θis 0.07.  
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Experiment 1 
Table 1 describes the evaluation results of each system LDT in Chinese TDT4 corpus 
and the authentic corpus. It is seen from the evaluation results that the evaluation 
results of System-4 and System-3 are obviously better than those of the other two 
systems. This result shows that it is feasible to represent a report as a hierarchical 
model. Compared System-4 with System-3, System-4 is superior to System-3 because 
System-4 faces to each semantic unit of topic to establish the topic model and 
represents the topic model as two layers of topic feature and unit feature. 

Table 1. Comparison of LDT evaluation results 

system θ  News 
subjects 

features Min 
Norm(Cost)

System-1 - - 55 0.58021
System-2 - - 68 0.5983 
System-3 0.38 - 63 0.2354 
System-4 0.07 11 48 0.18406 

Experiment 2 
Table 2 describes the results comparing the link detection model with the other kinds 
of model. In TDT4 corpus set, the method in this paper and the SDLM model are 
obviously superior to TTSM model and EMW model. Compared with the SDLM 
method, the method in this paper does not improve greatly in TDT4 but improves by 
nearly 4% higher than SDLM in the authentic corpus. In addition, the method in this 
paper avoids the complicated syntactic analysis and calculation and lowers the system 
cost. Viewing from this point of view, the method in this paper is superior to the me-
thod of Baseline. 



 Research on Topic Link Detection Method Based on Semantic Domain 333 

Table 2. LDT Result Comparison of Different Model 

system θ  News 
subjects 

features Min 
Norm(Cost)

SDLM 0.09 - 35 0.18453
TTSM - - - 0.2033 
EMW - - - 0.2554 

System-4 0.07 11 48 0.18406 

Experiment 3 
Table 3 describes the LDT evaluation result of each semantic condensation strategy. 
In the process of condensing the semantic domain, it is seen that the IIB method  
is optimal by comparing EUC, COS, KL, JS and IIB. The reason is that the condensa-
tion strategies based on distance such as EUC, COS, KL and JS are relatively  
applicable to centrally distributed data, but the distribution of features of topic, espe-
cially the topic of semantic domain is a kind of discrete state. Therefore, the effect of 
the condensation strategies based on distance is worse. The IIB method carries out the 
overall optimal search from the local optimal search successively and adopts the joint 
distribution of topic and feature to represent the semantic domain which is good for 
describing the distribution status of features. 

Table 3. LDT evaluation result of each semantic condensation strategy 

CLUSTING θ  News 
subjects 

features Min 
Norm(Cost)

COS 0.37 9 41 0.2301 
EUC 0.45 11 51 0.5109 
KL 0.09 8 49 0.2487 
JS 0.07 9 55 0.2108 

LDA - - 45 0.1857 
System-4 0.07 11 48 0.18406 

5 Conclusion 

This paper divides news into several semantic domains through constructing a cost 
function, and proposed a method of topic link detection based on semantic domain. 
The experiment proves that the method avoids complex syntax analysis during seman-
tic modeling and effectively improves precision of relevant topic detection. 

During research, this paper also finds that complex syntax analysis can improve 
precision of the system, but not to a large extent. Comparatively speaking, introducing 
syntax knowledge to topic modeling increases cost greatly. The statistics-based me-
thod is relatively simple, but hard to elaborate relations between all internal features. 
Therefore, we shall seek a statistics-based approach that introduces shallow semantic 
knowledge for topic modeling. 
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