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Foreword

This volume outlines the core concepts and methods of an emerging field of
research and practice, ICT for Sustainability (ICT4S). Work in ICT4S clusters
around twin pillars:

e Sustainability in ICT, making information and communication technologies
themselves more sustainable;

e Sustainability by ICT, using information and communication technologies to
encourage sustainable practices in society as a whole.

A central element of work in both realms is the inclusion of sustainability as a
key criterion—to be optimized alongside traditional ones like quality, cost, and
speed—in the design of systems.

This is a significant departure from prior practice. For most of history, material
scarcity was the norm and economizing on human effort was the imperative. To
thrive in the twenty-first century, we must move beyond habits honed in such a
past and take into account that we live in a world of finite resources.

ICT4S calls for the adoption of a new calculus, one that incorporates sustain-
ability from the outset by thinking hard, at the start of the design process, about
how to reduce environmental impacts and ensure greater social fairness. This is a
radical change from prior practice and at the heart of the ICT4S field.

The ICT industry is influential, and innovations pioneered within it in recent
decades—venture funding of start-up companies, open innovation, crowdsourcing—
have become widely adopted in other sectors. If a sustainability-based design
approach can take hold in ICT, it may well diffuse broadly to other realms as well.
Should that happen, it would represent a profound contribution by the pioneers of
ICT4S.

This volume provides a solid intellectual framework for the field. In the
introductory essay, Lorenz Hilty and Bernard Aebischer, co-organizers of the
inaugural ICT4S conference held in 2013 in Zurich, cover a series of key concepts:
they offer an inspiring and useful definition of sustainability (which laudably
includes not only environmental but also social indicators); note the importance of
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ideas like substitutability, dematerialization, and the rebound effect; and point out
the complex challenges associated with developing sustainability metrics. The
chapter also recounts prior work in related fields and positions ICT4S within the
context of earlier research.

Later chapters provide a broad variety of perspectives on Sustainability in ICT,
with contributions that focus on every level, from the micro to the macro. Authors
assess the environmental impact of software, semiconductors, end-user devices,
servers, data centers, and the global Internet as a whole, examining the footprint of
ongoing operations, as well as the material life cycle from mine to landfill.

Other chapters address aspects of Sustainability by ICT, with contributions on
such topics as how technology-based tools may supplant, or augment, travel and
print media; and the potential role of ICT in enabling sustainable supply chain
management, the smart grid and green urban design; and how ICT might reshape
household energy consumption patterns.

Most of the contributors to the volume are European, a reflection of Europe’s
leadership role in sustainability and the demographics of attendance at the inau-
gural ICT4S conference. One hopes future ICT4S conferences will see growing
participation by researchers and practitioners from North America, the region with
the largest per capita environmental footprint, and Asia, where the growth of
consumption will be the greatest in the coming decades.

This book provides a strong foundation for the ICT4S community to continue
its important work of building a sustainable future.

Cambridge, USA Robert Laubacher
Climate CoLab, Center for Collective Intelligence
Massachusetts Institute of Technology (MIT)
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Part I
Introduction



ICT for Sustainability: An Emerging
Research Field

Lorenz M. Hilty and Bernard Aebischer

Abstract This introductory chapter provides definitions of sustainability,
sustainable development, decoupling, and related terms; gives an overview of
existing interdisciplinary research fields related to ICT for Sustainability, including
Environmental Informatics, Computational Sustainability, Sustainable HCI, and
Green ICT; introduces a conceptual framework to structure the effects of ICT on
sustainability; and provides an overview of this book.

Keywords Sustainable use - Sustainable development - Technological substitution -
Decoupling - Dematerialization - ICT4S

1 Introduction

This book is about using the transformational power of Information and
Communication Technology (ICT) to develop more sustainable patterns of pro-
duction and consumption. It grew out of a conference that the editors organized
in Zurich in 2013: the first international conference on ICT for Sustainability,

L.M. Hilty (<)
Department of Informatics, University of Zurich, Zurich, Switzerland
e-mail: hilty @ifi.uzh.ch

Empa, Swiss Federal Laboratories for Materials Science and Technology, St. Gallen,
Switzerland

Centre for Sustainable Communications CESC, KTH Royal Institute of Technology,
Stockholm, Sweden

B. Aebischer
Zurich, Switzerland
e-mail: baebischer@retired.ethz.ch
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4 L.M. Hilty and B. Aebischer

or ICT4S for short [1]. After publishing the proceedings [2], we felt the need for a
book that brings together more systematically the fundamental ideas and methods
of ICT for Sustainability as a field of study. This book, a joint effort by 47 authors,
is the result.

As is to be expected, the book is only a first step. Many important aspects could
not be covered, and efforts to generate consistent terminology and methodology
are still in their infancy. We nevertheless hope that the reader will find inspiration
and orientation in this exciting new field of research and innovation.

How can we harness ICT for the benefit of sustainability? Two things are
essential:

1. To stop the growth of ICT’s own footprint
2. To find ways to apply ICT as an enabler in order to reduce the footprint of
production and consumption by society

So far, we have not defined “sustainability” or “footprint,” but have relied on the
reader’s preconceptions. Section 2 will provide definitions of the basic concepts
associated with ICT for Sustainability. In Sect. 3, we give an overview of other
research fields related to ICT4S, such as Environmental Informatics, Computa-
tional Sustainability, Sustainable HCI, and Green ICT. Section 4 introduces a
conceptual framework for structuring the effects of ICT. Finally, Sect. 5 provides
an overview of the topics covered in this book.

2 What Is Sustainability?

2.1 Basic Definitions

We will first define “sustainable use” and then reconstruct the concept of
“sustainable development” based on its original definition by the World Com-
mission on Environment and Development (WCED).

Definition 1: Sustainable Use. To make sustainable use of a system S with
regard to a function F and a time horizon L means to use S in a way that does not
compromise its ability to fulfill F for a period L. In other words, a system is used
sustainably if the user can sustain this use “long enough.”

S may also be called a “resource” in the broadest sense of the term, and the
process of fulfilling F can also be called a “service.” We may think of § as being
either a human-made or a natural system, or a combination of the two: a human-
environment system.

This definition may appear rather formalistic at first sight. However, it is simply
an attempt to make explicit what follows logically from the idea of using some-
thing for a purpose, and the everyday meaning of the adjective “sustainable”, i.e.,
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“able to be maintained at a certain rate or level” [3]. For instance, if we want to
make sustainable use of a climbing rope, we simply avoid overloading it to the
extent that it breaks.'

When H.C. von Carlowitz wrote his principles of sustainable forestry in 1713
[4],% the world was less complex than today. The function of a forest was to
produce wood. His basic principle was simple: Do not cut more wood than will
grow in the same period of time. Today, we are aware that forests have additional
functions, such as filtering air and water, holding soil in place and preserving
biodiversity, as well as protective and recreational functions. It follows that there
is a variety of ideas on how to make sustainable use of a forest. Depending on the
F that dominates our perspective and our interest, we may have different opinions
on how to make sustainable use of a forest. Even worse, it may be unclear where
exactly § begins and ends: Where should we draw the system boundary? Can S be
meaningfully separated from the rest of the world?

Many controversies related to sustainability stem from the fact that people think
of different systems and functions to be sustained, as well as different time hori-
zons, and do not explicitly declare them when engaging in a discourse, when
designing a technological artifact or developing a business model. Any theories or
actions referring to sustainability should therefore answer Dobson’s [5, p. 406]
“principal organising question”, namely:

What is to be sustained?

Sustainable use, as we define it above, could be called a relative concept of
sustainability. This is because its meaning depends on how system S, function F,
and time horizon L are defined in context. It is a burden to the sustainability
discourse that an increasing number of “sustainable x” terms (such as “sustainable
management” or “sustainable software”) are used without providing an explicit
context in which S, F, and L are defined.

However, there is at least one “sustainable x” term that can be regarded as
referring to an absolute concept of sustainability, as the context was set by the
WCED in 1987 [6]: sustainable development. Below, we explicitly refer to this
original definition of sustainable development and not to later variants.

Definition 2: Sustainable Development. “Sustainable development is devel-
opment that meets the needs of the present without compromising the ability of
future generations to meet their own needs.” [6]

This definition, also known as the “Brundtland definition,” can be reformulated
as “making sustainable use of our planet to maintain its function of fulfilling
human needs.” As a first glance, it therefore seems that sustainable development is

! Assuming that we intend to use the rope for the next ten years, we can specify the parameters
as follows: S = rope, F = securing a climber of up to 100 kg, L = 10 years.

2 Carlowitz’s book is usually cited as the origin of the word “nachhaltig,” the counterpart of the
English word “sustainable.”
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Table 1 Examples used in the text

Description System S Function F Time horizon L
(resource) (service provided)

Using a climbing rope A rope Securing a person A decade

Sustainable forestry 1 A forest Producing wood Generations

Sustainable forestry 2 A forest Preserving biodiversity Generations

Sustainable forestry n A forest ... (Any other function) Generations

Sustainable development The planet Meeting human needs Generations

just a special case of sustainable use, whereby S = planet, F = fulfilling human
needs, and L = several generations (Table 1).

However, there is a second element in the Brundtland definition that cannot be
reduced to sustainable use: distributive justice. The WCED highlighted “the
essential needs of the world’s poor, to which overriding priority should be given”
[7]. M. Christen points out that sustainable development “might best be concep-
tualised as an attempt to grant the right to a decent life to all living human beings
without jeopardising the opportunity to live decently in future.” Christen therefore
revises Dobson’s “principal organising question” in the following manner:

What has to be guaranteed or safeguarded for every person, no matter whether she lives at
present or in the future? [7]

It should be clear that no single product, process, policy, region, or technology can
be “sustainable” in the sense of “sustainable development”, as the latter concept
has a global scope by definition.

Definition 3: Sustainability Indicator. A sustainability indicator is a measure
that is used in a process of governance’ to identify actions that are more beneficial
to sustainability than others. In this definition, “sustainability” can be understood
either as sustainable use (Definition 1) or as sustainable development (Definition 2).
In the second case, there are two types of sustainability indicators:

e Resource-oriented indicators: They cover the “sustainable use of the planet”
aspect of sustainable development. The term “footprint” has become a generic
metaphor for resource-oriented sustainability indicators. Carbon footprint
indicators estimate to what extent an activity uses the atmosphere’s limited
capacity to absorb greenhouse gases. The ecological footprint is an indicator
trying to map any human impact onto a share of the carrying capacity of the
planet. [9]

* “Governance” is defined as “all processes of governing, whether undertaken by a government,
market or network, whether over a family, tribe, formal or informal organization or territory and
whether through laws, norms, power or language.” [8].
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e Well-being-oriented indicators: They cover the “fulfill human needs” aspect of
sustainable development. As a basic indicator, Gross Domestic Product (GDP)
is used. However, because “economic indicators such as GDP were never
designed to be comprehensive measures of prosperity and well-being”, addi-
tional indicators, known as “beyond-GDP indicators,” are under discussion.
[10]

It is important to understand that sustainable development (Definition 2) can only
be quantified using indicators of both types; the idea is to fulfill human needs and
make sustainable use of global resources.

Resource-oriented indicators reduce the complexity of deeply nested resource
systems S to simple metrics. This is why any resource-oriented indicator—at least
implicitly—relies on a model of the service-providing system. This model is used
to estimate the impact of an action in terms of sustainability of use: The greater an
unwanted impact on the resource, the less sustainable the action.

Established indicators are linked to specific impact assessment methods that
prescribe how the data are collected and the models used to calculate the indicator
for a specific case. Examples include the environmental impact assessment cate-
gories used in Life-Cycle Assessment (LCA).*

In engineering contexts, there is a tendency to focus on energy use or CO,
emissions as central resource-oriented indicators. The terms “energy-efficient,”
“carbon-neutral,” and “sustainable” are often used interchangeably. However,
this is an oversimplification, for three reasons. First, the diffusion of energy-
efficient technologies does not necessarily lead to an overall reduction of energy
use: Efficient technologies can also stimulate the demand for the resource they use
efficiently. This is known as Jeavons’ paradox or the “rebound effect.” Second, the
production, use, and disposal of these technologies needs resources as well: When
assessed from a life-cycle perspective, energy efficiency may look somewhat
different. Third, although energy is crucial, the impact on other natural resources
should also be included.

2.2 Classification of Resources and the Question
of Substitutability

Resources can be classified in natural and human-made resources and in material
and immaterial resources [14]. These two dimensions are orthogonal, in other
words, all combinations are possible (Table 2). Furthermore, material natural
resources can be renewable or non-renewable. A renewable resource can replenish

* In several chapters of this book, the method of LCA is applied to estimate the environmental
impacts of ICT goods and services: [11-13].
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Table 2 Classification of resources and examples

Material Immaterial

Natural Renewable: Song of a bird
Wood Genetic information
Non-renewable: Climate regulation
Minerals

Human-made Machines Literature
Built environment Scientific knowledge
Engineered materials Algorithms

if the rate at which it is used does not exceed its renewal rate. A non-renewable
resource does not renew itself in meaningful human timeframes.

We will not introduce formal definitions of these resource categories here as
they are defined more or less consistently in the literature. However, the distinction
between “material” and “immaterial” resources deserves some clarification.
UNEP’s International Resource Panel introduced this useful distinction: A
resource is called material if using it affects other uses of the resource. For
example, a stone used to build a wall will no longer serve for other functions. By
contrast, resources “whose use has no effect on the qualities that make them
useful” are called immaterial. In this sense, “the shine of a star used by a captain
to find his way” is an immaterial resource [14, p. 1].

Technological innovation leads to the diffusion of new technologies, which are
then partially or fully substituted for older technologies or natural resources. Cars
have replaced horse-drawn carriages, the computer has replaced the abacus, and
LCD screens have recently replaced CRT screens. To express substitution in the
terms we defined above, we can regard each technological product as a resource S’
that may fulfill the same function F as a resource S. If this is the case, S’ is
obviously a potential substitute for S. Many controversies around sustainability are
based on different beliefs about the future substitutability of resources. Below, we
first define substitutability and then discuss an extended example.

Definition 4: Substitutability. If a function F provided by a system S can also be
provided by S’, we say that S’ is substitutable for S. Note that substitutability is a
ternary relationship: S’ is substitutable for S with regard to F.

Substitution is crucial with regard to non-renewable resources. Unless we
assume, for example, that fossil energy sources are substitutable by renewables,
transition to a sustainable use of energy must appear impossible.

Substitutability has implications for the actions to be taken to promote sus-
tainability. If S can be substituted by an S’ fulfilling F' as well, there is no need to
sustain S. What makes this concept hard to grapple with in political discourse is the
fact that substitutability depends on future technological developments and dis-
coveries, so it is impossible to know who is right today. An extreme technological
optimist may believe that any limited material resource will become substitutable
by some unlimited resource in due time, while a person thinking in an extremely
precautionary way would not cut down a single tree as it might have some
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irreplaceable properties. Most people’s beliefs are located somewhere between
these two poles.

In fact, substitution is more complex as it can occur at different levels. An
example will illustrate this idea. Bob wants to meet up with Jill, who lives on
another continent. He may use an airline to travel to Jill’s country. The airline
needs planes, airport infrastructure, personnel, fuel, the atmosphere, stable weather
conditions, and many other resources. For the aircraft to be built, materials must be
extracted from the Earth’s crust, people trained to build planes, power plants must
generate electricity, and so on. The power plants, in turn, need fuel, they must be
built, maintained, and so on. If Bob were to decide to have a virtual meeting with
Jill instead, we would, of course, discover a similar structure of nested resource
use.’

This example shows that there is usually a hierarchy (formally, a tree) of
resources that provides a service. From an economic perspective, each node of the
tree is a production process, whose input is resources provided by other processes.
Thus, the airline produces the service of transporting Bob from A to B, the aircraft
industry produces aircraft, and a refinery produces fuel. The overall system that
produces the final service delivered to Bob is inconceivably complex, and we
would probably never understand it in all detail if we tried.®

Given this hierarchy of resources that emerges when one asks how a specific
service is produced, it is essential to understand that substitution can in principle
occur at any level, as shown in Fig. 1:

e Bob could replace physical transport with an immersive telepresence tech-
nology that makes a virtual meeting with Jill sufficiently similar to a face-to-
face meeting.

e He could replace air travel with a new means of transport, such as a vactrain
traveling through evacuated tubes at five times the speed of sound with almost
zero resistance.

e The airline could use a new type of aircraft that is extremely energy-efficient.
The aircraft could use a new type of fuel, e.g., based on solar energy.

CO, emissions to the atmosphere could be reversed by a new carbon seques-
tration technology.

People have different beliefs in substitutability depending on the level of the
resource hierarchy. Some people tend to believe that we will still use planes

5 How to determine which alternative—flying or videoconferencing—is preferable from the
perspective of sustainability is discussed in the chapter by Coroama et al. [13] in this volume.

S Fortunately, we do not need to. The market economy has an extremely useful feature that
computer scientists refer to as “information hiding”: You do not have to know what is behind an
interface to make use of a module. In the same way, Bob does not have to understand how a plane
is operated, the airline does not have to know how planes are built, and (in theory) nobody has to
worry about where the energy comes from or how the environment deals with pollutants.
However, market failures and the goal of distributive justice force us to strive for a deeper
understanding of the dynamics of resource use.
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Fig. 1 A single branch of a resource-use hierarchy with potential substitutes at each level,
indicated by dotted arrows

100 years from now, but with some substitutions at the lower levels. Others think
that it is easier to change social practices—adopt new forms of virtual meetings—
than to replace fossil fuels or solve the problem of greenhouse gas emissions.

An interesting question is what type of resource is at the bottom of the resource
hierarchy. All human-made material resources are made from natural resources,
abiotic or biotic, and even long-lasting human-made material resources need
energy from the environment to be operated and maintained. No house can be built
or repaired without using some form of energy; no food has ever been created
without biomass as its raw material. Immaterial resources can be substituted for
material ones only to a certain extent. All information needs a physical substrate;
there is a theoretical minimum to the amount of energy used for information
processing, known as Feynman’s limit.”

We depend on the resources that we take from the environment. Humankind has
learned to transform this environment, which makes it debatable to which extent it
should still be called the “natural environment.” There is, however, no reason to

7 See also the chapter by Aebischer and Hilty [15] in this volume.
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assume that we could or should replace the basic ecosystem services provided by
nature, which include the production of food and many raw materials, water and
some forms of energy, as well as regulation services such as the purification of
water and air, carbon sequestration, and climate regulation. These services, in turn,
rely on supporting ecosystem services such as nutrient dispersal and cycling, seed
dispersal and many others. The complexity of the global ecosystem is much
greater than that of any human-made structure, and it can be regarded an ethical
imperative that we should “sustain ecosystem services for all countries and gen-
erations to come.” [16]

2.3 Is Sustainability a Question of Balance?

Sustainable development is commonly described with the help of a metaphor:
finding a “balance” between the environment, economy, and society. This
approach is also known as the “three-pillar model.” It has become so common in
the political discourse that critical reflection on it is often lacking.”

Yet this metaphorical description deserves critical examination. A balance can
only exist between entities that are in principle independent but connected. This is
frequently expressed by diagrams similar to the one shown in Fig. 2a, suggesting
as it does that environment, economy, and society are entities that exist at the same
ontological level and which are connected by overlapping areas.

With regard to the economy and society, this is a misconception. By definition,
the economic system forms a part of society: It is hard to imagine economic
activities outside human society.

With regard to the environment and society, the situation is different. It is not
impossible to view human society as an entity that is at least in principle inde-
pendent of its natural environment. However, this view suggests an extreme
position regarding the substitutability of resources: We would have to assume that
human-made capital can in principle substitute all natural resources.’

If, on the other hand, the three systems are regarded as nested—as shown in
Fig. 2b—the idea of achieving a balance between them becomes impossible: By
definition, there can be no balance between a part and a whole.

8 Indeed, there even exists a definition of “Computational Sustainability” built largely around
this description (see Sect. 3.3).

° The normative implication of this position has been called “weak sustainability”—in contrast
to “strong sustainability,” which rejects the assumption that human-made capital can substitute
all natural resources. The precautionary principle for dealing with uncertainty about technological
risk implies a position of strong sustainability [17].
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(a)

Environment

"' Society

Fig. 2 Different views of the environment, society, and the economy; a a diagram frequently
used to ilustrate the three-pillar model of sustainable development; b the nested model

2.4 Decoupling and Dematerialization

Comparing the global development of GDP with the extraction of natural material
resources over the last century (Fig. 3) reveals two things [14]:

e The rate of resource extraction increased by a factor of 8.
e World GDP increased by a factor of 23.

This shows that the two indicators are “decoupled” to a certain degree. It also
shows that the decoupling is not sufficient to bring resource extraction down, nor
even to slow its growth. Below, we give a slightly generalized definition of
decoupling.

Definition 5: Decoupling. Given two sustainability indicators I; and I,, with I;
being a well-being-oriented indicator and I, being a resource-oriented indicator
(Definition 3), a process increasing the ratio 1;/I, over time is called decoupling I;
from I,.'°

The quantity I;/I; can itself be used as an indicator; it is called I, productivity,
and its inverse I,/I; is called I, intensity.

Decoupling obviously requires some substitution of resources at some level of
the system."' To make a transition toward sustainable development possible, we
must increase our understanding of technological substitution and focus on
innovation that drives substitution in a sustainable direction.

1 The order in which the numerator and denominator are given varies, either as ‘decoupling I,
from I, e.g., “decoupling GDP growth from resource use,” [16] or as ‘decoupling I, from I;,’
e.g., “decoupling natural resource use... from economic growth.” [14].

"' One might argue that there is an alternative way of decoupling, based on increasing the
efficiency of production processes rather than on substitution. Increasing efficiency, however, can
be regarded as substituting immaterial resources (information) for other resources. See also the
chapter on interactions between information, energy, and time by D. Spreng [18] in this volume.
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Fig. 3 Global material extraction in billion (10%) tons and GDP in trillion (10'?) international
dollars (Source [14, p. 11])

The special case of decoupling based on the substitution of immaterial
resources for material resources is also known as dematerialization.

2.5 Distributive Justice

The use of global resources is not distributed equally throughout the world. One
striking example is the use of the atmosphere as a sink of CO, and other green-
house gases: Although people in all regions burn fossil fuels and practice agri-
culture (the two main reasons for greenhouse gas emissions), huge differences
exist in per-capita emissions ([19], see Fig. 4).

In the long term, these differences will have to shrink for reasons of distributive
justice. If global emissions are to be reduced for reasons of climate policy, it follows
that dramatic dematerialization is needed in the currently high-emitting countries.

3 Related Research Fields

Several fields of applied research have been established to connect the two worlds
of ICT and sustainability. Each of these fields is in itself an interdisciplinary
combination of approaches, usually combining methods from disciplines of
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rectangular areas show the total annual emissions per region. This diagram includes all relevant
greenhouse gases, not only CO, (Source [19, p. 12])

computing and communications with methods from environmental or social sci-
ences. Below, we briefly introduce each field and then discuss how ICT4S relates
to them. See Table 3 below for an overview.

3.1 Cybernetics as a Precursor

The idea of using computing power to make the world more sustainable is not new.
The fourth Annual Symposium of the American Society for Cybernetics, held in
Washington, D.C. in 1970, published its proceedings under the title “Cybernetics,
Artificial Intelligence, and Ecology” [20]. It contained a vision of an automated air
quality control system (Fig. 5) and boldly stated that “Knowledge acquisition is
the answer to the ecological crisis!” “Model makers, system analysts, and those
concerned with developing informational feedbacks” were encouraged to “help
correcting environmental maladies.” [21] If published in the context of persuasive
technology or eco-feedback systems today, this statement would not be unusual,
although it could be criticized'* for its simplistic approach; for the 1970s, it was
remarkable.

12 See the chapter “Gamification and Sustainable Consumption”, which includes a critique of
persuasive technologies, in this volume [71].
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Fig. 5 Vision of an automated air quality control system from 1970. (Source [22])

3.2 Environmental Informatics

Environmental Informatics (EI) combines methods from the fields of Computer
Science and Information Systems with problem-oriented knowledge from Environ-
mental Science and Management. Similar to Health Informatics or Bioinformatics,
EI emerged from the need to systematically meet domain-specific requirements to
information processing: “The design of information processing systems for the
appropriate utilization of environmental data is a big challenge for computer
scientists [...] The existing solutions often suffer from a narrowed, unidisciplinary
view of the problem scope.” [23] This need became obvious in the early 1990s,
when many public authorities started building up Environmental Information
Systems (EIS). At that time, EI was focused on applications in the public sector.
Private-sector applications emerged as a sub-field a few years later [24].

The first book entitled “Environmental Informatics” was edited in 1995 by
Avouris and Page [25]. It lists six methods relevant for the field: modeling and
simulation, knowledge-based systems, user interface design, computer graphics
and visualization, artificial neural networks, and data integration. From today’s
perspective, EI can best be described as a field that uses methods from Information
Systems complemented by advanced simulation modeling techniques, and spatial
data processing.

EI has sometimes also been called “E-Environment” [26]. Traditional environ-
mental monitoring and new forms of ICT-based environmental metrics [27] can be
regarded as part of EIL

The contribution of EI to sustainable development is the potential of shared data
and understanding to create a consensus on environmental strategies and policies
in the long term. Some authors today focus on the data-science aspects [28], while
others put greater emphasis on transdisciplinary problem-solving and knowledge
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integration. The latter group includes one of the founding fathers of the field, B.
Page. In his view, EI “analyses real-world problems in a given environmental
domain and defines requirements for information processing. On the other hand, it
introduces the problem-solving potential of Informatics methodology and tools
into the environmental field” [29, p. 697].

The development of EI is documented in the proceedings of the three main
conference series of the EI community: Envirolnfo, ISESS, and ITEE. The EI
community is also connected to the International Environmental Modeling and
Software Society and their bi-annual summit, iEMSs. '3

ICT-ENSURE, the European Commission’s support action for building a
European Research Area in the field of “ICT for Environmental Sustainability”
2008-2010, has helped structure the field of EI [30].

3.3 Computational Sustainability

The field of Computational Sustainability (CompSust) is closely connected with
the Institute for Computational Sustainability (ICS), which was founded in 2008
with support from an “Expeditions in Computing” grant from the U.S. National
Science Foundation. [35]

CompSust is defined by ICS as “an interdisciplinary field that aims to apply
techniques from computer science, information science, operations research,
applied mathematics, and statistics for balancing environmental, economic, and
societal needs for sustainable development.” [35]

As described by C.P. Gomez, the aim of CompSust is to provide decision
support for sustainable development policies, with a focus on “complex decisions
about the management of natural resources. [...] Making such decisions optimally,
or nearly optimally, presents significant computational challenges that will require
the efforts of researchers in computing, information science, and related disci-
plines, even though environmental, economic, and societal issues are not usually
studied in those disciplines.” [36, p.5]

The contribution of CompSust is found in methods of dynamic modeling,
constraint reasoning and optimization. It has also provided approaches using
machine learning and statistical modeling. [36]

The phrase “balancing environmental, economic, and societal needs” occurs
frequently in key documents describing CompSust (e.g., [35, 36]). However, it
remains unclear which needs precisely are addressed, and what the assumed
concept of balance is ([37], see also Sect. 2.3). The Brundtland definition (our
Definition 2), to which the CompSust community also refers, addresses needs only

13 Envirolnfo: Environmental Informatics (since 1986) [31], ISESS: International Symposium on
Environmental Software Systems (since 1995) [32], ITEE: International Conference on
Information Technologies in Environmental Engineering (since 2000) [33], iEMSs: International
Congress on Environmental Modelling and Software (since 2002) [34].
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in one sense: as the basic human needs that all people, including those living in the
future, have to be granted. “Balancing” seems to address this issue in some way,
but without referring to an approach for dealing with the deeply normative issues
connected to distributive justice. An algorithm that can resolve normative issues
has yet to be invented.

3.4 Sustainable HCI

Sustainable HCI is a sub-field of Human-Computer Interaction (HCI) that focuses
on the relationship between humans and technology in the context of sustain-
ability. Sustainable HCI had its starting point in 2007, when E. Blevis first pre-
sented the concept of Sustainable Interaction Design (SID). Sustainability was
considered a major criterion for the design of technology, as important in the
design process as criteria such as usability or robustness [38]. SID considers not
only the material aspects of a system’s design, but also the interaction throughout
the life cycle of the system, taking into account how a system might be designed to
encourage longer use, transfer of ownership, and responsible disposal at the end of
life.

J. Mankoff et al. proposed a characterization of sustainability in interactive
technologies according to the following categories:

e “Sustainability through design”: How can the design of technology and
interactive systems support sustainable lifestyles or promote sustainable
behavior?

e “Sustainability in design”: How can technology itself be designed such that its
use is sustainable? [39]

Which concepts of sustainability are addressed here, given the definitions of
Sect. 2? In the second case, the focus appears to be on the sustainable use (Def-
inition 1) of the technological artifact itself. However, there seems to be a common
assumption that the longevity of an artifact contributes to sustainable development
(Definition 2) as well, in particular by saving materials and reducing waste.'*
In the first case, “sustainability through design”, the reference to lifestyles clearly
suggests that sustainable development is addressed.

DiSalvo et al. [41] provide an empirical analysis of the emerging structure of
Sustainable HCI research. They divide the field into five genres:

14" Although this assumption provides good guidance in many cases, it should not be taken for
granted. Counterintuitive examples have been presented in LCA studies in other domains. For
example, using a cotton shopping bag for ten shopping trips has a greater environmental impact
than using ten plastic bags just once each [40].
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“Persuasive technology” stimulating desired (sustainable) behavior
“Ambient awareness” systems making users aware of some aspect of the
sustainability of their behavior, or qualities of the environment associated with
issues of sustainability

e “Sustainable interaction design”
“Formative user studies”
“Pervasive and participatory sensing”

E. M. Huang [42] describes an “initial wave of research” in Sustainable HCI,
having shown that “HCI can contribute to solutions to sustainability challenges,”
but also that problems of sustainability cannot be “framed purely as problems for
HCI or interaction design issues.” [16, 42] Based on this, she proposes building
bridges to other fields: to existing bodies of environmental data (such as LCA data)
and related theories, methods, and models; to environmental psychology (e.g.,
when designing eco-feedback systems); and, last but not least, to real-world sit-
uations such as negotiating with a municipality.

3.5 Green IT and Green ICT

We use the terms “Green IT” and “Green ICT” interchangeably. The first is more
common, while the second is more consistent with this book’s terminology. We
assume that digital convergence has amalgamated the technologies of computation
and telecommunications to an extent that makes their separation obsolete in this
context.

The term “Green IT” became popular after the publication of a Gartner report
in 2007 [43] and was later joined by “Green Computing,” “Green Software,”
“Green Software Engineering,” and “Green Information Systems (IS).”

S. Murugesan defined “Green IT” in 2008 as “the study and practice of
designing, manufacturing, using, and disposing of computers, servers, and asso-
ciated subsystems [...] efficiently and effectively with minimal or no impact on the
environment.” [44] He identifies the following focus areas [44, p. 26]:

Design for environmental sustainability
Energy-efficient computing

Power management

Data center design, layout, and location
Server virtualization

Responsible disposal and recycling
Regulatory compliance

Green metrics, assessment tools, and methodology
Environment-related risk mitigation
Use of renewable energy sources
Eco-labeling of IT products
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Besides these focus areas, he mentions two additional aspects:

e “Using IT for Environmental Sustainability [...] by offering innovative mod-
eling, simulation, and decision support tools”

e “Using IT to Create Green Awareness” through “tools such as environmental
Web portals, blogs, wikis, and interactive simulations of the environmental
impact of an activity” [44, pp. 32f]

The dichotomy between reducing the footprint of ICT itself and using ICT to
support sustainability has also been called “Green in ICT” versus “Green by ICT”
[45].

Q. Gu et al. develop a “Green Strategy Model” in the IT context that aims to
“provide decision makers with the information needed to decide on whether to
take green strategies and eventually how to align them with their business strat-
egies” [46, p. 62]. This conceptual model differentiates between “green goals”
(which an organization decides to achieve), “green actions” (which should help
achieve a green goal), “action effects” (the ecological effects of the action with
regard to the green goal), and the economic impacts of the action effects. Green
actions are divided into two categories, “greening of IT” and “greening by IT”
[46, p. 65].

In trying to cover both sides of the dichotomy, Green ICT is similar to Sus-
tainable HCI. However, the implicit focus of Green ICT seems to be clearly on the
“Green in ICT” part, if one considers the literature. Highly elaborated definitions
and syllabi for Green ICT, such as the syllabus of the British Computer Society
[47], do not include a “Green by ICT” aspect.

There are good reasons for this. Green ICT researchers seem to have created
“Green by ICT” from scratch to fill a perceived gap in their field, apparently
unaware that this area was already covered by other established fields. The first
“additional aspect” mentioned by Murugesan and cited above, “Using IT for
Environmental Sustainability...,” looks like a definition of EI or CompSust. The
second aspect, “Using IT to Create Green Awareness,” is part of Persuasive
Technologies and Ambient Awareness and thus covered by Sustainable HCI.

The field of Green Information Systems or Green IS [48] has been conceptu-
alized by Loeser and Erek, for example. The field of IS is, as usual, differentiated
from IT by including not only technical infrastructure but also the human activities
within an organization. Green IS is attributed a higher transformation potential
than “classical” Green ICT: “Green IS [...] promise a much greater, organization-
wide potential to measure, monitor, report and reduce the firm’s environmental
footprint, but the transformation of the business with the help of Green IS requires
a holistic long-term strategy.” Green IS strategy is defined as “the organizational
perspective on the investment in, deployment, use and management of information
systems (IS) in order to minimize the negative environmental impacts of IS, IS-
enabled products and services, and business operations.” [48, p. 4]
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Table 3 Overview of the research fields relating ICT to sustainability, their main methods, and
intended contributions to sustainable development

Name of the field

Main methods

Contribution to sustainable development

Environmental Information systems | Monitoring the environment
Informatics Modeling and Understanding complex systems
simulation Data-sharing and consensus-building
Spatial data
processing
Computational Modeling, Decision support for the management of natural

Sustainability

optimization
Constraint reasoning
Machine learning,
etc.

resources
“Balancing” conflicting goals

Sustainable HCI

Empirical HCI
methods

Design research
Methods from other
fields

Longevity of devices
Supporting sustainable lifestyle
Promoting sustainable behavior

Green IT/ICT

IT management
IT engineering
Software
engineering

Reducing the environmental impacts of ICT
hardware and software
(Green by ICT covered by other fields)

ICT for
Sustainability

Assessment methods
(LCA, TA, others)
Empirical methods
(incl. social
sciences)
Scenario-building
Modeling and
simulation

Reducing ICT-induced energy and material
flows

Enabling sustainable patterns of production and
consumption

Understanding and using ICT as a
transformational technology

The software perspective of Green ICT is another important focus. A. Noured-

dine et al. [49] define Green IT from a software perspective as a “discipline con-
cerned with the optimization of software solutions with regards to their energy
consumption” [21, 49]. Their focus is on the environmental impacts caused by
software, mainly CO, emissions related to power consumption. The approach
conceptually includes energy models showing the energy use caused by software in
hardware resources (in particular processors, working memory and hard disks),
power monitoring at runtime, and the use of “power-aware information to adapt
applications at runtime based on energy concerns.” [49, p. 27]

Both the software product and the processes of software engineering can be
developed in the direction of sustainability (see the chapter by Naumann et al. [50]
in this volume). A central question is how sustainability can be defined as a non-
functional requirement [51].
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3.6 ICT for Sustainability

Perhaps the clearest statement of what ICT for Sustainability (ICT4S) means, or
should mean, is the preamble of the recommendations endorsed by the 200 par-
ticipants of the first ICT4S conference held in Zurich in 2013. These
recommendations are published under the title “How to Improve the Contribution
of ICT to Sustainability” in the appendix of the proceedings [2]. The preamble
reads:

The transformational power of ICT can be used to make our patterns of production and
consumption more sustainable. However, the history of technology has shown that
increased energy efficiency does not automatically contribute to sustainable development.
Only with targeted efforts on the part of politics, industry and consumers will it be possible
to unleash the true potential of ICT to create a more sustainable society. [2, p. 284]

ICT4S was not originally intended as a research field. It began as a conference
attended by experts from academia, industry and politics with a common aim:
Harnessing this technology for sustainable development. For this reason, there are
many overlaps between ICT4S and pre-existing fields. ICT4S can be subdivided
1nto:

e Sustainability in ICT: Making ICT goods and services more sustainable over
their whole life cycle, mainly by reducing the energy and material flows they
invoke

e Sustainability by ICT: Creating, enabling, and encouraging sustainable patterns
of production and consumption by means of ICT

Parts of the first aspect are covered by Green ICT, parts of the second by Sus-
tainable HCI and EI. If there is something specific to ICT4S as a field, it is the
critical perspective that challenges every technological solution by assessing its
impact at the societal level: What is the effect of the solution on society at large
— does it have a potential to contribute to sustainable development? In other words,
sustainable development is seen a societal transformation, and technological
impacts are interesting mainly for their transformational aspect.

The methods used in ICT4S are as varied as the disciplines contributing to it.
Due to the critical perspective mentioned above, assessment methods such as
LCA, approaches from Technology Assessment, and others are in use. Empirical
methods from the social sciences are used to study the interactions between
technology design and human behavior. Scenario methods and interdisciplinary
approaches to modeling and simulation are employed to deal with complex
dynamic systems.

ICT4S refers to sustainable development in the sense used by Brundtland, as
defined in Sect. 2 (Definition 2).
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3.7 Further Related Fields

A wide variety of other fields are also related to ICT4S, albeit less closely than the
four areas presented in Sects. 3.2-3.5 above:

e ICT4D: ICT for Development, also known as “Development Informatics,” is
defined as “the application of information and communication technologies for
international development.” [52]

e ICT4EE: ICT for Energy Efficiency, a notion coined by the European Com-
mission as an umbrella term for activities aimed at improving the energy
efficiency in the ICT sector as well as “ways in which the ICT sector can lead
to more energy efficiency in other sectors such as buildings, transport and
energy.” [53]

e Energy Informatics: This field is concerned with “the application of informa-
tion technologies to integrate and optimize current energy assets such as energy
sources, generating and distributing infrastructures, billing and monitoring
systems, and consumers.” [54]

e Sustainable Computing: This field is characterized in the journal of the same
name as “making computing sustainable” and “computing for sustainability—
use of computing to make the world a sustainable place”; it is thus similar to
“Green in ICT” and “Green by ICT” as discussed above, but with a focus on
algorithms. [55]

e Digital Sustainability: This term is used with various meanings. It may refer to
the preservation of digital formats and content [56], to the use of media with
low environmental impact [57], or to open access to information resources. [58]

3.8 ICT4S and Ethics

The normative aspects of ICT4S also connect this field to ethical aspects of
computing. Historically, the discourse on the ethics of computing was initiated at
the international level by IFIP TC9, IFIP’s Technical Committee on ICT and
Society, which still promotes this discussion. IFIP, the International Federation for
Information Processing, was founded in 1960 under the auspices of UNESCO as
the umbrella organization of the national computer societies. IFIP TC9 has con-
tinuously inspired, monitored, and framed the development of national ethics
guidelines and codes of conduct for computer professionals in the national member
societies [59].

A discourse analysis conducted by Lignovskaya [60] on the proceedings of the
“Human Choice and Computers” (HCC) proceedings published by IFIP TC9 in
the period 1974-2012 revealed a number of results regarding sustainability. First
mentioned at the 1998 HCC conference, the relationship between sustainable
development and the information society (or knowledge society) was discussed in
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2002 and more broadly in the three succeeding conferences in 2002, 2006, and
2008. The 2012 proceedings show a surprisingly high frequency of “sustainable x”
terms, in particular “sustainable innovation,” “sustainable business,” “sustainable
growth,” “sustainable computing,” “sustainable consciousness,” and “sustainable
governance,” whose relation to the concept of sustainable development is not
always clear. The term “sustainable development” itself has almost vanished in the
2012 proceedings. A speculative interpretation of this observation is that the con-
cept of sustainable development has been replaced by vague concepts of sustain-
ability. The ICT4S community should therefore contribute clear ideas about the
ethical aspects of sustainable development and the role of ICT in this context.

The results of the overall analysis, which are grouped around the ethical issues
of autonomy and self-determination, responsibility, and distributive justice, are
summarized in [61].

EEIN13

4 Toward a Conceptual Framework for ICT Impacts
on Sustainability

A decade ago, the first author of this chapter was involved in a project by the
European Commission’s Institute for Prospective Technological Studies (IPTS)
that aimed to estimate the positive and negative effects of the “informatization” of
society on environmental indicators. The method employed was to develop a
socio-economic model and so simulate various scenarios with a time horizon of
20 years. The most striking result of the simulations was that the overall impact of
ICT on the environment was small, but it had substantial positive or negative
impact in specific areas. For example, ICT applications for making freight trans-
port more efficient increased the demand for transport (faster and cheaper transport
stimulated demand), whereas utilizing the potential of ICT to dematerialize goods
reduced the total demand for materials, which in turn reduced the demand for
transport. Taken as a whole, such effects tended to cancel each other out."” [62]
The take-home message from the project was that the idea of ICT being either
good or bad for the environment should be combated. Such simplistic beliefs are
actually harmful, as they prevent the formation of policies that would systemati-
cally unleash the positive potential of ICT while inhibiting its negative potential.
Targeted policies of this type can use ICT as a powerful tool to support the
transition toward sustainability. One of the conclusions of the project team was
that “It is [...] essential to design policies that encourage environmentally

15 The ICT applications covered by the model were as follows: “e-business, virtual mobility
(telework, teleshopping, virtual meetings), virtual goods (services partially replacing material
goods), ICT in waste management, intelligent transport systems, ICT in energy supply, ICT in
facility management, ICT in production process management.” [65] See the chapter by Ahmadi
Achachlouei and Hilty [66] in this volume for an update on the model.
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advantageous areas of ICT application, while inhibiting applications that tend to
increase the speed of resource consumption.” [62, p. 61]

This is less surprising than it seems when one considers that ICT currently
impacts on almost every aspect of production and consumption, in many different
ways. The universality and ubiquity of ICT make it necessary to take a closer look
at its interactions with sustainability. Any approach to systematically addressing
ICT in the context of sustainability, be it from a research, policy-making or
innovation perspective, requires a conceptual framework that answers the funda-
mental question: What types of ICT impacts should we be looking for?

There have been many attempts to define such frameworks, as documented in
the annotated bibliography published in the annex of the ICT4S 2013 proceedings
[63]. Below, we present our most recent proposal—the LES model (Sect. 4.2)—
after describing some intermediate steps that led to it (Sect. 4.1).

4.1 The Three-Levels Model

Many authors differentiate between the first-, second- and third-order effects of
ICT, a classification originally introduced by Berkhout and Hertin in a 2001
OECD report [64]:

1. “Direct environmental effects of the production and use of ICTs”

2. Indirect environmental impacts through the change of “production processes,
products, and distribution systems”

3. Indirect environmental impacts “through impacts on life styles and value
systems” [64, p. 2]

This framework has been re-used, re-interpreted and re-labeled many times [63].
Figure 6 shows how it can be combined with a second dimension that distin-
guishes positive from negative impacts, i.e., “ICT as part of the problem” from
“ICT as part of the solution.”'® This matrix was published by the first author of
this chapter in 2008 [67] and revised several times after that. It is intentionally
normative, declaring some effects favorable for sustainability and others unfa-
vorable. We discuss the possible downsides of such a normative approach in
Sect. 4.2 below, and contrast it with a new approach that is purely descriptive.
The matrix contains different categories of ICT effects:

e Level 1 refers to the direct effects of the production, use and disposal of ICT,
effects that can be assessed with a Life-Cycle Assessment (LCA) approach. In
particular, this includes the demand for materials and energy throughout the
whole life cycle. These effects are placed entirely on the negative side as they
represent the cost of providing ICT services.

16 Tt is implicitly assumed that “the problem” here is the fact that sustainable development
(Definition 2) does not currently exist.
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Fig. 6 A matrix of ICT effects, based on [67]

Level 2 refers to the enabling effects of ICT services, or the effects of applying
ICT. Two of them are attributed to the “problem” side, two to the “solution”
side:

— Induction effect: ICT stimulates the consumption of another resource (e.g., a
printer stimulates the consumption of paper as it uses it faster than a
typewriter).

— Obsolescence effect: ICT can shorten the useful life of another resource due
to incompatibility (e.g., a device that is no longer supported by software
updates is rendered obsolete).

— Substitution effect: The use of ICT replaces the use of another resource
(e.g., an e-book reader can replace printed books, which is positive if it
avoids the printing of a sufficiently large number of books)."”

— Optimization effect: The use of ICT reduces the use of another resource
(e.g., less energy is used for heating in a smart home that knows where the
people who live in it are located, which windows are open, what weather is
forecast, etc.).

Level 3 refers to the systemic effects, i.e. the long-term reaction of the dynamic
socio-economic system to the availability of ICT services, including behavioral
change (life styles) and economic structural change. On the negative side,
rebound effects prevent the reduction of total material resource use despite
decoupling (see Sect. 2.4) by converting efficiency improvements into addi-
tional consumption, and new risks may emerge, for example due to the vul-
nerability of ICT networks. On the positive side, ICT has the potential to
support sustainable patterns of production and consumption.

17 For a detailed discussion of this example, see the chapter by Coroama et al. [13] in this
volume.
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Why is an induction effect not considered a rebound effect? The difference is one
of perspective: An induction effect is the increase in the consumption of a specific
resource as a consequence of applying ICT, viewed at the micro level. The
rebound effect is the aggregated result of many processes interacting in a way that
leads to increased consumption, viewed at the macro level. The same question
could be asked with regard to substitution (or optimization) and sustainable pro-
duction and consumption patterns.

The fact that these distinctions are not immediately clear reveals a weakness in
the framework, namely that it mixes up levels of abstraction and categories of
effects. If we understand Level 2 to be the economic micro-level—i.e., referring to
substitutions and other ICT-related actions taking place in firms and private
households—it is not determined what the aggregated effect of these actions will
be at the macro-level. This is because the actions that we are describing in iso-
lation are not actually isolated: In reality, they interact closely with each other via
markets and other mechanisms of social coordination. The rebound effect is thus
not an effect on the macro-level, but a concept related to the relationship between
micro- and macro-level descriptions.

This criticism calls into question the whole idea of postulating normative cat-
egories of effects, at least at the micro-level. No substitution or optimization effect
can be categorized as “sustainable” (or more precisely, conducive to sustainable
development) a priori, as no induction or obsolescence effect can be considered
“unsustainable” or harmful with regard to sustainable development a priori.
Sustainable development (Definition 2) is defined on a global level, which implies
that any analysis or assessment must ultimately take a macro-level perspective.
Isolated actions cannot be considered part of the problem, nor part of the potential
solution, unless there is a procedure in place for systematically assessing the
macro-level impacts of micro-level actions.

4.2 The LES Model

The new model presented below builds on the matrix approach discussed above
(Sect. 4.1), but with the following improvements:

It avoids normative assumptions and tries to be purely descriptive.
It connects better to production theory by reducing optimization to substitution.
e It connects better to the sociological structuration theory by using the dualism
of action and structure.
e [t can be extended, as it does not attempt to categorize all the possible effects of
ICT.

We call our new model the “LES model,” LES standing for the three levels of
impact: Life-cycle impact, Enabling impact, and Structural impact. Structural
impact represents the highest level of abstraction and thus comes at the top of the
diagram (see Fig. 7). However, we shall describe the levels of impact starting with
the lowest level first and moving upward.
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Fig. 7 The LES model

Level 1, Life-Cycle Impact. This refers to the effects caused by the physical
actions needed to produce the raw materials for ICT hardware, to manufacture ICT
hardware, to provide the electricity for using ICT systems (including the electricity
for non-ICT infrastructures, such as cooling), to recycle ICT hardware, and finally
to dispose of non-recycled waste. The total impact is then allocated to a functional
unit of the service it produces during the use phase.

The method of choice for assessing life-cycle impacts is Life-Cycle Assessment
(LCA). LCA connects the action of providing ICT to the use of natural resources.
In some cases, it may be necessary to include an assessment of social impacts, for
example the social impact of the mining activities required to produce the raw
materials, or the social impact of informal recycling.
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Fig. 8 Process optimization, media substitution, and externalization of control, explained as
resource substitution: A material resource can be partially replaced by an immaterial resource
(process optimization); the medium of an immaterial resource can be replaced by another
medium (media substitution); and the content of an immaterial resource can be replaced by
content provided from an external source (externalization of control)

In many practical cases, it may be sufficient simply to assess the energy
consumption during the use phase in detail, and use default estimates for the
production and end-of-life treatment.

Level 2, Enabling Impact. This refers to actions that are enabled by the
application of ICT. In the context of sustainability, it is important to understand the
effects of these actions on resource use. We therefore view all actions as processes
of production or consumption. All impacts of ICT will be viewed as special types
of substitution, thus linking the LES model to the definition of substitutability
given further above (see Sect. 2.2, Definition 4).

The model differentiates between three types of enabling impact, each of which
is based on substitution and can occur in both production and consumption: pro-
cess optimization, media substitution, and externalization of control. Note that
these three impacts occur in several places in the central part of Fig. 7.

These enabling impacts can be defined as special types of resource substitution
in the following manner (see also Fig. 8):

e Process optimization as substituting an immaterial for a material resource
e Media substitution as substituting one material resource for another
e Externalization of control as substituting one immaterial resource for another
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We discuss this in more detail below.

Process Optimization. All processes that have a purpose can be optimized by
making use of information. Information is used to reduce the use of another
resource by the process. This applies to production processes in businesses as well
as to consumption by private households.'® For example, a taxi driver may use a
satellite navigation system to optimize the route taken when driving someone from
A to B. If the driver of a private vehicle uses the same system to produce the same
service for him- or herself, the optimization effect is essentially the same. In this
sense, we may view process optimization as a category of enabling impact that
applies to both production and consumption.

Process optimization is based, whether explicitly or implicitly, on an objective
function that specifies the input resource that is to be minimized. According to
production theory, this input resource may be labor, capital, or a natural resource
(e.g., energy). Following the distinction between material and immaterial resources
given in Sect. 2.2, these are all material resources. We can therefore view process
optimization, which makes use of information, as substituting immaterial for mate-
rial resources. At the same time, there may also be substitution between different
material resources, depending on the objective function. The typical case here is
industrial automation, which reduces labor at the cost of capital, energy, and infor-
mation. However, it is also possible to substitute information for energy or time
(without increasing energy use) within certain limits. Spreng’s triangle, which
describes the fundamental interactions between time, energy, and information, pro-
vides a basic framework for analyzing these substitutions (see [18], in this volume). 19

Process optimization can occur either at a level where people are involved (e.g.,
organizational changes in production, behavioral changes in consumption) or at a
purely technological level by making physical changes (see Fig. 7). For example,
introducing sensors to control the lights in a building represents an optimization of
the lighting process, one that does not involve organizational or behavioral change.

Media Substitution. As stated before, immaterial resources need a material
resource as a substrate or medium. The prototypical enabling impact of ICT is the
substitution of a digital electronic medium for the medium that was used previ-
ously. For example, public utilities may replace printed invoices sent by traditional
mail with electronic invoices sent via the Internet. Although this is often referred
to as “dematerialization,” it actually involves substituting one material resource
with another material resource. Whether this contributes to dematerialization as

'8 Consumption processes are often similar to production processes, and can be viewed as
“household production” (except for the last step, i.e., the consumption of the final good or
service). For example, when baking a cake, a consumer transforms commodities purchased on the
market into the final good, which is then consumed.

' Note that this terminology differs from that introduced in Sect. 4.1, which treats optimization
and substitution as distinct concepts. In the LES model, process optimization is instead regarded
as a special type of substitution.
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we define it (i.e., as a special case of decoupling; see Sect. 2.4) is a question that
requires systematic assessment in specific cases.””

Externalization of Control. Whenever a process requires information as one of its
inputs, it is possible to externalize control over that process. If the information
previously came from an internal source (i.e., from within the organization or
household), this source can be replaced or complemented by an external source.
Typically, this is enabled by a prior media substitution. For example, if a heating
system is connected to the Internet, it can be controlled externally. This has the
potential to lead to further optimizations (e.g., energy savings, remote mainte-
nance), but also opens the door to possible misuse of data.

External control does not have to take place in real time. The distribution of
software products has always represented a sort of external control over the system
executing the software. In just the last few decades, update cycles have changed
from years to days, and web-based applications are now close to real-time control.

Two effects of the “part of the problem” side of the matrix (Fig. 6), namely
obsolescence and emerging risks, can be explained by the externalization of
control. These two effects partially overlap:

e Obsolescence can occur if the provider of an external information resource has
a monopoly on that resource and stops providing it; the customer’s process is
“no longer supported” and the capital attached to it devalued.”!

e The fact that the external source of control can affect internal material
resources creates the potential for misuse. In principle, external control can be
used to create obsolescence by means of physical effects or for unwanted
interference by third parties (as in the case of Stuxnet).

e The factual vulnerability of the ICT infrastructure creates risks for any system
with external control.

Level 3, Structural Impact. The third level of the LES model refers to ICT
impacts that lead to persistent changes observable at the macro level. Structures
emerge from the entirety of actions at the micro level and, in turn, influence these
actions. We focus here on two types of social structures: economic structures that
emerge through the accumulation of capital, and institutions. Institutions, in the
wider sense, include anything immaterial that shapes action, that is to say law,
policies, social norms, and anything that can be regarded as the “rules of the game.”

Structural Change. Structural change in general is any transition of economic
structures. Two ongoing transitions connected to ICT are relevant for our dis-
cussion: dematerialization and the networked economy.

20 Examples of such assessments are given in the chapters by Coroama et al. [13] and by
Hischier and Wéger [12] in this volume.

2! Note that we are not claiming that this is the only mechanism that can promote obsolescence,
but it is the one most likely to occur as an impact of ICT. This impact is not restricted to ICT
devices but can also affect other products with embedded ICT (e.g., a blind control system).
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We have defined dematerialization as a special case of decoupling (see
Sect. 2.4). It can be viewed as a necessary but insufficient condition for sustainable
development. In broad terms, dematerialization is the aggregate result of many
process optimizations and media substitutions, moderated by rebound effects.

The networked economy is a new mode of production that has emerged with the
appearance of the Internet and, in particular, Web 2.0 technologies. “The funda-
mental unit of such an economy is not the corporation but the individual. Tasks
aren’t assigned and controlled through a stable chain of management but rather are
carried out autonomously by independent contractors.” [68] This development may
be relevant for sustainability in two ways. First, it may change the patterns of
resource use in production in general. Second, it may be used specifically for pro-
jects aimed at contributing to sustainability—as in the case of MIT’s Climate
Co-Lab [69]—with the potential to tap the “wisdom of crowds.” [70].

Institutions. To be relevant for sustainable development, institutional change
usually involves environmental and development policies. These two types of
policies are both crucial if society is to succeed in making sustainable use of the
planet and meeting the needs of humanity.

ICT is indirectly involved in this through its key role in environmental moni-
toring and research, which shapes our view of the environment. ICT-based envi-
ronmental information systems also support the implementation of environmental
policies and regulations. In addition, ICT plays an important role in development,
for example by providing people living in poverty who do not have bank accounts
with alternative systems for carrying out financial transactions.

In a networked society, communication is more efficient and social norms
evolve faster. This is conducive to the development of social norms related to
sustainability, norms that are based on environmental and social awareness.

Extendability of the LES Model. The list of ICT impacts in the LES model is
not intended to be exhaustive. Although we have tried to build the conceptual
structure around a minimal set of basic concepts (material and immaterial
resources, substitution, production, consumption, economic structure, institution),
we are fully aware that, in reality, the world is more complex.

At Levels 2 and 3, where we could not draw upon an established methodology
(unlike at Level 1), we have included “residual categories” at five different points:

e Level 2, other organizational change: Besides business process optimization, ICT
can induce many organizational changes in production (e.g., flexible work patterns).

e Level 2, other behavioral change: This covers persuasive technologies, sus-
tainable interaction design, and, more generally, research into social practices
and lifestyles and their transformation.

e Level 2, other technological change: Some effects of ICT besides process
optimization, media substitution, and externalization of control can potentially
be implemented directly at the physical level.

e Level 3, other structural change: Economic structures may change in an ICT-
based society in ways other than dematerialization and the network economy.
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Fig. 9 The chapters of this book mapped onto the LES model (see Fig. 7 for a larger view of the

model)

Issues such as intellectual property rights linked to media substitution may
trigger a structural change in other directions.

e Level 3, other institutional change: Besides environmental policies, develop-
ment policies, and social norms specifically connected to the issue of sus-
tainability, many other institutional developments (e.g., ideological or religious
developments) may be relevant for sustainable development.

5 Organization of This Book

This book is organized in five parts, as follows:

e Part I consists of three chapters introducing the topic of the book from different

perspectives.
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Part II presents research into energy-related aspects of the ICT life cycle.
Part IIT presents research into material aspects of the ICT life cycle.

Part IV contains a collection of concepts, perspectives, and case studies on the
enabling impact of ICT at the micro-level, including a number of assessments
of aggregated effects.

Part V consists of three chapters presenting frameworks and models for the link
between the micro- and the macro-level.

In Fig. 9, we have attempted to map chapters to relevant parts of the LES model.
Readers can use this map as a guide to identifying which chapters may be of
greater interest to them. The map also reveals at least one “blind spot,” Level 3:
structural impact. Future research into ICT for sustainability should work more
closely with the social sciences (including economics), so as to capture the full
interaction between enabling impacts and the evolution of social structures.

References

—_

. ICT4S, ICT for Sustainability. http://ict4s.org/ (2014). Accessed 2 June 2014

2. Hilty, L.M., Aebischer, B., Andersson, G., Lohmann, W. (eds.): ICT4S 2013: Proceedings of

10.

11.

12.

the First International Conference on Information and Communication Technologies for
Sustainability, ETH Zurich, 14-16 February 2013

. Stevenson, A., Lindberg, C.A. (eds.): New Oxford American Dictionary, 3rd edn. Oxford

University Press, Oxford (2010)

. Von Carlowitz, H.C.: Sylvicultura oeconomica. Anweisung zur wilden Baum-Zucht Leipzig.

Braun, Leipzig (1713). (Reprint: Irmer, K., KieBling, A. (eds.), Remagen, Kessel Verlag
2012)

. Dobson, A.: Environmental sustainabilities: an analysis and a typology. Environ. Politics

5(3), 401-428 (1996)

. WCED: World Commission on Environment and Development: Our Common Future.

Oxford University Press, Oxford (1987)

. Christen, M.: A theory of the good for a conception of sustainability. In: The Sixteenth

Annual International Sustainable Development Research Conference. Conference
Proceedings, Hong Kong (2010)

. Bevir, M.: Governance: A Very Short Introduction. Oxford University Press, Oxford (2013)
. Global Footprint Network. http://www.footprintnetwork.org/en/index.php/GFN/page/

footprint_basics_overview/ (2014). Accessed 2 June 2014

European Commission: Beyond GDP. Measuring progress, true wealth, and the well-being of
nations. http://ec.europa.eu/environment/beyond_gdp/index_en.html (2014). Accessed 2 June
2014

Hischier, R., Coroama, V.C., Schien, D., Ahmadi Achachlouei, M.: Grey energy and
environmental impacts of ICT hardware. In: Hilty, L.M., Aebischer, B. (eds.) ICT
Innovations for Sustainability. Advances in Intelligent Systems and Computing, vol. 310,
pp. 171-189. Springer, Switzerland (2015)

Hischier, R., Wiger, P.A.: The transition from desktop computers to tablets: a model for
increasing resource efficiency? In: Hilty, L.M., Aebischer, B. (eds.) ICT Innovations for
Sustainability. Advances in Intelligent Systems and Computing, vol. 310, pp. 243-256.
Springer, Switzerland (2015)


http://ict4s.org/
http://www.footprintnetwork.org/en/index.php/GFN/page/footprint_basics_overview/
http://www.footprintnetwork.org/en/index.php/GFN/page/footprint_basics_overview/
http://ec.europa.eu/environment/beyond_gdp/index_en.html

34

13

14.

15.

16.

17.

18.

19.
20.

21.

22.

23

24.

25.

26.

217.

28.

29.

30.
31.

L.M. Hilty and B. Aebischer

. Coroama, V.C., Moberg, A., Hilty, L.M.: Dematerialization through electronic media? In:

Hilty, L.M., Aebischer, B. (eds.) ICT Innovations for Sustainability. Advances in Intelligent
Systems and Computing, vol. 310, pp. 405—421. Springer, Switzerland (2015)
Fischer-Kowalski, M., Swilling, M., von Weizsicker, E.U., Ren, Y., Moriguchi, Y., Crane,
W., Krausmann, F., Eisenmenger, N., Giljum, S., Hennicke, P., Romero Lankao, P., Siriban
Manalang, A.: Decoupling natural resource use and environmental impacts from economic
growth. A Report of the Working Group on Decoupling to the International Resource Panel.
UNEP (2011)

Aebischer, B., Hilty, L.M.: The energy demand of ICT: a historical perspective and current
methodological challenges. In: Hilty, L.M., Aebischer, B. (eds.) ICT Innovations for
Sustainability. Advances in Intelligent Systems and Computing, vol. 310, pp. 71-103.
Springer, Switzerland (2015)

Hennicke, P., Sewerin, S.: Decoupling GDP Growth (‘Quality of Life’) from Resource Use:
Achievements and Shortcomings of ‘Strategic Governance‘ in Germany (On behalf of the
International Panel for Sustainable Resource Management, January2009) Wuppertal Institute
for Climate, Environment and Energy, Wuppertal

Som, C., Hilty, L.M., Kohler, A.R.: The precautionary principle as a framework for a
sustainable information society. J. Bus. Ethics 85(3), 493-505 (2009)

Spreng, D.: The interdependency of energy, information, and growth. In: Hilty, L.M.,
Aebischer, B. (eds.) ICT Innovations for Sustainability. Advances in Intelligent Systems and
Computing, vol. 310, pp. 425-434. Springer, Switzerland (2015)

MacKay, D.J.C.: Sustainable Energy—Without the Hot Air. UIT, Cambridge (2009)
Robinson, H.W., Knight, D.E. (eds.) Cybernetics, Artificial Intelligence, and Ecology:
Proceedings of the Fourth Annual Symposium of the American Society of Cybernetics.
Spartan Books, New York (1972)

Galler, S.R.: The knowledge-transfer problem and its contribution to the environmental crisis.
In: Robinson, H.W., Knight, D.E. (eds.) Cybernetics, Atrtificial Intelligence, and Ecology:
Proceedings of the Fourth Annual Symposium of the American Society of Cybernetics,
pp. 283-290. Spartan Books, New York (1972)

Gorschboth, F.F.: Environmation. In: Robinson, H.W., Knight, D.E. (eds.) Cybernetics,
Artificial Intelligence, and Ecology: Proceedings of the Fourth Annual Symposium of the
American Society of Cybernetics, pp. 291-302. Spartan Books, New York (1972)

. Radermacher, F.-J., Riekert, W.-F., Page, B., Hilty, L.M.: Trends in Environmental

Information Processing. IFIP Transactions A: Computer Science and Technology (A-52),
pp 597-604 (1994)

Hilty, L.M., Rautenstrauch, C.: Environmental management information systems for
production and recycling. In: Swayne, D., Denzer, R., Schimak, G. (eds.). In: Proceedings
ISESS, 2nd International Symposium on Environmental Software Systems (ISESS), Whistler,
Canada, pp. 21-29. New York, Chapman & Hall (1997)

Avouris, N., Page, B. (eds.): Environmental Informatics: Methodology and Applications of
Environmental Information Processing. Kluwer Academic Publishers, Dordrecht (1995)
Labelle, R., Ludwig, K., Rodschat, R., Vetter, T.: ICTs for e-Environment—Guidelines for
Developing Countries, with a Focus on Climate Change. International Telecommunications
Union (ITU). http://www.itu.int/ITU-D/cyb/app/e-env.html (2008). Accessed June 2014
Zapico, J.L., Brandt, N., Turpeinen, M.: Environmental metrics: the main opportunity from
ict for industrial ecology. J. Ind. Ecol. 14(5), 703-706 (2010)

Frew, J., Dozier, J.: Environmental informatics. Annu. Rev. Environ. Resour. 37, 449-472
(2012)

Page, B., Wohlgemuth, V.: Advances in Environmental Informatics: Integration of Discrete
Event Simulation Methodology with ecological Material Flow Analysis for Modelling eco-
efficient Systems. Procedia Environ. Sci. 2, 696-705 (2010)

ICT-ENSURE. http://www.ict-ensure.eu/en (2014). Accessed 2 June 2014

Envirolnfo. http://enviroinfo.eu/de/events/conference (2014). Accessed 2 June 2014


http://www.itu.int/ITU-D/cyb/app/e-env.html
http://www.ict-ensure.eu/en
http://enviroinfo.eu/de/events/conference

ICT for Sustainability: An Emerging Research Field 35

32.

33.

34.

35

37.

38

39.

40.
41.
4.
43.
44,
45.

46.

47.

48

49.

50.

51.

52.

53.

54.

ISESS, International Symposium on Environmental Software Systems. http://www.
isess2013.org/ (2013). Accessed 2 June 2014

ITEE, International Conference on Information Technologies in Environmental Engineering.
http://www.itee2013.org/ (2013). Accessed 2 June 2014

iEMSs, International Environmental Modelling and Software Society. http://www.iemss.org/
society/ (2014). Accessed 2 June 2014

. ICS. http://www.computational-sustainability.org/ (2014). Accessed 2 June 2014
36.

Gomes, C.P.: Computational sustainability: computational methods for a sustainable
environment, economy, and society. The Bridge 39(4), 5-13 (2009)
Sedghi, A.: Computational sustainability: a modern collaborative approach to sustainable
development. http://www.carbontalks (2013). Accessed 2 June 2014

. Blevis, E.: Sustainable interaction design: invention & disposal, renewal & reuse. In: CHI

2007 Proceedings of the SIGCHI Conference on Human Factors in Computing Systems,
pp- 503-512

Mankoff, J., Blevis, E., Borning, A., Friedman, B., Fussell, S. R., Hasbrouck, J., Woodruff,
A., Sengers, P.: Environmental sustainability and interaction. In: CHI Extended Abstracts,
pp. 2121-2124 (2007)

Hischier, R.: Okobilanz von Tragtaschen. EMPA. http://www.sf.tv/webtool/data/pdf/
kassensturzsendungsartikel/20090825-tragtaschen.pdf (2008). Accessed 2 June 2014
DiSalvo, C.F., Sengers, P., Brynjarsdoéttir, H.: Mapping the landscape of sustainable HCI. In:
CHI 2010 Proceedings of the SIGCHI Conference on Human Factors in Computing Systems,
pp. 1975-1984

Huang, E.M.: Building outwards from sustainable HCI. Interactions 18(3), 14—17 (2011)
Mingay, S.: Green IT: The New Industry Shock Wave. Gartner, Stamford (2007)
Murugesan, S.: Harnessing green it: principles and practices. IT Prof. 10(1), 24-32 (2008)
Hilty, L.M., Lohmann, W., Huang, E.M.: Sustainability and ICT—an overview of the field.
Notizie di Politeia 27(104), 13-28 (2011)

Gu, Q., Lago, P., Potenza, S.: Aligning economic impact with environmental benefits: a green
strategy model. In: First International Workshop on Green and Sustainable Software
(GREENS), Zurich (2012), pp. 62-68

British Computer Society: Green IT Syllabus. Version 2.5. ISEB qualification from BCS.
http://certifications.bcs.org/category/15612 (2010). Accessed 20 July 2011

. Loeser F., Erek, K., Zarnekow, R.: Towards a typology of green is strategies: insights from

case study research. In: Proceedings Thirty Third International Conference on Information
Systems, Orlando (2012)

Noureddine, A., Bourdon, A., Rouvoy, R., Seinturier, L.: A preliminary study of the impact
of software engineering on greenit. In: First International Workshop on Green and
Sustainable Software (GREENS), Zurich 2012, pp. 21-27

Naumann, S., Kern, E., Dick, M., Johann, T.: Sustainable software engineering: process and
quality models, life cycle and social aspects. In: Hilty, L.M., Aebischer, B. (eds.) ICT
Innovations for Sustainability. Advances in Intelligent Systems and Computing, vol. 310,
pp- 191-205. Springer, Switzerland (2015)

Raturi, A., Penzenstadler, B., Tomlinson, B., Richardson, D.: Developing a sustainability non
functional requirements framework. In: GREENS—3rd International Workshop on Green
and Sustainable Software. Hyderabad, India (2014)

Heeks, R.: The ICT4D 2.0 Manifesto: where next for icts and international development?
development informatics group, University of Manchester, UK. http://www.sed.manchester.ac.
uk/idpm/research/publications/wp/di/documents/di_wp42.pdf (2009). Accessed 2 June 2014
European Commission Information Society: The ICT4EE Forum. http://ec.europa.
eu/information_society/activities/sustainable_growth/ict4ee_forum/index_en.htm (2014).
Accessed 2 June 2014

USCEI, The USC Energy Institute: Energy Informatics. http://energy.usc.edu/research/
energy_systems/energy_informatics.html (2014). Accessed 2 June 2014


http://www.isess2013.org/
http://www.isess2013.org/
http://www.itee2013.org/
http://www.iemss.org/society/
http://www.iemss.org/society/
http://www.computational-sustainability.org/
http://www.carbontalks
http://www.sf.tv/webtool/data/pdf/kassensturzsendungsartikel/20090825-tragtaschen.pdf
http://www.sf.tv/webtool/data/pdf/kassensturzsendungsartikel/20090825-tragtaschen.pdf
http://certifications.bcs.org/category/15612
http://www.sed.manchester.ac.uk/idpm/research/publications/wp/di/documents/di_wp42.pdf
http://www.sed.manchester.ac.uk/idpm/research/publications/wp/di/documents/di_wp42.pdf
http://ec.europa.eu/information_society/activities/sustainable_growth/ict4ee_forum/index_en.htm
http://ec.europa.eu/information_society/activities/sustainable_growth/ict4ee_forum/index_en.htm
http://energy.usc.edu/research/energy_systems/energy_informatics.html
http://energy.usc.edu/research/energy_systems/energy_informatics.html

36

55

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

L.M. Hilty and B. Aebischer

. Ahmad, Ishfaq: Editorial: the first issue of sustainable computing: informatics and systems.

Sustain. Comput. Inf. Syst. 1(1): 1-6 (2011). ISSN 2210-5379. http://dx.doi.org/10.1016/j.
suscom.2010.11.001

Wikipedia contributors: Digital preservation. Wikipedia, The Free Encyclopedia. http://en.
wikipedia.org/w/index.php?title=Digital_preservation&oldid=608563894 (2014). Accessed 2
June 2014

The Guardian: Digital sustainability: What it means for the Guardian. http://www.
theguardian.com/sustainability/sustainability-report-2012-digital-sustainability (2014).
Accessed 2 June 2014

Hillenius, G.: CH: parliamentarians begin group on digital sustainability. https://joinup.ec.
europa.eu/news/ch-parliamentarians-begin-group-digital-sustainability (2009). Accessed 2
June 2014

International Federation for Information Processing. http://www.ifip.org/ (2014). Accessed 2
June 2014

Lignovskaya, E.: Human choice and computers 1974-2012. Eine Diskursanalyse mit Hilfe
lexikometrischer Verfahren. Facharbeit im Fach Wirtschaftsinformatik am Institut fiir
Informatik. Universitét Ziirich (2013)

Hilty, L.M.: Ethical issues in ubiquitous computing—three technology assessment studies
revisited. In: Kinder-Kurlanda, K., Ehrwein, C. (eds.) Ubiquitous Computing in the
Workplace: What Ethical Issues? Springer, Heidelberg (2014) (in press)

Hilty, L.M., Wiger, P., Lehmann, M., Hischier, R., Ruddy, T., Binswanger, M.: The future
impact of ICT on environmental sustainability. Fourth Interim Report—Refinement and
Quantification. Institute for Prospective Technological Studies (IPTS), Sevilla (2004)
Hilty, L.M., Lohmann, W.: An annotated bibliography of conceptual frameworks in ict for
sustainability. In: Hilty, L.M., Aebischer, B., Andersson, G., Lohmann, W. (eds.) ICT4S
2013: Proceedings of the First International Conference on Information and Communication
Technologies for Sustainability, ETH Zurich, pp. 288-300. 14-16 Feb 2013. E-Collection
ETH Institutional Repository. DOI:10.3929/ethz-a-007337628

Berkhout, F., Hertin, J.: Impacts of information and communication technologies on
environmental sustainability: speculations and evidence. Report to the OECD. http://www.
oecd.org/dataoecd/4/6/1897156.pdf (2001). Accessed 2 June 2014

Hilty, L.M., Arnfalk, P., Erdmann, L., Goodman, J., Lehmann, M., Wiger, P.A.: The
relevance of information and communication technologies for environmental sustainability—
a prospective simulation study. Environ. Model Softw. 21, 1618-1629 (2006)

Ahmadi Achachlouei, M., Hilty, L.M.: Modeling the impacts of ICT on environmental
sustainability: revisiting a system dynamics model developed for the European Commission.
In: Hilty, L.M., Aebischer, B. (eds.) ICT Innovations for Sustainability. Advances in
Intelligent Systems and Computing, vol. 310, pp. 449-474. Springer, Switzerland (2015)
Hilty, L.M.: Information Technology and Sustainability. Essays on the Relationship between
ICT and Sustainable Development. Books on Demand, Norderstedt (2008)

Malone, T.W., Laubacher, R.J.: The dawn of the E-lance economy. Harvard Bus. Rev. 76(5),
144-152 (1998)

Climate CoLab: http://climatecolab.org/ (2014). Accessed 2 June 2014

Surowiecki, J.: The Wisdom of Crowds: Why the Many Are Smarter Than the Few and How
Collective Wisdom Shapes Business, Economies, Societies and Nations. Doubleday, New
York (2004)

Huber, M.Z., Hilty, L.M.: Gamification and sustainable consumption: overcoming the
limitations of persuasive technologies. In: Hilty, L.M., Aebischer, B. (eds.) ICT Innovations
for Sustainability. Advances in Intelligent Systems and Computing, vol. 310, pp. 367-385.
Springer, Switzerland (2015)


http://dx.doi.org/10.1016/j.suscom.2010.11.001
http://dx.doi.org/10.1016/j.suscom.2010.11.001
http://en.wikipedia.org/w/index.php?title=Digital_preservation&oldid=608563894
http://en.wikipedia.org/w/index.php?title=Digital_preservation&oldid=608563894
http://www.theguardian.com/sustainability/sustainability-report-2012-digital-sustainability
http://www.theguardian.com/sustainability/sustainability-report-2012-digital-sustainability
https://joinup.ec.europa.eu/news/ch-parliamentarians-begin-group-digital-sustainability
https://joinup.ec.europa.eu/news/ch-parliamentarians-begin-group-digital-sustainability
http://www.ifip.org/
http://dx.doi.org/10.3929/ethz-a-007337628
http://www.oecd.org/dataoecd/4/6/1897156.pdf
http://www.oecd.org/dataoecd/4/6/1897156.pdf
http://climatecolab.org/

The Energy Efficiency Benefits
and the Economic Imperative
of ICT-Enabled Systems

John A. Skip Laitner

Abstract The global economy is not particularly energy-efficient. At current levels
of consumption, we now waste about 86 % of the energy now used to maintain
economic activity. This magnitude of waste imposes huge costs that constrain the
robustness of the world economy. At the same time, however, there is an array of
untapped cost-effective energy efficiency resources that can restore both energy
and economic efficiency. Information and Communication Technologies (ICT) may
be the key to unlocking that potential.

Keywords Information and communication technologies - Energy efficiency -
Energy productivity

1 Introduction

In his speech “The American Scholar,” philosopher Ralph Waldo Emerson noted
an ancient oracle that said, “All things have two handles: beware of the wrong
one” [1]. The continuing debate about ensuring an adequate supply of low-cost
energy may be grabbing for the wrong handle. In a similar way, thinking about
Information and Communication Technologies (ICT) merely as an emerging high
tech market phenomenon may also be grabbing the wrong handle. It turns out that
improvements in energy efficiency are critical drivers of a more robust and sus-
tainable economy. At the same time, ICT devices, appliances, and networks may
be the key to unlocking a more energy-efficient future.

All interactions of matter involve flows of energy. This is true whether they
have to do with earthquakes, the movement of the planets, or the various biological
and industrial processes at work anywhere in the world. Within the context of a
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regional or national economy, the assumption is that energy should be used as
efficiently as possible. An industrial plant working two shifts a day 6 days a week
for 50 weeks per year, for example, may require more than one million U.S.
dollars (USD) per year in purchased energy if it is to maintain normal operations.
An average American household may spend USD 2,000 or more per year for
electricity and natural gas to heat, cool, and light the home as well as to power all
of the appliances and devices within the house. And an over-the-road trucker may
spend USD 1,500 on fuel to haul a load of freight 4,800 km from Quebec to Los
Angeles. Regardless of either the scale or the kind of activity, a more energy-
efficient operation can lower overall costs for the manufacturing plant, for the
household, and for the trucker. The question is whether the annual energy bill
savings are worth either the cost or the effort that might be necessary to become
more energy-efficient?’

In one sense of the word, the global economy is hugely energy inefficient. At
current levels of consumption, for example, the U.S. economy converts only 14 %
of the total energy it uses into economic activity. This means that the United States
is now wasting 86 % of its available energy resources [2].> With a similar level of
energy intensity as the U.S. now maintains, the world economy is an anemic 14 %
energy efficient. Drawing from the international energy statistics published by the
U.S. Energy Information Administration (EIA) [4], the working estimate for
Europe and Japan suggests that they are only marginally better at 18-20 % energy-
efficient. That means, they continue to waste as much as 80-82 % of all the energy
that that they consume.

Because of that very significant level of inefficiency around the world, many in
the business and the policy community increasingly look to energy efficiency
improvements as cost-effective investments to reduce waste and cut costs. One
current example of this win—win opportunity is the advent of energy service
companies (ESCQO’s) that save energy for clients, but at no upfront cost to the
clients, while making a profit for themselves. As an example, the International
Energy Agency (IEA) reports levels of ESCO spending that have grown from USD
1 billion in 2000 to USD 7 billion in 2011. This is an average annual growth rate of
20 %. Indeed, ESCOs are now active in close to 50 countries globally [5].

Perhaps more interesting, according to the IEA the annual routine investments
for building and industry energy efficiency improvements are up to USD 300
billion globally in 2011. The IEA indicates this magnitude of annual spending on
energy efficiency upgrades is at a scale that is similar to renewable energy and
fossil fuel power sector investments. The reduced energy demand stemming from
energy efficiency over the past decades is larger than any other single supply-side
energy source for a significant share of IEA member countries. This, the IEA
suggests, is driving energy efficiency to be our “first fuel” [5].

' The mentioned examples of energy expenditures are derived from several calculations by the
author.

2 Laitner [2] builds on an updates work published by Ayres and War [3].
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2 Historical Impact of Energy Efficiency

In many ways energy efficiency has been a continuing but also a seemingly
invisible resource. Unlike a new power plant or a new oil well, we do not see
energy efficiency immediately at work. A new car that uses 9.4 1 per 100 km
(25 miles per gallon), for example, may not seem all that much different than a car
that requires only 4.7 1/100 km (50 miles per gallon). And yet, the first car may
consume ~ 250 gallons of gasoline to go 10,000 km in a single year while the
second car, depending on how it is driven, may need only half that amount.
In effect, energy efficiency in this example is the energy we do not use to travel
10,000 km per year. More broadly, energy efficiency may be thought of as the
cost-effective investments in the energy we do not use either to produce some
amount goods and services within the economy. Within that context we can ask
how energy efficiency might compare to conventional energy resources.

Comparing economic activity over the period 1970 through 2010, the size of the
global economy grew by about 3.9 times. Energy use, on the other hand, grew by
only 2.4 times over that same period. In effect, the decoupling of economic growth
and energy consumption was the result of increased energy productivity: in short,
the ability to produce more goods and services, but doing so with less energy (and
other resources). In a complementary analysis by the author, using a variety of
IEA, EIA, and other available data, it appears that energy efficiency measures
provided about one-half of the new demand for energy-related energy services
over that 40-year time span. At the same time, analysis of 11 of the IEA member
countries for which suitable data are available, indicates that between 1974 and
2010, energy efficiency was the single largest new energy resource that was
brought online in that period (see Fig. 1).

According to the IEA assessment, the avoided energy over the 36-year period
was equal to 65 % of the total final consumption of energy in 2010. Over this time
horizon, energy efficiency reduced growth in energy consumption to just 20 % of
the 1974 levels. Said differently, without energy efficiency improvements, energy
consumption would have increased by 93 %.

Having achieved these past gains, with an often ad hoc approach to energy
efficiency improvements, there is compelling evidence to suggest that even greater
energy productivity benefits can be achieved. Moreover, the evidence suggests that
significant gains are not only possible, but they will be cost-effective as well. And
as we shall see, ICT can be a critical part of the story.

3 The 11 countries are Australia, Denmark, Finland, France, Germany, Italy, Japan, the
Netherlands, Sweden, the United Kingdom and the United States. Estimated energy use is
calculated on the basis of how much energy would have been required to deliver the actual levels
of activity reported each year for all sub-sectors had 1974 levels of energy use per unit of output
persisted. “Other” includes biofuels plus heat from geothermal, solar, co-generation and district
heating. Co-generation refers to the combined production of heat and power.
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Fig. 1 The “first fuel”: contribution of energy efficiency compared to other energy resources
consumed in 2010 in 11 IEA member countries. Source IEA [5]

3 Cost-Effective Potential for Exploiting the Energy
Efficiency Resource

Can the substantial investments that might be required in the more energy-efficient
technologies save money for businesses and consumers? The Efficient World
Scenario of the IEA World Energy Outlook 2012 indicates that should policies
remove market barriers and promote cost-effective energy efficiency measures, total
primary energy supply could be reduced by an additional 900 million tonnes of oil
(Mtoe) in 2020 beyond those reductions generated from current and announced
policy interventions. This additional 900 Mtoe in avoided energy is equivalent to
7 % of 2010 global consumption, greater than the combined energy supply of
Australia, Japan, Korea and New Zealand today. If achieved it would produce a
corresponding reduction of USD 458 billion in consumer energy expenditures [6].

Lazard Asset Management [7] provides a detailed review of the various costs
associated with electricity generation. They note, for instance, that meeting new
energy demand by building new coal and nuclear power plants might cost an
average of 6-15 cents per kWh of electricity generated. The costs for various
renewable energy resources such as wind energy or photovoltaic energy systems
(i.e. solar cells that convert sunlight directly into electricity) might range from 6 to
20 cents per kWh. In comparison, both Lazard and the American Council for an
Energy-Efficient Economy (ACEEE) estimate a range of energy efficiency mea-
sures that might cost the equivalent of 3-5 cents per kWh of electricity service [8].

McKinsey and Company [9] in 2008 identified investments in energy efficiency
that would generate at least a 10 % annual return. When spread out over time,
McKinsey suggested a global energy efficiency market on the order of USD 170
billion per year with an average 17 % return. A subsequent McKinsey assessment
stated that “energy efficiency offers a vast, low cost energy resource” in the United
States [10]. If executed at scale, a holistic approach would yield energy savings
worth more than USD 1,200 billion, well above the USD 520 billion needed
through 2020 for upfront investment in energy efficiency measures. This is a
sufficient cost-effective opportunity to reduce the nation’s energy use in 2020 by
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roughly 23 % from business as usual projections—should the U.S. choose to invest
in the more efficient use of its energy resources.

Such investments can deliver dramatic reductions in pollution. The Union of
Concerned Scientists [11] recently published a detailed portfolio of technology and
program options that would lower U.S. heat-trapping greenhouse gas emissions
56 % below 2005 levels in 2030. Their analysis indicated an annual USD 414
billion savings for U.S. households, vehicle owners, businesses, and industries by
2030. After subtracting out the annual USD 160 billion costs of the various policy
and technology options, the net savings are on the order of USD 255 billion per
year. Over the entire 2010 through 2030 study period, the net cumulative savings
to consumers and businesses were calculated to be on the order of USD 1,700
billion under their recommended scenario (with all values in 2006 dollars).

More recently, Laitner et al. [12] documented an array of untapped, cost-
effective energy efficiency resources roughly equivalent to 250 billion barrels of
oil. That is a sufficient scale to enable the United States to cut total energy needs in
half compared to business-as-usual projections for the year 2050. Capturing this
energy efficiency resource could generate from 1.3 to 1.9 million jobs while saving
all residential and business consumers a net USD 400 billion per year, or the
equivalent of about USD 2,600 per household annually (in 2010 dollars).

At the international level, Copenhagen Economics [13] suggests that energy
efficiency improvements in buildings alone, throughout the European Union,
might lower total energy use by 8—12 % by 2030. This would require gross annual
investments of 41 billion euros to 78 billion euros per year, but those investments
would also deliver ongoing annual returns of 104 billion euros to 175 billion euros.

Pushing an innovation-led investment strategy, Nord-Pas de Calais, a former
coal-mining and still heavy industrial region of 4 million people in northern
France, accepted a Third Industrial Revolution Master Plan that, if successful,
would reduce final energy use by as much as 60 % by 2050. As the plan laid it out,
renewable energy technologies would power all remaining energy needs, also by
2050 [14]. The preliminary estimate of the total investment needed to drive the
energy efficiency/renewable energy transition is on the order of 210 billion euros
(in constant 2005 euros) over the period 2014-2050. This averages to a little more
than 6 billion euros per year, or about 5 % of the region’s GDP over that 37-year
period. The substantial economic returns to Nord-Pas de Calais—including both
the lower costs of energy and a more robust economy—would be about 1.7 times
the total cost of the upfront investment. And the combination of investments and
energy bill savings would generate an average 100,000 new jobs for that region
with as many as 165,000 new jobs by 2050. In other words, the improved pro-
ductivity, supported by the Third Industrial Revolution Master Plan, would mea-
surably strengthen the region’s overall economy.

There is a further aspect that merits a brief review—the non-energy benefits that
typically accrue to energy efficiency investments. When energy efficiency mea-
sures are implemented in the industrial, commercial, or residential settings, several
non-energy benefits such as maintenance cost savings and enhanced productivity
benefits can often result—in addition to the anticipated energy savings. The
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magnitude of non-energy benefits from energy efficiency measures is significant.
In one study of 52 industrial efficiency upgrades, all undertaken in separate
industrial facilities across a number of different countries, Worrell et al. [15] found
that the non-energy benefits were sufficiently large that they lowered the aggregate
simple payback for energy efficiency projects from 4.2 years to 1.9 years.
Another study for 81 separate industrial energy efficiency projects showed that
the simple payback from energy savings alone was less than 2 years, indicating
annual returns higher than 50 %. When non-energy benefits were factored into the
analysis, the simple payback fell to just under 1 year [16]. In residential buildings,
non-energy benefits have been estimated to represent between 10 and 50 % of
household energy savings [17]. Unfortunately, these non-energy benefits from
energy efficiency measures are often omitted from conventional performance
metrics. This leads, in turn, to overly modest payback calculations and an
imperfect understanding of the full benefit of additional efficiency investments.
With this backdrop we can return to the report by Copenhagen Economics
which actually decomposes the annual building energy efficiency benefits into a
broader category of impacts. They include reduced air pollution, improved health
benefits, and annual improvements of public finances as fewer long-term subsidies
are needed. In fact, Copenhagen Economics actually broke down the economic
returns—the previously referenced annual benefit to society of €104—175 billion in
2020—into those same three major categories: (i) €52—75 billion from lower
energy bills, (ii) at least €9—12 billion from the co-benefits of reduced outlay on
subsidies and reduced air pollution from energy production; and (iii) €42-88
billion in health benefits from improved indoor climate. If investments are con-
tinued after 2020, they noted, the annual benefits could be doubled by 2030.

4 The ICT Contribution

How might we think about the ICT-enabled contributions to the energy efficiency
potential? First, we might simply step back and imagine how much easier it might
be to move electrons around than to ship people or goods over long distances.
Or to move information that can be acted, but using less energy. Hence, the more
we can do to substitute the flow of information for goods that should lead to a
reduction in the use of energy and materials. As an example, Cisco estimates there
will be the very large sum of 830 exabytes of data that will flow through a variety
of communication tools in 2014 [18]. Adding up all the incredibly light electrons
that will be needed to hold all those bits of information in place, we might suggest
a weight of only 3.4 millionths of an ounce. Yet, if we printed all of that infor-
mation on paper, it might require, instead, more like 165 billion tons of paper.*

* As a further insight, the 830 exabytes will be up significantly from 523 exabytes recorded in
2012, and heading for 1,448 exabytes or 1.4 zettabytes by 2017. That will translate into an
average annual compound growth rate of 23 % over the period 2012-2017 [18].
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Many of the assessments to date tend to focus on the direct energy requirements
associated with different aspects of ICT-enabled systems. Coroama and Hilty [19],
for example, provide a thoughtful overview of studies along these lines. As they
properly note, assessing “the average energy intensity of Internet transmissions is
a complex task that has been a controversial subject of discussion.” They docu-
ment estimates published over the last decade “which diverge by up to four orders
of magnitude—from 0.0064 to 136 kWh/GB” [19].5

Laitner et al. [22], on the other hand, note that energy intensity appears to be
coming down as projected by the EIA’s Annual Energy Outlook. Looking at the
year 2030, as an example, the Annual Energy Outlook 2008 was forecasting that,
in the United States, ICT-related activities might require 8.6 % of all electricity
needs in that year. In the most recent 2014 projections, however, total demands in
2030 are down to just 2.8 %—even as total electricity consumption itself is now
forecast to be 11 % lower than was previously estimated for 2030. The former
reduction appears to be related to greater efficiencies in the equipment while the
latter impact may be a greater rate of unexpected efficiency gains. That, of course,
may well be driven, in turn, by the so-called substitution effect—or substituting the
greater uses of electronics and ICT technologies and networks for primary energy.®

Evidence of this latter impact comes from a report sponsored by the Global-e
Sustainability Initiative (GeSI). In 2012 Laitner, Partridge, and Vittore [23]
explored the micro-level of energy efficiency associated with increased adoption of
ICT and broadband services at the residential level. They examined eight con-
sumer activities enabled by the development of broadband technology: telecom-
muting, use of the Internet as a primary news source, downloading video/music,
online banking, online auctions/purchases, online education, use of digital pho-
tography, and use of e-mail. Assuming an upper end of reasonable adoption of all
eight residential activities, the study found the U.S. could generate an annual net
energy savings of about 336 million barrels of oil, equivalent to 2 % of total U.S.
energy consumption. In a comparable finding, the five EU nations of France,
Germany, Italy, Spain and the U.K would be able to save an annual net energy
savings of 164 million barrels of oil, equivalent to 2 % of total energy con-
sumption in those countries.’

While primarily focused on reducing greenhouse gas emissions, two comple-
mentary GeSI studies point the way to significant gains in energy efficiency.
In 2008 the Global e-Sustainability Initiative (GeSI) demonstrated how ICT is
making the world’s energy infrastructure more efficient and concluded that smart
grids, buildings and transport along with travel substitution could reduce global

3 An update on the state of research in Internet energy intensity is provided in two later chapters
of this book [20, 21].

S The calculations in this paragraph exclude televisions and related equipment as among the
ICT-related technologies.

7 The emphasis here and elsewhere is on net energy savings. That is to say, the studies cited here
reflect both the energy necessary to build, operate and maintain ICT-related technologies as well
as the energy displaced by the use of those technologies.
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carbon emissions by a net 15 % and save up to €600 billion by 2020 [24]. Most
recently the GeSI Smarter 2020 study found that the total abatement potential of
ICT-enabled solutions in 2020 was about 9.1 gigatons of carbon dioxide equivalent
(GtCOye), a savings of about 16.5 % of global GHG emissions by 2020. This is
roughly equivalent as USD 1.9 trillion in gross energy and fuel savings and a
savings of 21.6 billion barrels of oil [25]. Figure 2 shows the various mechanisms
that helped achieve the overall savings.

Digitization and dematerialization, relying primarily on existing technologies
that substitute or eliminate the need for a carbon intensive product, were shown to
achieve 0.5 GtCO,e. The use of social media and networking (data collection
and communication) were shown to reduce emissions by 1.5 GtCO,e.® Systems
integration—primarily building or industrial management systems and the use of
less-carbon intensive, renewable energy technologies—were shown to save 2.4
GtCO,e while the use of intelligent simulation, the automation of infrastructure,
and industrial processes more broadly, were shown to save 4.7 GtCO»e.

Using a top-down assessment, Laitner [28] reported that the deployment of
semiconductor-enabled technologies since 1976 generated a sufficient energy
productivity benefit across the entire U.S. economy to reduce total electricity
consumption by 20 % compared to an economy without the benefit of those
technologies. In other words, the family of semiconductor technologies now at
work within the economy appears to have amplified the productivity of buildings
and equipment, labor, and energy resources well beyond normally expected
returns.

8 Related to the social media and networking mechanism is the role of consumer feedback. In a
2010 detailed review of 57 multi-continent studies over a 30-year period, Ehrhardt-Martinez et al.
[26] showed that feedback initiatives—including real-time Web-based or in-home feedback
devices and enhanced billing approaches—reduced individual household electricity consumption
an average 4—12 %. Huber and Hilty [27] provide a brief overview of eco-feedback systems and
related approaches in their chapter about gamification in this volume.
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Although the impact of energy productivity has been significant, a further
analysis indicated that a policy-driven semiconductor-enabled efficiency scenario
(SEES) might stimulate an average annual investment of about USD 22.5 billion
over the period from 2010 through 2030. More interesting, the findings also
suggested an average electricity bill savings on the order of USD 61 billion during
that same period of analysis. Even if the assessment includes program and
administration costs necessary to drive that result, the net savings were still more
than twice the total cost of the scenario. Perhaps an even more compelling out-
come is the impact on employment. The working analysis suggested that, because
energy-related expenditures are so much less labor intensive than almost all other
consumer expenditures within the economy, the energy bill savings would support
a net increase of about 553,000 jobs over that same 20-year period. This suggests
an important additional benefit from the deployment of ICT-related technologies.

5 Overcoming Barriers to Improving Energy Efficiency

There is a range of market imperfections, market barriers, and real world behaviors
that leaves substantial room for public policy to induce behavioral changes that
produce economic benefits. One classic example is the misaligned incentive that
exists for those living in rental units when the renter pays the energy bills but the
landlord purchases the large appliances such as refrigerators and water heaters.
In this case, the purchaser of the durable good does not reap the benefits of greater
energy efficiency. The Market Advisory Committee of the California Air
Resources Board [29] provides a nice short overview of key market failures.”
A deeper exploration of the types of market barriers is beyond the scope of this
paper, but others have done work to map this terrain [30-35].

The importance of reflecting policies that might be directed at market failures was
explored, in part, by Hanson and Laitner. In one of the few top-down models that
explicitly reflects both policies and behavioral changes as a complement to pricing
signals, they found that the combination of both price and non-pricing policies (e.g.,
performance standards, eco-labeling, and product information more broadly)

° Following are examples of three important market failures and suggested remedies: (1) step-
change technology development in which there may be many uncertainties about appropriate
technologies, as well as both market, and policy risks. Temporary incentives might be used to
encourage companies to deploy new technologies at sufficient scale in ways that benefit the public
good. Other remedies might include energy efficiency resource standards, energy or fuel
performance standards and low-carbon fuel standards. (2) Fragmented supply chains—where
economically rational investments (for example, energy efficiency in buildings) are not executed
because of the complex supply chain. Examples of remedies are building codes or incentives for
performance upgrades. (3) Consumer behavior where individuals have demonstrated high
discount rates for investments in energy efficiency. Examples of remedies are vehicle and
appliance efficiency standards and rebate programs [29].
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actually resulted in a significantly greater level of energy efficiency gains and a lower
carbon permit price to achieve the same level of emissions reductions [36].

One critical comment on the rebound effect may be appropriate at this point.'®
Lower energy prices and a positive income effect are likely to follow these energy
efficiency improvements. These, in turn, may erode some of the net energy savings
as lower prices and a slightly higher income encourage more energy use. But as
Ehrhardt-Martinez and Laitner point out [38], this rebound effect is likely to be
limited to 10-30 % of the initial energy savings in the short term. Moreover, just
as we learn how to manage efficiency improvements, we can also learn over time
how to mitigate the rebound effect with improved resource management strategies
and people-centered energy initiatives. On balance, the net ICT energy savings and
benefits are likely to remain significant—if we choose to pursue the full set of
energy efficiency opportunities.
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Actors for Innovation in Green IT

Christina Herzog, Laurent Lefévre and Jean-Marc Pierson

Abstract Green IT is a mandatory process required for energy consumption
reduction and sustainable development. Many actors are involved in the develop-
ment and adoption of Green IT, ranging from individual persons to research groups,
companies, governments, and countries. This chapter identifies actors for innova-
tion in the field of Green IT, explores, and defines them. Their interactions are

detailed and their influence on the Green IT landscape is pointed out. A definition of

Green IT is given as a common understanding to form a basis for all further
investigations of this sector. Then we detail the different actors of innovation in
Green IT and outline their relationships to understand the keys for better devel-

opment and adoption of Green IT.

Keywords Green IT - Standardization - Innovation

1 Introduction

Greening IT is a process required for reducing the consumption of energy and
scarce materials used in IT. Green IT is a factor of innovation which can be
considered as a large potential impacting contributor in terms of employment and

societal improvements.
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This domain is being explored by a large number of academic and industrial
research groups through the world. To be more impactive, it requires formalized
links and support from various bodies (funding agencies, standardization bodies,
technology transfer offices (TTO), etc.). It is crucial to understand the interactions
between these entities in order to improve Green IT adoption and advancements.
This chapter proposes to define the set of actors involved in innovation in Green
IT: standardization bodies, influential groups, funding agencies, universities and
academic research institutes, companies, technology transfer offices, and business
angels.

We will explore involved actors using a standardized canvas which consists of
defining the actors, giving some illustrative examples, analyzing the leverages for
Green IT development and focusing on their potential for boosting it or slowing it
down. This canvas will be also used for analyzing the links between selected actors
in given scenarios.

While describing actors and their links in a formal model is fundamental, we
have also investigated the implementation of such a model in a multi-agent system.
We will briefly introduce this aspect so as to explain how the consideration of this
chapter can be eventually concretized in a simulator.

The organization of this chapter is as follows: It will quickly revisit the defi-
nition of Green IT in Sect. 2. The formalized actors developing innovation in
Green IT will be considered in Sect. 3, and in Sect. 4 actors supporting Green IT
advances will be described. Section 5 will carefully select and analyze some
scenarios in order to illustrate links and interactions between subsets of actors.
Section 6 will present models for innovation and briefly describe our methodology
for implementing a simulator of the complex system, and Sect. 7 will conclude
this chapter.

2 Green IT

A large number of definitions of Green IT exist in the scientific and public press, in
the scientific community, and in general discussions. These definitions take several
aspects into account, such as optimizing cooling, optimizing server placement in
data centers, shutting down unused devices from screens to complete servers, etc.
They are more or less general. Some definitions also deal with economic aspects,
while others focus mainly on energy management.

In our work, we use the life-cycle view given by Hilty [1]. Green IT must be
involved in every phase, not only the use phase, but also production and end of
life. Green IT helps to decrease the ecological damages which we all have to pay.
Unfortunately the real costs for production and the “costs” for our environment
are often not taken into account while we still will have to pay for them: hardware
producing and recycling, with the societal aspects of people living in these areas
where raw materials came from or are dismantled. Murugesan defines the field of
green computing in [2] as “the study and practice of designing, manufacturing,
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using, and disposing of computers, servers, and associated subsystems—such as
monitors, printers, storage devices, and networking and communication systems—
efficiently and effectively with minimal or no impact on the environment”. Many
such slightly different definitions of Green IT exist due to the youth of this research
field. Energy consumption awareness, the impacts of hardware production on the
environment, recycling of IT equipment, etc. have become important public topics
only during recent years. Previously, these issues were less discussed in IT and not
at all in IT research.

Based on various definitions and motivations for Green IT, a basis for this work
is stated: “Green IT is the effort to reduce resource consumption and environ-
mental impact in IT. The reason for using Green IT may arise from economic,
social, or ecological interests. Actions can affect the whole life cycle of IT—from
construction via utilization through to disposal”.

In the following, the actors for innovation in Green IT are considered, following
the above definition. In some cases, actors may push more in the ecological
dimension, some others in the economical dimension, and yet others in societal
dimensions. It is idealistic (and not reasonable) to state that one actor drives in just
one direction, hence every actor will have a mix of interests in Green IT, viewed
from these three dimensions. These different interests may boost innovation
differently.

3 Actors Developing Innovation in Green IT

As in any other technical or scientific field, many actors are involved in the
development and adoption of Green IT. These actors are diverse by nature, by
interest and motivation, and by means of changing the field. They span from
individual persons (e.g., an activist, a researcher, a consultant), research groups in
academia (research institutes, universities, academic research networks), compa-
nies (developing technologies, advising companies), groups of companies (influ-
ential and lobbying groups), governments (through public incentives, laws), to
groups of governments (e.g., European Union).

All the actors interact in a kind of microcosm building and feeding each other,
influencing and moving forward toward Green IT, at least toward their own view
of Green IT. Before discussing their links in Sect. 4, we will oversee here some
actors of innovation. The following actors may boost or slow down the develop-
ment of innovation in Green IT, depending on different factors.

Formally, in this section we will detail some of the actors involved in the
development of innovation in Green IT. The methodology we pursue is the fol-
lowing: We first define the actor, give some examples, and name the action
leverages this actor can have in developing Green IT. We try to outline the boost
this actor is giving to the field, or, conversely, the slowdown the actor may
provoke.
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In [3] we studied the similarities and differences between academia and
industry related to 13 dimensions grouped in 3 categories: the process of research
and innovation; the criteria of success and dissemination aspects; the organization.
This section can therefore be seen as an extension of this preliminary work as well
as its modeling.

We will explore involved actors through a standardized framework which
consists in defining the actor (a), giving some examples (b), analyzing the lever-
ages for Green IT development (c) and focusing on the potential boosting or
slowing down features (d).

3.1 Standardization Bodies

(a) Definition. This section does not aim at giving a full global view of the Green
IT standardization initiatives, but rather tries to outline the role and links between
and among the standardization bodies [4, 5]. It is based on a study on the stan-
dardization bodies in the field of data center energy efficiency [6], complemented
with newer developments in standardization efforts.

Standardization bodies can be categorized in two categories: (i) international
formal standardization bodies (and their regional and national counterparts); (ii)
influential groups and professional bodies. The section will describe category (i) in
more detail. Category (ii) is described in the following section (Sect. 3.2).

In Fig. 1, one can see that the first providers of materials and tools that may
make their way to actual standards are industry alliances, academic researchers, or
both in collaborative projects. Some of the proposed ideas may be presented in one
or several standardization bodies to eventually become standards. These standards
can in turn be used by governments (at the national, federal, or European levels) as
regulations in laws that must (and can) be enforced. Governments can use the
materials directly as regulations, recommendations, or labels. While the process
for formal standardization takes a long time since a consensus has to be achieved
between all members (especially states), the direct link with governments is
sometimes more efficient. Finally, it must be noted that some metrics, tools, and
methods provided by industry and academia are used directly by final users and
may become de facto standards. At the center of the figure is the certification
authority whose role is to certify that the measurements claimed by suppliers of
technologies actually follow the standards, the labels, or the recommendations.

(b) Examples of Standardization Bodies. The ISO (International Standardization
Organization), the IEC (International Electrotechnical Commission), the IEEE-SA
(Institute of Electrical and Electronics Engineers Standards Association) and the
UN ITU (United Nations International Telecommunications Union) are three
important bodies in the Green IT landscape.
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Fig. 1 Standardization stakeholders

(c) Leverages for Green IT Development. All three standardization bodies have
activities in Green IT in general and in data center energy efficiency in particular.
Their action lies in the development of standards, some individually, others in joint
groups. The standards range from the design, the production, and the operation, to
the recycling of IT services and materials. Some standards may be used directly by
stakeholders or by states for regulation.

For instance, ISO 14064-1 is used for reporting on greenhouse gases and makes
use of the GHG Protocol, while ISO 14101 addresses the environmental impact of
an organization in general. Within IEC, Task Committee 111 is interested in
environmental standardization for electrical and electronic products and systems.
UN ITU-T Study Group 5 evaluates the effects of ICT on climate change and
publishes guidelines for using ICT in an eco-friendly way. It is also responsible for
studying design methodologies to reduce environmental effects. ITU-T L.1200
specifies the Direct Current interfaces while ITU-T L.1300 describes best practices
to reduce negative impact of datacenters on climate.

Joint Technical Committees (JTC) are established between ISO and IEC in
specific areas. JTC 1/SC 39 is the joint sub-committee on “Sustainability for and
by Information Technology.” The framework for describing metrics for energy
efficiency is in flux and must be considered when developing new metrics for their
standardization: standards 30134-1 (General Requirements and Definitions) and
30134-2 (Power-Usage Effectiveness, PUE).

At the regional level, concerning European standardization activities on data
centers, ETSI (European Telecommunication Standard Institute) is responsible for
the network, CENELEC (European Committee for Electrotechnical Standardisa-
tion) for the power infrastructure, CEN for IT management, ASHRAE for cooling
(not EU-specific), and CEN/CENELEC for monitoring. The need for having joint
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and coordinated groups is obvious with so many different actors involved. The
establishment of the Coordination Group on Green Data Centers (CEN-CEN-
ELEC-ETSI) helps to harmonize initiatives.

(d) Boosting or slowing down. Without a doubt, the role of standardization is
globally, and in the long term, boosting the adoption of a technology and its
dissemination throughout society. However, in the context of Green IT and IT in
general, the duration of the standardization process is often not compatible with
the pace of innovation. One such example is the TCP/IP protocol stack never
standardized but de facto a standard. In Green IT, the same applies to PUE, which
is still under development in standardization bodies, while already widely adopted
(and sometimes misused) by industry.

3.2 Influential Groups

(a) Definition. Complementary to standardization bodies, some influential groups
propose to enforce and influence development of Green IT by addressing the issue
at various levels. Some are country-based, others interact at the global level. Some
are purely industrial or academic, others are a mix of both. Some of these groups
can be activated by governments, and some can also propose and defend some
standards.

(b) Examples. The Green Grid is a non-profit organization, an open industry
consortium of IT suppliers, end users, policy-makers, technology providers, and
utility companies. Its aim is to unite global industry efforts, to create sets of
metrics, and to develop educational tools. There is a strong link with the American
Society of Heating, Refrigerating and Air-conditioning Engineers (ASHRAE), The
Chartered Institute for IT (BCS), and the China Communications Standards
Association (CCSA).

The Institute of Electrical and Electronics Engineers Standards Association
(IEEE-SA) is an organization within the IEEE developing global standards in a
broad range of industries. IEEE-SA promotes its own standards for electronic
products. In Green IT, it addresses desktop personal computers, laptops, and
personal monitors. The standard covers environmental aspects of a product along
the entire life cycle.

The GreenTouch initiative is devoted to exploring energy efficiency in net-
works. The main goal of this large academic and industrial consortium is to
support an increase in network energy efficiency by a factor of 1,000 by 2015. This
group explores all levels of technology and innovation associated with networks:
wired and optical, wireless, routing and switching, services, etc.

(c) Leverages for Green IT Development. The influential groups can have a major
impact on promoting and developing Green IT. By supporting collaborations and
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direct links between diversified partners, they enforce the promotion and dis-
semination of innovation.

(d) Boosting or slowing down. Like standardization bodies, influential groups have
a large potential to boost Green IT development. But contrary to these bodies, with
some disruptive supported approaches (like in GreenTouch), they bypass limita-
tions due to long processes.

3.3 Universities/Academic Institutes

(a) Definition. Universities and academic institutes include the groups involved in
the development of Green IT through academic research. These groups can be
financially supported through a mix of international, European, national, regional,
or private funding. Innovation in Green IT can come from permanent or temporary
contributors: professors and assistant professors, researchers, postdocs, PhD,
graduate, and undergraduate students, engineers.

(b) Examples. These actors include purely university research groups and groups at
research institutes.

(c) Leverages for Green IT development. Academic researchers can have an
excellent research overview due to their ongoing exchange with other academic
research institutions. This overview allows them to connect various research ideas
and to be up-to-date with new developments in research. Due to participation in
conferences, collaboration in journals, and other activities together with researchers
from other universities, a worldwide network of researchers exists. This community
interacts on special issues of well-defined research. This specification leads to a
very high level of scientific exchange producing new ideas with the possibility to
prove easily whether it makes sense to continue in a particular direction, whether
this direction can be considered useful or not, or if this idea has already been
investigated—and if so, what are the existing but not yet published results.

(d) Boosting or slowing down. With some “freedom” in exploring new and dis-
ruptive fields, this actor can be a major contributor in boosting innovation in Green
IT. But researchers may lack links to industry as they are not required to seek out
cooperation with industry. This missing link may lead to the fact that the research
work and results do not meet the demands of industry.

3.4 Companies

(a) Definition. A company can be defined as an “artificial person,” invisible,
intangible, created by or under law, with a discrete legal entity, perpetual
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succession, and a company seal. It is an association of individuals (natural or legal
persons or a combination of both). Company members share a common purpose,
organizing their resources and skills to achieve a well-defined goal.

(b) Examples. In this set of actors, we find many different companies, from SMEs
to large groups. Their potential influence is related to their size and importance in
the field. Besides the large historic companies such as IBM, some newcomers
concentrate especially on the field of Green IT (to differentiate their business
value) and may become the next generation giant (or be bought by it).

(c) Leverages for Green IT development. A customer-company relationship always
exists, meaning that the company is close to changes in society, the first one to get
to know new trends, hypes, and interests. Companies may react quickly to these
changes as a new hype also means a new market for them, hence new business/
profit to be made. A company may also create new hypes in proposing new
technologies. This relationship holds the impact for developing innovations in
Green IT. With society discussing “being green and greener,” companies propose
greener products with additional features, creating a new hype, which forces
competitors to follow this direction and moreover inspires research institutions and
funding agencies to take new directions.

(d) Boosting or slowing down. On the one hand, companies may boost innovation
for Green IT, but on the other hand they also have the possibility to slow Green IT
and innovation in general. As a rule, companies are interested in making money,
doing business, and staying on the market. If an innovation could decrease their
turnover or favor another brand, a company may protect an innovation with the
aim of not bringing it to market.

In [3] the different approaches are presented and some are investigated more
deeply to show the differences between academia and industry.

4 Actors Supporting Innovation for Green IT

4.1 Funding Agencies

(a) Definition. Funding Agencies are organizations providing the mechanisms in
which financial incentives are provided to academia or industry individually, or
both together. Innovations in Green IT are influenced by funding organizations, as
they drive academia in certain directions of research when deciding the topics of
open calls.

(b) Examples. The European Framework Program 7 and the new Horizon 2020, the
French National Agency for Research, and the German FWF (Fonds zur Férderung
der wissenschaftlichen Forschung) fall in this category. Countries may have
dedicated agencies for Green aspects such the US EPA.
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(c) Leverages for Green IT development. Before funding agencies publish an open
call, experts are invited to give their ideas about new interesting research. Even at
this stage, these experts are deciding the direction of research for the upcoming
years, as these calls are in general fixed for at least one year. By using money as an
incentive, the impact of such open calls on Green IT development is both direct
(for the actors benefiting from the grants) and indirect (since these actors will have
a societal and economic impact on their own).

(d) Boosting or slowing down. A difficulty arises from this situation in that new
research ideas, social movements, and upcoming trends cannot be taken into
account immediately. Additionally, the high administrative workload creates dif-
ficulties for organizations applying for funding. Identifying partners with whom to
form a consortium according to the rules of the funding organization takes time,
and consortia are not always formed by the requirements of the work packages, but
more because partners are needed to respect the rules of the funding organization.
Energy and money are wasted because rules for open calls are too strict, and
organizations waste time due to burdensome administrative requirements instead
of using this time for new research. The advantage of these funding organizations
is that they group research ideas and that their research funds are rather large.
Funding agencies provide grants for fundamental research, while other actors
involved in the innovation process are interested in applied research.

The role of funding organizations will have to change to become a real booster
for innovative research. This does not mean that the traditional role has to dis-
appear, but rather that additional roles have to be created.

4.2 Technology Transfer Olffices

(a) Definition. Technology transfer describes the formal process of transferring
rights from scientific research to another party. The aim is to use and commer-
cialize innovative research and results. These rights might be intellectual property
(IP) in form of patents, copyrights, or any other form of IP, depending on the
product or result of the research. This process involves invention disclosure,
licensing, funded research, and also start-up ventures. Research may be sponsored
in the form of milestone payments, and it may generate licensing royalties. Most
academic and research institutions have now formalized their technology transfer
policies. These policies do not always fit with the needs of industry, and TTOs
have to find the best way to combine the two sets of interests. TTOs are the
interface between industry and research institution. Figure 2 is describing the
functioning of TTOs.

(b) Examples. In France, the government created a special company status names
as SATT, for Technology Transfer. Some universities created their own TTO
within this framework, like for instance TTT (Toulouse Technology Transfer).
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Fig. 2 Technology Transfer Offices’ roles in innovation transfer

(c) Leverages for Green IT development. Technology transfer may be divided into
4 phases:

e The TTO has a relationship with the research institution. This relationship
might be with one specific researcher, with the entire research staff, or with the
whole institution. The TTO monitors ongoing research and provides links to
commercial partners to fund ongoing research.

e Once the researcher files an invention disclosure with the institution, the TTO
evaluates the commercial perspectives and possibilities. If the invention has
potential, the TTO will pursue the patent application.

e Once the patent application is filed, the TTO will actively pursue commercial
partners for license agreements or other forms of alliances.

e Fees and royalties emerging from commercialization will be paid. The TTO has
the aim to become financially self-sufficient, but the research institution has
different aims, such as societal benefit or enhancing its own reputation.

(d) Boosting or slowing down. TTOs boost new research, as they observe ongoing
research as well as industry and the market and can quickly give feedback whether
the research may be accepted on the market and meets the needs of industry. But
TTOs are interested in financial independence, and it might be the case that they
only see the financial return and not the innovation for society. Generally speaking,
TTOs are rather new in some countries, and it remains to be seen whether they will
become important actors.
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4.3 Business Angels

(a) Definition. A business angel is an individual providing capital, but also
knowledge and contact data, for a business start-up in a very early stage of its
creation. Business angels are generally successful managers with more experience
than the founder of a company.

(b) Examples. The World Business Angel Association is an international organi-
zation with the aim of promoting the idea of business angels and stimulating the
exchange of knowledge and best practices in angel investing. This not-for-profit
organization is based in Brussels and operates worldwide.

(c) Leverages for Green IT development. An obvious leverage of business angels is
the money they invest in the Green IT start-up. Besides investing money, business
angels also provide their knowledge of the field and their contacts. The start-up
will have to pay back the sum invested. This may happen by exchanging con-
vertible debts or ownership equity.

(d) Boosting or slowing down. Business Angels have a global overview of the
industry in their field. If a start-up needs support in its early stages, business angels
may help. They may provide contacts as well as financial support. Especially in
Green IT, as a rather young research field, business angels are useful as they are
experienced managers who know the markets, and potential partners find them
trustworthy.

However, like all other actors, business angels have to be convinced of the idea
in Green IT. If the business idea with the innovation were to fail, their reputation
(or at least their credibility in the view of banks) would be damaged.

4.4 Governments

(a) Definition. At the national or international level, governments can certify,
regulate, or enforce the usage of technologies, based on several factors. These
factors can be related to Green IT and sustainability.

(b) Examples. The Energy Star program is a widely adopted means aimed at
offering customers the possibility to buy more efficient products than required by
law. In the US, the Department of Energy regularly monitors the compliance of the
products with the Energy Star label, which was developed by the Environment
Protection Agency (www.energystar.gov). The European Union Code of Conduct
(EU CoC) is another such initiative. Its aim is to inform and foster the improve-
ment of energy efficiency in the planning and operation of data centers. It is also a
voluntary initiative to help design and operate data centers and to report on their
power consumption.


http://www.energystar.gov

60 C. Herzog et al.

(c) Leverages for Green IT development. So far, the above initiatives are not laws
and thus cannot be enforced, and their impacts could be considered negligible,
while they could help speed up the process of innovation transfer. However, the
choice of governments to promote some standards or technologies even without
introducing regulations has a direct impact on the visibility and attractiveness of
these standards and technologies.

(d) Boosting or slowing down. Indirectly, these initiatives have impacts on Green
IT development. Customers tend to choose the most efficient products; companies
building energy-efficient products promote these labels in their marketing; data
centers operating under the EU CoC advertise this fact, publicize their increase in
energy efficiency, and use it as a commercial advantage. The direct and indirect
social effect must therefore be included in this study.

5 Links and Interactions

As stated before, the different actors interact. These interactions can be of several
kinds: between actors of the same group (e.g., between researchers) or between
actors from different groups (e.g., researchers and companies). Formally, one
should describe all the links between all the actors in Sects. 3 and 4 in detail and
study them. We established eight actors, resulting in a potential for 28 links. We
argue here that, among all these links, some have greater impacts on the devel-
opment of Green IT than others, or have the potential to have stronger impacts if
such links were to be established.

Following the method used in the previous sections, we detail in this section
some of the links by defining them (which actors are involved, what is the nature
or the object of the link, which metric could be used to assess the strength of this
link), giving some examples, ascertaining what the leverages of this link are for
developing innovation in Green IT, and what the impact of this link is for boosting
or slowing down the process.

5.1 Link Between Universities

(a) Definition. This link is the most common one for researchers. Research is
conducted in networks, and this link represents the actual joint research output. It
can be assessed by the number of joint publications in Green IT, the number of
regular visits, and the number of contracts in which two research groups collab-
orate. Also, PhD co-supervisions provide evidence of a stronger link.

(b) Example. The PhD candidate writing this chapter is co-supervised by and has
produced some papers with both research groups. COST (European Cooperation in
Science and Technology) Action IC0804 (www.cost804.org) and the new IC1305
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are also examples of such networks in the field of energy efficiency in large-scale
distributed systems (such as the cloud, HPC, networks, ...) and ultrascale com-
puting (up to the exascale).

(c) Leverages of this link for Green IT. Each research group in universities has
some level of freedom to investigate particular topics, hence Green IT can be one
of the topics selected. Also, some funding agencies may choose to favor Green IT
if they already see some strong collaboration between partners and high-level
publication results in the field. For instance, the COST office decides which actions
to fund: The existence of the named funded networks has clearly furthered
research in Green IT. Not to be forgotten is the intrinsic scientific reputation of
each partner (leading to more or less strong commitment to collaborate).

(d) Boosting or slowing down factors in Green IT. While research groups have the
capability to collaborate easily, it certainly furthers Green IT research when it is
also their choice to do so. However, two factors may limit the impact of this link:
The first is obviously the lack of money to hire staff or students to pursue or
support the research, meaning that funding is not in line with ambition. The second
is that a link may lose importance in one of the research groups independently of
the partner, due to a new policy of the university or better opportunity or growing
links in other fields: One cannot do everything and interests may change due to the
above mentioned freedom.

5.2 Link Between University and Company

(a) Definition. This link is probably the oldest besides the one between universities.
It is also one of the most controversial. The role of universities has changed during
the last decade. Universities are becoming almost an industrial partner in collab-
orations, even if differences still exist, as explained in [3]. The link represents the
contractual interaction between university and company and the value added to
both partners through this (close) cooperation.

(b) Example. Numerous examples exist, but as these contracts are confidential, it is
impossible to mention examples. Possible partners of universities in the field of
(Green) IT are IBM, Microsoft, but also energy providers as well as major energy
consumers or small SME interested in catching up with a new emerging market.

(c) Leverages of this link for Green IT. This link is important for each development
in the field of Green IT. Companies are interested in new technologies in order to be
the first one to enter the market and earn money. Cooperating with universities may
be cheaper than having an research department of their own. However, many large
groups already have research departments, some strongly linked with universities or
employing former university staff (PhD students, for instance). For universities, it is
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an advantage to have links with industry: Industry may finance research by paying
for students or by paying for results. Overall, it may be a win-win situation.

(d) Boosting or slowing down. This link depends is probably most strongly
dependent on the contract(s) signed by partners, since they have different interests,
as explained in [3]. These differences slow down the impact on Green IT, as it may
take a long time to define common interests and goals. Also, links may weaken
after the end of the contract, especially when university staff is frequently replaced
due to limited contracts. Then, knowledge has to be built again almost from
scratch, since only few permanent positions, which could provide for continuity,
are available. This may change in the future, as the impact of the newly created
TTOs will become apparent in some years. A company may also keep new
technologies confidential if they represent a danger for the business. This case does
not involve slowing down the innovation, but stopping it. In many cases, the
interaction between industry and academia promotes innovation in Green IT.

5.3 Link Between Standardization Bodies and Influential
Groups

(a) Definition. This link details the relationship existing between standardization
bodies and influential groups. The metric for assessing this link can be the ratio of
representatives from the various influential groups in each standardization body, in
terms of absolute numbers and percentages. This will help to estimate their
respective weights in the decision process.

(b) Example. One such example is the ISO/IEC Joint Technical Committees.
Despite being open to members of the participating countries, there are only a few
academic researchers in the formed working groups, for reasons outlined earlier:
Motivations for researchers are linked to their scientific reputations and careers,
and involvement in such bodies is not key for these. More specifically, the JTC1/
39 group mentioned earlier is strongly linked with the GreenGrid in particular for
defining the Power Usage Effectiveness (PUE), which was first described by the
Green Grid in 2007. The definition of PUE was updated in 2012 [7] and is now
being considered for standardization. There is only one academic out of 29 editors
of and contributors to the Green Grid reference document, but 20 companies are
represented. Only large IT-related groups are present in the list.

(c) Leverages of this link toward Green IT. As explained in 3.1 and 4.4, the impact
of standardization and governments can be high. The stronger the link between
influential groups and standardization bodies, the faster the development can be.
Indeed, standardization activities suffer from a long process duration that cannot
be followed by individuals, and only structured groups can actually influence
decisions.
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(d) Boosting or slowing down. Mostly driven by company-paid officers, stan-
dardization initiatives therefore reflect the interests of companies as well as
member states trying to effectively promote their industries. One example involves
the metrics for assessing the efficiency of data centers. Each country may partic-
ipate in the final document for standardization (and eventually vote on it). How-
ever, it should be noted that the groups following this work are small in each
country, and basically represent the same interests (sometimes they are even the
same people). Other examples also discussed in the JTS1/39 group are WUE
(Water Usage Effectiveness), CUE (Carbon Usage Effectiveness), and the more
controversial GEC (Green Energy Coefficient). This latter promotes the use of
green energy (which also has to be defined). Every country, protecting its industry,
may behave differently with regard to these metrics. For instance, France’s
overwhelming electrical power source is nuclear. Data centers located in France
benefit from a very good CUE value, but may have a bad GEC value compared to
Canada, for instance, where power comes from mainly from hydroelectric plants.
The choice of which standard may emerge for regulations (for instance, in EU
directives and laws) is therefore a strategic issue for governments and industries.

5.4 Links Between TTOs and Universities

(a) Definition. This link is one of the most crucial if universities, researchers, or
research groups want to commercialize innovations, results, and research. TTOs
(should) monitor ongoing research carefully in order to identify important out-
comes immediately. Important outcomes must be considered as to their industrial
importance. This link represents the value of a university for industry.

(b) Example. Many universities now have a TTO, perhaps under a different name,
as e.g., the project service office (PSB) at the University of Innsbruck. In France,
the government created SATT, which has the same function as TTOs. As uni-
versities are mainly independent now, each may have a different contract with the
relevant TTO.

(c) Leverages of this link toward Green IT. As TTOs are the interface between
universities and industry, their influence on Green IT and new directions of
research is rather high. TTOs are aware of new hypes in the industry and may
therefore influence academic research due their relationship with the university.
TTOs may give advice concerning the direction of the research, so it is their duty
to discover new hypes on the markets and to encourage universities to strengthen
research for industry.

(d) Boosting or slowing down. TTOs and their interaction with universities may
boost as well as slow down innovation. The daily business of TTOs is to deal with
contracts, Intellectual Properties, and research. Therefore, TTOs and their
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relationships with universities clearly boost innovations as administration takes
less time and people working for the TTOs are up-to-date with research. In the best
case, they were researchers before working for TTOs. A close relationship
between TTOs and universities is clearly an advantage for collaborating with
industry. On the other hand, a TTO is a third party joining, and what was previ-
ously a contract between two parties (industry and academia) is now a virtual
contract between the TTO, industry, and the university. Even if TTOs represent
the university they also have an interest in becoming financially independent.
Their interest is to earn money by selling results, and this may slow down
the smooth flow of interactions between industry and academia.

6 Models for Innovation

In this section, we outline first steps for modeling technology transfer between
researchers and industry and its impact for society. Multi-agent systems (MAS) are
well-suited for modeling the interactions in distributed environments, and aiming
at optimizing a cost function, either for each individual, or for the community, or
both. They have been successfully used in a variety of scenarios, including in
Green IT where agents can be pieces of software moving between the physical
hosts to find “greener” places, or conversely agents are the hosts trying to mini-
mize their own ecological footprints.

The usage of MAS is not limited to computer science, and social science [8]
uses MAS, for instance to model loose and hidden interactions, where non-
expected behavior can emerge from a crowd. In this vein, the authors in [9]
propose a survey of the usage of multi-agent systems for innovation diffusion.
They show that the diffusion of innovations is a contagious process, driven by
external influence such as mass media as well as by internal influence (word of
mouth). The direct and indirect influences of the actors are derived in terms of
mathematics and probability for anyone to adopt a technology. Then aggregate
models are derived for communities of potential adopters. Showing the limits of
aggregate models, they advocate for individual-level models of innovation diffu-
sion. Agent-based models are shown to outperform aggregate models in a number
of dimensions. Each agent is an autonomous decision-making entity interacting
with others and its environment through a set of rules. Micro-level interactions
between entities (the interactions described in Sect. 4) lead to macro-scale
dynamics in an autonomic emergent manner. Thanks to this modeling, the global
status of Green IT can be studied and compared for different scenarios of coop-
eration, funding, and influences between the partners.

We argue that it is feasible to model the innovation patterns in Green IT. In [4]
we proposed a first step toward such a model. This study included four kinds of
agents: Green IT researcher, IT researcher, general researcher, and society.
Building on the methodology described in Sects. 3, 4, and 5, we can develop the
agent-based model further.
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In this section, we will detail some scenarios using some of the actors and links
defined above.

Scenario 1 (Direct collaboration). A company contacts a university research group
in order to start collaboration. This collaboration will be effective when the con-
tract between the parties is signed, and the TTO acts as an intermediate for
determining intellectual property rights, contract details, and the like. The agree-
ment states the amount of money allocated by the company, this is the input of the
model. The output of the model can be either a product, a patent, or some pub-
lications, depending on the agreement.

Scenario 2 (Funded project). This scenario includes four actors. A funding agency
publishes a call for proposals in the Green IT area. A consortium is formed
between one company and two universities. The chances of being funded are
determined based on the quality of the consortium and the research project pro-
posed. If the project is funded, its output will include both industry-related results
and academic-related outputs, the effective output depending on the quality of the
groups, the size of the company, the researchers’ publication history, and other
factors.

Scenario 3 (Standardization activity). This scenario involves four actors. A
research group develops one metric for assessing the energy efficiency of data
centers and tries to interact with the appropriate standardization body: This
interaction depends on the body and number of academics participating. Then the
metric is assessed in the standardization body where influential groups or com-
panies may promote or conversely limit its diffusion, based on their own interests
and strategies. Therefore, the interests of companies participating in influential
groups and/or standardization bodies are needed for this scenario. The output of
this scenario can be nil, or it can lead toward an effective standard in some
timeframe, promoted eventually for regulation by a government. The duration of
each interaction must therefore also be accounted for.

In these scenarios, different parameters are used as input or decisions patterns by
the stakeholders. Building a statistical background from previous observed real-life
interactions will help to determine the probabilities of the actors’ behavior in gen-
eral. For instance, in Scenario 1, the amount of money can be computed as the mean
of previously observed contracts, and the output can be probabilistically determined
as a percentage for each possible output (patent, product, publications, ...). It is
obvious that, when the model is set, we can observe the impact of increasing the
amount of money in a collaboration (scenario 1), changing the grants allocated or the
reputation of the partners (scenario 2), or the number of academics involved (sce-
nario 3). The indirect output of one scenario must also be accounted for: For instance
when a research group produces a new publication, it increases its societal impact
(even though each individual publication may not have a high impact, the sum total
of publications may well in the long term), its reputation, its future potential success
in contracts, and so on.
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Obtaining realistic input for the data at hand is one main difficulty of the
modeling effort. Properly building the model requires deep knowledge and precise
data analysis from various possible sources. We designed and circulated a survey
for the research and industry communities in order to gather input for the models.

We are currently investigating some easy-to-understand metrics in order to
assess the impacts of changes with regard to objective functions. These objective
functions include a global Green IT innovation impact of each scenario (that can
be computed from their outputs, with different weights associated to each output
value) that could support decision-making: For instance, one could calculate the
global impact of increasing participation in project calls, or the impact of raising
funds in funding agencies for Green IT, and so on.

We started to implement the proposed model using the NetLogo framework
(version 5) [10], which is widely used in the Agent-Based Modeling community.
Even preliminary experiments with few actors showed us the strength and
expressiveness of the associated language to properly describe the actors (agents,
links) of the system, and the associated tools to calculate some key metrics and
objectives to assess.

7 Conclusion and Future Work

In this chapter we analyzed the actors of innovation in Green IT, from the devel-
opments in research and technology to influential groups and standardization
efforts. While many actors interact with each other, the interplay between them is an
important aspect to be taken into consideration when trying to promote Green IT.
The future of our work will be to complete the modeling of these actors in terms of
agents in a multi-agent system, each actor being an agent pursuing its own interests
and motivation, connected to others by a number of valuable links, and to determine
quantitatively the main drivers or influential factors for a greener IT society.
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The Energy Demand of ICT: A Historical
Perspective and Current Methodological
Challenges

Bernard Aebischer and Lorenz M. Hilty

Abstract This chapter provides an overview of energy demand issues in the field
of ICT with a focus on the history of measuring, modelling and regulating ICT
electricity consumption and the resulting methodological challenges. While the
energy efficiency of ICT hardware has been dramatically improving and will
continue to improve for some decades, the overall energy used for ICT is still
increasing. The growing demand for ICT devices and services outpaces the effi-
ciency gains of individual devices. Worldwide per capita ICT electricity con-
sumption exceeded 100 kWh/year in 2007 (a value which roughly doubles if
entertainment equipment is included) and is further increasing. Methodological
challenges include issues of data collection and modelling ICT devices and ser-
vices, assessing the entire life cycle of ICT devices and infrastructures, accounting
for embedded ICT, and assessing the effect of software on ICT energy
consumption.
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1 Introduction

Since the first electronic computer was built in 1946, the energy needed for a
computer operation has been halved about every 19 months through technological
progress [1]. Yet today the energy consumption of digital ICT is an issue because the
demand for ICT performance has increased even faster than its energy efficiency.

As an introduction to Part II of this book, The Energy Cost of Information
Processing, this chapter describes the history of systematic research and political
regulation of ICT’s energy demand (Sect. 2). It draws on research at ETH Zurich,
where the power demand of ICT devices has been researched since the 1980s,
since 1994 in the framework of the Competence Centre for ICT and Energy (lead
by the first author), which has been part of the newly founded Centre for Energy
Policy and Economics (CEPE) since 1999. This perspective is supplemented by
the experience of the second author, who launched the program Sustainability in
the Information Society at Empa in 2001, which researches ecological and social
issues surrounding ICT. Since 2004 these activities have continued at Empa’s
Technology and Society Lab.

Over the decades, methodological challenges have emerged in determining
the energy consumption of ICT services, including problems of definition and
modelling as well as assessing the effect of software on the hardware’s energy
consumption. We will describe and discuss these challenges in Sect. 3.

The issues discussed in this chapter are taken up in other chapters of this book,
which discuss solutions based on the current state of research.

2 The History of ICT Energy Demand and Its
Measurement

2.1 Energy as a Key Topic Since the Early Beginnings
of Computing

Figure 1 shows how the number of computations a typical processor can perform
per unit of energy has changed since the first electronic computer, ENIAC, in
1946. Roughly, this number has doubled every 1.57 years [1]. The unequaled’

! For most technologies, the reduction in the energy needed per unit of delivered service) is on
the order of a few percent per year. For lighting, the reduction rate since the candle and the gas
light of 200 years ago until today’s LED has been about 3.2 % per year; the reduction rates of
household appliances in Switzerland between 1970 and 2000 were between 2.7 % per year for
electric ovens and 5.9 % per year for freezers. For ICT, the mean improvement rate (CAGR)
between 1950 and 2010 of the specific energy consumption (measured in kWh/computation) was
much higher: between 36 and 39 % per year [2], corresponding roughly to a reduction by a factor
of 100 in 10 years.
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Fig. 1 Computing energy efficiency (in computations per kWh) from 1945 to 2010 (Source [1],
reprinted with permission of IEEE Computer Society)

improvement in computing energy efficiency (if defined as computations per
kilowatt-hour) has been the precondition for the extraordinary importance of ICT
in today’s society. Indeed, had the improvement rate been only half as large, but
the diffusion of ICT unchanged, just Switzerland’s (current) stock of installed
computers would need more electricity than produced globally today.

It is not clear how long this trend of the past 60 years can be maintained before
physical limits are reached. Assuming a constant improvement rate, the three-atom
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transistor, also known as “Feynman’s limit,” will be reached in 2041. However,
there are reasons to assume that even smaller transistors can be built in the future
[4]. Today’s problem is not the physical limit, but the engineering feasibility
discussed in [5]. A slowdown of the improvement rate of the computing energy
efficiency would dramatically alter the projections of future computing capacity—
or of ICT’s future energy demand. In the so-called trend-scenario, EPA’s pro-
jections [6] for data centers show an expected increase in electricity demand from
60 TWh/y in 2005 to 250 TWh/y in 2017. Absent continued technology
improvement, the assumed increase in computing capacity would lead to almost
five times as much electricity demand, i.e. 1,200 TWh/y [7].

Some insight into the physical and engineering innovations and improvements
that lead to the fantastic progress in the past is offered in Kaeslin’s chapter
“Semiconductor Technology and the Energy Efficiency of ICT” in this volume
[5]. There he also discusses possible ways to improve computing energy efficiency
in the future.

One such means is miniaturization (called downscaling in microchip produc-
tion). The observation that over the history of computing hardware, the number of
transistors on integrated circuits doubles approximately every 2 years is known as
“Moore’s Law.”

The overall impact of ICT on society was recognized early on by philosophers,
historians, futurologists, economists and energy analysts. The impact on overall
energy demand has usually not occupied a central place in these debates. The few
projections of ICT’s effects on total national energy demand published starting in
the 1980s covered a spectrum between accelerated increase and substantial
reduction.

e In 1983, Tokio Ohta warned that industrial robots and general-purpose com-
puters could together account for 34 % of the total electricity demand in Japan
[8]. Five years later, Uekusa predicted percentages of 8 % in 1990 and 11 % in
2000 (Fig. 34 in [9]). Besides direct electricity demand, Uekusa mentioned
possible ripple effects and concluded: “Advancing ‘informationization’ ... also
has broad and crucial impacts on economic activities, corporate management,
working modes, life-style, social systems, and energy ... From an overall
viewpoint, energy demand is thought to demonstrate strong vector toward
increases” [9], p. 54 and p. 60f.

e In 1985 and 1986, William Walker discussed in two papers [10, 11] the pos-
sible consequences of ICT on the energy system. He emphasized the potential
of ICT to increase energy efficiency:

Information technology can affect energy consumption both directly and indirectly...
Information technology will therefore be directly applied on an increasing scale to the task
of reducing energy costs in the economy. But its capacities to raise simultaneously the
productivity of all inputs to production will tend to increase energy efficiencies across the
board; and the structural changes it initiates may have significant but largely unintended
consequences for patterns and efficiencies of energy use [10, p. 465].
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He concluded: “... the rate of growth of energy demand seems likely to remain
below that of economic output, although how far below is again difficult to
assess. Indeed, the possibility cannot be entirely ruled out that energy demand
will fall with economic growth in advanced countries” [10, p. 475].

e In a bottom-up simulation of energy demand in Switzerland from 1985 to 2025,
a scenario “communication technology” resulted in an energy demand in 2025
no higher than in 1985, whereas in the “business as usual” case, energy
demand in 2025 was about 30 % higher than in 1985 [12]. This scenario
calculation was based on a comprehensive description of a world in which ICT
is purposefully used to save energy and natural resources [13] and on a techno-
economic analysis of energy demand in the information society [14].

e Baer et al. [15] investigated in four scenarios the links between future ICT
growth and electricity demand in the US. They estimated through 2020 the
electricity demand of ICT equipment as well as electricity savings by ICT.
They concluded that even large growth in the deployment and use of digital
technologies will only modestly increase electricity consumption (Fig. 2).

e Laitner [16] published a moderately optimistic view regarding the impact of ICT
on US energy consumption in 2003: “Although we may not yet be able to
generalize about the future long-term energy needs associated with the infor-
mation economy, the evidence points to continuing technical changes and the
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growing substitution of knowledge for material resources. These interrelated
trends will likely generate small decreases in energy intensity and reduce sub-
sequent environmental impacts relative to many baseline projections.” In a paper
published in 2009 Laitner and colleagues evaluated a “semiconductor-enabled
efficiency scenario” resulting in 2030 in 27 % less electricity consumed than in
the reference case, and 11 % less than in the starting year 2007, even though the
economy is assumed to grow by 70 % from 2009 to 2030. [17]. The current
update of this estimate can be found in the chapter by Laitner [18] in this volume.
Energy saving potentials by ICT have also been presented in more recent
studies by the Global eSustainability Initiative (GeSI) [19, 20], and the
American Council for an Energy Efficient Economy (ACEEE) [21]. The pos-
sible net energy savings” by ICT are typically estimated at 10-20 % of the
world’s energy consumption.

“Spreng’s Triangle” [22, 23] explained the spectrum of potential impacts of
ICT on total energy demand using the idea that information can be substituted
for time or for energy. For an update of Spreng’s approach, see his Chapter [24]
in this volume.

The effect of ICT on energy demand in other fields, also called an indirect or

enabling effect of ICT, is certainly one of the most important impacts of ICT in the
context of sustainability. It is further discussed in the following chapters of this
volume:

Hojer and Wangel [25] discuss the role of ICT in future cities, where it is
interlinked with issues of transportation, mobility, and energy use in many
ways.

Sonnenschein et al. [26] provide insights into the enabling role of ICT for
integrating renewable energy sources into the power grid.

Katzeff and Wangel [27] discuss design issues related to the role of households
as energy managers in a smart grid context.

Huber and Hilty [28] discuss the role of ICT in motivating users to change
behaviors in support of sustainable consumption.

Maranghino et al. [29] introduce an information system supporting organiza-
tion-internal cap-and-trade schemes for CO, emissions permits and other
scarce resources.

Gossart [30] provides a review of the literature on rebound effects counter-
acting ICT-induced progress in energy efficiency.

Although it has been argued that energy consumed by ICT and energy saved by
ICT should be studied together (but for specific types of ICT, see [31]) in order to
treat costs and benefit the same way, we will continue our analysis by focusing
again on the cost side and the perception of it in research and policy.

2 Net energy savings are usually defined as the savings enabled by ICT (compared to a baseline)
minus the energy used by ICT. There is no general rule for defining the baseline, which makes
“net energy savings” a somewhat arbitrary concept. See also [32].
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2.2 ICT Energy Demand as an Emerging Issue

After the two oil price shocks in 1973 and 1979, building codes were strengthened
in many countries, and monitoring and auditing of energy consumption in build-
ings became a widely used practice. It was observed that despite important effi-
ciency improvements in the traditional energy usages (HVAC, lighting), electricity
consumption in many new commercial buildings was growing, which could be at
least partly explained by the increased use of computers.

Utilities observed a fast growth of electricity demand in the commercial sector,
and ICT was identified as one of the possible drivers for this growth:

The rapid rise in service sector employment has driven up computer use, because the
commercial sector is more computer-intensive than the manufacturing sector. Further, the
fastest service sector growth has occurred in business-related services. For example, from
1977 to 1982, business-related services claimed the top six spots in the large and fast
growing subsectors (over $10 billion in 1982 sales; more than 100 % growth). This is
important because it is exactly these business-related services that are most likely to use
computers. Historically, most growth in commercial sector electricity sales has come from
new uses. Many of today’s important uses began as small new loads, and computers may
be the latest example [33].

Bottom-up Studies: Commercial Sector. At the annual conference of the
American Council for an Energy Efficient Economy (ACEEE) in 1988, Norford
et al. presented an estimation of electricity demand in the US by office equipment
[34]. An improved and extended version of the paper was included in the pro-
ceedings of the “Electricity Conference” in Stockholm [35]. The authors analyzed
the technical specifications and the use of office equipment, gathered statistical
data on equipment installed and looked for potential energy savings. The main
results of this study were the following:

e One important observation was the fact that the true electric load of a device
was typically only 20-40 % of the nameplate rating. The latter is an indication
of the load supported by the power supply. This fact—a 2-3 times over-
dimensioning of the power supply—was later recognized as a main reason for
the high energy losses in the power conversion of most ICT equipment (both
for office and entertainment use).

e A surprise was the finding that office equipment other than computers (such as
printers and copiers) consumed as much electricity as the PCs. It was also
recognized that electricity consumption of equipment in standby mode was
important and could be reduced by better software. Improvements in software
were promulgated as one important way to reduce the energy demand of ICT
equipment.

e In an outlook to 1995 (7 years ahead), they presented a steady increase of
electricity consumption by office equipment in the commercial sector between
15 and 25 % per year [35]. This evaluation was further developed and pre-
sented a few years later in a 1991 report of the Lawrence Berkeley National
Laboratory (LBNL) by Piette et al. [36].
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Fig. 3 Energy-use intensity (in KWh/ft> x year) of office equipment in US office buildings
1983-2010. (Source [35, Fig. 7, p. 44], reprinted with permission of Lawrence Berkley National
Laboratory)

e The researchers did not overlook the enabling effects of ICT on energy savings
but did not quantify this potential.

In 1991, Piette et al. expected electricity use intensity (EUI) of ICT in office
buildings (defined in [36] as electricity consumption by ICT per unit of floor area)’
to grow mainly due to the diffusion of PCs and other office equipment (copiers,
printers) (Fig. 3). On the other hand, the EUI of central computers (mainframe and
mini computers) was forecasted to stay more or less stable until 2010 and its share in
EUI of total ICT would decline from almost 100 % to around 1/3 in less than
20 years. The EUI of all other ICT equipment was expected to grow from 1990 to
2010 by 200 % or 5.6 %/year. This implies that the total electricity demand of ICT
in all office buildings (sectoral electricity demand) would grow even faster because
the building stock would increase as well.

Piette et al. expected ICT electricity demand to grow in all commercial
buildings (not only office buildings, but also hospitals, schools, and shopping
centers), but at a slower pace than in office buildings. For the total commercial
sector in the ”Pacific Gas and Electric” Service Territory (US), they estimated the
growth of ICT electricity demand from 1989 to 2011 at between 125 and 235 %
(or 3.7-5.6 % per year) [36].

3 This metric is defined on the level of final energy and does not include energy carriers other
than electricity.
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These first projections by Norford et al. and Piette et al. have to be regarded as
parts of Business-As-Usual (BAU) scenarios, which assume that no technological
breakthroughs or policy interventions would happen. However, both became
reality shortly after these studies were published: Laptop computers and flat
screens (mainly based on LCD technology) and the Energy Star Program and other
policy interventions substantially reduced the energy demand of PCs and other
office equipment. On the other hand, the triumphant adoption of the Internet
drastically increased the demand for networking infrastructure, and the rapid
diffusion of small servers changed the structure of central computing.

Bottom-up Studies: Household Sector. In the 1980s, energy analysts looked
closely at the electricity consumption of household appliances. Entertainment
electronics, telephone and office equipment were at that time included in a non-
specific group of appliances termed “miscellaneous.” Electricity consumption by
this group was observed to grow and expected to increase further.

Meier et al. [37] estimated in 1992 that televisions used about 3 % of total
electricity consumption of households in the US. At that time computers were used
in only 10-20 % of homes and their consumption was on the order of 0.2 % of
total electricity use. In 1995 this fraction of computers was estimated at 0.3 %
(3.3 TWh/y) and expected to reach 0.4 % (6.0 TWh/y) in 2010 [38]. This rela-
tively modest electricity demand by computers was corrected on the basis of a
2005 survey of usage intensity of residential computers in the US by Roth et al.
[39]: Electricity consumption by laptop and desktop computers in 2005 was now
estimated at 22.5 TWh/y or 1.7 % of total residential electricity in the US.

Standby Losses and Inefficiencies in Power Conversion. These early studies
were complemented, extended and enhanced by investigations in other places and
other countries. In Europe, the “Electricity” Conference in Stockholm [35] acted
as a catalyst for these kinds of studies. Politicians and civil society became
interested in the field, which made funding available and boosted research. Most of
the studies in the period from 1990 to 2005 were commissioned by government
agencies and utilities. The results were usually published as research reports, i.e. as
“grey literature.” Nevertheless, they were distributed widely and had a high
impact worldwide. Many of these papers and reports can be found in the electronic
literature database “IT and Energy Library” [40]. An overview of the activities in
Europe and in the US was given by Aebischer and Roturier [41] and in less detail
in [42]. Research activities in Switzerland are described in [43].

Understanding how and for what purpose energy is used in devices increased
fast thanks to technical studies, surveys and measurement campaigns. The central
message was simple (and has roughly remained true until today): A very large
fraction of electricity is consumed while the equipment is idling and no service is
delivered. “Reduction of Standby Losses” became in the 1990s the leitmotif for
policy activities in the field of ICT (see Sect. 2.3 below). The ICT industry (both
hardware and software producers) participated voluntarily in these activities. They
had already tackled the problem for the market for mobile computers. The open
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questions were “how low” and “how fast.” The radical request of “1 Watt”
standby power by Molinder in 1993 [44] is almost reality today, 20 years later. As
an interim solution, accessory kits were proposed to power down computers,
copiers, printers and fax machines.

A related question was the performance of the power supplies transforming the
electric power down from 110 V or 230 V AC to typically 12 V and 5 V DC. The
roughly 1 V level required by the processors is reached by DC-DC converters
situated on the motherboard or even directly on the chip. After 1990 the traditional
bulky and heavy transformers were hardly used in ICT equipment any more,
except in the audio segment and for about 10 additional years in external power
supplies. The new switch-mode power supplies might have been more efficient
than the old transformers, but they were typically 2-3 times over-dimensioned for
the standard configuration of a PC and for most other equipment. As a conse-
quence, up to 50 % of the electricity was lost in the transformation chain from 110/
230 V AV down to the 1 V DC level at the processor [45—-47]. In the low power
modes (e.g. standby), the losses could reach as high as 90 %. As long as no
measures were taken at the level of the power supply, the standby power could
therefore not be reduced substantially below the 30 W or 10 W level.

Furthermore, switching-mode power supplies generate so-called harmonic
pollution, i.e. if the input signal is a pure sine wave, the output signal is distorted
and composed beside the fundamental frequency by other harmonics (overtones).
Harmonic pollution leads to an increase in total current and to a decrease in the
quality of the electric current. The quality is described by the power factor, which is
defined as the ratio of the real power flowing to the load to the apparent power in the
circuit. The power factor is a dimensionless number between —1 and 1. In the early
1990s, the typical power factor for PCs and other office equipment was as low as 0.6
[48]. Because of the danger of fire due to the high electric current, insurance
companies became concerned as well as government agencies and professional
associations that were impelled to revise recommendations for the dimensioning of
electric wiring in office buildings. First recommendations were formulated, and
later voluntary standards were established to improve the power factor.

Reduction of standby losses, higher efficiency of power supplies and power
factor correction were the three main measures considered by the Energy Star
program and other energy efficiency programs for over 15 years, starting in 1992.
These policies are discussed further in Sect. 2.3 “Energy Efficiency Policy” below.

Bulk Electricity Consumers. Until 1990, central computers (mainframes and so-
called minis) dominated the electricity used for computing in US office buildings
as shown in Fig. 3 above. An estimation of electricity use by different types of
computers confirmed this observation in Switzerland: At about 50 % the main-
frames were the largest electricity users; medium and small computer systems
followed with 40 % and the personal computers’ share in 1988 was a modest 10 %
of the total electricity demand of computers (Table 1).
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Table 1 Electricity demand of computers in Switzerland in 1988, adapted from [49]

Type of computer No. of Power Use Electricity demand Fraction of
devices [kW] [h/day] [GWh/year] total (%)
Personal computer 900,000 0.125 3 120 11
Micro-system 12,200 2 6 50 4
Mini-system 18,100 5 6 190 17
Medium system 2,600 10 17 160 14
Mainframe 660 100 24 600 54
Total 1,120 100

In the city of Zurich, mainframes were at that time even more dominant because
of the importance of the financial sector. In some companies, more than 50 % of
the electricity was used by their in-house data center [50].

From this electricity used by data centers, typically 50 % or more was used by
the central infrastructure—cooling, power transmission/transformation, and power
security (UPS)—needed to run the computers. Additional losses for heat evacu-
ation and power transformation occurred inside the machines, and finally only
25 % of the energy was typically available for calculations, transfer and storage of
data [51]. Based on this analysis, a group of data center managers in Zurich
introduced the indicator

K = electric power of IT /total electric power of data center

to compare the efficiency of the central infrastructure of their respective data
centers [55, p. 75]. The inverse of this indicator corresponds to the Power Usage
Effectiveness (PUE) proposed in 2009 [52] by the Green Grid and subsequently
adopted worldwide as a measure of the energy efficiency of the infrastructure of a
data center [53, 54].

Optimization of the cooling system in existing data centers and innovative
solutions (e.g. free cooling) were demonstrated and resulted in electricity savings
of up to 20 %, but greater relief came from the IT side. For a large Swiss bank, a
new generation of computers together with completely new software led to elec-
tricity savings of 2/3 and to a reduction in floor area of more than 50 %—despite
an increase in processing and storage capacity. But in this example, these tre-
mendous savings in electricity demand in the early 1990s were compensated for
after only a few years by new additional computers needed to cover the ever-
increasing demand for processing power and storage capacity.

In these early years of the 1990s, the financial sector, research institutions and
universities, a few industries and some governmental agencies were the only
important users of large computers. Electricity demand of these machines was a
concern for these organizations but was barely registered by policy makers or the
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general public. Less than 10 years later, the world of ICT in general and of data
centers in particular had completely changed. The use of the Internet was
expanding fast: E-mail, new emerging social media, and audio/video downloading/
streaming became common activities. Small servers were popular; hosting became
an interesting business case. Huge data centers with tens of thousands of servers
were built and many others planned.

The projected power demand of the data centers planned in the Geneva region,
for example, would have increased the electricity demand of the canton of Geneva
by 20 %. This potential increase was in conflict with the cantonal government’s
energy plan to stabilize electricity consumption. Drastic efficiency improvements
to the infrastructure of these data centers would have been necessary to slow down
the increase; but this time relief came from the implosion of the “dot-com bubble”
in March 2000. Only one of four planned data centers was built in Geneva. Similar
events occurred worldwide.

But the improved understanding of electricity use in data centers, e.g. [55, 56],
was not lost. Incentives for limiting the growth of electricity consumption in data
centers were increasing. Fast growing heat density, rising electricity prices in some
countries, and increasing pressure from utilities and governments (e.g., the US
EPA’s Report to Congress on Server and Data Center Energy Efficiency [6]) led to
a revival of interest in that field [57]. Old ideas were taken up by new players, such
as The Green Grid [58], and new approaches such as virtualization of servers were
successfully promoted and supported by programs such as the European Code of
Conduct for Data Centers [59], Energy Star in the US and the “CRC Energy
Efficiency Scheme”* in the UK [60] (more in Sect. 2.3 below).

Despite these efforts, growing demand for communication and storage capacity
led to a growing number of data centers and steadily increasing electricity con-
sumption [3].

A technical overview of energy use in data centers is provided in the chapter by
Schomaker et al. [61] in this volume. The chapter by Hintemann [62] highlights
the changing structure of data centers and its impact on electricity demand.

From the end users’ point of view, data centers are an element of the infra-
structure needed to use services provided via the Internet. With the proliferation of
the Internet and mobile devices, end-user equipment was no longer stand-alone
equipment. In the early years, electricity was needed only for the end-user devices
(PC). Today, communication networks and data centers providing content and
services are essential parts of the computing environment and account for a sig-
nificant part of the energy demand (for the network part, see the chapters by
Coroama et al. [63] and Schien et al. [64] in this volume). And, as was earlier true
for end-user equipment, standby losses in the mobile telecommunication networks
and in switches, routers or servers in the Internet infrastructure are partly
responsible for the energy consumption.

4 Formerly the Carbon Reduction Commitment, which is part of the UK government activities
seeking to cut carbon emissions by 80 % of 1990 levels by 2050.
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2.3 Energy Efficiency Policy

The news that ICT was an important driver of the growth of electricity demand
made politicians think about regulating ICT equipment in the same way as
household appliances. But ICT equipment is much more complex and heteroge-
neous than a refrigerator or a washing machine. Fast technical progress, evolving
services, new types of equipment and global markets are reasons why standard
setting was not an appropriate approach [65].

The finding that standby was a major energy consumer opened the way to an
appropriate policy program. Electricity consumption in standby mode is (in most
cases) useless, does not interfere with the specific service of the equipment and
does not touch on technical characteristics of the equipment (e.g., specific energy
of delivered service, capacity of equipment and chosen technology, e.g., desktop
vs. laptop); reduction of standby losses is technically feasible (and already
implemented in mobile equipment) and not too costly. Manufacturers agreed to
collaborate. The reduction of “standby losses” (also called “vampire power” or
“leaking electricity”) was understandable to consumers and supported by public
opinion. The questions were how (mandatory or voluntary; national or interna-
tional/global), how fast and how ambitious?

In the US, the Energy Star Program, a voluntary program, was started as early
as 1992. The required maximum standby power negotiated with industry was
30 watts for PCs. In a short time, the large majority of models on the market
fulfilled the requirement. A major factor for the success of the program was the
market power of the US federal administration. A 1993 Executive Order in the US
directed all federal agencies to purchase only energy-efficient computers and office
equipment that qualified for the Energy Star label [66]. In Switzerland, the E2000-
Label was introduced on a voluntary basis in 1993. In this first year, the specifi-
cation was very similar to the Energy Star, but it was conceived of as a dynamic
program with annually strengthened requirements in order to signalize the best
25 % of models on the market. Similar programs were started in many countries
[67-70].

In its early years, the Energy Star Program was not ambitious, but it demon-
strated how to craft a successful voluntary program and became international,
adopted by the EU and Canada in 2001; Japan in 2005; Australia, Taiwan and
other countries at about the same time; and Switzerland in 2009. These new
participants strengthened the supporters of a more ambitious program, and the
requirement to get certified was more frequently adapted to market response.
“Experience has shown that it is typically possible to achieve the necessary bal-
ance among principles by selecting efficiency levels reflective of the top 25 % of
models available on the market when the specification goes into effect” [71, p. 2].
“As a general rule, product specifications will be reviewed for possible revision at
least once every 3 years or when the market share of qualified products reaches
about 35 %. For products that evolve rapidly in the market, such as displays,
ENERGY STAR specifications are reviewed every 2 years” [71, p. 6].
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Energy Star also tackled the problem of power conversion. The 80 PLUS
initiative launched in the US in 2004 was adopted in 2006. Energy Star added 80
PLUS requirements to their then-upcoming Energy Star 4.0 computer specifica-
tions: The efficiency had to be at least 80 % (for a load between 20 and 100 %)
and the power factor (cos phi) had to be 0.9 or higher. In 1992, The Energy Star
Program started with PCs and monitors and has covered all major office equipment
and TVs since 1998. In 2009, servers were integrated as well. The impact of the
program is difficult to evaluate, since it is not known how the automatic power
management (APM) essential in mobile devices would have been adopted in
desktop computers and other equipment without political pressure. But Energy
Star certainly accelerated the general adoption of APM, and a substantial fraction
of the reduction of standby energy, estimated for computers and monitors at
32 TWh/y or 45 % of the actual electricity consumption by computers and
monitors in the US 2012 [72, 73], can be attributed to the policy program.

The International Energy Agency (IEA) played an important role in propa-
gating energy efficiency and in particular measures to reduce standby losses
throughout all OECD countries [69, 74, 75].

On a global level, the World Summit on the Information Society [76] brought
together representatives from governments at the highest level, participants of all
relevant UN bodies and other international organizations, non-governmental
organizations, private sector, civil society, and media to develop and foster a clear
statement of political will and take concrete steps to establish the foundations for
an information society for all [41, 42].

2.4 Trends in ICT Energy Demand Since the 1990s

In the mid-1990s, ICT was established as a relevant electricity consumer, and the
explosive diffusion of the Internet around the turn of the millennium led to
speculations of an excessive growth of future energy demand of ICT. Detailed
bottom-up studies the world over showed that electricity demand of ICT was
indeed growing, but in industrialized countries the growth rates were not expected
to exceed 5 % and could possibly be dampened by policy measures. We compared
results of three studies and the official outlook of the Department of Energy (DoE)
in the US [39, 77-79] and two studies in Germany [80, 81]. We report on two
indicators: the fraction of ICT electricity in sectoral electricity consumption and
ICT electricity per capita.

The analysis was done separately for residential and commercial ICT. Resi-
dential ICT includes proper IT (e.g., PCs) as well as entertainment electronics’
(e.g., TVs). Commercial ICT comprises all IT at work as well as the infrastructure

5 Roth et al. [39] do not include entertainment electronics. The corresponding data points
(denoted by “TIAX_IT”) are therefore not directly comparable with the other data.
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(data centers, networks) needed to run the networked end-use equipment at home
and at work.

The fraction of ICT electricity steadily increased in both the residential and
commercial sectors until 2010. For the US the official outlook of the Energy
Information Administration (EIA) predicts a stabilization (by 2020) at about 10 %
in the residential and the commercial sectors, corresponding to 7 % of total
electricity demand [79]. In Germany, the fraction of ICT electricity is much higher
and an increase to more than 25 % in the residential sector and to about 20 % in
the commercial sector is expected by 2020. This corresponds to 12 % of total
electricity demand in 2020. The important difference between the US and Ger-
many is primarily due to a higher electricity consumption per capita in the US: In
2000, residential electricity consumption per capita in the US was 2.7 times as
high as in Germany. The corresponding factors for the commercial sector and for
the total electricity demand are 2.8 and 1.8. We conclude that the fraction of ICT
electricity is not a good indicator for making comparisons between countries.

Using ICT electricity per capita as an indicator, the differences between the US
and Germany disappear (this is clearly visible in Figs. 4 and 5). What remains is
the uncertainty regarding the absolute level of the ICT electricity demand. But the
trends in both residential and commercial ICT use are very similar in the American
and in the German studies: steady growth to this day and more or less constant ICT
electricity demand per capita of 0.8 MWh/y x cap® (0.35 MWh/y x cap for
commercial and 0.45 MWh/y x cap for residential ICT) by 2020.

6 0.8 MWh per year and capita is a relatively small fraction of the total electricity used in
industrialized countries, but in many developing countries this would exceed the total
consumption [42].
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Fig. 5 ICT electricity per capita in the commercial sectors in the US and Germany. Data from
different sources (see Fig. 4)

It is important to note that in the past and in the near future, growth in ICT
electricity has been held down and is expected to be further dampened by:

e the reduction of standby losses of end-user equipment,

e improvements in the energy efficiency of the infrastructure of data centers and
networks, and

e virtualization of servers in data centers.

These saving potentials are finite and ICT electricity demand may again increase
faster in some years. This is particularly likely to happen should the rapid increase
in the energy efficiency of computing come to an end.

A closer look at the evolution of ICT electricity in Germany (Fig. 6) reveals
that residential end-user equipment is the largest consumer. TVs alone are
responsible for roughly 50 % of this consumption. Within the commercial ICT, the
electricity demand of the end-user equipment has declined slightly since 2001,
whereas the infrastructure (data centers and networks) has become the dominant
electricity consumer. It is interesting to note that standby losses are declining—
even in absolute terms (Fig. 6).

An estimate of electricity consumption by ICT on the global level was provided
by Malmodin et al. in 2010 [86] for 2007: 1,286 TWh/y or 0.19 MWh/yxcap
(Fig. 7). The largest segment is entertainment and media equipment, which is
dominated by TVs. The next largest is telecom/networks with almost % of the
electricity consumption by fixed telecom, IT end-user equipment (desktop and
laptop computers), and finally data centers including the infrastructure (such as
cooling) to run the servers.

Lannoo’s more recent estimations published in 2013 [87] for the same year do not
include entertainment and media equipment. The results for the other segments do
not differ significantly from Malmodin’s figures: slightly higher electricity con-
sumption of data centers and lower consumption of telecom/networks and end-user
equipment. On the other hand, telecom/networks are expected to grow much faster
(10.1 %/year) than end-user equipment (5.2 %/year) and data centers (4.3 %/year).
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Looking in detail at the electricity consumption of end-user equipment (Fig. 8),
we can see that LCD screens surpass CRTs in electricity consumption in 2012, and
electricity consumption of laptops has more than doubled in 5 years, whereas
desktops have been roughly stable. Without these two structural changes, the
electricity growth rate of end-user equipment would be at least 8.3 %/year (instead
of 5.2 %lyear).
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For the effects of changing media use on energy consumption and CO, emis-
sions, see also the chapter by Coroama et al. [88] in this volume.

2.5 Energy Demand Throughout the Life Cycle of ICT
Devices

Thus far, we have focused on the energy demand of ICT devices during the use
phase. The life cycle of an ICT device from cradle to grave, however, includes
other phases that consume relevant amounts of energy as well, such as the
extraction of raw materials, the production of the devices and the end-of-life
treatment (recycling or final disposal) of the equipment after it has become
obsolete. The method of Life Cycle Assessment (LCA) can be used to analyze all
relevant environmental impacts of a product throughout its whole life cycle.

The first LCA studies of ICT devices were conducted in the 1990s. The primary
energy demand for the production of a desktop PC was then estimated to be in the
range of 10-12 GJ (2,778-3,333 kWh), which was more than that of an (analog)
color TV set (2.8 GJ) and less than that of an average refrigerator (13 GJ) [89]. A
study conducted by Grote in 1994 [90, 91] estimated the energy demand of the
production of a PC to be much higher, namely 37.5 GJ. For technically more
powerful workstations, a study done by the Microelectronics and Computer
Technology Corporation (MCC) in 1993 estimated the production-related energy
demand to be 25 GJ [92]. The two chapters by Hischier et al. [93, 94] in this
volume provide detailed updates on LCA studies of desktop, laptop and tablet
computers, including comparisons between production and use phase impact.

The communications aspect of ICT got the attention of LCA research much
later. The first LCA studies on fixed line [95] and mobile telephone networks
[96-100] were published after 2000.
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In 2001, Empa started the 4-year research program “Sustainability in the
Information Society” (SIS) which aimed to create a comprehensive picture of the
effect of the ongoing “informatization” of society on sustainability, including
positive and negative impacts. The program first focused on substitution effects,
such as electronic media substituted for print media [101], or videoconferencing
substituted for travel [102] and their counteracting induction and rebound effects
[103]. The chapter by Coroama, Moberg, and Hilty [88] in this volume provides an
update on the substitution of electronic for traditional media.

A part of the SIS program focused on the end-of-life phase of electronic
devices, including a global perspective. An overview is provided in the chapter by
Boni et al. [104] in this volume. An LCA study of e-waste recycling showed that
the energy needed for industrial electronic waste recycling is clearly more than
offset by avoided environmental impact, mainly due to the avoided primary pro-
duction of the metals recovered [105].

Technology Assessment (TA) studies conducted in the SIS program (e.g.,
[106]) added a prospective part to the research on the effects of ICT on society and
the environment. One result was that smaller, embedded ICT (such as RFID labels
[107]) could in the future negatively affect established recycling processes, such as
those of paper, plastics or textiles [108—111].

Although this chapter is written from an energy perspective, it is obvious that
ICT is a field of technology closely related to material issues as well, both in its
substitution potentials (e.g., replacing print media by electronic media) and
through the raw materials needed to produce ICT devices. The latter aspect is
covered in the chapter by Wiger et al. [112] in this volume.

2.6 The Influence of Software on the Hardware Life Cycle

The SIS research program at Empa also made an attempt to empirically investigate
the influence of software products on the hardware life cycle. In 2003, a controlled
experiment was conducted that confirmed that increasing processing power of PCs
was overcompensated for by new software versions in terms of user productivity,
at least for the basic tasks of file handling and text editing. New versions of
operating systems and text processors not only forced users to buy new PCs
because of their higher demand of computing power (and therefore shortened
lifetime of hardware), they also increased the time users would spend at the
machine to perform the same task as before [103, 113].

This trend, known as “software bloat”, came to a temporary halt with the
emergence of small mobile devices, in particular smartphones and tablets—thanks
to the limitation of the energy density of their batteries.

The mobile app has created a new paradigm for software design and distribu-
tion. Mobile apps are highly efficient, as they are reduced to the most important
functions and because they are intended to run with limited hardware resources. At
the same time, energy-consuming tasks are shifted from end-user devices to the
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cloud. The trend towards Web-based application software in combination with
cloud computing has complex implications for the energy demand of ICT devices
and services. This trend may enable end-user devices with low storage and pro-
cessing capacities (even stationary devices, so-called thin clients) to become
attractive because operations requiring large processing capacities can be carried
out on the web server without burdening the client, and this can typically be a
cloud-based service [114]. On the other hand, the energy consumption caused in
the Internet and in data centers must be taken into account. Several chapters in this
volume [61-64] elaborate on these aspects.

3 Methodological Challenges

3.1 Defining ICT

ICT is the result of a convergence of three lines of technological development.
First, technologies bridging space, i.e., extending the spatial range of communi-
cation, from flags and fires used for transmitting messages over some distance to
the wires and electromagnetic waves we use today. The second one is the
development of technologies for bridging time, i.e., extending the temporal range
of communication, from carving messages to future generations into stone, writing
and printing on paper to today’s digital electronic storage. The third line, finally,
runs from using the abacus and mechanical calculators to the digital computer.

During this convergence, which is still ongoing, many types of devices and
infrastructures emerge and vanish again from the markets. It is therefore easier to
enumerate specific types of devices, such as laptop computers, smartphones, IP
routers or web servers, than to give a comprehensive and precise definition of ICT.
Conceptual boundaries are, however, crucial because they imply the system
boundaries explicitly or implicitly used in studies on energy consumption, which
are then non-comparable.

In our tour through the history of ICT energy consumption, we encountered
studies in which residential ICT was restricted to computers and their peripherals;
other studies include “entertainment” devices such as TV sets. Today, the
boundaries between computers and TV devices are blurring. Commercial ICT may
or may not cover ICT infrastructure (data centers and networks). Data centers’
energy use may comprise the infrastructure (cooling, uninterruptible power sup-
ply) needed to run the servers; in some studies these 50 % of energy used by the
infrastructure are not considered.

Estimates of the energy intensity of the Internet diverge by a factor of 20,000, a
part of which can be explained by different definitions of “the Internet” (for details
see the two chapters on Internet energy intensity [63, 64] in this volume). By
means of an explicit definition of the system boundary of each study in this field,
unnecessary confusion can be avoided.
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However, two ongoing developments will always make it challenging to draw
clear conceptual boundaries around ICT:

¢ An increasing number of microprocessors (95 % according to Rejeski [115] or
even 98 % according to Broy and Pree [116]) are not used in dedicated ICT
devices but are embedded in other objects, such as cars, household appliances,
buildings, or industrial processes [117]. A compilation of the world’s techno-
logical installed capacity to compute information by Hilbert and Lopez in 2011
[118] showed that the computing capacity of digital signal processors (DSP) and
microcontroller units (MCU), which are mainly not used in dedicated devices, is
of the same order of magnitude as the computing capacity of personal computers
and one or two orders of magnitude higher than that in servers, mainframes and
supercomputers [119, Table S A-3, p. 8]. The amount of energy used by this
embedded ICT is unknown, and estimates are difficult. In official energy statistics,
their consumption is usually included in that of the “host” object, e.g. the fuel
consumption of a car. This can create inconsistencies in statistical analyses. Very
often, the monetary value of ICT sales is taken as a basis for estimating the
installed capacities. While production figures of the manufacturing ICT industry
include the embedded electronics, sales of ICT and investments in ICT cover
mainly the “electronic devices” but not the “embedded electronics.” Macro-
economic studies relying on ICT investment data may therefore be flawed.

e ICT products are changing their nature from owned goods to services; cloud
computing is only one of the trends that opens the door to a world of complete
service-orientation. This is not surprising, because it is in the end always a service
(and not a device or infrastructure) the user is seeking and paying for. From a life
cycle perspective, it has always been challenging to define a functional unit that
truly reflects what the user wants to get from an ICT device or infrastructure.
Given the inherent multi-functionality of ICT, the related problem of allocating
impacts (such as energy consumption) to functional units has been known for a
long time. This methodological challenge will increase with the cloud computing
paradigm. It will be easier to define the immaterial ICT service that is provided to
the user, but more difficult to define the material infrastructure producing it.

3.2 Data Collection and Modelling Methodology

Estimating the electricity demand of a set of devices does not need a complex
model but requires much input data, not all of which are available or statistically
significant. Electricity consumption in the use phase is usually evaluated with a
bottom-up approach:

Energy(t) = Zipn;(t) x e;(t) X i (t)

with  n: number of devices of type i
e: electric power load in functional state j
u: intensity of use by user k
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For some types of equipment, the number of equipment can be deduced from
statistics based on surveys (such as the “Information Society” indicators for
Switzerland, [120]). But these data are usually not adequately detailed and must be
complemented by sales statistics. With assumptions about the lifetime of the
equipment, it is possible to deduce the number of equipment in use. Assumptions
about “lifetime” are highly uncertain even when combined with data from elec-
tronic waste collection because devices can be stored in homes for years or have a
“second life” before they enter the waste stream.

Furthermore, sales statistics do not tell us where the equipment is used, whether
in an office or at home. And they do not cover all distribution channels. One
example is discussed by Koomey [3, footnote 1 to Table 4, p. 23]: “Because
Google creates its own custom servers, the company is treated as a server ‘self-
assembler’ so its servers are not included in the IDC world totals.” Koomey
estimates the electricity consumption of Google’s data centers to be on the order of
1 % of all data centers worldwide. Whether all supercomputers and mainframes
are covered by the sales statistics has not yet been investigated.

The power in the different functional states is nowadays declared for standard
models, but not for more specific configurations.

By far the largest uncertainty affects the intensity of use of the device. This
begins with the question of whether the user has changed the settings of the
automatic power management and ends with the uncertainty of switching off the
devices when not used. What about the second or third computer at home: Is it
used at all? Is it used for watching TV? Even extensive surveys and metering
campaigns (some of which have been conducted) are outdated quickly because of
the fast innovation cycles in ICT.

The resulting estimation of the electricity demand of ICT is highly uncertain.
The fact that most of the studies show rather compatible results—the rare outliers,
e.g. the papers by Mills [121, 122], are mostly implausible—may be less a sign of
accuracy than the consequence of using the same or similar data and making
similar assumptions. The uncertainty is highest for the absolute levels of electricity
consumption. The calculated trends (temporal development) are more reliable,
because the variation of the number of devices is quite well known and changes in
the electric power load due to different functional states and changing intensity of
use are rather slow.

If we extend the system boundary from the use phase to the entire life cycle of
ICT hardware (as described above in Sect. 2.5), there are even more challenges in
collecting the inventory data [123] and modelling the production and end-of-life
stages of the life cycle as well.
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3.3 Quantifying the Effect of Software on ICT Energy
Demand

Although software products are immaterial goods, their use can induce significant
material and energy flows. Software characteristics determine which hardware
capacities are made available and how much electric energy is used by end-user
devices, networks and data centers. The connection between software character-
istics and the demand for natural resources caused by the manufacture and use of
ICT systems has not been the object of much scientific study to date (see the
chapter by Naumann et al. [124] in this volume for a current overview).

Quantifying the effect of a software product on energy demand and defining
criteria for “green” software has proven to be methodologically challenging
because each software product considered in isolation fulfills its function only as
part of a complex ICT system, and therefore only in interaction with other software
and hardware components (as well as the user). But it is the total required hard-
ware capacity that determines the demand for natural resources in the form of
electricity consumption and the hardware life cycle. In addition, the innovation
cycles in the realm of ICT are so short that results based on snapshots in time
quickly become outdated. Therefore, the focus of the analysis has to be on qual-
itative causal relationships and the dynamics of developments in the field. The
following discussion is based on [114].

Figure 9 shows the ICT product system, which includes the life cycles of
application software, system software, and hardware. In the use phase these three
product types combine in an ICT system, which provides the desired performance.
This depiction is highly simplified, since these days ICT systems are normally a
distributed system in which a number of connected hardware and software com-
ponents interact over a network.

Conducting an LCA of a software product, even if the scope of the study were
restricted to the use phase of the software, would have to quantify the following
causal relationships between software and hardware:

1. Power consumption: How much power consumption by the hardware does the
software cause during its execution—not only in local end-user devices but also
in network components, servers, and other devices involved in the process?

2. Hardware load: How much of the available hardware capacity is used by the
software product during its execution? Since during this time this capacity
cannot be used for other purposes, a corresponding portion of the overall life
cycle of the hardware is attributable to the software. From an economic per-
spective, these are opportunity costs which are independent of power con-
sumption attributable to use.
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Fig. 9 Simplified representation of the IKT product system. Grey block arrows stand for the
most important material and energy flows. (Source Translated from [114])

. Hardware Management: Software can influence the operating states of the

hardware, especially by using or preventing power-saving modes. In addition, it
can distribute the computing or memory load in networks. In this way, a
software product may influence the extent and the timing of power consump-
tion by the hardware as well as the efficiency of hardware usage. How can this
kind of influence be quantified?

. Useful life of hardware: Software products can influence the timing of the

decommisioning (obsolescence) of hardware products. For example, new
versions of software products may require replacing functioning hardware
sooner with more powerful hardware; or the reverse may take place through the
installation of smaller or more efficient software versions, enabling the con-
tinued use of older hardware. How can such properties of software products be
quantified? (See also the chapter by Remy and Huang [125] in this volume.)

ICT’s future energy demand will also depend on how successfully solutions to
these methodological problems can be found, as well as on the extent to which
awareness can be raised of the considerable influence software properties can have
on the energy flows triggered by the software.
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4 Conclusions

The history of ICT energy demand shows a dynamic balance between two
amazingly rapid developments:

e Increasing demand for ICT services, including the performance per device as
well as the number of devices in use and of components embedded in other
objects.

e Increasing energy efficiency of ICT, including progress in semiconductor
technology as well as policies stimulating the use of efficient technologies, as
the history of the reduction of standby losses and inefficient power conversion
clearly shows.

This dynamic balance should not be taken for granted. The total amount of energy
that society devotes to ICT could grow much faster than today if progress in
efficiency slows down or comes to an end for some technological or political
reason.

Research into the socio-technical system of ICT and its energy consumption
currently faces several methodological challenges:

e The distributed nature of the ICT systems providing the final service to the user
and the increasing share of embedded ICT make the definition of the system
boundary of a study a non-trivial task with decisive consequences for the
results.

e There is an increasing need to consider the life cycles of end-user devices,
network components, servers and supporting infrastructures, spanning the
extraction of raw materials to end-of-life treatment of obsolete hardware. The
collection of data on the life cycle of each component, the creation and vali-
dation of models for each phase of the life cycle (including user behavior in the
use phase) are issues calling for interdisciplinary efforts.

e Understanding ICT energy demand also requires a better understanding of the
influence of software products on the demand for hardware capacity, on use-
phase energy consumption and on the obsolescence of ICT components.

We hope that the research described in the present book helps overcome these
challenges and will stimulate future research.
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Semiconductor Technology
and the Energy Efficiency of ICT

Hubert Kaeslin

Abstract CMOS circuits have been the workhorse of ICT for 40 years. Due to the
unique scaling property of this technology, energy efficiency has enormously
improved during that time, notably by lowering the supply voltage from the long-
time standard of 5 to 1 V and less. As the era of “happy scaling” has come to an
end, progress becomes increasingly difficult and techniques beyond 2D size
reductions have come into play. A superior and viable alternative to CMOS has yet
to be found.

1 Why Has CMOS Become the Sole Technology
for Information Processing?

CMOS (complementary metal oxide semiconductor) circuits totally dominate
information processing and memory devices (RAM) today, both for professional
ICT and consumer products. Also, solid-state disks assembled from flash-type
memory chips are currently making ever deeper inroads into permanent mass
storage, the traditional realm of magnetic disks. To fully understand that situation,
we begin this review with a brief account of why CMOS technology displaced all
contenders.

Initially a slow alternative to TTL, ECL, GaAs and other circuit technologies,
CMOS had two unique and highly valuable traits:

1. n- and p-channel MOSFETs (metal oxide semiconductor field effect transistors)
are manufactured side-by-side on the same silicon chip and work together as
pairs in each logic gate. As these complementary switches turn “on” and “off”
in an alternating fashion, supply current dropped to zero once a circuit had
settled to a steady state. As a consequence, power dissipation was directly
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proportional to the switching activities in a circuit or, in other words, to the
overall computational burden. This was in stark contrast to competing circuit
technologies that draw significant amounts of DC current even when idle.

2. Almost all figures of merit of a circuit benefited from smaller layout geome-
tries. Over the past 40 years, transistors, interconnect lines, and the separations
between them have been downsized by a factor of approximately 1.4 with each
new process generation. Each such shrink improved

the number of transistors per area,

the switching speed and, hence, the attainable clock frequency,

the computational performance and the storage capacity,

the energy dissipated per switching event, and

the unit costs per function (transistor, logic gate, computing operation,
memory bit, etc.).

The first person to recognize the tremendous potential of CMOS scaling was
Robert Dennard, who in 1974 formulated a set of rules that involved both geo-
metrical and electrical quantities. Scaling is what has made it possible to serve
ever higher computational and storage needs over several decades. Dennard
scaling can indeed be understood as the explanation behind Moore’s law. To this
day, the ability to offer better performance at lower unit costs constitutes the
competitive advantage that drives the semiconductor industry and that justifies
ever larger investments. Established companies and start-ups eagerly picked up on
the new possibilities, offering ever more sophisticated products, software appli-
cations, and services to the public.

Watch circuits, in which speed is immaterial and zero standby power crucial,
were in fact among the earliest CMOS applications before the technology entered
embedded computing in the form of microprocessors for its robustness, low power,
and—at the time—relative simplicity. Affordable CMOS microprocessors later
helped create the home computer, a product and a market that had not existed
before and that paved the way to personal computing. Gaining in density and
performance with each new process generation, CMOS Very Large Scale Inte-
gration (VLSI) circuits gradually moved up the ladder and eventually made their
way into supercomputers. Integrating many millions of logic gates on a single
silicon microchip ultimately proved more useful than squeezing the maximum
operating frequency out of a handful of gates manufactured using a fancy
technology.

Over the same time frame, VLSI chips also enabled mobile computing,
broadband and digital wireless telecommunication, handheld music players and
GPS devices, smartphones, download services, video streaming, Internet shopping,
social networks, and all those applications that we see today.

As long as a typical processor dissipated only a few watts due to its relatively
modest transistor count and operating frequency, VLSI designers had no reason to
pay much attention to energy efficiency. Cost and performance invariably came
first, and much the same applied to memory chips. This attitude radically changed
in the 1990s with the advent of mobile computing which turned battery run time
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Fig. 1 Evolution of CMOS supply and threshold voltages. Source [1]

into a key issue. Mains-operated computers also ran into power limitations due to
the problems associated with carrying away the heat produced by high-perfor-
mance CPUs and graphic processors. This is because thermal flows in excess of
100-120 W drive up the costs for heat sinks, cooling fans, heat pipes, and related
equipment to uneconomical heights. As the energy dissipated by a CMOS circuit
for a given computation grows with the supply voltage squared, devising circuits
and architectures that could provide the same level of performance from a lower
voltage was a natural choice; see Fig. 1. Suspending the clock to inactive circuit
blocks, known as clock gating, was an important innovation, but there were many
others such as input silencing, delay balancing, and dynamic back biasing.

Over many product generations, the combined efforts of scaling and improved
engineering led to a reduction in the amount of energy spent on a given computing
or storage operation by several orders of magnitude. Yet, the explosion of new ICT
products and services and their general adoption simply outpaced those efficiency
gains. Today, the primary goal of VLSI design is to provide more computing
performance and more storage capacity within the current power and energy
budgets.

2 Where Does CMOS Technology Stand Today?

Dennard scaling, where geometric shrinking is accompanied by a proportional
reduction of the supply voltage to maintain a constant electric field, came to an end
around 2004, at the same time as the Gigahertz race; see Figs. 1 and 2. This is
because to maintain the operating speed, MOSFET threshold voltages must be
scaled down along with the supply voltage. Unfortunately, the lower its threshold
voltage, the more a MOSFET tends to leak when turned off. To make things worse,
the dependency is inherently exponential as any further reduction of a mere
70-100 mV inflates the sub-threshold current by a factor of 10. And to complicate
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matters further, leakage is highly dependent on temperature and subject to
important variations from the fabrication process. All this, in conjunction with the
billions of potential leakage paths present in any complex VLSI chip, currently
prevents industry from generally adopting core supply voltages much below 0.8 V.
Instead, supply and threshold voltages are chosen so as to balance dynamic and
static power in search of the maximum overall energy efficiency.

As a collateral damage, advanced high-performance VLSI technologies have
lost the original CMOS virtue of zero or close-to-zero quiescent current. A circuit
technique known as power gating had to be introduced to electrically disconnect
temporarily inactive circuit blocks from the supply voltage. “Dark silicon” is a
buzzword coined to describe the growing gap between the number of logic gates
that can be manufactured on a chip with each process generation and the number
one can actually afford to operate simultaneously without exceeding the thermal
envelope.

As Dennard scaling ran out of steam, semiconductor technologists began to
resort to low-€, inter-level dielectrics, copper interconnect (instead of aluminum),
crystal straining, high-€, metal gate (HKMG) stacks, silicon on insulator (SOI)
fabrication, and other alternative approaches. The finFET—announced in 2011 and
referred to as “tri-gate transistor” by Intel—significantly improved current control
by allowing the gate field to impinge on the conducting channel from two or even
three sides (instead of just one as in planar devices; compare Fig. 3a, c). This has
made it possible to reduce voltage levels from 1.0 to 0.8 V, but necessitated a total
redesign of the MOSFET’s spatial arrangement and manufacturing steps [3]. The
ultimate stage of development in this direction would be the “gate-all-around
FET” where an annular gate completely surrounds a silicon nanowire; see Fig. 3d.
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Samples have been demonstrated in the laboratory, but the industrial viability is
yet to be proven.

Circuit and architecture designers also continue to develop innovative ideas
including multiple sleep and power saving modes, dynamic voltage and frequency
scaling (DVES), heterogeneous multicore architectures, and approximate/inexact/
probabilistic computing. However, as the low hanging fruits have been harvested,
alternative techniques tend to suffer from diminishing returns.

3 What Are the Perspectives?

Now at the 22 nm generation, CMOS technology is approaching atomistic
dimensions. As size reductions cannot go on indefinitely,' important decisions lie
ahead after 40 extremely successful years of geometric scaling. Compared to the
tried and tested MOSFET, a superior switching device ought to

' Current expectations are that MOSFETSs should continue to behave as such down to a channel
length in the order of 7 nm before source-to-drain tunneling will likely render further shrinks
pointless. Whether the electrical properties and unit costs of such devices will justify the
tremendous capital expenditures required to develop and produce them remains an open question,
though.
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Fig. 4 Predominant computing technology, past, present, and future (note: years indicate
massive shifts, not date of announcement). Source [1]

operate with a lower voltage swing,

exhibit a more abrupt “on”-“off” transition,

manage with smaller electrical charges, and

be insensitive to or take advantage of atomistic effects.

Fabricating isolated devices does not suffice to supersede CMOS, however. Any
realistic alternative must

combine billions of switches in a tiny volume,

offer comparable levels of performance,

be produceable in large quantities at comparable cost, and
operate at room temperatures.

Research into a “new switch” has been underway for quite some time. Many ideas
have been published, many prospective devices have been studied and simulated,
some have even been manufactured in the lab. However, no truly superior and
industrially viable replacement for the MOSFET has been demonstrated yet, and
research continues in multiple directions as summarized in Fig. 4. In a joint effort
by industry and academia, the semiconductor community regularly publishes their
assessments in the “International Technology Roadmap for Semiconductors™ [4].

In the meantime, industry is experimenting with ultra compact 3D assemblies of
processor and memory chips that reduce parasitic capacitances and so afford
further energy efficiency gains. This requires vertical interconnects between
stacked semiconductor chips, called through-silicon vias, and poses heat evacua-
tion problems. Another active research avenue aims at locally replacing the silicon
in the transistors by high mobility semiconductors such as indium gallium arsenide
(for the n-channel MOSFETSs) and germanium (for the p-channel devices). Current
plans are to deposit thin films of those materials on silicon wafers to avoid the
costs of exotic substrates. What justifies the extra process complexity is the



Semiconductor Technology and the Energy Efficiency of ICT 111

promise of energy efficiency gains on the order of 60 % that should result from
bringing the supply voltage down to a mere 0.5 V with no loss in performance [5].

A major challenge on the architecture side is to reconcile flexibility and a
simple programming model with energy efficiency. Agreeing on stable standards
for all those data and signal processing algorithms that involve frequent and ste-
reotypical calculations would allow the ICT industry to develop fixed function
blocks for them and to incorporate those into future processors as a kind of
“hardware subroutines”. This would help because instruction set architectures
waste orders of magnitude more energy for certain highly repetitive calculations
than hardwired logic does.

4 Conclusions

While it is utterly clear that there can be no further progress without corresponding
improvements in energy efficiency, the thirst for ever higher data bandwidths, the
quest for better video resolutions, the current move towards storing everything in
the cloud rather than locally,” the desire to communicate even with humble objects
over the Internet, and similar trends will in all likelihood continue to drive up the
energy demand of ICT as a whole. Unfortunately, CMOS scaling alone can no
longer be counted upon to yield the same gains in terms of performance, efficiency,
and cost reduction as in the past. And unless a radical breakthrough occurs,
growing capital needs will further restrict the number of manufacturers in the
semiconductor industry.
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The Energy Demand of Data Centers

Gunnar Schomaker, Stefan Janacek and Daniel Schlitt

Abstract Data centers are the backbone of today’s information technologies.
With increasing usage of cloud services and web applications, the need for remote
computing and storage will only grow. However, one has to consider that
increasing numbers of server and storage systems also mean increases in energy
consumption. The power demand is caused not only by the IT hardware, but is also
due to the required infrastructure such as power supply and climatization.
Therefore, choosing the most appropriate components as well as architectural
designs and configurations regarding energy demand, availability, and perfor-
mance is important. This chapter depicts influencing factors and current trends for
these design choices and provides examples.

Keywords Data center - Energy demand - Metrics - Renewable energy
Virtualization - Cooling concepts + Power supply

1 A Short Introduction to Data Centers

In our daily lives, we increasingly access data located “somewhere else,” at a
place most of us do not have to care about. Usually, this place is a data center,
closer or farther from the end user, completely opaque with its high intrinsic
technical complexity and specific requirements. This chapter offers a basic
explanation of data centers and especially how their power consumption is pieced
together, why they need to consume a significant amount of energy and how that
turns information processing into a cost-intensive task.

Most basically, a data center is a dedicated building or at least a dedicated,
separated room, exclusively held available for the placement of IT hardware.
This definition deliberately excludes small storage rooms that many (smaller)
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companies use to hold a rack containing some servers. While some define data
centers to include the IT hardware, others do not. This is due to the fact that data
centers can be run with different business models and operating strategies.
A company might build a data center but not place a single server they own in it.
Instead, third parties may buy their own servers and send them to the data center
for it to manage their hardware. The data center’s operating company only rents
the “building” including all infrastructure needed to operate the servers, but not
the servers themselves. This business model is called a co-location data center.
Other data center operators construct and run the data center completely, including
all hardware and software, selling only their services to their customers. A popular
business model that uses exactly this scheme is very well known and roughly
summarized by the term “cloud.” This makes use of the possibilities gained by the
technology of virtualization, which is explained later in this chapter. Here we
assume that a data center contains the building, the IT hardware, and all infra-
structure needed to successfully and safely operate it.

One of the main reasons why data centers have become complex and cost-
intensive structures is reliability. This entails two areas: security and availability.
It is fairly easy to explain why everyone using remote services or accessing data
should care about security: to prevent others from spying on their personal or
business files. For a data center, this not only means securing its digital entrances
through firewalls and intrusion detection systems, but also reducing to the greatest
possible extent the possibility of a break-in, the impact of natural disasters or
misuse of any hardware by unqualified personnel. To prevent these incidents, data
center buildings often resemble high security zones protected by video surveil-
lance, road barriers, alarm systems, isolating devices, and fire protection systems.
The building grounds of a data center should be above the levels of near water
sources and be save from flooding.

Availability means the minimization of blackouts and deficiencies of the ser-
vices. These may be a result of fluctuations in the power system or even entire
power blackouts, but also of hardware failures or similar faults that may occur
anytime during operation. To prevent service downtime or hardware damage, data
centers use an elaborate combination of redundant systems for almost all tech-
nological layers. Starting with the power supply, a data center may use external
emergency power supplies fueled by diesel and pre-heated to ensure the immediate
operation until the outage can be resolved. There are also internal uninterrupted
power supplies (UPS) with extensive battery packs that are able to power the data
center for at least several minutes to bridge the time until the emergency power
supply is activated or to filter a deterioration of quality caused by the energy
supplier. In the worst case, at least the provided time frame allows the controlled
shut-down of hardware to avoid damage or data loss.

The level of safety and redundancy is described by the tier level of a data center
and finally results in reducing annual failing hours. The higher this level, the more
redundancy the data center uses and the better it can guarantee a significantly
higher availability [1]. However, all these security devices and redundant com-
ponents come at a price: besides the acquisition costs of additional devices, the
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operational costs further increase due to more devices being run in parallel with
reduced operational efficiency or at least in standby, waiting to take over in a
predefined emergency case.

Data centers can be classified as follows:

e Small data centers contain 100-500 servers and have power inputs of about
50 kW.

e Medium sized data centers may host 500-5,000 servers with a power input of
240 kW.

¢ Big data centers host more than 5,000 servers, reaching a power input of about
2.5 MW, or even higher.

In Germany, for example, there are only about 50 big data centers, whereas there
are about 370 medium sized data centers and 1,750 small ones [2].

2 Energy in the Data Center

A data center consists of several classes of devices, which all need a certain
amount of power. Mainly these are the servers, the air conditioning, emergency
power supplies and UPS, storage devices, network devices such as switches and
routers, power distribution and other infrastructural devices, i.e. lighting, alarm or
monitoring systems. Figure 1 shows a power consumption breakdown of these
device classes. In efficient data centers, most of the power should be consumed by
servers and other IT hardware whereas the air conditioning should consume less
power; nevertheless, this is one of the main areas besides the servers that needs a
significant amount of energy.

Storage
Network \

Air conditioning

AN
\Power distribution

\ Other infrastructure
UPS

Fig. 1 Power breakdown of a typical data center; data from [3]
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The air conditioning includes all components used to create cool air, distribute
it and extract the hot air from the servers and devices. A common misconception is
that only the servers generate waste heat and need to be cooled. It is true that the
servers are the major heat producers, but each other device that consumes electric
energy dispenses warm air, heating up the surrounding air and thus the entire
room. If the electric components cannot be provided with enough cool air, serious
hardware damage may result. Besides the servers, the UPS devices generate a
significant amount of heat that needs to be transported out of the data center’s
room. Basically, according to the physical law of conservation of energy, the
energy going into a system is equal to the energy coming out of the system. For a
data center this means the energy in the form of power consumed must exit the
data center, normally in the form of heat transported by hot air or water.

2.1 Dynamic Power Consumption and Efficiency Factors

When a new data center is designed and constructed or when old hardware gets
replaced, the maximum power consumption of components is considered and all
components are chosen wisely in order to keep within the maximum possible
power a UPS might provide, for example. The relevant value for this process is
mostly each component’s plate power, thus the power printed on the back of each
device, depicting its maximum theoretical consumption value. However, this value
is seldom reached. First, the hardware manufacturers need to guarantee that their
device will not extend its plate power, and as a result, the value is maximized.
Second, modern power scaling technologies enable many devices to save power in
times of low load, resulting in consumption values far below their plate power.

For servers, research has shown that a server’s power consumption is signifi-
cantly influenced by its current application load, mainly its processor’s load [4].
Hence, if a server has less work to do, it will consume less power. Processor
technologies such as clock/power gating or dynamic voltage and frequency scaling
(DVES), which changes the processor’s voltage and frequency according to the
current system load, have found widespread acceptance and lead to an even further
improved dynamic power behavior of servers. This is also true of modern UPS and
cooling devices, enabling the entire data center to adapt its power consumption to
the current needs.

However, a fact that is often neglected is the efficiency factor of each device.
The efficiency factor means that each device has a specific load range at which it
shows the best relation of performance and consumed power. Operating a device
out of this range results in a suboptimal efficiency, mostly implying a higher power
consumption than it could have. The combination of several components in a
complete system environment (e.g. a complete cooling chain) worsens this prob-
lem, as not every component can be operated at its optimal operation point. In this
case, the best operation point holistically for all affected components should be
found and used.
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Considering these technologies and observations, the power consumption
profile of a data center is mainly influenced by its application load profiles. If, for
example, most of a data center’s servers are used by employees of an office, and
they follow regular working schedules, the power consumption profile of these
servers may clearly show load peaks in the morning and afternoon, while being
almost completely idle at nighttime.

One of the challenges of data center operators is to enable maximum perfor-
mance operation during these peak hours while reducing the power consumption
during low load times. Peak hours or low load, the accurate operation of all
services must always be guaranteed. Later sections in this chapter show how this
effort may be achieved by using technologies such as virtualization.

2.2 (Emergency) Power Supply

As stated above, the availability of the data center is a serious concern. Several
redundant systems are thus used. The power supply system is often heavily
redundant. To circumvent total power blackouts, on-site emergency power gen-
erators are used for a mid-term power supply. These are normally diesel-fueled
generators standing near the data center’s main facility. Even if the grid is stable
and no power blackouts occur, these generators must be tested and refueled on a
regular basis to prevent quality issues with older fuel.

The power path of a typical data center is shown in Fig. 2. Inside the data
center, UPS systems are used to secure the power supply of the most important IT
devices. These are the devices shown in the grey rectangle in the figure. Modern
UPS systems are able to power these devices in case of power shortages for a few
minutes. For this, they can fall back on a grid of battery packs. Similar to diesel
generators, these need regular testing and maintaining. However, merely supplying
power is not the only task for UPS systems in data centers. As many of the server
and network devices are very sensitive to power or frequency fluctuations, the UPS
also provides a netfilter functionality, dampening those effects and also preventing
electrical surges.

Behind the UPS systems follows a wisely implemented power distribution
system, consisting of modern power distribution units (PDU) that resemble normal
multi-plugs, only with much more functionality. These units are able to measure
and monitor the current power consumption of one rack or a single server;
measured values are transmitted over ethernet connections to logging servers,
managing this big data. Even remote shutdowns and switch-ons of single power
ports are possible. These new possibilities enable the detailed energy logging of
data center IT hardware and future automated power management of components
lacking their own power saving functions. Of course, these intelligent, comput-
erized PDUs also need power for themselves.
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IT hardware

Fig. 2 Power path of internal data center components; IT hardware is highlighted in the grey
rectangle

2.3 Hardware: Saving Potentials and Recent Developments

Over the last few years, the efficiency of data center hardware has changed con-
siderably. A major trend has been to build faster and more compact servers,
increasing their performance but also their energy density. This has lead to higher
energy densities in racks, assuming that racks are not left half empty. Theoreti-
cally, a few of these modern servers are able to handle the work of many older
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ones, but because of rising workloads and requirements, the total number of
servers has not decreased but rather often increased. As a result, new ways to
handle this greater energy demand had to be found, specifically for both energy
forms: incoming power and outgoing heat. Building thicker power tracks and
higher dimensioned switchboards is relatively easy compared to the challenge of
removing the heat from such a densely equipped rack in an efficient way. One
possible solution is using cold aisle containments in combination with raised floor
cooling. For a cold aisle containment, an encasement is built around two neigh-
boring rack rows. Cold air is blown through the raised floor into this containment,
and the servers in both racks may now take in this air through their fans. On the
back of each rack, the heat leaving the servers is dispensed into the air, and a
computer room air handler (CRAH) extracts it. The CRAH then cools the air with
chilled water from a second cooling circuit. This technology leads to increased air
conditioning efficiency.

An alternative method for heat removal in the highest energy density racks is to
bring the chilled water not only to a CRAH but directly to the racks. From there
the fully enclosed racks can be cooled by using in-row cooling devices, with air
cooling devices in the raised floor, or by backdoor cooling. The purpose of in-row
cooling and raised floor cooling devices is to minimize the distance the chilled air
has to cover. Thus, the air loses less “cooling energy.” Backdoor cooling devices
aim to eliminate heat directly at the server outputs in order to maintain a homo-
geneous room air temperature. These techniques are more complex to build as the
chilled water circuit has to reach every rack. However, the higher cooling effi-
ciency and thus the ability to increase the IT packing density are key reasons they
will continue to be used.

The type of cooling technology and the desired cool air temperature both affect
energy costs. The lower the desired temperature, the more energy will be spent to
cool the air down to this temperature. In order to save energy for air conditioning,
a possibility is to slowly increase the cool air temperature by a few degrees.
The ASHRAE (formerly: American Society of Heating, Refrigerating and Air
Conditioning Engineers) [5] offers standards and recommendations for data centers
regarding this temperature value. However, the precise temperature depends on the
used hardware, infrastructure and architectural design of the data center and of all
components used. There are data centers that operate with a temperature in a range
of 20-27 °C while others operate at up to 40 °C.

Besides these data center internal cooling technology trends, another question
is how to efficiently cool down the heated water coming from the CRAH or the
rack-based cooling devices. Conservative solutions use traditional refrigeration;
however, this may be soon the most energy-inefficient way of cooling down the
water. Instead, new solutions take advantage of natural conditions prevailing at the
data center’s location. The simplest example of such a condition is a particularly
low ambient temperature, enabling the data center’s cooling to apply free air
cooling. Also, cold water reservoirs may be used.
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2.4 Software: Saving Potentials and Recent Developments

Although the data center is mainly defined by hardware devices, some software
trends have still had a major influence on the data center industry. One of them is
the concept of virtualization. It allows the separation of physical servers and
virtual machines that run the software provided to the users or customers. One
physical server may execute several different virtual machines at the same time
these share the physical machine’s resources. This technology was originally
introduced to improve the maintainability and flexibility of servers in a data center.
Here, virtualization allows one to migrate virtual machines to a different server
without stopping its running services. Old or faulty servers may be emptied in this
way and then get substituted by new ones. However, this technology had much
more potential than originally thought. The technology of live migration allows the
migration of virtual machines between servers with practically no service down-
time (in millisecond range) and within small time ranges of a few seconds.
A recent trend is to use this concept to move as many virtual machines as possible
to a single server and switch off currently not needed, “empty” servers [6, 7]. This
allows significant energy savings, but also bears dangers. The data center’s
operator must guarantee to a certain extent that the execution of its services will
proceed without problems. High variations in application load profiles may
however lead to resource shortness on a physical machine when there are too many
demanding applications. In this case, an early switch-on of more servers is needed
to migrate some virtual machines to them, just enough to allow the accurate
operation of all applications. This concept is known as load management and is
currently the subject of heavy research and development, with some solutions
already on the market [8].

2.5 Hardware Life-Cycle

Regarding the aspect of sustainability, life-cycles of data center hardware, espe-
cially servers, may become a concern. Normally, server hardware gets exchanged
every few years, because faster and more energy-efficient hardware becomes
available. Some of the discharged hardware may still be used for less important
services, but at some point, this hardware will be disposed of. Hard disks will
never be reused, since no company can take the risk of spreading stored data; as a
result, these will be destroyed. Many companies exist that are dedicated to IT
hardware recycling; however, the number of these devices that actually get
recycled is hard to determine and reliable numbers are hard to find. Since UPS
systems need regular tests and the life of batteries is limited, a similar problem
arises with these. At least, many UPS distributors companies offer take-back of the
batteries.
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2.6 Energy Efficiency Rating

Most well-known energy efficiency metrics for data centers are based on the
electrical energy as the sole analyzed energy form. The main differences between
the metrics are the coverage of observed influencing parameters and thus their
suitability for drawing certain conclusions. Some metrics only consider the actual
used energy in a data center and lack the possibility to compare results between
two data centers or within the same data center with different configurations. Other
metrics try to relate the useful work to used energy, but fail to define a general
concept for evaluating useful work.

The prevailing energy efficiency metric for data centers is the Power Usage
Effectiveness (PUE) and its reciprocal Data Center Infrastructure Efficiency
(DCIiE). Both metrics were developed by The Green Grid [9]. The PUE is defined
by total facility energy demand divided by IT energy demand with measurements
over a whole year. However, its common application as a general energy efficiency
metric for data centers is not quite correct. By definition PUE represents the
additional energetical overhead of infrastructure components to run the IT sys-
tems. It is a good measure for evaluating optimizations on the infrastructure side,
but once IT systems have been changed, the comparability is lost. As PUE is
defined for a whole data center facility only, the partial PUE (pPUE) [10] has been
derived from it to assess data center subareas.

A shortcoming of PUE is its inability to represent power dynamics in a data
center. Thus, additional metrics have been proposed that focus on the dynamic
power behavior of IT and infrastructure. PUE Scalability [10] by The Green Grid
and Infrastructure Power Adaptability by Schlitt et al. [11] indicate the IT and
facility/infrastructure power relation to rate the adaptability of infrastructure power
in addition to the absolute overhead given by PUE.

In addition to PUE, there are several energy efficiency metrics with a focus on
computing that can rather be applies as a general metric. These metrics assess
power/energy demands in relation to the useful work done. As a whole, they only
differ in their approach to how to assess useful work. However, all of them possess
a subjective component, as the productive outcome (e.g. processed orders per
time) of data center applications must be defined by humans. Thus, an application
of such a metric is complex and unique for each data center. This effectively
precludes a fair comparison between different data centers. Illustrative metrics are
data center performance per watt (DCPpW) [12] by Dell and data center energy
productivity (DCeP) [13] by The Green Grid. Because of the mentioned defini-
tional problems, there are also eight proxy measures, which can be used instead of
useful work. These proxies reduce the useful work essentially to performance or
utilization.

For a more detailed insight into the energy efficiency of single IT hardware
components, there are several kinds of energy benchmarks. Three well-known
examples have been specified. (1) SPECpower_ssj2008 [14] by the Standard
Performance Evaluation Corporation (SPEC) runs a server-side java application
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and measures the power demand of servers at 11 throughput levels. The bench-
mark delivers a performance/power value for each load level as well as an average
value. (2) The TPC-Energy [15] benchmark by the Transaction Processing
Performance Council (TPC) rates the energy efficiency of a full system under test
conditions consisting of several server and storage systems with an interconnecting
network. It runs an online transaction processing workload and measures
throughput and power at full load as well as in idle. (3) SPC-1/E [15] by the
Storage Performance Council (SPC) stresses storage (sub)systems with typical
functions of business-critical applications and measures maximal throughput as
well as the power demand at up to five load levels. Although these energy
benchmarks describe the energy efficiency of IT components reliably, a high-level
view of the facility is missing. However, in future energy efficiency metrics,
system-level energy benchmarks will play a key role. An example of such a metric
is the load-dependent energy efficiency (LDEE) [16], which is currently in
development.

If the focus of data center assessment evolves from energy to resource effi-
ciency, there are some other known metrics. The Energy Re-Use Efficiency (ERE)
[17] modifies the PUE regarding the reuse of waste energy. If for example the data
center’s waste heat is used to heat nearby offices, that fraction of energy may be
subtracted from the facility consumption in the PUE equation. Thus, ERE dem-
onstrates the commitment to sustainability. The Carbon Usage Effectiveness
(CUE) [18] represents the sustainability of data centers by relating the PUE with
the carbon emissions produced. High carbon emissions per kWh result in a worse
efficiency whereas low carbon emissions, for example by using renewable energy,
may compensate for bad PUE ratings. The Water Usage Effectiveness (WUE) [19]
takes the same line except it focuses on water usage instead of carbon emissions.

3 Renewable Energy and Energy Reuse

One of the most recent trends regarding sustainability and green data center
operation is the emergence of the usage of renewable energy for data centers
[20-23]. At first glance, this idea seems to contradict all the requirements of a data
center: reliability and availability of services under almost all circumstances. Most
of the currently available renewable energy sources are heavily intermittent; for
example, wind generators and photovoltaics depend on the current weather situ-
ation, with the latter clearly seasoning power generation at nighttime. And power
storage opportunities are still far behind the current needs. Despite all these
obstacles, some companies have already started building “green” data centers.
Most of them use a combination of different technologies and strategies to ensure
their reliable operation. The first step is to construct on-site renewable energy
generators such as wind generators, photovoltaic or biogas. These should be
connected to the public grid to enable the usage of excess power by nearby
consumers such as other industrial facilities or private households. Since at some
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time grid power will need to be purchased, CO, neutrality can be achieved by
buying certificates or power from remote renewable energy generator parks.
An example of a company with a green data center is Apple with its data center in
Maiden, North Carolina, USA [24].

According to the physical law of conservation of energy, all energy going into a
data center must leave it in some form. From a physical point of view, a data
center may be seen as an energy converter, consuming electric power and gen-
erating heat. To render today’s data centers more sustainable, the usage of this
waste heat is an increasing challenge [25] and not always easy to achieve. One of
the major aspects of waste heat usage is the temperature potential that needs to be
reached in order to make waste heat usage beneficial. As an example, one Swiss
data center heats a swimming pool with its generated waste heat [26].

4 Conclusion

Although the data center industry is a market of hard requirements, it still looked
out for new energy-efficient and sustainable technologies. Besides the efforts data
center operators and hardware distributors have made in this area, scientific
research and development is ongoing, creating new and interesting ideas and
products for future data center designs, architectures and more efficient compo-
nents. One example of a relatively new architecture innovation is the switch
towards a direct current (DC) power distribution in data centers, simplifying the
power supply of servers and other devices. However, it is important to note that not
all research efforts will lead to successful improvements and not every new trend
will be adopted by the data center industry.
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Consolidation, Colocation, Virtualization,
and Cloud Computing: The Impact

of the Changing Structure of Data Centers
on Total Electricity Demand

Ralph Hintemann

Abstract The IT industry in general and data centers in particular are subject to a
very dynamic development. Within a few years, the structure and components of
data centers can change completely. This applies not only to individual data
centers (see [27], in this volume), but also to the structure of the data center market
at the national or international level. The sizes, types, and locations of data centers
are changing significantly because of trends such as the consolidation of data
centers, the increasing use of colocation data centers, virtualization, and cloud
computing. The construction of large cloud data centers, for example Google in
Finland, Facebook in Sweden, or Microsoft in Ireland, is an example of these
developments. In consequence, there is an impact on the overall energy demand of
data centers. This chapter discusses these developments and the impact on the
overall energy consumption of data centers using the example of Germany.

Keywords Data center - Energy consumption - Consolidation - Colocation -
Hosting - Cloud computing - Virtualization - Typology

1 Introduction

Data centers account for a considerable share of electricity consumption. Koomey
assumes that they consumed 1.1-1.5 % of global electricity in 2010 and estimates
that the figure for the US is between 1.7 and 2.2 %. What is more, global elec-
tricity consumption increased by 56 % from 2005 to 2010 [1]. The Borderstep
Institute calculated that data centers are responsible for 1.8 % of total electricity
consumption in Germany [2]. In places with a very high density of data centers,
such as the Frankfurt area, their share of power consumption is even on the order

R. Hintemann (P<)
Borderstep Institute, Berlin, Germany
e-mail: hintemann@borderstep.de

© Springer International Publishing Switzerland 2015 125
L.M. Hilty and B. Aebischer (eds.), ICT Innovations for Sustainability,

Advances in Intelligent Systems and Computing 310,

DOI 10.1007/978-3-319-09228-7_7



126 R. Hintemann

of 20 % [3]. The power consumption of major data centers, such as Facebook’s in
Finland or Microsoft’s in Chicago, is more than 50 MW [4, 5]. These figures and
examples reveal two things:

e Data centers are of high significance with regard to total -electricity
consumption;

e Besides total power consumption, the development of the structure of data
centers is important, e.g. are more large or small data centers added, what is the
purpose of the data centers, and where are they located geographically?

IT trends such as data center consolidation, virtualization, and cloud computing, as
well as increasing use of colocation opportunities are giving rise to changes in the
structure of data centers. This chapter deals with the impacts of these structural
changes on the energy consumption of data centers overall.

Such an analysis must first confront three major challenges. Firstly, in some cases
it is not quite clear how the term “data center” is defined. To date, there is no
uniform definition accepted by scholars and practitioners alike [6]. Various defi-
nitions exist, depending on how data centers are used [7, pp. 5-6]. An important
reason for this is that the sizes and purposes of data centers vary considerably. At
one end of the scale, there are small entities with a few elements, e.g. the server room
in a medium-sized engineering company with, say, twenty servers. At the other, we
find factory buildings the size of a soccer field housing tens of thousands of servers,
storage systems, and network devices and involving comprehensive infrastructure
such as equipment for cooling and climate control, power distribution, uninter-
ruptible power supply, emergency generators, fire safety, access control, etc.

The second challenge is the high speed of investment in ICT in general and in
data centers in particular. The structure of data centers is changing very rapidly
because of new hardware and software technologies, new IT concepts such as
cloud computing, and new approaches with regard to infrastructure, such as direct
free cooling. Studies and publications on data centers prepared 4-5 years ago
[8-12] no longer reflect current reality adequately.

The third challenge when analyzing the structure of data centers is obtaining
up-to-date information about them. There are no official statistics concerning data
centers. The opportunities to obtain information by means of surveys are also
limited because data center operators consider them to be “critical infrastructure.”
Failures or malfunctions would have strong economic impacts on the company
which could even threaten its existence. From the perspective of data center
operators, it is therefore rational to provide as little information as possible about
the location, components, and structures of their data centers. A further method-
ological problem is the fact that data centers are not economic entities of their
own. In many cases, they merely have a supporting function, for example within
companies of a particular sector (engineering, finance, chemistry, etc.). What is
more, the quality of the relatively small amount of information available about
data centers is difficult to assess. The results of analyses are often contradictory.
One reason for this is surely that there are different definitions of what constitutes a
data center.
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It can be said that hardly any robust data and statistics on the structure of data
centers are available. Therefore, studies to date on the energy use of data centers
usually focus on analyzing individual data centers (e.g. [13—16]) or determining
the total electricity consumption of a country or region [1, 2, 8-10, 12, 17, 18].

Despite these challenges, I attempt to analyze and evaluate the relevance of the
structure of data centers for total energy use in this chapter, using the following
approach. First, the methodology will be described, followed by an introduction of
a typology of data centers. This typology permits more detailed analysis of the
structure of data centers as well as the determination of implications of structural
changes on energy consumption. Finally, some structural changes will be pre-
sented, using the development from 2008 to 2013 as an example, and impacts on
data centers’ energy consumption will be discussed. In order to illustrate the data,
which are valid overall, with empirical data, and to provide a foundation for the
results, I have selected Germany as an example, as comprehensive data are
available at the Borderstep Institute.

2 Methodology

For this chapter, a data center is defined as follows [12, pp. 13]:

A data center is a building or space which houses the central data processing technology of
one or more organizations. It must consist at least of a room of its own with a secure
electricity supply as well as climate control.

Various information sources were used to obtain valid information about the
current structures and components of data centers and their changes:

e A model of the structure of data centers in Germany is available at the
Borderstep Institute. The model forms groups of data centers according to size
and describes the average IT hardware equipment for each group as well as
infrastructure elements such as climate control solutions, uninterruptible power
supply, etc. The model was elaborated for the base year 2008 in a study
commissioned by the German Federal Environment Agency [12] and has been
developed further and updated annually in the context of the project Adaptive
Computing for Green Data Centers (AC4DC, www.ac4dc.com). Above all, the
model uses current sales figures for servers as well as storage and network
components compiled by the market analysis firm Techconsult [19] and other
available data from market studies (e.g. [20-23]). In addition, interviews with
experts in the field have been conducted several times a year as well as annual
surveys of data center equipment suppliers and data center operators.

e A database of the major data centers in Germany was established at the
Borderstep Institute in order to test the model and develop it further. Using the
model, the number of data centers with more than 500 m? of IT floor space was
estimated at approximately 300. Internet and literature searches and especially
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confidential information obtained directly from operators, planners, and
equipment suppliers of data centers have made it possible to identify and
describe two-thirds of them with regard to their location, operator, and purpose.

The following deliberations are based on the results of the data center model as
well as the existing database on data centers.

3 Typologies of Data Centers

Before analyzing the structure of data centers, we must first clarify which types of
data centers are to be differentiated. In the project AC4DC, a typology of data
centers was developed which was used for this chapter as well. The typology
(see Fig. 1) is oriented toward the type of IT use and includes two dimensions: the
data centers’ size and their purpose. The purposes of data centers include colo-
cation data centers, cloud and hosting data centers, private data centers, and public
data centers. As data centers may serve several of these purposes, they are allo-
cated according to their main purpose. The gray areas show which sizes are typical
of the various data center purposes. Data center size is differentiated between the
” “medium data
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categories “server closet, server room, small data center,
center,” and “large data center.”
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Commercial providers rent out infrastructure capacity for outsourcing or situating
servers in colocation data centers. The spectrum of services offered there includes
providing floor space or rack space for IT hardware, electricity supply, cooling,
access control, fire protection, etc. as well as connections to existing telecommuni-
cations networks. Colocation data centers’ customers are companies and institutions
that, for various reasons, cannot or prefer not to operate their own infrastructure.

Cloud computing and hosting data centers offer their customers services via the
Internet, e.g. providing IT infrastructure (e.g. virtual or dedicated servers, storage
space on the Internet), platform services, or software as a service. Many experts
see a difference between cloud computing and hosting with regard to the type of
customer relationship. As a rule, hosting companies have one-on-one relationships
and longer-term contracts with their customers, whereas typical cloud services are
offered to large numbers of customers simultaneously as standard products. Usage
of cloud services can vary greatly, both in terms of time and amount [20]. There
are no clear boundaries between cloud computing and hosting, and in practice, the
two types of data centers are very similar. For this reason, they are considered as a
single category in this chapter.

Private data centers are data centers used by companies for their own purposes.
These data centers run services such as e-mail, database systems, Internet platforms,
software to support business processes, e.g. bookkeeping, controlling, distribution,
procurement, production, warehousing, and human resources, or software employed
for research and development. The components and structures of the data centers
and the types of services differ widely, depending on the company’s activities. This
category also includes data centers whose operators offer their customers complex
services on the basis of their (the data centers’) IT infrastructure.

Public data centers are data centers run by public institutions or state-owned
companies. They often run services similar to those in private data centers. The
public data centers also include data centers at universities and municipal or
regional data centers offering services for public-sector customers. These services
range from colocation to cloud and hosting to taking on entire business processes.

4 Implications of Various Types of Data Center
on Electricity Demand

4.1 Colocation Providers’ Data Centers

There are more than 200 providers of colocation facilities in Germany, and they
are often very large—roughly 45 % of the data centers in the category “large data
centers” are colocation data centers. The biggest colocation data centers in
Germany have more than 50,000 m* of IT floor space and power consumption on
the order of 50 MW. Large colocation space providers generally operate inter-
nationally and offer sizable data center capacities in practically all major German
cities.
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According to Borderstep Institute surveys, IT floor space in colocation data
centers in Germany increased by 25 % between 2008 and 2013 and now accounts
for approx. 18 %, or about 320,000 m?, of total data center space in Germany.
In the future, the space provided by colocation data centers is expected to increase
significantly. The Broadgroup assumes that gross data center floor space offered by
third-party data center providers will grow by 33 % between 2012 and 2016 [21].

With regard to the implications of colocation data centers as a type of data
center on energy consumption, three important factors must be mentioned. First,
electricity costs are a very significant factor for colocation data center providers,
and for some colocation providers, they account for approx. one-third of total
costs. As a result, operators of colocation data centers are highly interested in
improving energy efficiency. Therefore, newly built colocation data centers are
planned for high efficiency. Second, colocation providers’ strong interest in energy
efficiency is countered by the fact that they have no direct influence on their
customers’ IT usage. This largely rules out comprehensive optimization of IT
hardware and data center infrastructure, for example. Third, colocation providers
are not entirely free to act when implementing modernization measures for
improving efficiency, since they serve several customers in a single data center and
must generally guarantee continuous operation. While data centers with just a
single IT user can modernize their infrastructure relatively well when replacing IT
components, this is practically impossible if many customers are involved, as they
will replace their IT hardware at various different times.

4.2 Data Centers Operated by Cloud Computing
and Hosting Providers

There are more than 2,000 hosting providers in Germany. With few exceptions
(lund1, Strato, and Hetzner), the providers whose only service is hosting are small
or medium-sized companies. In addition, there are also a number of large and
internationally operating providers such as IT manufacturers (HP, IBM, Fujitsu,
etc.), service providers (T-Systems, Atos, Unisys, Capgenimi, etc.), and cloud
providers established specifically to provide these services (Amazon, Google,
Salesforce, etc.) [20]. Some cloud and hosting data centers are very large. More
and more mega-data centers with tens of thousands of servers are being established
around the globe, e.g. by Google, Facebook, or Microsoft. According to Border-
step surveys, roughly one-quarter of the large data centers in Germany are cloud
and hosting data centers. Their IT floor space is constantly increasing. For
example, Deutsche Telekom built a cloud data center in Magdeburg measuring
24,000 m?* [24]. Overall, high growth is forecast for the market in cloud services.
The Experton Group expects annual growth of 40 % from 2011 to 2015 [20].
Borderstep Institute surveys show that the IT floor space of cloud and hosting
data centers in Germany increased by approx. 25 % from 2008 to 2013, and that
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these 250,000 m?* account for approx. 14 % of all IT floor space in Germany. It is
safe to assume that this market will continue to develop dynamically in the future,
especially because of the strong growth in cloud computing.

The most important implications of this type of data center on the development
of energy efficiency can be summarized as follows. Energy costs account for a
high proportion of the total costs of cloud and hosting data centers, usually
between 10 and 20 %. Therefore, there is a relatively strong incentive to imple-
ment energy-efficiency measures. Hosting and cloud data centers often have a
relatively homogeneous IT structure. This makes more extensive efficiency mea-
sures possible, ranging from efficient cooling technologies such as direct free
cooling to sourcing hardware constructed specifically for this purpose, as in the
case of Google, for example [11, pp. 6]. Thus, modern cloud data centers attain
power usage effectiveness (PUE) figures on the order of 1.1-1.2 [4, 25]. PUE is a
measure of the efficiency of data center infrastructure, indicating the ratio between
energy use of the entire data center per year and the IT hardware’s energy use. The
closer the PUE value is to 1, the more efficient the data center’s infrastructure.

4.3 Data Centers Used by Companies Themselves
(“Private Data Centers”)

The category with the largest number of data centers comprises data centers used
by companies for their own purposes. Almost 90 % of data centers in the cate-
gories server closet and server room fall into this category. Private data centers
account for just under 60 % of total data center space in Germany. The compo-
nents and structures of the data centers and the types of services provided vary
greatly, depending on the company’s activities.

In Germany, large data centers with power consumption in the megawatt range
are operated by companies in the financial, telecommunications, or automobile
sectors, for example. Approx. 20 % of the large data centers fall into this category.

When considering implications of data center type on the development of
energy efficiency, it is important to note that smaller data centers often have only
minor incentives to increase energy efficiency. Especially because of the higher
proportion of management costs in smaller data centers, the fraction accounted for
by electricity is relatively low, often on the order of 5 % or less. In relation to the
total costs of a company in which operating the data center accounts for just a
small share of the company’s activities, the energy costs for running the data
center are generally very low. In addition, the expertise and resources for intro-
ducing energy efficiency measures in a data center are often not available in the
case of small locations.
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4.4 Data Centers in Public Agencies and Other Public
Institutions (“Public Data Centers”)

The category of public data centers also includes a large number of locations that
tend to be smaller. It is reasonable to assume approx. 5,000 public data centers in
Germany in 2013. They account for approx. 10 % of the total space of all data
centers. The majority of public data centers is operated by municipalities. At the
federal level, there are approx. 1,000 data centers.

In recent years, public data centers have seen a trend toward concentration.
Public-sector service providers are now operating larger data centers in which the
tasks of the various municipal and regional authorities are concentrated. They
provide comprehensive IT services, but also hosting and colocation services.
Universities and research institutions usually also have a high demand for com-
puting capacity, both for research in the natural sciences and engineering and for
operating their own websites as well as communication and online learning plat-
forms. This capacity can be provided by means of high-performance computers
and computer clusters in data centers.

Concerning the implications of this type of data center on energy efficiency, it
can be stated that the operations of public data centers are often influenced by
goals that are not purely economic in nature, for example, the requirement to store
data within Germany. As increasing energy efficiency is a politically endorsed
goal, politics may also directly impact data center operations. For example, public
calls for tender often accord high importance to the issue of energy efficiency in
the procurement of new goods. Another example of direct political influence is the
goal adopted by the federal government to reduce the absolute amount of energy it
uses for IT by 40 % between 2008 and 2013 [10].

5 Development of Data Center Structure and Energy
Demand: The Example of Germany

What are the impacts of the structure of data centers on their energy consumption?
Answering this question involves considering how the distribution of data centers
by size has developed, using the example of Germany. Figure 2 shows the
development of IT floor space in the various categories of data centers. Growth of
data center space was relatively low through 2010, especially because of the
economic crisis, and has shown significant growth only since then. The growth
from 1.54 million m? in 2008 to 1.76 million m? in 2013 (annual average: approx.
2.7 %) is due almost exclusively to the increasing space provided in larger data
centers. The space in small locations such as server closets and server rooms has
even decreased. As mentioned above, a major part (approx. 51 %) of growth was
in colocation data centers and in cloud and hosting data centers.
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Fig. 2 Development of IT floor space in German data centers by group according to size (Source
Borderstep)

The development of energy consumption by servers and data centers in
Germany changed distinctly in 2008 (see Fig. 3). Total energy consumption
declined slightly from 10.1 TWh (terawatt hours) in 2008 to approx. 9.7 TWh in
2013. There are two main reasons for this: First, the growth in data centers’ energy
use was slower because of the economic crisis, similar to the development in other
fields of economic activity. Second, initial successes in energy efficiency have
been achieved—especially as a result of the increasing discussions about data
centers’ energy needs [1]. In particular the newly built large data centers are
distinctly more efficient than legacy data centers. According to a Borderstep sur-
vey conducted in February 2014, the PUE of good, new data centers in Germany is
currently between 1.2 and 1.5. Thus, they require over 25 % less energy than a
comparable legacy data center with a PUE of approx. 2, simply because of
increases in infrastructure energy efficiency.

Unfortunately, the available data does not yet permit detailed analysis of the
development of electricity consumption in the individual data center types broken
down by size and purpose of the data center. Further research is required here. Yet
there are many indications that a significant part of the efficiency gains were
attained by building new, large data centers—especially in the fields of colocation
as well as cloud and hosting. The federal government’s Green IT Initiative is also
responsible for a part of the reduction in data centers’ energy use. It can be
estimated on the basis of available data [26] that 25 % of the calculated absolute
decline in data centers’ energy use is due to the federal government’s data centers
alone.
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Fig. 3 Development of energy consumption by servers and data centers (Source based on [12],
updated)

6 Summary, Discussion, and Outlook

The structure of data centers in Germany is changing, and this chapter has shown
the extent of this shift. The number of small locations has clearly decreased since
2008, while the number of larger data centers is increasing. The segment of data
centers with more than 5,000 m? IT of floor space is growing particularly rapidly.
This growth is due especially to the increase in colocation as well as cloud and
hosting data centers. Since the proportion of electricity costs in relation to total
costs is relatively high for these two types of data centers, they have a major
incentive to use efficient technologies. It can be assumed that the colocation as
well as cloud and hosting market segments will continue to grow in the future. Yet
is is questionable whether this will result in a decrease in data centers’ total energy
use. First, there are certain limits to a further increase in energy efficiency in
colocation data centers, as discussed. Second, one must assume that cloud data
centers in particular will grow so much that their energy use will increase overall
in spite of improved efficiency. In light of the development to date, one must doubt
that the computing capacity in private data centers will be reduced to the same
extent as it is expanded in cloud data centers. Therefore, a significant rebound
effect in cloud computing is to be expected.

The deliberations in this chapter have clearly shown that there is a substantial
relationship between the structure of data centers and their energy consumption.
Research in this field is still in its infancy. Above all, it is necessary to continue
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improving the availability and quality of data on the components and structure of
data centers. Studies similar to this one for Germany must be conducted for other
countries and regions as well. The international distribution of data centers in
different locations is expected to be of major importance, not least because of the
different climatic conditions.
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The Energy Intensity of the Internet:
Home and Access Networks

Vlad C. Coroama, Daniel Schien, Chris Preist and Lorenz M. Hilty

Abstract Estimates of the energy intensity of the Internet diverge by several
orders of magnitude. We present existing assessments and identify diverging
definitions of the system boundary as the main reason for this large spread. The
decision of whether or not to include end devices influences the result by 1-2
orders of magnitude. If end devices are excluded, customer premises equipment
(CPE) and access networks have a dominant influence. Of less influence is the
consideration of cooling equipment and other overhead, redundancy equipment,
and the amplifiers in the optical fibers. We argue against the inclusion of end
devices when assessing the energy intensity of the Internet, but in favor of
including CPE, access networks, redundancy equipment, cooling and other over-
head as well as optical fibers. We further show that the intensities of the metro and
core network are best modeled as energy per data, while the intensity of CPE and
access networks are best modeled as energy per time (i.e., power), making overall
assessments challenging. The chapter concludes with a formula for the energy
intensity of CPE and access networks. The formula is presented both in generic
form as well as with concrete estimates of the average case to be used in quick
assessments by practitioners. The next chapter develops a similar formula for the

V.C. Coroama (IX)
Measure-IT Research, Bucharest, Romania
e-mail: vlad.coroama@measureit-research.eu

D. Schien - C. Preist
Department of Computer Science, University of Bristol, Bristol, UK

L.M. Hilty
Department of Informatics, University of Zurich, Zurich, Switzerland

Empa, Swiss Federal Laboratories for Materials Science and Technology,
St. Gallen, Switzerland

Centre for Sustainable Communications CESC, KTH Royal Institute of Technology,
Stockholm, Sweden

© Springer International Publishing Switzerland 2015 137
L.M. Hilty and B. Aebischer (eds.), ICT Innovations for Sustainability,

Advances in Intelligent Systems and Computing 310,

DOI 10.1007/978-3-319-09228-7_8



138 V.C. Coroama et al.

core and edge networks. Taken together, the two chapters provide an assessment
method of the Internet’s energy intensity that takes into account different modeling
paradigms for different parts of the network.

Keywords Internet - Energy intensity - Energy efficiency - Customer premises
equipment - Access network

1 Introduction

Information and Communication Technologies (ICT) are increasingly perceived as
enablers of a reduction of anthropogenic greenhouse gas (GHG) emissions. Studies
providing evidence for this enabling effect come not only from academia [1-3],
but also from organizations as diverse as ICT industry associations [4], the
European Commission [5], and the World Wildlife Fund [6]. Reductions are
usually estimated based on quantitative scenarios [7], yielding an abatement
potential which has to be adjusted downwards by an estimate of the ICT appli-
cations own footprint to calculate the net effect.

ICT can reduce energy consumption and related GHG emissions through three
mechanisms: (i) from optimization effects in domains such as smart engines,
buildings, or logistics, (ii) due to ICT-supported novel paradigms for the gener-
ation and distribution of electricity (i.e., smart grids), and (iii) due to substitution
effects in which information and communication services partly replace other more
energy-intensive activities [4, 8].

Two problems must be solved to quantify the net effect of ICT applications in
these cases: First, the energy savings induced by ICT must be assessed. As we
argue in [9] and [10], this is methodologically challenging: The baseline scenario,
among other factors, as it expands into the future, is inherently speculative.
Moreover, allocation issues are raised by the fact that ICT typically does not
induce efficiency on its own, but only in a suitable technological, political, or
organizational context. Secondly, the energy consumption of the ICT solution
involved must be determined. This is also technically challenging, and existing
literature reports diverse results. The current and the subsequent chapter explore
this issue, with a particular focus on Internet services.

The energy intensity of the Internet, expressed as energy consumed to transmit a
given volume of data, is one of the most controversial issues. Existing studies of
the Internet energy intensity give results ranging from 136 kWh/GB [11] down to
0.0064 kWh/GB [12], a factor of more than 20,000. Whether and to what extent it
is more energy efficient to download a movie rather than buying the DVD, for
example, or more sustainable to meet via videoconference instead of travelling to a
face-to-face meeting are questions that cannot be satisfyingly answered with such
diverging estimates of the substitute’s impact.

The Internet’s energy consumption, and the energy intensity of the Internet as a
suitable metric, are the topics of both the current chapter and the next one. The
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current chapter presents a review of existing studies and provides explanations for
the large spread in their results. The chapter then recommends a definition of the
system boundary that is most useful for decision-making and concludes by
zooming in on the peripheral parts of the network and assessing their contribution
to the energy intensity of the Internet. Chapter 9 [13] will focus on the remaining
components, i.e., the core of the Internet.

2 Definitions and System Boundaries

In the late 1960s and early 1970s, the term Internet literally indicated the inter-
connection of a small number of local area networks on university campuses; back
then, “the Internet” comprised a few routers and cables. Today, the Internet is the
vast and heterogeneous infrastructure connecting billions of computers worldwide
using the TCP/IP family of communication protocols. The majority of these
computers belong to private users who connect to the Internet through their
Internet service provider (ISP).

Figure 1 presents a high-level structure of the Internet. We comment only
briefly on this structure here; more detailed discussions can be found in the fol-
lowing chapter in Sect. 2.1, and in the network models presented by Baliga et al.
and Hinton et al. [14, 15]. Users’ devices (such as desktop, laptop or tablet PCs and
smartphones) connect through what is referred to as customer premises equipment
(CPE), which are mainly WiFi routers and modems, to their ISP. The ISP bundles
the data from several users in multiplexers. These vary depending on the
subscription technology; for the widely used DSL connectivity they are digital
subscriber line access multiplexers (DSLAM). Together with the cables con-
necting them to the CPE, these multiplexers constitute what is called the access
network. After passing through an edge router, the traffic enters the metro and core
parts of the Internet where routers with increasing capacities bundle the traffic.
On the other side, the traffic is decomposed according to its destination; a large
part is directed to data centers, while a smaller part is directed to other users
(not represented in Fig. 1).

First attempts to understand the energy consumption of this distributed and
heterogeneous power-consumption system were undertaken a decade ago, in
2003-2004. Starting from statistical data and studies on the ICT equipment in use,
both [16] and [11] estimated the yearly power consumption of the Internet in the
US. Dividing this value by an estimate of the US Internet traffic for that year
resulted in estimates of the energy intensity of the Internet, i.e., the energy con-
sumed throughout the Internet per amount of data transferred.

The two studies differed in their definition of what constitutes the Internet.
While [16] considered only networking equipment (i.e., Ethernet hubs, LAN and
WAN switches in offices and buildings, together with the routers of the Internet),
[11] also took into account devices in data centers such as servers or data storage
(see Fig. 1). As we discuss in more detail later, this definitional discrepancy across
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studies persists until today, and is one of the main causes for the large spread of the
published results.

Before going into detail, we note that we discuss estimates for direct energy
consumption in the form of electricity only. The energy supply chain (containing
the supply of primary energy, power plants transforming primary energy sources to
electricity, and grids bringing them to the consuming devices) is excluded from the
system under study. We also exclude the “grey” energy embedded in ICT hard-
ware, although the material flows caused by producing and disposing of hardware
are significant (see [17] and the chapter by Hischier et al. [18] later in this volume).

All studies that will be discussed apply an average allocation rule, distributing
the equipment energy consumption evenly among the total traffic volume over a
certain period of time. We found no study focusing on marginal instead of average
effects.

3 Existing Assessments and Methods Used

The two assessments mentioned above, [11] and [16], both used the same meth-
odology: dividing an estimate of the overall US Internet energy consumption by
the estimated total Internet traffic in the US. Since then, several more studies used
the same approach, while other studies deployed different methodologies.
According to the basic methodological approach they use, existing studies can be
classified in two classes:

Top-down. According to [19], fop-down analyses are based on two estimates: (1)
the overall energy demand of either the entire Internet or a part of it (e.g., a country
or a continent), and (2) the total Internet traffic of that region.

Bottom-up. By contrast, bottom-up approaches model parts of the Internet (i.e.,
deployed number of devices of each type) based on network design principles.
Such a model combined with manufacturers’ consumption data on typical network
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equipment leads to an estimate of the overall energy consumption [15], which is
then related to an estimate of the corresponding data traffic. Bottom-up studies can
also use direct observations made in one or more case studies. These provide
primary data on one or more of the following: deployed equipment, network
topology and routing, power consumption of specific devices, and data volume
passing through specific devices. Case studies present energy intensity values for
specific cases, typically followed by a discussion of how the results can be
generalized.

3.1 Top-Down Assessments

The earliest top-down assessments were introduced above: Gupta et al. published
their results in 2003 [16], and Koomey et al. in 2004 [11]. The two studies used the
same statistical inventory data on ICT equipment in commercial buildings in the
US for the year 2000 [20]. Despite building on the same inventory, they make
different assumptions as to which devices belong to the Internet and thus yield
distinct consumption results.

The assessment by Gupta et al. [16], taking into account Internet routers, WAN
and LAN switches as well as Ethernet hubs, yields a yearly energy consumption of
6.05 terawatt-hours per year (TWh/a) for all networking devices in the US. In
assessing the energy intensity of “the Internet” in the US, the study narrows the
focus even more. It leaves campus devices (i.e., LAN switches and hubs) outside
the calculation, and considers only the consumption of WAN switches and Internet
routers, estimated at just 1.25 TWh/a in 2000.

Koomey et al. [11], on the other hand, consider not only the campus networking
devices, but also data center devices—servers (10.2 TWh/a) and data storage
(1.5 TWh/a)—as well as uninterruptible power supplies (5.8 TWh/a), leading to a
total of 23.65 TWh/a. Furthermore, they multiply this result by 2 to account for
overhead such as cooling and ventilation, leading to a total of 47 TWh/a, 37 times
higher than the value in [16].

The two studies also use an identical source to estimate the US Internet traffic:
data from the Minnesota Internet Traffic Studies (MINTS) by Andrew Odlyzko
and colleagues. These data, published e.g. in [21], estimate a US Internet traffic in
2000 of 20,000-35,000 TB/month. Using the same traffic data, and consumption
data different by a factor of 37, one could expect from the two studies energy
intensity results differing by the same factor 37. This, however, is not the case.
Koomey et al. [11] use the lower end of the Internet traffic data from [21] but
complement it with traffic on other public data networks and private lines, leading
to a total traffic of 348,000 terabyte per year (TB/a). The study thus yields an
energy intensity of 136 kWh/GB (kilowatt-hours per Gigabyte) [11]. As for the
other study, we can only speculate that Gupta et al. [16] misinterpreted the data in
[21] as yearly instead of monthly traffic values. The study thus calculates with the
range of 20,000-35,000 TB/a, which leads to an energy intensity of 0.128-0.225
Joule/Byte, or 38-67 kWh/GB. The correct energy intensity for the system
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boundaries used by [16], however, should have been twelve times lower because
the yearly traffic estimate was actually twelve times higher. The corrected values
for [16] are 3.2-5.6 kWh/GB (see Table 1).

An update for Koomey et al. [11] was published a few years later. The new
assessment by Taylor and Koomey [22] referred to the year 2006. Estimating again
the US Internet energy consumption and using three existing estimates of the US
Internet traffic per year, the new study yielded as result the range 8.8-24.3 kWh/
GB [22]. This 2006 estimate was yet again updated for the year 2008 in an article
by Weber et al. [23]. For this period, the authors assumed that total Internet traffic
increased by 50 % per year, and that total Internet electricity use grew at a yearly
rate of 14 %, which had been the average global growth rate of data center
electricity use between 2000 and 2005. These assumptions resulted in an average
Internet electricity intensity of about 7 kWh/GB for 2008 [23].

The study by Lanzisera et al. [24] is another well-known top-down estimate.
The analysis only includes networking equipment, excluding not only end devices
but also the transmission lines. Estimating the total of both the US and the world
networking equipment stock for 2008, the power of each device and their indi-
vidual usage patterns, the article computed an annual electricity consumption of
18 TWh for all networking equipment in the US and of 50.8 TWh for the world.
The study did not relate this consumption to traffic values to compute the Internet
energy intensity. To make the result comparable with other studies, we divide it by
an estimate for Internet data traffic for 2008 in order to calculate the energy
intensity. According to Cisco’s “Visual Networking Index”, “global IP traffic
grew 45 % during 2009 to reach an annual run rate of 176 exabytes per year” [25].
We therefore assume a traffic volume of 121 exabytes (EB) for 2008. Using this
value as a worldwide traffic estimate for 2008 yields an energy intensity of
0.39 kWh/GB for the world average.

3.2 Bottom-Up Assessments

The model-based approach has been used by Kerry Hinton’s research group at the
University of Melbourne [12, 14, 15, 26, 27], as well as in [28] and [29]. Some of
these studies are not directly comparable to the results of top-down assessments
because they have different focuses such as analyzing only a part of the Internet
transmission (e.g., [27]) or analyzing the Internet power consumption per sub-
scriber and not per amount of data [26]. A few of these results may, nevertheless,
be adapted to be made compatible with studies on Internet energy intensity. As we
present in detail in [30], the very first assessment from the Melbourne group [26]
yields an Internet energy intensity of 0.91—2.52 kWh/GB, depending on the
estimate of worldwide Internet traffic used.

Baliga et al. [14] provides a direct estimate of the energy intensity of Internet
data transmission: 75 pJ/bit (micro-Joule per bit), equal to 0.179 kWh/GB, at the
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access rates typical of 2008. As the authors point out, their result represents a
lower bound or optimistic estimate in terms of energy consumption, because the
model assumes only state-of-the-art equipment and ignores the fact that less
energy-efficient legacy network equipment is still in use. They further state that
they expect this energy intensity to drop in the near future to 2—4 pJ/bit with
increasing access rates.

Baliga et al. [12] puts forward a value of 2.7 pJ/bit. This value corresponds to
0.0064 kWh/GB and represents the lowest value published thus far. This study,
however, aimed to compare the energy demand of traditional computing with that
of cloud computing. As the energy consumption of the access network is largely
independent of the traffic and would leave the result untouched, the authors
legitimately ignored it: “The access network does not influence the comparison
between conventional computing and cloud computing. Therefore, it is omitted
from consideration and is not included in our calculations of energy consumption”
[12]. While this assumption stands to reason within the scope of the study, it can
lead to misinterpretation if taken out of context, as we will discuss in the next
section.

Finally, Schien et al. [29] used a network model to analyze the download of the
UK newspaper “The Guardian,” as well as the download of a 640 s video from the
Guardian’s video section. The newspaper’s html homepage was located on a server
within the UK, while video and images were outsourced to a Content Distribution
Network (CDN) and mirrored on several continents within the CDN’s network.
Downloads from clients in Oceania, North America, and Europe were studied.
Results showed that because of the CDN architecture, geographical distance
played only a minor role; the energy intensities of the downloads from different
continents were similar. For both the homepage and the video, the intensity was
8-9J/mbit (Joules per megabit), which corresponds to approximately 0.02 kWh/
GB. The study, while considering access, metro, and core parts of the Internet, did
not account for the CPE.

In [31], this work was extended to include CPE and end devices, and to explore
uncertainty and variability in assessments of digital services. In contrast to this
chapter and to [30], which try to represent the existing variability in previous
assessments, [31] estimates how uncertainty in energy intensity affects the overall
result. Combining earlier results in a triangular distribution, the study arrived at a
mean energy intensity for metro and core networks of 0.038 kWh/GB. For access
network and CPE together, and excluding end devices, it provided a mean energy
estimate of 0.019 kWh/GB.

In [32], Coroama and Hilty present an assessment of a 40 Mbps (megabit per
second) videoconferencing transmission of the case study introduced in [33]. For
a system boundary that included network devices and optical fibers but no end
devices, and making pessimistic assumptions in terms of energy consumption
where specific data were not available, the study yielded an energy intensity of
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Table 1 Estimates of the energy demand of Internet transmissions

Study Method System boundary Data on Energy
CPE | Access |Core |Links |DCs | [year] intensity
[kWh/GB]

[16] Top- - - X - - 2000 38-67
down

[16], Top- - - X - - 2000 32-5.6

corrected down

[11] Top- - X X X 2000 136
down

[22] Top- - X X X X 2006 8.8-24.3
down

[23] Top- - X X X X 2008 7
down

[24] Top- X X X - - 2008 0.39
down

[26] Model - X X X - 2007 0.7-2.1

[14] Model X X X X - 2008 >0.179

[12] Model X - X X - 2011 0.006

[29] Model X X X - 2009 0.02

[31] Meta- X X X X - 2009 0.057
analysis

[32] Case X X X X - 2009 <0.2
study

The columns below “system boundary” show which parts of the Internet and of the end devices (as
introduced in Fig. 1) were accounted for by the individual studies. CPE is the customer premises
equipment. Core stands for the metro and long haul Internet together—all studies consider both of
them. Links are the optical transmission lines, and DCs stands for the equipment in data centers

0.2 kWh/GB for 2009. As we argued in [32], many characteristics of the study
(such as an above-average number of hops) justify considering its result above-
average in terms of energy intensity. This implies that the case-study result,
when generalized, should be considered an upper bound for the average energy
intensity.

The setting of this case study was such that no CPE or access network was
distinguishable. The conference was held between a large conference center in
Switzerland and a university campus in Japan. Both sites were directly connected
to the metro network in the same way that Fig. 1 depicts data centers. Yet, the
edge routers on each side of the connection behaved similarly as CPE and the
access network behave in the typical setting: they had a low load far from their
capacity, and with an energy consumption that had to be allocated entirely or to a
large extent to the case study.
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4 Factors Influencing the Results

Results of the surveyed studies span a very wide range: from the 136 kWh/GB of
[11] down to the 0.006 kWh/GB from [12], there is a spread of four orders of
magnitude. In this section, we show how the distinct assumptions about the system
boundary and further factors affected the results of the individual studies.

Table 1 summarizes the characteristics and the results of the studies presented.
Special emphasis is given to their system boundaries. Our analysis revealed the
following factors to be the most important influences on the result:

The reference year of the study,

the inclusion of data center devices within the system boundary,

the inclusion of customer premises equipment and access network, and
the inclusion of overheads such as cooling and redundancy equipment.

Each influencing factor is discussed in the following subsections.

Reference Year. An important part of the large differences can be explained by
the year of reference of the individual studies, ranging from 2000 [11, 16] to 2011
[12]. The ICT sector is characterized by fast innovation cycles, and the equipment
is becoming ever more energy efficient, needing less energy per amount of data
being processed or transmitted. Taking [22]°s estimate that the energy intensity of
the Internet decreases by 30 % each year, this technological progress alone leads
to a reduction by a factor of 50 over the period of 11 years covered by the studies.

System Boundary: Data Centers. The most important determining factor is the
system boundary, in particular, whether or not data center devices (i.e., data
storage and server-type devices running in server rooms or data centers) are
viewed as part of the Internet. This decision has a large impact on the result: As
shown in Table 1, for 2008, which is referred to by several studies, the two studies
not including data centers result in energy intensities of 0.39 [24] and 0.179 kWh/
GB [14]—factors of 18 and 39 below the 7 kWh/GB of the study that includes data
centers [23], respectively.

The original statistical data from [20] (used by both [11] and [16]) supports this
observation. While the consumption of core Internet devices was estimated at just
1.25 TWh/a, the consumption of storage devices and servers together was esti-
mated at 11.7 TWh/a.

System Boundary: CPE and Access Networks. From the equipment inventories
in [16] and [11] (presented in Table 1 of each paper), it is clear they do not consider
customer premises equipment or access networks. This stands to reason: both rely
on 2000 inventory data for ICT in US offices, not in homes. And the Internet had not
yet exploded, reaching every home as it does today. In 2000, ISPs, access networks,
and customers’ modems and routers were not nearly as prevalent or important as
they later quickly became. Taylor and Koomey [22] and Weber et al. [23], on the
other hand, explicitly include access networks and exclude CPE. Most of the other
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Fig. 2 Cumulated power demand for the videoconference case study [33] along a distance of
27,000 km. The power demand of local network components, albeit relatively small, is allocated
to a relevant extent to the case study’s traffic due to the low average load of the local components.
These local components therefore clearly dominate the overall power consumption of the
transmission. The large core Internet nodes and the transoceanic “data highways,” while utilizing
a relatively large amount of power, typically have a switching/transporting capacity on the order
of hundreds of GB/s, or even TB/s. Their contribution to the overall demand amounts to less than
1 Watt/Mbps in the case study. By contrast, the power demand of transcontinental links does
contribute significantly to the overall consumption, due to their relatively low bandwidths

studies account for both, except [27] and [29] which do not include CPE in their
assessment and [12] which does not consider the access network.

Not considering CPE or access networks, however, has a great impact on the
result. When the otherwise dominating data centers are excluded from the calcu-
lation, numerous studies point out that CPE and access networks dominate the
energy intensity of the Internet over core and metro networks. Figure 2, for example,
shows the cumulated power consumption of the case study presented in [32]. The
peripheral parts of the network clearly dominate the overall power consumption.

Both [14] and [15] also point out that for the peak access rates typical of 2008
and 2010, respectively, access networks dominate the power consumption of the
Internet. Core and metro networks would become the dominating part only if
access rates were to grow extensively and reach peak access rates in excess of
100 Mbps (for the energy efficiency of 2010 networking technology). For net-
working technology that becomes more efficient along the foreseeable trends,
typical peak access rates would have to be over 1 Gbps for the core and metro
networks to surpass the power consumption of the access networks. For the
moment, as typical access rates are much lower, access networks use more energy
than the core of the Internet and their exclusion profoundly changes the result.

The consumption of customer premises equipment is within the same order of
magnitude as the access network but, as a general tendency, is slightly higher:
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according to [14], the access network needs 2.8 W of power, while the CPE needs
between 4-10 W, depending on the technology used. Schien et al. [31] calculate
with 2 W per subscriber for the DSLAM of the access network and with 10 W for
the CPE (5 W for the modem and another 5 W for the WiFi router). As with the
access network, the decision of whether or not to include the CPE decisively
influences the result.

Overheads: Cooling and Redundancy Equipment. The facilities (rooms,
buildings) hosting ICT networking equipment and datacenters induce a power
overhead due to non ICT-related consumption such as cooling or lighting. The
measure widely used to account for this consumption is the Power Usage Effec-
tiveness (PUE). The PUE is computed as a facility’s total power divided by the
power needed to run the ICT equipment only [34]. As the former includes the
latter, the PUE is larger than, or equal to, 1. The closer the PUE is to 1, the less
power is “wasted” for activities other than information processing. The average
PUE for datacenters nowadays is slightly lower than 2 [35] with a decreasing
tendency; for Internet routers it was around 1.7 in 2009 [36]. Most studies do
consider a PUE between 1.78 [29] and 2 [12, 14, 26, 32] in their calculations.
Notable exceptions are [16] and [24] that do not account for the PUE, i.e., they
present results one would obtain for a PUE = 1.

Another overhead is induced by redundancy devices. Referring to routers, [31]
notes that “devices are operated with at least dual redundancy in order to cope
with failure”. Baliga et al. [14], too, notes that a minimum of two uplinks are used
for redundancy in metro and core networks. Several of the bottom-up studies (both
model-based and case studies) account for the redundancy equipment via a
redundancy factor of 2 [12, 14, 29, 31, 32].

5 Discussion

As the system boundary plays such a decisive influence on the end result, this
section discusses possible best practices in defining the system boundary of the
Internet for energy-related studies. It then shows how the access network and CPE
differ from the more central parts of the network, and concludes with an assess-
ment of the energy intensity of the former.

5.1 System Boundary

End Devices. Coroama and Hilty [30] argue extensively against the inclusion of
end devices (both user end devices such as personal or laptop computers, as well as
servers and storage in data centers) within the system boundary for the energy
intensity of the Internet. As we have shown above for data centers, including such
devices can dramatically change the results. This, however, is inadequate not only
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as a matter of semantics; The concept of the Internet by definition does not include
end devices but only the infrastructure connecting them. There are also practical
arguments against including end devices, since that would yield results ill-suited
and potentially misleading on most questions:

e The consumption in access, metro and core networks is largely independent of
both the end devices and the application generating the traffic. Meaningful
averages can thus be defined and estimated. By contrast, end devices such as
desktop computers, smartphones or web servers have very different power
demands. Different applications imply different sets of end devices: web
browsing a server at a data center and a desktop, laptop or tablet computer;
peer-to-peer file exchange two computers; and high-end videoconferencing two
large LCD screens in combination with codec devices.

e Moreover, even for identical devices at both ends, distinct applications can
induce very different consumption levels per amount of transferred data. While
a peer-to-peer file exchange, for example, can use a bandwidth of several
Mbps, a Skype voice call gets by with a bandwidth of only 60 kbps. Assuming
exclusive usage of the two client devices, the low-bandwidth case induces a
much higher energy consumption per bit at the terminal nodes due to the low
utilization. This could lead to the seriously misleading conclusion that “the
Internet” uses more energy per amount of data for applications with lower
bandwidth demand, in this case for a Skype voice call, than for a highly
demanding file exchange.

Under these circumstances, with different devices and different applications
inducing varying consumption in the end devices, it is unclear how these con-
sumption levels could be aggregated into meaningful averages. It seems more
meaningful always to assess network energy and the energy of end devices sep-
arately, and to add them up when needed—for example, for the assessment of the
energy needs of a specific service [32].

CPE and Access Networks. The consumption of customer premises equipment
and access networks, on the other hand, should always be considered. Unlike end
devices, these devices have no stand-alone meaning. They only exist to connect
end devices and thus semantically belong to the Internet.

Moreover, as shown in several studies [14, 15, 32], CPE and access network
dominate the energy consumption of the Internet over metro and core network.
Although this might not be true for services with a very high bandwidth usage (see
next chapter [13]) and might permanently change in the future with increasing access
rates [15], it is certainly the rule for the moment. Itis advisable always to include these
factors, even if they make an equal contribution in the cases under scrutiny. Although
dropping such factors may simplify comparisons such as in [12], it will also change
the absolute values which, if taken out of context, may lead to misunderstandings.
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Overhead: PUE and Redundancy. The cooling and other types of overheads
included in the PUE, as well as the redundancy equipment, provide support or
safety functions in the Internet. Hence, their consumption should be accounted for.

As one of their few advantages over bottom-up assessments, top-down studies
inherently include the redundancy equipment, as this is included in the stock
inventories these are based on. Bottom-up analyses must account for them
explicitly—as mentioned above, a factor of 2 for redundancy and a factor of 1.7-2
for the PUE are the values most studies use.

It must be noted, however, that both PUE and redundancy only apply to access,
edge, metro and core equipment. CPE have no redundancy nor are they cooled.
Whether redundancy and overheads are considered thus has a relatively low
influence on end results that include CPE, and there is a risk of overestimation if
one includes redundancy and PUE for the CPE as well (as we did in [32]).

Fibers. Whether the power of the amplifiers along the fiber cables is considered
(as it is in most studies) or not (as in [16, 24]), also has only a marginal impact on
the result. The relatively high power of dozens of kilowatts of transoceanic fibers
gets divided by such a large amount of traffic that the contribution per amount of
data becomes negligible [32]. The consumption along fibers only becomes relevant
for fibers with a low load such as the US transcontinental links in [32]. Such a case
leads to a considerable allocation to relatively low amounts of traffic. Often,
however, this is not the case. [14] argues that “the core optical transport (wave-
length division multiplexed links) accounts for only a small fraction of the total
energy consumed by the Internet”. But even when relevant, the consumption along
the fibers was still smaller than the consumption of the access network [32].

5.2 The Challenge of Defining the Energy Intensity
of the Internet

A basic methodological problem with the energy intensity of the Internet is that for
some devices the energy consumption scales with the traffic volume and for other
devices it scales along different dimensions, especially time of usage [30, 31]. The
former is true of most networking devices in the metro and core network [31],
while the energy consumption of devices in the access network and CPE (as well
as end devices, which have been excluded from the analysis) usually scales with
the time of usage and is largely traffic-independent [27].

To account for these differences, [31] recommends allocating the energy con-
sumption of a device based on an approach that takes into account the limiting
factor of the device—i.e., the factor that, if increased, would first limit the quality
of service. If the limiting factor is in practice very hard to reach, the approach
allocates energy according to the dimension that, if changed, results in the most
significant change in energy consumption [31]. For the overall network energy
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intensity, [30] thus suggests using a combined approach that encompasses inten-
sities defined as both energy per data and energy per time (i.e., power) where
appropriate. We will elaborate on this approach in Sect. 5.3.

Existing studies, however, do not differentiate between categories of devices
when defining a metric for the energy intensity. Instead, each study defines the
energy intensity for all devices along the same dimension: Most studies define the
network energy intensity as energy per amount of data [11, 16, 22, 23, 29, 32].
With a partial focus on CPE and access networks, [31] defines the energy intensity
for those devices as energy per time. Some studies with a focus on access net-
works, noting that access networks’ devices are always on and their consumption
is thus both traffic- and time-independent, define the energy intensity as energy per
subscriber [26, 27]. Finally, top-down studies can avoid the problem altogether by
computing only the overall energy of the Internet and not relating it to any other
dimension for a measurement of energy intensity (e.g., [24]).

We conclude this chapter by putting forward a formula for the computation of
the energy intensity of the access network and customer premises equipment. The
next chapter in this volume [13] addresses the metro and core networks, and
proposes a formula for the energy intensity of those parts of the Internet. That
energy intensity is defined as energy per data. Summing these two leads to the first
formula for the energy intensity of the Internet that combines an energy per time
component with an energy per data component and thus models reality more
closely than previous work.

5.3 The Energy Intensity of CPE and Access Networks

In this subsection, we develop the formula for the energy intensity of CPE and
access networks. We build on the analysis of [31], which analyzes the energy
consumption of online multimedia services. For the consumption in access networks
and CPE, that article puts forward the following formula (formula 9 in the article):

Pcpe Py )
Euxnv =t + —PUEy, 1
N <NCPE Nry Net )

where

e E,y is the energy consumption in the access network (including CPE in that
article’s terminology) for the consumption of a given service,
ts the time of service consumption,
Pcpr and Ncpr the power of all CPE taken together and the number of users
connected to them, respectively,

e P7y and Ny the power of the access network devices and the number of users
connected to them, respectively, and

e PUEj,, the PUE of the DSLAM, which typically requires cooling.
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We start from this formula to define the energy intensity per unit time (i.e.,
power) of customer premises equipment and access networks. For more clarity, we
consider access network and CPE separately and add them back together in the
end. As we are interested in the energy intensity and not the total amount of
energy, the time factor 7, disappears. Additionally, the energy intensity of the
Internet is the average value for one Internet communication and thus always
includes exactly one set of typical customer premises equipment (Ncpg = 1)—
what “typical” means in this context will be addressed shortly.

With these observations, and renaming Pz, Nry, and PUEy,; to Pay, Ny, and
pue 4y for more consistency, the intensities of the access network and the CPE, i4y
and icpg, are:

. Puy
= — 2
iAN NANpueAN (2)
icre = Pcre (3)

The trivial formula 3, however, ignores one important aspect that was not
considered in [31] either: the energy used by CPE while idle, i.e., while not
providing any service. This energy has to be somehow distributed among the
services provided during a certain period [37]. We choose to distribute the idle
energy consumption among the services provided over a given period of time
proportionally to the time those services are active.

For the entire cycle over which meaningful averages can be built (i.e., a day, a
week, a year), we define

e fp, the total time in which the equipment is on,

® [y the total time in which the CPE is in use, i.e., in which it is used for data
transmission, and

® 14 the total idle time, when the CPE is on but not used (¢, = ton — fuse)-

The CPE consumes power for the time 74, but only provides services during
tyse- Distributing the entire power on the services provided during #,, needs the
factor to,/ty. for extrapolation. With this, formula 3 becomes

. ton
icrE = — PcpE, 4)
Tyse

which, because 7o, = fyse + te, can also be written as

tdle
icPE = <1 + tld[ >PCPE (5)

Use

The energy intensity of the access network and CPE taken together is
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Py fo Py
)PCPE + 2 pueay = -2 Pepp + 2 pueay (6)
Nan tyse Nay

t1dle

ICPE&AN = (1 +
Use

While such a generic formula is interesting from a theoretical point of view, for
added practical relevance, the formula should ideally be parameterized with
meaningful average values. These values should be based on the equipment and
usage patterns considered typical and will change over time.

For the access network, the fraction Psy/Nay represents the energy intensity
per subscriber. For ADSL2+, this was assessed as 3.4 W by [14] and 2 W by [31].
As [31] is the more recent analysis, we use its value. We further assume a PUE of
2, following the majority of studies.

For the power of the customer premises equipment (Pcpg), a few older studies
consider only modems [14], while the more recent studies consider both modems
and WiFi routers [24, 31, 37]. We follow [24] who assumes that only a few users
use a modem without a WiFi router and that their number is comparable to those
with multiple WiFi routers or WiFi repeaters. This is equivalent to assuming that
100 % of users use both a modem and a WiFi router, either as two separate devices
or integrated into an Integrated Access Device (IAD). Taking into account the US
distribution of IADs versus modems with WiFi routers, [24] puts forward 7.1 W as
average CPE consumption for DSL and 9.5 W for cable. The November 2013
Energy Star requirements for small network equipment [38] call for a base power
of at most 5.5 W for ADSL and 6.1 W for cable IADs, respectively, allowing
another 0.8 W for fast Ethernet and WiFi, and 0.5 W for the telephony func-
tionality of DSL modems. Considering these numbers as well, both ADSL and
cable IADs are required to be just below 7 W. Allowing for the slightly higher
consumption of two separate devices as well as for legacy equipment, we use
Pcpr =8 W.

Finding data for the idle and usage times of modems is far more challenging
and is by far the greatest source of uncertainty. A 2011 BBC study [39] found that
set-top boxes (the modems which deliver both cable TV and Internet connectivity)
are on for 15.57 h/day, but it did not address their usage time. A 2007 study found
that in Europe, DSL modems are idle for 20 h/day and in use for the remaining
4 h/day [40]. Although this study is older, we use its assumptions. The study
distinguishes between the on and idle state of modems, and we feel that the
on-time of 24 h/day from [40] better reflects reality than the 15.57 h/day from the
2011 study [39]. With these assumptions, o, /fys. = .

With all these specific values, formula 6 leads to a “currently typical” value for
the energy intensity (per time) of the access network and CPE of

The average value from formula 7 already includes the PUE of the access
network and the idle consumption of the CPE, and can thus be used for quick
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assessments of energy consumptions in access networks and by consumer premises
equipment. As mentioned above, however, the formula has a relatively large
degree of uncertainty, especially due to the uncertainty of the idle time of the CPE.

6 Conclusion

We have shown that the energy intensity of customer premises equipment and
access networks has to be assessed differently from the intensity of metro and core
networks. We proposed a formula for the intensity of the former, both generically
and parameterized with typical data for 2014. The next chapter [13] complements
this work with a formula for metro and core networks. Taken together, the two
chapters provide an assessment method for the Internet energy intensity that
appropriately uses different allocation approaches for different parts of the
network. Parameterized with typical values for 2014, this method can be used by
practitioners for quick assessments of various Internet-based services.
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Abstract Environmental assessments of digital services seeking to take into
account the Internet’s energy footprint typically require models of the energy
intensity of the Internet. Existing models have arrived at conflicting results. This
has lead to increased uncertainty and reduced comparability of assessment results.
We present a bottom-up model for the energy intensity of the Internet that draws
from the current state of knowledge in the field and is specifically directed towards
assessments of digital services. We present the numeric results and explain the
application of the model in practice. Complementing the previous chapter that
presented a generic approach and results for access networks and customer pre-
mise equipment, we present a model to assess the energy intensity of the core

networks, yielding the result of 0.052 kWh/GB.
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1 Introduction

Assessments of individual digital services such as video, web browsing or file
downloads delivered over the Internet need to factor in a share of the energy
consumption by the network—called an energy footprint—as the use-phase part of
the environmental impact from the service life cycle. Most commonly, such a
footprint is derived from multiplying an estimate of average network energy
intensity per bit with the data volume transferred by the digital service. The energy
intensity for an individual network device such as a router is the ratio of its power
consumption (measured in watts) and its throughput capacity (measured in bits per
second). The energy intensity of the network is the sum of the energy intensity of
all devices along a route through the network between two endpoints, usually a
client and a server.

Past studies, such as [1-4], have applied differing models and assumptions [5].
This has lead to increased uncertainty and reduced transferability of assessment
results. Meanwhile, existing standards for environmental assessment of IT services
[6, 7] do not recommend concrete models and parameterization. Thus, those
wanting to perform environmental assessments of digital services are left without a
guideline on how to assess network energy consumption.

In this text, we present a bottom-up model for the energy intensity of the
Internet that draws from the academic state of the art and is specifically directed
towards assessments of digital services. We present the numeric results and
explain the application of the model in practice.

We begin with a description of the structure of the Internet in the next section.
Based on that we present the models and their parameterization in Sect. 3.
Subsequently, in Sect. 4 we present the numerical results and finish with a dis-
cussion of their practical application.

2 Background

2.1 The Structure of the Internet

Development of the Internet data network began as a service delivered on top of
the telephone network and gradually separated from the latter as generations of
network technology replaced one another. Our description is focused on the cur-
rent state of the art in Internet Service Provider (ISP) networks. As a result, some
legacy technology that might still be in operation is not presented here and may
contribute to the uncertainty of the models. Interested readers are referred to
[8-10] for more detail.

One frequently applied decomposition of the network, and the one adopted
here, distinguishes the four layers of access, edge, metro and long haul networks as
displayed in Fig. 1. Metro and long haul networks are frequently referred to as
network core. As data travels from access to core, each layer handles increasing
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Fig. 1 Structure of the Internet for residential customers. Customer Premise Equipment (CPE) in
the home, such as a DSL or cable modem, connects to the access network terminals that
aggregate data traffic in a neighborhood and connects to provider edge switches. In the metro
network traffic from several edge network devices is aggregated and passed to the long haul
network for long-distance transmission to the metro network connecting to the data center where
the service provider operates servers

volumes of traffic and provides aggregation of traffic from multiple links in pre-
vious layers. These networks are frequently operated by separate organizations,
which are contract with one another and transport data traffic on one another’s
behalf.

Consumers operate customer premise equipment (CPE) such as modems and
routers to connect to their broadband service provider network through a feeder
network, also often referred to as the last mile or local loop, such as the copper
lines of the telephone service that provide DSL connectivity, coaxial cable for
cable connection or fiber optic cables. In the case of DSL and cable, signals from
the customer modem are disaggregated into a data and a voice/video stream in a
multiplexing node such as a DSLAM or a CMTS, which is connected to a metro
network. The specific types of devices operated in the access network depend on
the technology that is required to be supported in the access network.

Traffic by multiple access network multiplexers is typically aggregated by
Ethernet switches before being passed on to the next higher network hierarchy.
These switches provide subscriber traffic management to the broadband service
provider. The specific type of device varies depending on the access network
technology. In the case of DSL the DSLAMSs connect via switches to broadband
remote access servers (B-RAS). In the case of cable, the CMTS provides the
subscriber management and modem function in one device.

Traffic then passes an Internet service provider (ISP) edge (PE) router and at
this point enters the metro network. This part of the metro network is sometimes
referred to as “edge network.” The ISP is frequently a separate organization from
the broadband service provider. The majority of ISP networks apply multiprotocol
label switching (MPLS) for their greater traffic management capabilities over
earlier systems and these provider edge routers are the ingress and egress nodes to
the MPLS network. At the PE router the decision is made which part of the traffic
to route outside of the metro network towards the long haul network, depending on
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the location of the data packet. The destination might be a server in a data center or
another customer computer in the case of P2P traffic. Campus networks and data
centers can connect directly to provider edge routers that manage their services.

While the routing (i.e., finding paths between networks) in metro and long haul
networks is performed on the IP/MPLS layer, the physical connection between
routers is established by fiber optic cables using either time division or wavelength
division multiplexing (TDM or WDM). In the optic core, transport is realized by
dense wavelength division multiplexing (DWDM) networks. As [10] note, use of
DWDM in the metro networks is less frequent, and TDM links are used instead.
Commonly, a wrapper for TDM channels called optical transport network (OTN)
is used to simplify the existing infrastructure and provide TDM transport in metro
networks. The conversion of IP packets to the containers that these various pro-
tocols use is implemented in IP router line cards.

Metro as well as long haul routers are composed of a chassis that provides slots
for line cards, which are also called interface modules or port cards. The line card
then hosts slot cards. Routers perform routing, in electronic circuitry, and via the
OTN line cards connect to fiber optic cables for transport. The fiber cables then
connect to WDM terminal systems.

Figure 2 is an illustration of the technology stack. At the top, a router deter-
mines the destination for a (labeled) packet, then sends it out via an OTN interface
module to the WDM system where the light wavelength containing the data is
added to a channel. At the next WDM terminal, the wavelength is either passed on
to the next DWDM node or dropped from the wavelength and send to the router.
The link between two terminals is called a hop. The number of routers in a route of
n hops is thus n 4+ 1." If the distance exceeds 80—100 km, then amplifiers are
placed on the fiber cable.

Intercontinental traffic usually traverses undersea cables that are terminated on
either side with a particular type of WDM terminal and amplified.

The majority of end user traffic is directed to servers in data centers. These are
directly connected to metro networks by edge routers.

A model of the energy footprint takes into account the energy consumption by
all these device types. The majority of web traffic traverses the network between a
single source and destination, also called “unicast”.” The number of devices in
each layer is then equivalent to the diameter of the network segment. The par-
ticular segments that are being traversed may differ depending on the particular
service. For example, a significant portion of traffic to a national news website
might be intra-continental and thus not traverse an undersea cable. Instead, such
traffic only traverses the customer-facing access network, the metro network in the
customer region, the long haul network, the metro network in the data center
region and an edge router in the service provider data center.

! In our model, we neglect this additional network link in order to simplify the model structure.

2 As opposed to multicast or broadcast where data from one source node is directed to multiple
destination nodes.
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Router IP/MPLS IP/MPLS
Line Cards/ Switches OTN OTN
WDM systems DWDM > DWDM
Amplifier

Fig. 2 Illustration of the device stack in core networks. IPP/MPLS (Internet Protocol, Multi
Protocol Layer Switches) routers perform routing functions (i.e., establish a route between source
and destination across networks) and DWDM (Dense Wavelength Division Multiplexed) systems
add or remove wavelengths to fiber cable links. The IP/MPLS devices connect to the DWDM
systems over OTN fiber connections. Depending on the distance between network nodes, the
signals traveling along links are amplified

3 Methodology
3.1 Bottom-Up Model

The energy footprint of an individual service (as opposed to the total energy
consumption of the entire network) is a share of the energy consumption of the
network devices that carry data between end points. For any given connection
between a user and a server, not all devices in the network will carry the con-
nection data. This will be done only by devices in the specific route, which for
illustration can be thought of as the shortest connection through the network
between the end points which does not contain circles. The energy intensity is a
metric in which the per-device energy intensity over all devices in the typical route
between end points is summed up. The energy intensity of a device is the ratio
between its energy consumption (including overheads for cooling and power
transformation) and its actual data throughput. Actual data throughput differs from
nominal data capacity as it takes actual utilization or unused capacity into account.

The model distinguishes between metro and backhaul networks and separately
undersea connections. The structure of the model is similar between metro and
long haul networks. The full model including implementation details for compu-
tational simulation is available at [11].

We exclude the access network (see previous chapter and the inter-data center
networks). For the metro segment, the energy intensity is estimated per router and
then summed up over all routers involved. Optical transport networks are also
included. They too are modeled by the energy intensity per individual device,
which is then summed up over all transport devices. The structure for the long haul
network is assumed to be identical to the metro network, while the energy intensity
per router is lower but the number of optic transport devices is higher. The device
energy intensity is multiplied by a PUE value, and overheads for utilization and
redundancy are applied. For illustration, the energy intensity of the metro trans-
mission network is estimated as:
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Dy, = R - npge (con - Ton + nmp,don)

where R is redundancy, ny, the number of metro routers, coy the ratio of WDM
systems relative to routers, Ioy energy intensity per WDM system, /4 the energy
intensity per optical amplifier and ny,, the number of metro network optical
amplifiers per hop.

3.2 Parameterization

Accuracy of model-based assessments depends on the amount of uncertainty
contained in the model assumptions. A structured approach to identifying such
sources of uncertainty distinguishes between aleatory and epistemic uncertainty.
Aleatory uncertainty refers to non-reducible statistical variance in the processes
modeled, which is typically described with random variables that in turn can
optionally be represented by average values. While such uncertainty prevents
precise prediction, it does not affect the accuracy of model results inside the
combined bounds of the underlying uncertainty variables.

An example of aleatory uncertainty is deciding on capacity for servers in
response to anticipated demand, which depends on the time users access the ser-
vice: For some services, such as reading news on a tablet, it might not be possible
to predict when a particular customer will access the service. Nonetheless, the
service provider can collect time series data on the basis of which he can make a
statistical inference the accuracy of which only depends on the accuracy of the
underlying random variable. Although the service provider might not be able to
predict a visit by a specific user, his model might be accurate enough to predict
demand most of the time.

If the model fails to predict occasional spikes of demand, for example as a
response to political events, this would be a form of epistemic uncertainty, as
knowledge about the system was inaccurate. Models for which the predictions can
be tested against some empirically measured data become corroborated, and
confidence in their accuracy increases. In the example above, corroboration occurs
when actual demand is within the predicted bounds.

If empirical data to corroborate models is lacking, then epistemic uncertainty can
result in significant discrepancies between predicted and actual system performance.

Therefore, it is necessary to improve understanding of the system by including
expert opinion and corroboration of model parts where possible. These efforts can
be directed by performing sensitivity analyses: identifying those model parts that
contribute most strongly to the model result and are thus most relevant. Compu-
tation models can evaluate the overall variance through Monte Carlo-style sam-
pling simulations. It is however important to note that sensitivity analysis does not
express epistemic uncertainty—it makes no statements about how closely a model
parameter is to the actual system property but only how strongly certain
assumptions affect the prediction result.
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Once a sensitivity analysis has identified the most relevant variables, experts
can be consulted for the calibration of the model. For example, ISPs could report
the model and configuration of all network equipment to a central database where
each model was listed with energy consumption on which to base calculations.
Similarly, the capacity and utilization of devices could be learned.

In the model presented here, the parameters are selected from recent peer-
reviewed academic works as well as manufacturer specification, notably [12—15].

Edge Switch Energy Intensity. Devices in the edge network include switches that
connect devices but also routers that provide services to the access network and are
more energy intensive. For the switch we assume an energy intensity of 8 Joule per
Gigabit (J/Gb) and for the router we apply a triangular distribution with a min of
16 J/Gb, mode of 40 J/Gb and max of 137 J/Gb, resulting in an average of 64 J/Gb.

Router Energy Intensity. The mean energy intensity of the entire population of
metro routers in our model is 39 J/Gb. OTN router interface modules are accounted for
as part of the router energy efficiency such that when added together they result in an
intensity of 16.1 J/Gb for metro routers. For long haul routers the average value energy
intensity is assumed to be between 17.2 J/Gb and 50 J/Gb for the most and least
efficient configurations with either all or only one line card slot filled, with an average
intensity of 26.7 J/Gb. Given the relatively close range of the sample points with only
two outliers, we parameterize our model by resampling from a Gaussian kernel density
estimated distribution over all values for both long haul and metro routers.

Route Length and Router Count. For the average route length representing con-
nections from both residential setups as well as campus networks, we assume that the
value of 6 routers plus aggregation switch on the edge to the access network is rep-
resentative. In our simulation we evaluate the sensitivity of the energy intensity by
applying a triangular distribution with a min value of 3, a mode of 6 and a maximum of
8 routers. Long haul Networks. For connection within the same continent or country, a
value of 4 is likely to be representative. For transcontinental connections, the count of
long haul routers is likely to be higher. In our model we apply a triangular distribution
with a minimum of 4, mode value of 6 and maximum of 8 routers with a mean of 6.

WDM Terminals and Amplifiers in Edge and Core. We assume all interoffice
transmission is via WDM systems. We assume a cumulative, nominal energy
intensity of the optical transmission system to vary between 230, 147 and 316 J/Gb
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