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Abstract. Clustering is an essential data mining and tool for analyzing big data. 
There are difficulties for applying clustering techniques to big data duo to new 
challenges that are raised with big data. As Big Data is referring to terabytes 
and petabytes of data and clustering algorithms are come with high computa-
tional costs, the question is how to cope with this problem and how to deploy 
clustering techniques to big data and get the results in a reasonable time. This 
study is aimed to review the trend and progress of clustering algorithms to cope 
with big data challenges from very first proposed algorithms until today’s novel 
solutions. The algorithms and the targeted challenges for producing improved 
clustering algorithms are introduced and analyzed, and afterward the possible 
future path for more advanced algorithms is illuminated based on today’s  
available technologies and frameworks. 
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1 Introduction 

After an era of dealing with data collection challenges, nowadays the problem is 
changed into the question of how to process these huge amounts of data. Scientists 
and researchers believe that today one of the most important topics in computing 
science is Big Data. Social networking websites such as Facebook and Twitter have 
billions of users and they produce hundreds of gigabytes of contents per minute, retail 
stores continuously collect their customers’ data, You Tube has 1 billion unique users 
which are producing 100 hours of  video each an hour and its content ID service scans 
over 400 years of  video every day [1], [2]. To deal with this avalanche of data, it is 
necessary to use powerful tools for knowledge discovery. Data mining techniques are 
well-known knowledge discovery tools for this purpose [3]–[9]. Clustering  is one of 
them that is defined as a method in which data are divided into groups in a way that 
objects in each group share more similarity than with other objects in other groups 
[1]. Data clustering is a well-known technique in various areas of computer science 
and related domains. Although data mining can be considered as the main origin of 
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clustering, but it is vastly used in other fields of study such as bio informatics, energy 
studies, machine learning, networking, pattern recognition and therefore a lot of re-
search works has been done in this area [10]–[13]. From the very beginning research-
ers were dealing with clustering algorithms in order to handle their complexity and 
computational cost and consequently increase scalability and speed. Emersion of big 
data in recent years added more challenges to this topic which urges more research for 
clustering algorithms improvement. Before focusing on clustering big data the ques-
tion which needs to be clarified is how big the big data is. To address this question 
Bezdek and Hathaway represented a categorization of data sizes which is represented 
in table 1 [14]. 

Table 1. Bezdek and Hathaway categorization for big data 

  Big data 
Bytes 106 108 1010 1012 10>12 

“Size” Medium Large Huge Monster Very large 

 
Challenges of big data have root in its five important characteristics [15]: 

• Volume: The first one is Volume and an example is the unstructured data stream-
ing in form of social media and it rises question such as how to determine the re-
levance within large data volumes and how to analyze the relevant data to produce 
valuable information. 

• Velocity: Data is flooding at very high speed and it has to be dealt with in reasona-
ble time. Responding quickly to data velocity is one of the challenges in big data. 

• Variety: Another challenging issue is to manage, merge and govern data that 
comes from different sources with different specifications such as: email, audio, 
unstructured data, social data, video and etc. 

• Variability: Inconsistency in data flow is another challenge. For example in social 
media it could be daily or seasonal peak data loads which makes it harder to deal 
and manage the data specially when the data is unstructured. 

• Complexity: Data is coming from different sources and have different structures; 
consequently it is necessary to connect and correlate relationships and data linkag-
es or you find your data to be out of control quickly. 

Traditional clustering techniques cannot cope with this huge amount of data because 
of their high complexity and computational cost. As an instance, the traditional K-
means clustering is NP-hard, even when the number of clusters is k=2. Consequently, 
scalability is the main challenge for clustering big data.  

The main target is to scale up and speed up clustering algorithms with minimum 
sacrifice to the clustering quality. Although scalability and speed of clustering algo-
rithms were always a target for researchers in this domain, but big data challenges 
underline these shortcomings and demand more attention and research on this topic. 
Reviewing the literature of clustering techniques shows that the advancement of these 
techniques could be classified in five stages as shown in Figure 1.  
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Fig. 1. Progress of developments in clustering algorithms to deal with big data 

In rest of this study advantages and drawbacks of algorithms in each stage will be 
discussed as they appeared in the figure respectively. In conclusion and future works 
we will represent an additional stage which could be the next stage for big data clus-
tering algorithms based on recent and novel methods.  

Techniques that are used to empower clustering algorithms to work with bigger da-
tasets trough improving their scalability and speed can be classified into two main 
categories: 

• Single-machine clustering techniques 
• Multiple-machine clustering techniques 

Single-machine clustering algorithms run in one machine and can use resources of 
just one single machine while the multiple-machine clustering techniques can run in 
several machines and has access to more resources. In the following section algo-
rithms in each of these categories will be reviewed. 

2 Big Data Clustering 

In general, big data clustering techniques can be classified into two major categories: 
single-machine clustering techniques and multiple-machine clustering techniques. 
Recently multiple machine clustering techniques has attracted more attention because 
they are more flexible in scalability and offer faster response time to the users. As it is 
demonstrated in Fig. 2 single-machine and multiple-machine clustering techniques 
include different techniques: 

• Single-machine clustering 
o Sample based techniques 
o Dimension reduction techniques 

• Multiple-machine clustering  
o Parallel clustering 
o MapReduce based clustering 

In this section advancements of clustering algorithms for big data analysis in catego-
ries that are mentioned above will be reviewed. 
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Fig. 2. Big data clustering techniques 

2.1 Single-Machine Clustering Techniques 

2.1.1   Sampling Based Techniques 
These algorithms were the very first attempts to improve speed and scalability of 
them and their target was dealing with exponential search space. These algorithms are 
called as sampling based algorithms, because instead of performing clustering on the 
whole dataset, it performs clustering algorithms on a sample of the datasets and then 
generalize it to whole dataset. This will speed up the algorithm because computation 
needs to take place for smaller number of instances and consequently complexity and 
memory space needed for the process decreases.  
 
Clustering Large Applications based on Randomized Sampling (CLARANS) 
Before introducing CLARANS [16] let us take a look at its predecessor Clustering 
Large Applications (CLARA) [17]. Comparing to partitioning around medoids 
(PAM) [17], CLARA can deal with larger datasets. CLARA decreases the overall 
quadratic complexity and time requirements into linear in total number of objects. 
PAM calculates the entire pair-wise dissimilarity matrix between objects and store it 
in central memory, consequently it consume O (n2) memory space, thus PAM cannot 
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be used for large number of n. To cope with this problem, CLARA does not calculate 
the entire dissimilarity matrix at a time. PAM and CLARA can be regarded concep-
tually as graph-searching problems in which each node is a possible clustering solu-
tion and the criteria for two nodes for being linked is that they should be differ in 1 
out of k medoids.  

PAM starts with one of the randomly chosen nodes and greedily moves to one of 
its neighbors until it cannot find a better neighbor. CLARA reduce the search space 
by searching only a sub-graph which is prepared by the sampled O (k) data points. 

CLARANS is proposed in order to improve efficiency in comparison to CLARA. 
like PAM , CLARANS, aims to find a local optimal solution by searching the entire 
graph, but the difference is that in each iteration, it checks only a sample of the neigh-
bors of the current node in the graph. Obviously, CLARA and CLARANS both are 
using sampling technique to reduce search space, but their difference is in the way 
that they perform the sampling. Sampling in CLARA is done at the beginning stage 
and it restricts the whole search process to a particular sub-graph while in 
CLARANS; the sampling is conduct dynamically for each iteration of the search pro-
cedure. Observation results shows that dynamic sampling used in CLARANS is more 
efficient than the method used in CLARA [18]. 
 
BIRCH 
If the data size is larger than the memory size, then the I/O cost dominates the compu-
tational time. BIRCH [19] is offering a solution to this problem which is not  
addressed by other previously mentioned algorithms. BIRCH uses its own data struc-
ture called clustering feature (CF) and also CF-tree. CF is a concise summary of each 
cluster. It takes this fact into the consideration that every data point is not equally 
important for clustering and all the data points cannot be accommodated in main 
memory. 

CF is a triple <N,LS,SS> which contains the number of the data points in the clus-
ter, the linear sum of the data points in the cluster and the square sum of the data 
points in the cluster, the linear sum of the data points in the cluster and the square sum 
of the data points in the cluster. Checking if CF satisfies the additive property is easy, 
if two existing clusters need to be merged, the CF for the merged cluster is the sum of 
the CFs of the two original clusters. The importance of this feature is for the reason 
that it allows merging two existing clusters simply without accessing the original 
dataset. 

There are two key phase for BIRCH algorithm. First, it scans the data points and 
build an in memory tree and the second applies clustering algorithm to cluster the leaf 
nodes. Experiments conducted in [20]  reveal that in terms of time and space, BIRCH 
performs better than CLARANS and it is also more tolerable in terms of handling 
outliers. Fig. 3 represents a flowchart which demonstrates steps in BIRCH  
algorithm. 
 
CURE 
Single data point is used to represent a cluster in all previously mentioned algorithms 
which means that these algorithms are working well if clusters have spherical shape, 
while in the real applications clusters could be from different complex shapes. To deal 
with this challenge, clustering by using representatives (CURE) [21] uses a set of  
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need algorithms that can be run on multiple machines. As it is shown in Fig. 5, this 
technique allows to breakdown the huge amount of data into smaller pieces which can 
be loaded on different machines and then uses processing power of these machines to 
solve the huge problem. Multi machine clustering algorithms are divided into two 
main categories: 

• Un-automated distributing– parallel  
• Automated distributing– MapReduce 

 

Fig. 5. General concept of multi-machine clustering techniques 

In parallel clustering, developers are involved with not just parallel clustering chal-
lenges, but also with details in data distribution process between different machines 
available in the network as well, which makes it very complicated and time consum-
ing. Difference between parallel algorithms and the MapReduce framework is in the 
comfortless that MapReduce provides for programmers and reveals them form unne-
cessary networking problems and concepts such as load balancing, data distribution, 
fault tolerance and etc. by handling them automatically. This feature allows huge 
parallelism and easier and faster scalability of the parallel system. Parallel and distri-
buted clustering algorithms follows a general cycle as represented below: 

In the first stage, data is going to be divided into partitions and they distribute over 
machines. Afterward, each machine performs clustering individually on the assigned 
partition of data. Two main challenges for parallel and distributed clustering are mi-
nimizing data traffic and its lower accuracy in comparison with its serial equivalent.  
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ParMETIS 
ParMETIS [33] is the parallel version of METIS [34]  and is a multilevel partitioning 
algorithm. Graph partitioning is a clustering problem with the goal of finding the good 
cluster of vertices. METIS contains three main steps. First step is called as coarsening 
phase. In this stage maximal matching on the original graph is done and then the ver-
tices which are matched create a smaller graph and this process is iterated till the 
number of vertices become small enough. The second stage is partitioning stage in 
which k-way partitioning of the coarsened graph is performed using multilevel recur-
sive bisection algorithm. Finally in third un-coarsening stage, a greedy refinement 
algorithm is used to project back the partitioning from second stage to the original 
graph. 

ParMETIS is a distributed version of METIS. Because of graph based nature of 
ParMETIS it is different from clustering operations and it does not follow the general 
cycle mentioned earlier for parallel and distributed clustering. An equal number of 
vertices are going to distribute initially, then a coloring of a graph will compute in 
machines. Afterward, a global graph incrementally matching only vertices of the same 
color one at a time will be computed. In partitioning stage this graph broadcast to 
machines and recursive bisection by exploring only a single path of the recursive 
bisection tree performs in each machine. Finally un-coarsening stage is consisting of 
moving vertices of edge-cut. Experiments represent that ParMETIS was 14 to 35 
times faster than serial algorithm while maintaining the quality close to the serial 
algorithm. 
 
GPU based parallel clustering 
A new issue is opened recently in parallel computing to use processing power of GPU 
instead of CPU to speed up the computation. G-DBSCAN [35] is a GPU accelerated 
parallel algorithm for density-based clustering algorithm, DBSCAN. It is one of the 
recently proposed algorithms in this category. Authors distinguished their method by 
using a graph based data indexing to add flexibility to their algorithm to allow more 
parallelization opportunities. G-DBSCAN is a two-step algorithm and both of these 
steps have been parallelized. The first step constructs a graph. Each object represents 
a node and an edge is created between two objects if their distance is lower than or 
equal to a predefined threshold. When this graph is ready, the second step is to identi-
fy the clusters. It uses breath first search (BFS) to traverse the graph created in the 
first step. Results show that in comparison to its serial implementation, G-DBSCAN 
is 112 times faster. 

2.4 MapReduce 

Although parallel clustering algorithms improved the scalability and speed of cluster-
ing algorithms still the complexity of dealing with memory and processor distribution 
was a quiet important challenge. MapReduce is a framework which is illustrated in 
Fig. 7 initially represented by Google and Hadoop is an open source version of it [36]. 
In this section algorithms which are implemented based on this framework are re-
viewed and their improvements are discussed in terms of three features: 
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Fig. 7. MapReduce Framework 

• Speed up: means the ratio of running time while the dataset remains constant and 
the number of machines in the system is increased.  

• Scale up: measures if x time larger system can perform x time larger job with the 
same run time  

• Size up: keeping the number of machines unchanged, running time grows linearly 
with the data size 

 
MapReduce based K-means (PK-means) 
PKMeans [37] is distributed version of well-known clustering algorithm K-means 
[38], [39]. The aim of k-means algorithm is to cluster the desire dataset into k clusters 
in the way that instances in one cluster share more similarity than the instances of 
other clusters. K-means clustering randomly choose k instance of the dataset in initial 
step and performs two phases repeatedly: first it assigns each instance to the nearest 
cluster and after finishing the assignment for all of the instances in the second phase it 
updates the centers for each cluster with the mean of the instances. 
PKMeans distributes the computation between multiple machines using MapReduce 
framework to speed up and scale up the process. Individual clustering which contain 
the first phase happens in the mapper and then general clustering perform second 
phase in the reducer. 

PKMeans has almost linear speed up and also a linear size up. It also has a good 
scale up. For 4 machines it represented a scale up of 0.75. At the other hand, 
PKMeans is an exact algorithm, it means that it offer the same clustering quality as its 
serial counterpart k-means. 
 
MR-DBSCAN 
A very recent proposed algorithm is MR-DBSCAN [40] which is a scalable MapRe-
duce-based DBSCAN algorithm. Three major draw backs are existed in parallel  
 

Big Data Big Data 
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DBSCAN algorithms which MR-DBSCAN is fulfilling: first they are not successful 
to balance the load between the parallel nodes, secondly these algorithms are limited 
in scalability because all critical sub procedures are not parallelized, and finally their 
architecture and design limit them to less portability to emerging parallel processing 
paradigms. 

MR-DBSCAN proposes a novel data partitioning method based on computation 
cost emission as well as a scalable DBSCAN algorithm in which all critical sub-
procedures are fully parallelized. Experiments on large datasets confirm the scalabili-
ty and efficiency of MR-DBSCAN. 
 
MapReduce based on GPU 
As it discussed in G-DBSCAN section, GPUs are much more efficient than CPUs. 
While CPUs have several processing cores GPUs are consisted of thousands of cores 
which make them much more powerful and faster than CPUs. Although MapReduce 
with CPUs represents very efficient framework for distributed computing, but if 
GPUs is used instead, the framework can improve the speed up and scale up for dis-
tributed applications.  GPMR is a MapReduce framework to use multiple GPUs. Al-
though clustering applications are not still implemented in this framework, but the 
growth of data size urge researcher to represent faster and more scalable algorithms so 
maybe this framework could be the appropriate solution to fulfill those needs. 

3 Conclusion and Future Works 

Clustering is one of the essential tasks in data mining and they need improvement 
nowadays more than before to assist data analysts to extract knowledge from terabytes 
and petabytes of data. In this study the improvement trend of data clustering algo-
rithms were discussed. to sum up, while traditional sampling and dimension reduction 
algorithms still are useful, but they don’t have enough power to deal with huge 
amount of data because even after sampling a petabyte of data, it is still very big and 
it cannot be clustered by clustering algorithms, consequently the future of clustering is 
tied with distributed computing. Although parallel clustering is potentially very useful 
for clustering, but the complexity of implementing such algorithms is a challenge. At 
the other hand, MapReduce framework provides a very satisfying base for implement-
ing clustering algorithms. As results shows, MapReduce based algorithms offer im-
pressive scalability and speed in comparison to serial counterparts while they are 
maintaining same quality. Regarding to the fact that GPUs are much powerful than 
CPUs as a future work, it is considerable to deploy clustering algorithms on  
GPU based MapReduce frameworks in order to achieve even better scalability and 
speed. 
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