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GeNeDis 2014 Overview

The 1st World Congress on Geriatrics and Neurodegenerative Disease Research,

GeNeDis 2014 focused on recent advances in Geriatrics and Neurodegeneration,

ranging from basic science to clinical and pharmaceutical developments, providing

also an international forum for the latest scientific discoveries, medical practices,

and care initiatives. Leading scientists and experts, students, physicians and nurses,

professionals as well as industries representatives, and many other participants

discussed the latest major challenges, new drug targets, the development of new

biomarkers, imaging techniques, novel protocols for early diagnosis of neurode-

generative diseases, bioinformatics methods, and several other scientific achieve-

ments. While the European Union aims to strengthen the research and innovation

towards Horizon 2020, the translational research for healthy aging and

neurodegeneration will remove any barrier on multidisciplinary collaboration.

Novel approaches including biomarkers, stem cell therapy, protein misfolding,

immunotherapy, as well as developments in our understanding of the genetics,

the molecular mechanisms and signaling pathways contributing to neuronal dys-

function, nanotechnological products, and innovative computational methods will

offer new research directions and strategies on future preclinical and clinical studies

on neurodegenerative diseases and further improvement of quality services on

rehabilitation and health education. Advanced information technologies have

been discussed concerning the various research, implementation, and policy, as

well as European and global issues in the funding of long-term care and medico-

social policies regarding elderly people.

We can resume the major objectives of the 1st World Congress on Geriatrics and

Neurodegenerative Disease Research, GeNeDis 2014 as follows:

• To promote the scientific and research results to the research community through

sharing and exchanging ideas, experiences, and expectations focusing on

Healthy Aging and Mental Wellness in the new digital era.
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• To explore the beneficial (and not only) impact of scientific and technological

achievements and future challenges that may affect the Healthy Aging and

Mental Wellness process.

• To enhance the co-operation and the exchange of experiences and resources

among organizers of events and the research community, increasing further the

European dimension and added value of the activities of the Europe 2020 and

HORIZON 2020.

• To increase the interest of all the stakeholders in contributing to the research in

the field, while mental health is a basic human right, and is fundamental to all

human and social progress. It is a prerequisite to a happy and fulfilled life for

individual citizens, starting at birth, for functioning families and for societal

cohesion.

The Organizers

• Ionian University, Department of Informatics, Bioinformatics and Human Elec-

trophysiology, Greece

• Ionian University, Department of Informatics, Computational Modeling Labo-

ratory, Greece

• Science View, Member of the European Science Journalists EUSJA, Greece

The Co-organizers

• Hellenic Open University, School of Science and Technology, Greece

• University of Salento, Department of Innovation Engineering, Laboratory of

Applied Mechanics, Section of Mechatronics, Italy

• Ionian University, Department of History, M.Sc., in Historical Research, Teach-

ing and New Technologies, Greece

• Region of Ionian Islands, Greece

Scientific Program Committee

Conference Chair

Vlamos Panayiotis, Department of Informatics, Ionian University, Greece

Conference Vice-Chair

Alexiou Athanasios, Department of Informatics, Ionian University, Greece

• Acosta Sandra, Institut de Recherche Interdisciplinaire en Biologie Humaine et

Moléculaire, Belgium

• Aigner Ludwig, Paracelsus Medizinische Privatuniversität, Austria
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EU
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Chapter 1

Optoacoustics as a Bioengineering Model
for Neuroscience Discovery

Vasilis Ntziachristos

We present the development of novel biomedical imaging methods based on

optoacoustics. These novel tools can revolutionize biomedical discovery and clin-

ical healthcare. We focus in particular in multispectral optoacoustic tomography

(MSOT). This technology, now recipient of numerous awards and acclaim, shows

two important developments: on one hand on how it can break through the limits of

conventional optical imaging to shift the paradigm of biomedical observation and

on the other how biomedical technology offers a necessary leverage point in

scientific discovery but also economic growth, even at moderate investments.
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Chapter 2

Respiratory Particle Deposition Probability
Due to Sedimentation with Variable Gravity
and Electrostatic Forces

Ioannis Haranas, Ioannis Gkigkitzis, George D. Zouganelis,
Maria K. Haranas, and Samantha Kirk

Abstract In this chapter, we study the effects of the acceleration gravity on the

sedimentation deposition probability, as well as the aerosol deposition rate on the

surface of the Earth and Mars, but also aboard a spacecraft in orbit around Earth and

Mars as well for particles with density ρp¼ 1,300 kg/m3, diameters dp¼ 1, 3, 5 μm,

and residence times t¼ 0.0272, 0.2 s, respectively. For particles of diameter 1 μm
we find that, on the surface of Earth and Mars the deposition probabilities are higher

at the poles when compared to the ones at the equator. Similarly, on the surface of

the Earth we find that the deposition probabilities exhibit 0.5 and 0.4 % higher

percentage difference at the poles when compared to that of the equator, for the

corresponding residence times. Moreover in orbit equatorial orbits result to higher

deposition probabilities when compared to polar ones. For both residence times

particles with the diameters considered above in circular and elliptical orbits around

Mars, the deposition probabilities appear to be the same for all orbital inclinations.

Sedimentation probability increases drastically with particle diameter and orbital

eccentricity of the orbiting spacecraft. Finally, as an alternative framework for the
study of interaction and the effect of gravity in biology, and in particular gravity

I. Haranas (*)
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and the respiratory system we introduce is the term information in a way Shannon
has introduced it, considering the sedimentation probability as a random variable.
This can be thought as a way in which gravity enters the cognitive processes of the

system (processing of information) in the cybernetic sense.

Keywords Deposition probability • Sedimentation • Gravitational acceleration

• Zonal harmonic • Information • Respiratory system • Cybernetics

2.1 Introduction

Airborne particles have always been around in the history of mankind. Human

population has been exposed to the inhalation of airborne particle clouds, clouds

that have been created by various natural processes that include volcanic eruptions

and forest fires. The severity of corresponding exposures can be hazardous or even

fatal, if the particle air concentration, size, and composition of the suspended

materials. In a pioneering paper by Watkins Pitchford and Moir [33] the authors

understand the importance of that, and they find that 80 % of the particles in

silicotic human lungs are smaller that 2 μm in diameter. Next, Hatch and Gross

[14] report that inhalation exposure to aerosols of fine zinc oxide particles of

diameter less 0.6 μm can cause the so called “metal fume fever,” where exposure

to similar air concentrations of zinc oxide that results from bulk material is not

toxic. The measured concentration of the corresponding contaminant particles and

their total inhaled volume was found to be insufficient to predict the pathological

effects of inhalation exposure, and also to predict the relative hazard to a particular

aerosol, that might be dust or mist. It is the size distribution and also the density of

particular aerosol particles which determines their penetration depth as well as their

fractional deposition in the respiratory track which results in the determination of

the location of their critical sites of action and finally their translocational mecha-

nisms. The use of the term aerosol simply refers to particles that might be solid or

liquid in nature, with a sufficiently small diameter that can be suspended in the air

as it is defined by Green and Lane [9].

To describe any possible risks associated with the inhalation of aerosol particles,

one must know how much is deposited in a particular region of the respiratory track

as well as how much is the left after a physiological clearance from that region. Any

remaining material can constitute a potential effective dose which can produce an

acute or a chronic pulmonary disease. Deposition of the aerosol material within the

respiratory track is predicted by models and also experimental evaluation and they

important in the case of soluble aerosols, because their contaminants reach the

bloodstream but also the lymphatic channels from several places of the respiratory

track. Deposition is an important step in determining various clearance processes.

In Morrow et al. [21] a discussion on lung dynamics the respiratory track can be

described in terms of three compartments that are based upon a clearance mecha-

nism associated with each place separately. Inhaled particles deposited in the

4 I. Haranas et al.



posterior nares will be caught in the mucus and conveyed by mucocilliary action

through the nasopharynx, and into the gastrointestinal track [15].

In this contribution we examine the effect of variable gravity might have on the

deposition probability of aerosol particles on the surface of the Earth and also above

an orbiting spacecraft. For that we correct the acceleration of gravity on the surface

for the Earth’s rotation and for its oblateness via the J2 harmonic coefficient of the

gravitational field. The effect of various latitudes is examined and compared, for

particles of various sizes and a particular density. Similarly, in orbiting spacecraft

this is achieved by transforming the gravitational acceleration at the orbital altitude

of the spacecraft as a function of the orbital elements, and for three orbits of three

different inclinations the sedimentation probabilities are examined and compared.

Next, we modify the acceleration of gravity by adding an electrostatic deposition

acceleration caused by the image force acting on the particles. This acceleration is

responsible for the deposition increase within the respiratory track, and therefore

the deposition probability is again calculated on the surface of the Earth and in an

orbiting spacecraft experiment. After that, the aerosol deposition rate on the surface

of the Earth and Mars as well as aboard an orbiting spacecraft is also calculated.

Finally, as an alternative framework for the study of interaction of the effect of
gravity in biology, and in particular gravity and respiratory system we introduce, is
the term information in a way Shannon has introduced it, considering the sedimen-
tation probability as a random variable. This can be thought as a way in which

gravity enters the cognitive processes of the system (processing of information) in

the cybernetic sense.

2.2 Mechanisms of Deposition

Aerosol particles are inhaled and deposited in the human respiratory track. Inertial

impaction of the inhaled particles is the main mechanism of large particle deposi-

tion in the upper part of the respiratory track. Inertial impaction can act on particles

ranging from 2 to 3 μm to greater than 20 μm in diameter, i.e., 50 μm. It is the inertia

of the large airborne particles that tent to maintain their initial path when the

supporting air stream is deflected suddenly by nasal turbinates or branching of the

airways. The probability of inertial depositionPdepi is proportional to the product of

the terminal settling velocity vter, which is higher for larger diameter particles, and

vair, is the entrained particle velocity which is inversely proportional to the radius

R of the airway (Gussman 1969a):

Pdepi /
vtervair sin θ

gRþ vtervair sin θð Þ ; ð2:1Þ

where g is the acceleration of gravity. In the case of a large increasing air velocity,

smaller airway radius and large bending angle θ implies a large inertial impaction

probability Pi becomes ideally large (Fig. 2.1).

2 Respiratory Particle Deposition Probability Due to Sedimentation. . . 5



Settling terminal velocity is related to sedimentation, and it is very important for

particle deposition in the respiratory track. A particle falling under gravity, acquires

a terminal velocity that is given by [13]

vter ¼
gd2 ρp � ρair
� �
18ηair

; ð2:2Þ

where ηair is the viscosity of the air, ρp is the density of the particle, ρair is the

density of the air, and d is the diameter of the particle. When the particle’s diameter

becomes very small and of the same order with the air molecule mean free path L,
the corresponding drag increases and the following correction bust be applied [5]:

vter corð Þ ¼ vter calð Þ 1þ 2Cc

d
L

� �
; ð2:3Þ

where vter(cor) and vter(cal) are the corrected and calculated terminal velocities,

respectively [10], and where Cc is given by the following expression (Hinds 1999):

Cc ¼ 1þ λ

dp
2:34þ 1:05e

�
0:39

λ
dp

� �2
64

3
75; ð2:4Þ

Cc is the so-called Cunningham correction or “slip correction factor” that must be

taken intro account when the size of the aerosol particles is comparable to the mean

free path of the atmospheric molecules, discontinuities in the in the medium

become important consideration, and particle mobility increases. λ is the mean

free path of the air, and its inversely proportional to its density λ¼ 7.91� 10� 8/ρair
for λ in meters and ρair in kg/m3, and dp in meters. In a time t, the inhaled particles

travel a distance dter¼ vtert, and therefore, if the particles enter the airway at an

angle θ with the horizontal then the deposition probability Pdep due to sedimenta-

tion becomes (Landhal 1950)

Fig. 2.1 Particles entering the airway at an angle θ with terminal velocity vter and air velocity vair,
at an angle θ to the horizontal
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Psed ¼ 1� e

�
τ ρp � ρair
� �

d2pCc

18ηairR
g cos θ

 !
: ð2:5Þ

The time it takes for a particle to travel in the trachea is

τ ¼ Ltr
vair

; ð2:6Þ

Eliminating this traveling time τ in Eq. (2.5) we obtain that the sedimentation

probability takes the form

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair
g cos θ

 !
ð2:7Þ

where L is the length of trachea, v the velocity of the air, and R the radius of the

airway. Sedimentation is the basic mechanism via which inhaled particles in

the range 0.1 μm� dp� 50 μm are deposited. We can write the particle’s effective

distance at right angles to the direction of travel in the following way:

hs ¼ vterηair
g

sin θ; ð2:8Þ

where θ is the same angle defined before. Finally, the ratio r of the fall distance or
the distance that the particle travels in time t moving with terminal velocity vt to the
max distance of deposition or the physical distance of the diameter of object

(trachea) in our case that the particle has to travel becomes

hmax ¼ vterτ

2R
cos θ ¼ vter

2R

Ltr
vair

� �
cos θ: ð2:9Þ

When a particle enters our respiratory system is subject to the deposition mecha-

nism described above. The actual deposition efficiency of a given particle size has

been determined experimentally. Various models have been developed to predict

the deposition based on experimental data. The most advanced and widely used is

the one developed by the International Commission on Radiological Protection

(ICRP) and the National Council on Radiation Protection and Measurement

(NCRP). The total deposition fraction (DF) in the respiratory system according to

ICRP model is given by [16]
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DF ¼ 1� 0:5 1� 1

1þ 0:00076d2:8p

" #" #
0:0587þ 0:911

1þ e 4:77þ1:485lndpð Þ þ 0:943

1þ e 0:53�2:58lndpð Þ

" #
:

ð2:10Þ

where dp is the particle diameter in microns.

2.3 The Gravitational Acceleration on the Surface
of the Earth and at Orbital Point

In our effort to study the effect of gravity on the respiratory system, let us consider

the acceleration of gravity g at the orbital altitude of the spacecraft in which a

respirator type of experiment is taking place under controlled conditions. Following

Haranas et al. [12] we write the acceleration of gravity as the sum of three different

components namely

Vtot r
0

� 	
¼ �GME

r0
þ GMER

2
EJ2

2r0
3

3 sin 2ϕE � 1
� �� 1

2
ω2
Er

02
cos 2ϕE: ð2:11Þ

where r0 is the radial distance from the center of the Earth to an external surface

point, ME is the mass of the Earth, RE is the radius of the Earth, J2 is the zonal

harmonic coefficient that describes the oblateness of the Earth, ωE is the angular

velocity of the Earth, and ϕE is the geocentric latitude of the designed experiment.

Zonal harmonics are simply bands of latitude, whose boundaries are the roots of a

Legendre polynomial. Spherical harmonics in general are very important concept in

solar system research and in particular in the modeling of planetary gravity fields.

For example in Hadjifotinou [11] the author uses a gravitational potential that

includes a J2 as well as a J4 harmonics in predicting numerically the motion of

Saturn’s satellites. Similarly, in Iorio [17] the author derives the precession of the

ascending node of a satellite due to Lense-Thirring effect as a function of the J2
harmonic. This particular gravitational harmonic coefficient is a result of the

Earth’s shape and is about 1,000 times larger than the next harmonic coefficient

J3 and its value is equal to J2¼�0.0010826260 (Kaula 2000). At the orbital point

of the spacecraft the rotational potential on the surface of the earth does not affect

the orbit of spacecraft. Therefore the gravitational acceleration as it is given by

Eq. (2.2) can be transformed as a function of orbital elements, using standard

transformations given by Kaula (2000) and Vallado (2007) namely

sinϕE¼ sin i sin(u)¼ cos θE, where, ϕE is the geocentric latitude, measured from

the Earth’s equator to the poles, and θE is the corresponding colatitude measured

from the poles down to the equator (θE¼ 90�ϕE), u¼ω+ f is the argument of

latitude that defines the position of a body moving along a Kepler orbit, i its
orbital inclination, ω is the argument of the perigee of the spacecraft (not to be

confused with angular velocity, which we write with subscripts), f is its true

8 I. Haranas et al.



anomaly (an angle defined between the orbital position of the spacecraft and its

perigee). The orbital elements are shown in Fig. 2.2 below.

To familiarize the reader with the orbital elements used here let us define the

orbital elements appearing in our Eq. (2.4) below. as is the semi-major axis that

defines the size of the orbital ellipse. It is the distance from the center of the ellipse

to an apsis, i.e., the point where the radius vector is maximum or minimum (i.e.,

apogee and perigee points). Similarly, e is the eccentricity, that defines the shape of
the orbital ellipse (minor to major axis ratio), i is the inclination of the orbit defined
as the angle between the orbital and equatorial planes, and ω is the argument of

the perigee, the angle between the direction of the ascending node (the point on the

equatorial plane at which the spacecraft crosses from south to north) and the

direction of the perigee. Finally, the true anomaly f is the angle that locates

the spacecraft in the orbital ellipse and is measured in the direction of motion

from the perigee to the position vector of the satellite. Assuming an elliptical orbit

the geocentric orbital distance r0 is given by (Vallado 2007)

r
0 ¼ as 1� e2ð Þ

1þ e cos fð Þ ; ð2:12Þ

and therefore Eq. (2.11) becomes a function of the spacecraft orbital elements:

gtot ¼ �GME 1þ e cos fð Þ2
a2s 1� e2ð Þ2 þ 3GMER

2
EJ2 1þ e cos fð Þ4

2a4s 1� e2ð Þ4 3 sin 2i sin 2f � 1
� �

:

ð2:13Þ

orbit

i

m s

f
w

l = 0

x

CENTER OF THE EARTH

zw

yw

xw

o

Earth' s Equator

Perigee

Spacecraft
r

Fig. 2.2 Explanation of the orbital elements: inclination i, argument of latitude u¼ω+ f, and the

radial vector r0 of the spacecraft, and λ¼ 0 is the zero longitude point on the Earth’s equator, and

xω, yω, zω define a right-handed coordinate system (Haranas et al. [12])
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First, let us consider a sedimentation experiment that takes place on the surface of

the Earth r¼RE. In this case from Eq. (2.11) we obtain the following expression for

the acceleration of gravity corrected for the oblateness and the rotation of the Earth

on the Earth’s surface and therefore the gravitational acceleration gs becomes

�gs ¼
GME

R2
E

� 3GMEJ2

2R2
E

3 sin 2ϕ� 1
� �� REω

2
E cos

2ϕ : ð2:14Þ

Furthermore, thinking the Earth to be an ellipsoid of revolution we can write that

(Kaula 2000)

RE ¼ Req 1� f
0 þ 3

2
f
02

� �
sin 2ϕE þ

3

2
f
02
sin 4ϕE � . . .

� �

� Req 1� f
0
sin 2ϕE

� 	
; ð2:15Þ

where ϕ is the planetocentric latitude, and f0 is the Earth’s flattering that it is given

by

f
0 ¼ Req � Rpol

Req

¼ 3J2
2

þ R3
Eω

2
E

2GME

; ð2:16Þ

where Req and Rpol is the Earth’s equatorial and polar radii and therefore. Eq. (2.14)

becomes

gs ¼
GME

R2
eq 1� f

0
sin 2ϕ

� �2
� 3GMEJ2

2R2
eq 1� f

0
sin 2ϕ

� �2 3 sin 2ϕ� 1
� �� Req 1� f

0
sin 2ϕ

� 	
ω2
E cos

2ϕ :
ð2:17Þ

On the surface of the Earth and for the geocentric latitude ϕ¼ 0�, 45�, 90�

Eq. (2.17) results in the following expressions for the gravitational acceleration:

gϕ¼0 ¼
GME

R2
eq

þ 3GMEJ2

2R2
eq

� Reqω
2
E: ð2:18Þ

gϕ¼45 ¼
GME

R2
eq 1� f

0� �2 � 3GMEJ2

4R2
eq 1� f

0

2

� 	2 � 1

2
1� f

0

2

 !
Reqω

2
E; ð2:19Þ

gϕ¼90 ¼
GME

R2
eq 1� f

0� �2 � 3GMEJ2

R2
eq 1� f

0� �2 : ð2:20Þ
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2.4 Modified Gravity Probability Deposition Due
to Sedimentation

First let us now consider Eq. (2.7) for the deposition probability of particles on the

surface of the Earth, where the gravitational acceleration has been corrected for the

rotation of the Earth and also for its oblateness via the J2 harmonic coefficient.

Using Eqs. (2.6) and (2.18–2.20) we can write that the deposition probability

becomes

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq

þ
3GMEJ2

2R2
eq

� Reqω
2
E

 !
cos θ

 !
; ð2:21Þ

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 �
3GMEJ2

4R2
eq 1� f

0

2

� 	2 �
1

2
1�f

0
2

� 	
Reqω2

E

0
B@

1
CA cos θ

0
B@

1
CA
;

ð2:22Þ

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 �
3GMEJ2

R2
eq 1� f

0� �2
0
@

1
A cos θ

0
@

1
A
: ð2:23Þ

For circular orbits, i.e., e¼ 0, of inclinations i¼ 0�, 45�, 90� we obtain

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ
3GMER

2
eqJ2

2a4

 !
cos θ

 !
: ð2:24Þ

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ
3GMER

2
eqJ2

2a4
3 sin 2u

2
� 1

� � !
cos θ

 !
;

ð2:25Þ

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ
3GMER

2
eqJ2

2a4
3 sin 2u� 1

2

� � !
cos θ

 !
:

ð2:26Þ
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Similarly, for elliptical orbits of the same inclinations the deposition probability of

particles takes the form

Psed ¼ 1�e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ

3GMER
2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
 !

cos θ

 !
:

ð2:27Þ

Psed ¼ 1� e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ ecos fð Þ2
a2 1� e2ð Þ þ

3GMER
2
eqJ2 1þ ecos fð Þ4

2a4 1� e2ð Þ4
3sin2f

2
�1

� � !
cosθ

 !

ð2:28Þ

Psed ¼ 1�e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ ecos fð Þ2
a2 1� e2ð Þ þ

3GMER
2
eqJ2 1þ ecos fð Þ4

2a4 1� e2ð Þ4
3sin2f �1

2

� � !
cosθ

 !
:

ð2:29Þ

2.5 Modified Gravity Ratio of the Fall Distance
to the Maximum Distance for Deposition

In Eq. (2.7) we have given the ratio r of the fall distance to the max distance for

deposition. In this section we correct Eq. (2.7) by correcting the gravitational

acceleration on the surface of the Earth for the rotation of the Earth, and also for its

oblateness, we give expressions for three different geocentric latitudes, taking Earth’s

flattering into account. Similarly, we extend the expression for the maximum height

when in orbit around a planetary body in our case the Earth and therefore we obtain

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq

þ 3GMEJ2

2R2
eq

� Reqω
2
E

 !
cos θ; ð2:30Þ

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 � 3GMEJ2

4R2
eq 1� f

0

2

� 	2 � 1

2
1� f

0

2

 !
Reqω

2
E

0
B@

1
CA cos θ;

ð2:31Þ

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 � 3GMEJ2

R2
eq 1� f

0� �2
0
@

1
A cos θ: ð2:32Þ

For circular orbits, i.e., e¼ 0, of inclinations i¼ 0�, 45�, 90� we obtain

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ 3GMER

2
eqJ2

2a4

 !
cos θ; ð2:33Þ
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hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ 3GMER

2
eqJ2

2a4
3 sin 2u

2
� 1

� � !
cos θ; ð2:34Þ

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ 3GMER

2
eqJ2

2a4
3 sin 2u� 1

2

� � !
cos θ: ð2:35Þ

Similarly, for elliptical orbits of the same inclinations the ratio takes the form

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ 3GMER

2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
 !

cos θ;

ð2:36Þ

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ 3GMER

2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
3 sin 2f

2
� 1

� � !
cos θ;

ð2:37Þ

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ 3GMER

2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
3 sin 2f � 1

2

� � !
cos θ:

ð2:38Þ

2.6 The Inclusion of Electrostatic Deposition Forces

Up to Eq. (2.38) we have dealt with the effect of a variable gravity on the surface of

a planetary body and also in an experiment above an orbiting spacecraft. Next, we

consider dust particle electrostatic forces first in the absence of an electric field E
!

falling in the trachea. Following Yu [35] we say that there are two electric forces

which cause particles to deposit on the surface of an enclosure. One is the image

force due to the interaction between a particle and the wall. The other is the space

charge force due to the mutual repulsion between particles of the same charge. The

image force is a single particle effect, while the space charge force depends on the

particle concentration of the system. In order to find out which of these two forces is

important in lung deposition, the interparticle distance must be estimated in relation

to the airways. Because most environmental aerosols have low concentration

numbers, we will assume that the primary deposition force is the image force acting

on the particles, which is also responsible for the deposition increase within the

respiratory track. Because the particle is acted upon by the vector sum of many

forces, for the determination of an exact image deposition acceleration will be a

very hard task. We simplify the analysis by following the idea give in Yu [35]

where the total acceleration acted upon the particle is a superposition of the

gravitational and that resulted by the image force, and therefore we have that

atot ¼ g cos θ þ aimage cos ξ; ð2:39Þ
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where aimage ξ is the vertical component of aimage, where ξ is the angle between the
vertical component of the image acceleration and the direction of the acceleration

of gravity. Therefore Eq. (2.1) can be modified to

Pi / vtervair sin θ

gþ aimage cos ξ
� �

Rþ vtervair sin θ
� � : ð2:40Þ

Therefore using the expression for the image force given by Yu [35] we obtain the

vertical component of the image acceleration to

aimage ¼ Fimage

m
¼ q2r2 cos ξ

16πε0m R� rð Þ2 ; ð2:41Þ

where R is the tracheal radius, r is the distance of the particle from the axis, m is the

mass of the particle, and q is its charge, and ε0 is the permittivity of the air.

Therefore the sedimentation probability in Eq. (2.7) takes the form

Psed ¼ 1� e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair
g cos θ þ aimage cos ξ
� � !

: ð2:42Þ

Next, we can write a particle effective distance at right angles to the direction of

travel to be

hs ¼ vterηair
gþ aimage cos ξ
� � sin θ: ð2:43Þ

First let us now consider Eq. (2.1) for the deposition probability of particles on the

surface of the Earth, where the gravitational acceleration has been corrected for the

rotation of the Earth and also for its oblateness via the J2 harmonic coefficient.

Using Eqs. (2.9–2.11) we can write that

Psed ¼ 1�e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq

þ
3GMEJ2

2R2
eq

�Reqω
2
E

 !
cos θ þ

q2r2 cos ξ

16πε0m R� rð Þ2
 ! !

;

ð2:44Þ

Psed ¼ 1� e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 �
3GMEJ2

4R2
eq 1� f

0

2

� 	2 �
1

2
1�

f
0

2

 !
Reqω2

E

0
B@

1
CAcosθ þ

q2r2 cosξ

16πε0m R� rð Þ2

0
B@

1
CA

0
B@

1
CA
;

ð2:45Þ
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Psed ¼ 1�e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 �
3GMEJ2

R2
eq 1� f

0� �2
0
@

1
Acosθþ q2r2 cosξ

16πε0m R� rð Þ2

0
@

1
A

0
@

1
A
:

ð2:46Þ

For circular orbits, i.e., e¼0, of inclinations i¼0�, 45�, 90� we obtain

Psed ¼ 1�e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ
3GMER

2
eqJ2

2a4

 !
cosθþ

q2r2 cosξ

16πε0m R� rð Þ2
 ! !

;

ð2:47Þ

Psed ¼ 1�e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ
3GMER

2
eqJ2

2a4
3sin2u

2
�1

� � !
cosθþ

q2r2 cosξ

16πε0m R� rð Þ2
 ! !

;

ð2:48Þ

Psed ¼ 1�e

�
ρp�ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ
3GMER

2
eqJ2

2a4
3sin2u�1

2

� � !
cosθþ

q2r2 cosξ

16πε0m R� rð Þ2
 ! !

:

ð2:49Þ

Similarly, for elliptical orbits of the same inclinations the particle deposition

probability takes the form

Psed ¼ 1�e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ

3GMER
2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
 !

cos θþ
q2r2 cos ξ

16πε0m R� rð Þ2
 ! !

;

ð2:50Þ

Psed ¼ 1�e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ

3GMER
2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
3 sin 2f

2
�1

� � !
cos θþ

q2r2 cos ξ

16πε0m R� rð Þ2
 ! !

ð2:51Þ

Psed ¼ 1�e

�
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME 1þ e cos fð Þ2
a2 1� e2ð Þ þ

3GMER
2
eqJ2 1þ e cos fð Þ4

2a4 1� e2ð Þ4
3 sin 2f � 1

2

� � !
cos θþ

q2r2 cos ξ

16πε0m R� rð Þ2
 ! !

:

ð2:52Þ

Similarly, we extend the expression for the maximum height when in orbit around a

planetary body in our case the Earth and therefore we obtain

hmax ¼ ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq

þ 3GMEJ2

2R2
eq

� Reqω
2
E

 !
cos θ þ q2r2 cos ξ

16πε0m R� rð Þ2
" #

ð2:53Þ
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hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 þ 3GMEJ2

4R2
eq 1� f

0

2

 !2
� 1

2
1� f

0

2

 !
Reqω

2
E

0
BBBBB@

1
CCCCCA cos θ þ q2r2 cos ξ

16πε0m R� rð Þ2

2
666664

3
777775;

ð2:54Þ

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

R2
eq 1� f

0� �2 þ 3GMEJ2

R2
eq 1� f

0� �2
0
@

1
A cos θ þ q2r2 cos ξ

16πε0m R� rð Þ2

2
4

3
5:

ð2:55Þ

For circular orbits, i.e., e¼ 0, of inclinations i¼ 0�, 45�, 90� we obtain

hmax ¼
ρp � ρair
� �

d2pCc

18ηairR

L

vair

GME

a2
þ 3GMER

2
eqJ2

2a4

 !
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" #
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Similarly, for elliptical orbits of the same inclinations the ratio takes the form
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2.7 Aerosol Deposition Rate on the Surface of a Planetary
Body and in a Spacecraft in Orbit Around It

Following Garcı́a [8] we can write the deposition rate D in the following way:

D ¼ PsedCsvsed; ð2:62Þ

where Psed is the sedimentation probability, vs is its vertical sedimentation velocity,

and Cs is the suspending particle concentration. Using Eqs. (2.2), (2.7), and (2.17)

we write that on the surface of the Earth the dose takes the form

D ¼ ρp � ρair
� �

d2pCc

18ηair

GME

R2
eq 1� f

0
sin 2ϕ

� �2
� 3GMEJ2

2R2
eq 1� f

0
sin 2ϕ

� �2 3 sin 2ϕ� 1ð Þ

�Req 1� f
0
sin 2ϕ

� �
ω2
E cos

2ϕþ q2r2 cos ξ

16πε0m R� rð Þ2

0
BBBBBBBBB@

1
CCCCCCCCCA

�
1� e

�
ρp � ρair
� �

d2pCcLtr

18ηairRvair

GME

R2
eq 1� f

0
sin 2ϕ

� �2
� 3GMEJ2

2R2
eq 1� f

0
sin 2ϕ

� �2 3 sin 2ϕ� 1ð Þ

�Req 1� f
0
sin 2ϕ

� �
ω2
E cos

2ϕ

0
BBBBBBB@

1
CCCCCCCA

cos θþ
q2r2 cos ξ

16πε0m R� rð Þ2

0
BBBBBBB@

1
CCCCCCCA

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

Cs;
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which for the geocentric latitudes of ϕ¼ 0�, 45�, 90�, respectively, becomes
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Similarly, in circular and elliptical orbits of inclination i¼ 0�, 45�, 90� we, respec-
tively, obtain that
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For elliptical orbits the dose becomes

D ¼ ρp � ρair
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2.8 Discussion and Numerical Results

To proceed with our numerical calculation let us assume the following values for our

numerical parameters, i.e., all particles have density ρp¼ 1,300 kg/m3 [30], unless

range of densities is specified, ηair¼ 1.8� 10�8 kg/m/s, is the viscosity of the air,

Rtrachea ¼ dtrachea/2¼ 25 mm¼ 12.5 mm [2], is the radius of the trachea,

λ¼ (0.8–1.0)� 10�7 m is the air mean free path, and θ¼ 2/π [19]. In Fig. 2.3 we

plot of the deposition probability on the surface of the Earth as a function of the

particle diameter d and density ρ, at geocentric latitude ϕ¼ 90�, for particles with
diameters and densities in the range 1 μm� d� 40 μm and

800 kg/m3� ρ� 2,300 kg/m3, respectively. Similarly, for Mars the Cunningham

factor for particles of 1 μm in a CO2 atmosphere is given to be CM¼
15 [4]. J2¼ 0.0010826269 is the Earth’s harmonic coefficient, J2¼ 0.001964
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(Vallado 2007) is Mars’ harmonic coefficient, RM¼ 3397.2 km is Mars’ radius,

MM¼ 6.4191� 1023 kg is its mass, with a flattering coefficient (Vallado 2007),

ρM¼ 0.02 kg/m3 is Mars’ surface atmospheric density and viscosity, and finally

ηair¼ 1.47� 10�5 kg/m/s [4] is Mars’ atmospheric viscosity. The deposition prob-

abilities between the poles and the equator for particles of density ρp¼ 1,300 kg/m3

of various diameters d and residence time t are related according to the relation

PE ϕ ¼ 90∘ð Þ ¼ 1� e
�
6413:7 3:2803� 10�33 þ 7:85859d3

� �
e�7:85714�106d 2:8þ 8:82þ 5� 107d

� �
e7:85714�106d

� 	
t

d2

1� e
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e�7:85714�106d 2:8 þ 8:82þ 5 � 107d

� �
e7:85714�106d

� 	
t

d2

2
666664

3
777775PE ϕ ¼ 0∘ð Þ:

ð2:73Þ

Similarly, on Mars we find that

PM ϕ ¼ 90∘ð Þ ¼ 1� e
� 3:00435þ

3:8742� 10�32

d3

� �
d2t

1� e
� 2:97821þ

3:8742� 10�32

d3

� �
d2t

2
66664

3
77775PM ϕ ¼ 0∘ð Þ: ð2:74Þ

Fig. 2.3 Plot of the deposition probability on the surface of the Earth as a function of the particle

diameter d and density ρ, at geocentric latitude ϕ¼ 90�, for particles of diameters d in the ranges

1 μm� d� 5 μm and 1,000 kg/m3� ρ� 2,200 kg/m3, and residence time t¼ 0.0272 s
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Next, for the deposition rates on Earth and Mars we, respectively, obtain

D
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From Table 2.1 we see that particles of a given density and diameter have a greater

deposition probability at the poles when compared with that of the equator. On the

surface of the Earth, and for a particles of diameter 1, 3, and 5 μm, density

1,300 kg/m3, and residence times t¼ 0.0272 s we find the following percentage

differences for the corresponding deposition probabilities between the poles and the

equator to be 0.5 %, 0.4 %, and 0.2 %, respectively. Similarly, and for the same

particles a residence time t¼ 0.2 results to a percentage difference equals to 0.4 %,

0.02 %, and 0 % between the poles and the equator. From Tables 2.2 and 2.3 we find

that in circular and elliptical orbits around Earth, equatorial orbits i.e. i¼ 0� result
to higher deposition probabilities than the polar orbits, i.e., i¼ 90�. In particular for
particles of the same diameter, density and residence time t¼ 0.0272, 0.2 s we find

the following percentage differences �0.1 %, �0.08 %, �0.04 %, �0.09 %,

�0.007 %, 0 % and �0.17 %, �0.09 %, �0.05 % and �0.09 %, �0.006 %,

�0.0001 %, respectively. Furthermore, on the surface of the Earth and for the

same residence times and particles of diameters d¼ 1, 3, 5 μm we find that the

Table 2.1 Sedimentation probability geocentric latitude effect for an experiment taking place on

the surface of the Earth and for particles of various diameters and density ρ¼ 1,300 kg/m3

Geocentric

latitude ϕ [�]
Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.077080 0.445561

45 0.077277 0.446434

90 0.077475 0.447304

0 3.0 0.477816 0.991583

45 0.478722 0.991689

90 0.479624 0.991795

0 5.0 0.828767 0.999998

45 0.829572 0.999998

90 0.830372 0.999998
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deposition probabilities at the poles are related to those at the equator in following

way: Pϕ¼90∘ ffi 1:005 Pϕ¼0∘ , Pϕ¼90∘ ffi 1:003 Pϕ¼0∘ and. Pϕ¼90∘ ffi 1:002 Pϕ¼0∘ .

In Earth circular and elliptical orbits of eccentricity e¼ 0, 0.1 and for particles of

the same diameters as the ones given above we find that the deposition probabilities

are related in the following way: Pϕ¼90∘ ffi 0:998Pϕ¼0∘ or Pϕ¼90∘ ffi 0:999 Pϕ¼0∘

andPϕ¼90∘ ffi 0:999 Pϕ¼0∘ andPϕ¼90∘ ffi 0:999Pϕ¼0∘ orPϕ¼90∘ ffi 0:999 Pϕ¼0∘ and

Pϕ¼90∘ ffi Pϕ¼0∘ and for residence time t¼ 0.0272 s and 0.2 s, respectively.

Similarly, Table 2.4 demonstrates that on the surface of Mars and for the same

particle diameters there is an approximately 0.9 % percentage difference between

the deposition probabilities at the poles and that at the equator. From Tables 2.5 and

2.6, we see that for particles of diameters d¼ 1, 3, 5 μm, of the same residence times

Martian circular and elliptical orbits at the orbital altitude 300 km with

Table 2.2 Sedimentation probability inclination and eccentricity effect for an experiment taking

place in a circular orbit above the Earth for particle of various diameters and density ρ¼ 1,300 kg/m3

Orbital inclination i [�]
and eccentricity e¼ 0

Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.0707827 0.4171340

45 0.0707096 0.4167970

90 0.0707020 0.4167620

0 3.0 0.4482460 0.9873800

45 0.4478950 0.9873210

90 0.4478580 0.9873140

0 5.0 0.8011340 0.9999930

45 0.8007890 0.9999930

90 0.8007590 0.9999930

Table 2.3 Sedimentation probability inclination and eccentricity effect for an experiment taking

place in an elliptical orbit above the Earth for particle of various diameters and density

ρ¼ 1,300 kg/m3

Orbital inclination i [�]
and eccentricity e¼ 0.1

Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.07216880 0.4324970

45 0.07209280 0.4321500

90 0.07208500 0.4231140

0 3.0 0.45487800 0.9884530

45 0.45481700 0.9883970

90 0.45447900 0.9883910

0 5.0 0.80755900 0.9999950

45 0.80721200 0.9999940

90 0.80717600 0.9999940
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eccentricities, i.e., e¼ 0, 0.1, respectively, result to similar relations for the depo-

sition probabilities i.e. Pϕ¼90∘ ¼ Pϕ¼45∘ ¼ Pϕ¼0∘ . This demonstrates that the incli-

nation of the orbit does not really affect the deposition probability. On the other

hand if the eccentricity increases then the deposition probability increases as well.

On the surface of the Earth/Mars and also in orbit the sedimentation probability

becomes zero when angleθ takes the following value (Table 2.7):

Table 2.5 Sedimentation probability geocentric latitude effect for an experiment taking place in a

Mars circular orbit and for particles of diameter d and density ρ¼ 1,300 kg/m3

Orbital inclination i [�]
and eccentricity e¼ 0

Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.000431798 0.00317063

45 0.000431798 0.00317063

90 0.000431798 0.00317063

Table 2.6 Sedimentation probability geocentric latitude effect for an experiment taking place in a

Mars elliptical orbit and for particles of diameter d and density ρ¼ 1,300 kg/m3

Orbital inclination i [�]
and eccentricity e¼ 0.1

Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.00173888 0.0127155

45 0.00173888 0.0127155

90 0.00173888 0.0127155

Table 2.7 Sedimentation probability geocentric latitude effect for an experiment taking place in a

Mars elliptical orbit of high orbital eccentricity e¼ 0.3 for particles of diameter and density

ρ¼ 1,300 kg/m3

Orbital inclination i [�]
and eccentricity e¼ 0.3

Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.00173888 0.0190125

45 0.00173888 0.0190125

90 0.00173888 0.0190125

Table 2.4 Sedimentation probability geocentric latitude effect for an experiment taking place on

surface of the Mars and for particles of diameter d and density ρ¼ 1,300 kg/m3

Geocentric

latitude ϕ [�]
Particle

diameter d [μm]

Sedimentation

probability t¼ 0.0272 s

Sedimentation

probability t¼ 0.2 s

0 1.0 0.000509296 0.00373877

45 0.000511533 0.00375516

90 0.000513765 0.00377152
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This angle is independent of the residence time t, the particle densityρ, and the

particle diameter d and depends only on the planetary parameters indicated. Fur-

thermore, it is the same for any geocentric latitude on the Earth and Mars. Numer-

ically for Earth and Mars if the bending angle is equal to θ¼� 1.5708∘ the

deposition probability/deposition rate becomes equal to zero. On the Earth’s sur-

face the deposition probability becomes equal to one if the residence time of a

particle of diameter dp takes the following value:

tres ¼ 18ηR

d2p ρp � ρair
� �

1þ 2λ

d
αþ βe

�
0:55d
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0
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�
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2R2
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�REω2
E cos
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0
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1
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mε x� Rð Þ2 cos ξ

0
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ð2:79Þ

Similarly, zero deposition probability will imply that tres¼ 0. For particles of diameter

d¼ 1 μm, and density ρp¼ 1,300 kg/m3 at the geocentric latitudes of ϕ¼ 0�, 45�, and
90� a deposition probability equal to one will require residence times tres¼ 0.764528,

0.762491, and 0.760468 s, respectively. Similarly, for a particle with diameter

dp¼ 3 μm of the same density we obtain the following residence times

tres¼ 0.0943844, 0.0941329, and 0.0938832 s which make the deposition probability

equal to one. Thus we see that at the poles the required residence time is smaller than

that of the equator. Similarly, on the surface ofMars 1 μmparticles result to deposition

probability equal to one if the residence time is given by the following expression:

tres ¼ 18ηR

d2p ρp�ρair
� �

1þ32λ

d

� � GMM

R2
M 1� fM sin2ϕð Þ2 �3GMMJ2 1�3sin2ϕð Þ

2R2
E 1� fM sin2ϕð Þ2

�RMω2
M cos2ϕ 1� fM sin2ϕð Þ

0
@

1
Acosθþ0:0198944q2x2

mε x�Rð Þ2 cosξ

0
@

1
A
:

ð2:80Þ

For dust particles of diameter d¼1 μm and mean free path is given by the following

expression: λ¼ 1:6�10�5 T

p

� �
[23], where T is the absolute temperature in Kelvin,
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and p is the atmospheric pressure in Pascal. Taking the surface temperature and

pressure equals to 210 K and the 610 pa, we find that the mean free path

λ¼5.508�10�6 m¼5.508 μm. Therefore the corresponding residence times

become tres¼3.88128, 3.86430, 3.84751 s respectively. Finally, for an experiment

above a spacecraft in an elliptical orbit around Earth the residence time is given by

t
orbM

ffi 18Rη

d2p ρp � ρair
� � q2x2 cos ξ

πmε x� Rð Þ2 þ

8GME cos θ 1þ e cos fð Þ2 2a2 1� e2
� ��

�3J2R
2
E 1þ e cos fð Þ2 sin 2f sin 2i� 1

� �	
a4 1� e2ð Þ4

2
666664

3
777775

:

ð2:81Þ

The electrostatic image force contributes an extra acceleration, that for particles of

diameter d¼ 1 μm is equal to 1.891� 10�5 μ gal, and increases significantly as the

particle diameter decreases. For a particle of the same density but with a diameter

d¼ 0.0017 μm, the image force acceleration is equal to approximately 3,849 μ gal.

Planetary geophysical parameters can be in principle calculated once a deposi-

tion rate can be measured. Using Eq. (2.63) and expanding the exponential to first

order we solve for J2 once the particle concentration Csed and rate of deposition

D are known or measured experimentally. Therefore we obtain

J2 ¼ A0 � C0ð Þ
B0

� 1

B0

H0 sec θ cos ξþ 18B0Rη2airD

B0Ccd
2
pηair cos θ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RCsedD ρ2 � ρ2air

� �
t

q
2
64

3
75: ð2:82Þ

Similarly, for a given deposition rate and particle concentration Csed, we can obtain

solutions for particle diameters dp. Solving Eq. (2.63) we obtain the following real

solution:

dp ¼ 3
ffiffiffiffiffiffiffiffiffi
2ηair

p RD

Csedt ρ� ρairð Þ2 Cc A0 � B0J2 � C0ð Þ cos θ þ CcH0 cos 2ξð Þ

" #1=4
;

ð2:83Þ

where

A0 ¼ GME

R2
eq 1� f sin 2ϕð Þ2; ð2:84Þ
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B0 ¼ 3GME 3 sin 2ϕ� 1ð Þ
2R2

eq 1� f sin 2ϕð Þ2 ; ð2:85Þ

C0 ¼ Reqω
E
E 1� f sin 2ϕ
� �

cos 2ϕ; ð2:86Þ

H0 ¼ q2r2

16πε0mp Rtr � rð Þ2: ð2:87Þ

In Fig. 2.3 we plot of the deposition probability on the surface of the Earth as a

function of the particle diameter d and density ρp, at the geocentric latitude ϕ¼ 90�,
for particles with diameters and densities in the range 1 μm� dp� 5 μm and

1,000 kg/m3� ρp� 2,200 kg/m3 and residence time t¼ 0.0272 s. The deposition

probability increases gradually as the diameter and the particle density increases

starting at diameter dp� 1 μm and ρ¼ 1,000 kg/m3. Similarly, in Fig. 2.4 we plot

the deposition probability as a function of the particle diameter dp and geocentric

latitude ϕ for particles of diameters in the range 1 μm� dp� 5 μm on the surface of

the Earth for the residence time t¼ 0.2 s. We find that the deposition probability

gradually increases starting at dp� 1.5 μm approaching the higher value plateau but

does become not one as the diameter of the particles increase. Therefore, particles

in the range of 2 μm and above have a grater deposition probability to be affected by

sedimentation, and therefore can end up easily down in the tracheal path. In Fig. 2.5

we plot of the sedimentation probability on the surface of the Earth as a function of

the particle diameter dp and geocentric latitude ϕ for particle diameters and

densities in the range 1 μm� dp� 1.0013 μm for residence time t¼ 0.2 s.

Fig. 2.4 Plot of the deposition probability on the surface of the Earth as a function of the particle

diameter d and density ρ, at geocentric latitude ϕ¼ 90�, for particles of diameter d in the ranges

1 μm�d� 5 μm and densityρ in the range 1,000 kg/m3�ρ� 2,200 kg/m3, and residence time

t¼ 0.2 s
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This figure exhibits the periodic nature of the deposition probability as a function of

geocentric latitude when the particle diameter increases by 0.0013 μm, being larger

at ϕ¼ 90� and smaller at ϕ¼ 0�. In Fig. 2.6, we plot of the deposition probability on
the surface of the Earth as a function of the geocentric latitude ϕ for particles of

diameters 2 μm, density ρ¼ 1,300 kg/m3, and residence time t¼ 0.2 s. We find a

difference of 0.0006 in the probability of deposition between the latitudes of 90� to
0�. In Fig. 2.7 we plot the deposition probability for an experiment taking place

Fig. 2.5 Plot of the deposition probability on the surface of the Earth as a function of geocentric

latitude ϕ for particles of various diameters in the range 1 μm�d� 1.0013 μm of density

ρ¼ 1,300 kg/m3, and residence time t¼ 0.2 s

Fig. 2.6 Plot of the deposition probability on the surface of the Earth as a function and geocentric

latitude ϕ for particles of diameters 2 μm, densityρ¼ 1,300 kg/m3, and residence time t¼ 0.2 s
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300 km above the surface of the Earth in a circular polar orbit i.e. e¼ 0 and i¼ 90
�
,

as a function of the particle diameter d and density ρ for particles of diameters in the

ranges 1 μm� d� 5 μm and density in the range 1,000 kg/m3� ρ� 2,200 kg/m3,

and residence time t¼ 0.2 s. We find that the sedimentation probability increases

significantly for particles of diameters d> 1.4 μm, reaching a plateau at approxi-

mate diameters d	 3.4 μm and for the given density range. In Fig. 2.8 we plot the

deposition probability in a spacecraft experiment 300 km above the surface of the

Earth in a circular equatorial orbit e¼ i¼ 0, as a function of particle diameter and

density and for particles in the diameter in the ranges 1 μm� d� 5 μm and

1,000 kg/m3� ρ� 2,200 kg/m3 and residence time t¼ 0.2 s. We find that the

deposition probability increases for particles with diameter d	 1.5 μm reaching

gradually a plateau with values less than one at higher densities. In Fig. 2.9 we plot

deposition probability as a function of residence time t and particle diameter d, for
particles of densities 1,300 kg/m3, in an experiment taking place in a circular orbit

of inclination i¼ 45� We find that a plateau of higher probabilities is reached at

d� 3 μm as the residence time increases. In Fig. 2.10 we plot of the deposition

probability for an experiment taking place 300 km above the surface of the Earth in

a elliptical polar orbit of eccentricity e¼ 0.1, as a function of the particle diameter

d, and spacecraft’s orbital true anomaly f, and residence time t¼ 0.2 s and density

ρ¼ 1,300 kg/m3. We find that the deposition probability demonstrates a week

periodicity in the true anomaly and reaches a plateau of higher probability values

for particles of diameter d� 4 μm. In Fig. 2.11 we plot the deposition probability

for an experiment taking place 300 km above the surface of the Earth in a highly

eccentric elliptical polar orbit of eccentricity e¼ 0.38, as a function of the particle

Fig. 2.7 Plot of the deposition probability in an experiment taking place in spacecraft in a circular

polar orbit e¼ 0 and i¼ 90
�
, 300 km above the surface of the Earth as a function of the particle

diameter d and density ρ for particles of diameters d in the ranges 1 μm�d� 5 μm and density

in the range 1,000 kg/m3�ρ� 2,200 kg/m3, and for residence time t¼ 0.2 s

2 Respiratory Particle Deposition Probability Due to Sedimentation. . . 29



diameter d, and spacecraft’s orbital true anomaly f, and for the residence a time

t¼ 0.2 s and for particles of densityρ¼ 1,300 kg/m3. We find that that the deposi-

tion probability exhibits a strong periodicity in the true anomaly f, between the true
anomaly values of 80� � f� 300�, reaching a probability plateau at particle diam-

eters d	 4 μm. Next, in Fig. 2.12 we plot of the deposition probability for an

Fig. 2.9 Plot of the deposition probability in an experiment taking place in spacecraft in a circular

orbit e¼ 0 and i¼ 45
�
, 300 km above the surface of the Earth as a function of the particle residence

time t, and diameter d, particle density used ρ¼ 1,300 kg/m3

Fig. 2.8 Plot of the deposition probability in an experiment taking place in spacecraft in a circular

equatorial orbit e¼ 0 and i¼ 0
�
, 300 km above the surface of the Earth as a function of the particle

diameter d and density ρ, for particles of diameters d in the ranges 1 μm�d� 5 μm and density in

the range 1,000 kg/m3�ρ� 2,200 kg/m3, and for residence time t¼ 0.2 s
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experiment taking place 300 km above the surface of the Earth as a function of the

spacecraft’s orbital true anomaly f and eccentricity e and for the residence time

t¼ 0.2 s for particles of density ρ¼ 1,300 kg/m3. We find that the deposition

probability demonstrates a periodic effect in the true anomaly effect. The effect

demonstrates a plateau effect that is bounded by specific values of the true anomaly

namely 20� � f� 80� and 160� � f� 340�, and for values of eccentricity in the

range 0.6� e� 0.8 and higher. In Fig. 2.13 we lot of the deposition probability as a

Fig. 2.10 Plot of the deposition probability for an experiment taking place 300 km above the

surface of the Earth in a elliptical polar orbit, as a function of the particle diameter d, and
spacecraft’s orbital true anomaly f, eccentricity used e¼ 0.1, residence time t¼ 0.2 s and particle

density ρ¼ 1,300 kg/m3

Fig. 2.11 Plot of the deposition probability for an experiment taking place 300 km above the

surface of the Earth in a elliptical polar orbit, as a function of the particle diameter d, and
spacecraft’s orbital true anomaly f, orbital eccentricity used e¼ 0.38, residence time t¼ 0.2 s for

particle density ρ¼ 1,300 kg/m3
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function of orbital eccentricity e in an experiment taking place in a spacecraft

300 km above the surface of the Earth in elliptical polar orbits for particles of

diameters blue¼ 1 μm, red¼ 2 μm and density ρ¼ 1,300 kg/m3. We find that for

the same residence time t¼ 0.2 s the deposition probability increases with particle

diameter d and eccentricity e. In particular for particles of diameter 1 μm the high

probability plateau is reached for eccentricities in the range 0.7� e� 0.8 and

higher, and for particles of 2 μm in diameter in the range 0.6� e� 0.8. Next in

Fig. 2.14 we plot of the deposition probability as a function of orbital eccentricity

e for particles of diameters d¼ 3 and 3.5 μm of the same density. We find that

increasing eccentricity increases the deposition probability for the particles of the

above diameters. Larger diameters reach a constant higher probability plateau at

Fig. 2.12 Plot of the deposition probability for an experiment taking place 300 km above the

surface of the Earth in a elliptical polar orbit, as a function of the spacecraft’s orbital true anomaly

f and eccentricity e for residence time t¼ 0.2 s and densityρ¼ 1,300 kg/m3

Fig. 2.13 Plot of the

deposition probability as a

function of orbital

eccentricity e in an

experiment taking place in a

spacecraft 300 km above the

surface of the Earth in a

elliptical polar orbit for

particles of diameters

blue¼ 1 μm red¼ 2 μm and

density ρ¼ 1,300 kg/m3
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smaller eccentricities. In Fig. 2.15 we plot the deposition probability as a function

of orbital inclination i in an experiment taking place in a spacecraft 300 km above

the surface of the Earth in a elliptical polar orbit of eccentricity e¼ 0.1 for particles

of the same diameter d¼ 1.3 μm and density ρ¼ 1,300 kg/m3, and corresponding

residence times t¼ 0.0272, 0.2, and 0.5 s, respectively, from the bottom up. We find

that the orbital inclination does not affect the deposition probability which appears

to be constant for the various residence times indicated. Next, in Fig. 2.16 we plot of

the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, at areocentric latitude ϕ¼ 90�, for particles in the

Fig. 2.14 Plot of the deposition probability as a function of orbital eccentricity e in an experiment

taking place in a spacecraft 300 km above the surface of the Earth in a elliptical polar for particles

of diameters magenta¼ 3 μm and red¼ 3.5 μm and density ρ¼ 1,300 kg/m3

Fig. 2.15 Plot of the deposition probability as a function of orbital inclination i in an experiment

taking place in a spacecraft 300 km above the surface of the Earth in a elliptical polar orbit of

eccentricity e¼ 0.1 for particles of the same diameter d¼ 1.3 μm and density ρ¼ 1,300 kg/m3, and

corresponding residence times t¼ 0.0272, 0.2, and 0.5 s, respectively, from the bottom up

d¼ 1.3μm

2 Respiratory Particle Deposition Probability Due to Sedimentation. . . 33



diameter range of 1 μm� d� 5 μm residence time t¼ 0.2 s and density 1,300 kg/

m3. We find that at the areocentric latitude of 90
�
the deposition probability

increases with particle diameter d and density ρ in a much slower way that the

corresponding Earth one. In Fig. 2.17 we plot of the deposition probability on the

surface of the Mars as a function of the particle diameter d and density ρ, at

Fig. 2.16 Plot of the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, at areocentric latitude ϕ¼ 90�, for particles in the diameter/density range

of 1 μm� d� 5 μm and 1,000 kg/m3� ρ� 2,200 kg/m3 and residence time t¼ 0.2 s respectively

Fig. 2.17 Plot of the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, at areocentric latitude ϕ¼ 90�, for particles in the diameter/density range

of 1 μm� d� 5 μm and 1,000 kg/m3� ρ� 2,200 kg/m3 and residence times t¼ 0.2, 3, and 5 s,

respectively
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areocentric latitude ϕ¼ 90�, for particles in the diameter range of 1 μm� d� 5 μm,

density 1,300 kg/m3 and residence time t¼ 0.2, 3, and 5 s, respectively. We find that

higher particle diameters combined with high densities and higher residence times

can easily ensure deposition probabilities that can be equal to one. For example a

residence time of 5 s can easily ensure Pdep¼ 1.0 if the density and diameter are

high enough. Figure 2.18 we plot the deposition probability as in Fig. 2.16 but for

the areocentric latitude of 45� demonstrates a similar behavior at a lesser degree. In

Fig. 2.19, we plot deposition probability versus particle diameter and density and

for exactly the same particles with diameter and density ranges of 1 μm� d� 5 μm
and 1,000 kg/m3� ρ� 2,200 kg/m3, respectively. We find that circular orbits result

to a smaller deposition probabilities with a plateau that has a max probability range

of approximately half of that of the elliptical orbits. In Figs. 2.20 and 2.21 we plot of

the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, in an experiment taking place in a spacecraft 300 km

above the surface of Mars in a elliptical polar orbits of orbital inclination i¼ 90�,
and eccentricities e¼ 0.1, 0.4 and residence time t¼ 0.2, 3, and 5 s, respectively.

We find that the higher inclination considerably affects particle of large diameter/

density that fall for higher residence times. Higher residence times reach a proba-

bility plateau at small particle diameters. In Fig. 2.22 we plot of the deposition

probability on the surface of Earth and Mars as a function of particle density ρ for

the geocentric and areocentric latitude ϕ¼ 45� and for particles with diameters in

the range 1, 2, 3, and 4 μm for residence time t¼ 0.2 s. The bottom bundle of

straight lines corresponds to Martian deposition probabilities where the upper

bundle corresponds to Earth deposition probabilities that are significantly higher

when compared to the Martian ones. Figure 2.23 gives the deposition rate in an

experiment taking place on the surface of Earth as a function particle density ρ and

Fig. 2.18 Plot of the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, at areocentric latitude ϕ¼ 45�for particles for particles in the diameter/

density range of 1 μm� d� 5 μm and 1,000 kg/m3� ρ� 2,200 kg/m3 and residence times t¼ 0.2,

3, and 5 s, respectively
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Fig. 2.20 Plot of the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, in an experiment taking place in a spacecraft 300 km above the surface of

Mars in a elliptical polar orbit of orbital inclination i¼ 90�, eccentricity e¼ 0.1 and residence time

t¼ 0.2, 3, 5 s respectively, respectively, and for particles in the diameter/density range of

1 μm� d� 5 μm and 1,000 kg/m3� ρ� 2,200 kg/m3

Fig. 2.19 Plot of the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, in an experiment taking place in a spacecraft 300 km above the surface of

Mars in a circular polar orbit of orbital inclination i¼ 90�, eccentricity e¼ 0, and residence time

t¼ 0.2, 3, 5 s respectively, and for particles in the in the diameter/density range of 1 μm� d� 5 μm
and 1,000 kg/m3� ρ� 2,200 kg/m3
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Fig. 2.22 Plot of the deposition probability on the surface of Earth and Mars as a function of

particle density ρ for the geocentric and areocentric latitude ϕ¼ 45� for particles of diameters in

the range 1 μm�d� 4 μm for residence time t¼ 0.2 s. The bottom bundle of straight lines
corresponds to Mars

Fig. 2.21 Plot of the deposition probability on the surface of the Mars as a function of the particle

diameter d and density ρ, in an experiment taking place in a spacecraft 300 km above the surface of

Mars in a elliptical polar orbit of orbital inclination i¼ 90�, eccentricity e¼ 0.4 and residence time

t¼ 0.2, 3, and 5 s, respectively, and for particles in the diameter/density range of 1 μm� d� 5 μm
and 1,000 kg/m3� ρ� 2,200 kg/m3
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particle concentration C for particles of diameter d¼ 1 μm and residence time

t¼ 0.0272, 0.2 s. Higher residence times result to higher deposition rates at higher

deposition coefficients and densities. For a t¼ 0.2 s deposition plateau it’s reached

at about 0.10 particles/m2 s bounded by the density and particle concentration

ranges of 2,100 kg/m3� ρ� 2,500 kg/m3 and 0.6�C� 0.8 respectively. In

Fig. 2.24 we plot the information content required in an experiment taking place

Fig. 2.24 Plot of the information content required in an experiment taking place on the surface of

Earth at geocentric latitude ϕ ¼90
�
as a function particle diameter d for particles of density

ρ¼ 1,300 kg/m3

Fig. 2.23 Plot of the deposition rate in an experiment taking place on the surface of Earth as a

function particle density ρ and particle concentration C for particles of diameter d¼ 1 μm and

residence times t¼ 0.0272, 0.2 s correspondingly
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on the surface of Earth at geocentric latitude ϕ¼ 90
�
as a function particle diameter

dp for particles of density ρ¼ 1,300 kg/m3. Similarly, in Fig. 2.25 we plot of the

information content required in relation to particles of diameter dp in a deposition

probability experiment on the surface of Mars as a function particle diameter dp.
Furthermore, in Fig. 2.26 we plot of the information content required in an

Fig. 2.26 Plot of the information content required in an experiment taking place at various

geocentric latitudes on the surface of Earth as a function particle density ρ

Fig. 2.25 Plot of the information content required in relation to particles of diameter d in the

sedimentation probability experiment surface of Mars as a function particle diameter d particles of
density ρ¼ 1,300 kg/m3
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experiment taking place on the surface of Earth as a function particle density ρp. In
Fig. 2.26 we plot the information content required in an experiment taking place at

various geocentric latitudes on the surface of Earth as a function particle density ρ.
Finally, in Fig. 2.27 we plot the information content required in an experiment

taking place on the surface of Earth as a function the acceleration of gravity g in the
range of geocentric latitude ϕ¼ 0

�
–90

�
.

For residence time t¼ 0.2 s and particles of diameter dp¼ 1 μm on the surface of

the Earth the deposition rates numerically become

Dϕ¼0∘ ¼ 0:262792Cs; ð2:88Þ
Dϕ¼45∘ ¼ 0:264010Cs; ð2:89Þ
Dϕ¼90∘ ¼ 0:265228Cs: ð2:90Þ

For residence time t¼ 0.2 s and particles of diameter dp¼ 5 μm on the surface of the

Earth the deposition rates numerically become

Dϕ¼0∘ ¼ 12:9759Cs; ð2:91Þ
Dϕ¼45∘ ¼ 13:0106Cs; ð2:92Þ
Dϕ¼90∘ ¼ 13:0452Cs: ð2:93Þ

For residence time t¼ 0.2 s and particles of diameter dp¼ 1 μm on the surface of

Mars the deposition rates numerically become

Fig. 2.27 Plot of the information content required in an experiment taking place on the surface of

Earth as a function the acceleration of gravity g in the range of geocentric latitude ϕ¼ 0
�
–90

�
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Dϕ¼0∘ ¼ 1:74163 � 10�5Cs; ð2:94Þ
Dϕ¼45∘ ¼ 1:74164� 10�5Cs; ð2:95Þ
Dϕ¼90∘ ¼ 1:74165� 10�5Cs: ð2:96Þ

For both Earth and Mars and for a particular concentration Cs we find that the

deposition rate is higher at the poles comparing to that of the equator. In reference

to a spacecraft environment, we say that the atmosphere of spacecraft will contain

aerosols (both biological and non-biological) in concentrations which represent the

balance between the rates of aerosol particle generation and particle removal by

various processes. Physically, the microbial particles while suspended will behave

similarly to other particles of various sizes, and at this point there is no need to

distinguish about their generation and translocation. In fact, it can be expected that

viable microbial particles will physically adhere to nonviable material quite often.

During spaceflight there will be the transfer of microbes between crew members.

Microbial exchange commonly occurs amongst astronauts. Several bacterial asso-

ciated diseases were experienced by the crew in Skylab 1 [31]. The microbial

contamination in the Skylab was found to be very high. Staphylococcus aureus

and Aspergillus spp. have commonly been isolated from the air and surfaces during

several space missions. During one mission an increase in the number and spread of

fungi and pathogenic streptococci were found in many American Spacecrafts

[26]. This constitutes an important issue for future extended missions in the

Moon or Mars. This consideration could be of particular importance at filter

surfaces or in impinger fluids because the nonviable material may serve as substrate

permitting the growth of large microbial concentrations on these surfaces. In

microgravity conditions it might be necessary to redefine the term “aerosol.”

Aerosols consist of particles suspended in gas, and the particles are small enough

to stay in suspension for appreciable periods of time. In microgravity, this distinc-

tion disappears. However, in the atmosphere of the spacecraft there is still an

important difference between the behavior of large and small particles. The small

particles have a relatively ratio of surface-to-mass ratio, and as a result, move

through the atmosphere primarily by the influence of viscous drag forces. Large

particles, on the other hand, are affected primarily by inertial forces, and are

relatively unresponsive to gas flows at moderate velocities. In addition to small

particles characteristic of aerosols, the atmosphere of the spacecraft may at times

contain relatively large objects from food or equipment. Some of these could lodge

in various locations and become potential microbial growth sites. Debris also may

enter the equipment used for aerosol control, and interfere in the operation of that

equipment. This problem is not encountered in dust collectors in gravitational

fields. Coarse objects settle out in the air. In designing aerosol control equipment

for the spacecraft environment special attention must be given to means for

excluding coarse debris and avoiding interference from this source. Air environ-

ments can be important in the dissemination of microbial cells. These are cells, of

various sizes that vary in size from a few microns to a fraction of a micron, become
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suspended in air through a variety of mechanisms. The organisms once suspended

remain in air for long periods of time and they can be dispersed over a wide area by

atmospheric diffusion. For example a microorganism with diameter d¼ 1 μm, i.e.,

the size of some bacteria, settles downward in the air at a rate of only 0.217 m/h or

3.52� 10�5 m/s. Furthermore, small air currents such as those caused by thermal

convection are sufficient to propel them in the absence of gravitational attraction. In

a spacecraft atmosphere a certain portion of the organisms suspended will remain

viable and these organisms can be transported from the interior of space suits and

carried by cabin air currents originating from the function of the Environmental

Control Systems (ECS) as well as from the motion of the crew. In the absence of

gravity, aerosol particles are effectively removed from suspension by contacting a

fixed surface to which they are held by mechanical restraint and by chemical or

physical interaction. Cabin aerosol particles will move toward the walls and other

exposed surfaces at a rate which depends on several factors. The most important

driving force will be furnished by the “air” currents which can easily reach random

local velocities of several cm per second. Small particles will be carried about by

the gas at essentially the same velocities. Statistically, a certain fraction of the

particles per unit time will approach a surface closely enough for the particle to be

“captured” and held by surface attractive forces. The removal of particles on certain

sections of the walls can be increased by increasing the “sticking” probability. This

may be accomplished by providing an adhesive surface or by using a dielectric

material which readily builds up high electrostatic charges. It might also be possible

to utilize the “thermal precipitation” effect, whereby small particles are preferen-

tially deposited on a surface which is maintained colder than surroundings. Further

detailed study is needed to determine the advantages of inducing such deposits of

aerosols on selected portions of the surface of a space vehicle cabin. The problems

of inhibiting microbial growth on the surface and of determining relative collection

efficiencies need to be considered in relation to the corresponding problems

involved in the use of conventional particle collectors. Inhalation of particles

generated as a result of thermal degradation from fire or smoke, as may occur on

spacecraft, is of major health concern to space-faring countries. Knowledge of lung

airflow and particle transport under different gravity environments is required to

addresses this concern by providing information on particle deposition. Similarly

deposition of inhaled lunar dust particles will be very important in the case of future

moon missions. The extent of the inflammatory response in the lung will depend on

where the Lunar and Mars dust particles are deposited. During 1 g deposition in the

more central airways will reduce the transport of the fine particles in the periphery

of the lung. On the other hand the fractional gravity of the Moon and Mars will

deposit the inhaled particles in more peripheral lung regions. Moon’s less gravity

will also result in a smaller sedimentation rate. As a result fine dust particles will

deposit in the alveolar lung region, exacerbating the potential for the lung damage.

Lunar dust is known to have a large surface area (i.e., it is porous), and a substantial

portion is in the respirable range. The surface of the lunar dust particles is known to

be chemically activated by processes ongoing at the surface of the moon.
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An alternative framework for the study of gravitational effects in biology, and in

particular the interaction of gravity and the respiratory system is the introduction of

information. The introduction of this different approach discussed below requires a

detailed description of Shannon linear model of communication, and details on the

theory of information and cybernetics which can be found in several references

such as [1, 27, 28]. In order to formalize the gravity role in the sedimentation

process and to help the reader follow the rationale behind it, we provide some

interpretations proper to Shannon information model. Information theory, which

was originally developed for use in telecommunications, has in recent years been

increasingly applied to analyzing biological signaling pathways to answer relative

biological questions [22]. For Shannon, anything is a source of information (in our

case, the respiratory system of the human organism) if it has a number of alternative

states (in our case, states of gravitational interaction) that might be realized on a

particular occasion and the method of encoding is based on the presupposition. It is

necessary to process, or encode information from a source (in our case the encoder

is the gravitational field and the encoding is done through the gravitational accel-

eration formula which codifies all changes of gravitational interaction) before

transmitting it through a given channel. According to Shannon information pre-

supposes the existence of a signal probability, where the signal can be described via

a stochastic distribution function [28]. Furthermore, this signal propagates through

communicational channels [28]. With reference to the communication channel we

say, that this constitutes a composite channel (particles, environment, respiratory

system as well as the physiology of the system), where a way of transportation of

the signal is the sedimentation (itself), among which the basic regulatory parame-

ters are gravity itself as well as the rest of the variables.

Even though there is still no final definition of the term information, according to

Stonier [29] “information exists” and regulates various parameters of the system

that they are impossible to be described in a deterministic model, as well as its not

possible to quantify via a stochastic model (e.g., in the case of the respiratory

system these factors could be the structural form, variation in lung capacities,

coordination of muscles for controlling breathing, exchange gases with the circu-

latory system). The net effect of these parameters can be modeled in the theory of

information. According to Shannon [28] information is transferred with an allow-

able degree of noise. Shannon allows the introduction of noise in the interaction of a

biological organism and environment, where noise accounts for biological envi-

ronment variation [3, 22, 32].

In this paper we do not quantify the effect of noise according to Shannon’s rate

distortion theory, but we study how information or the self-information of the

system can be reflected and codified via gravity in the natural phenomenon of

sedimentation, taking into account that the respiratory system is itself a decoder

of the information transmitted and contained in the system of the human body.

A decoder is a device which does the reverse operation of an encoder, undoing the

encoding so that the original information can be retrieved. In our case the decoder is

the respiratory system. Next, according to Shannon, we consider the probability of
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sedimentation Psed to be a random variable and remind the reader that according to

Shannon the amount of the information content, given in [20]

I x ¼ aið Þ ¼ �log2 P x ¼ aið Þ½ 
; ð2:97Þ

is a sensible measure of the information content of the outcome x¼ ai. Therefore,
let us consider that the sedimentation is the random variable and that the amount of

information content associated with the sedimentation of dust particles in the

respiratory system is

I Psedð Þ ¼ �log2 Psedð Þ ¼ �log2 1� e

�
ρp � ρair
� �

d2pCc

18ηairR
tg cos θ

 !2
6664

3
7775bits; ð2:98Þ

from which we can also obtain that the dependence of the acceleration of gravity

itself on the amount of information content is given by

g Ið Þ ¼ q2r2 cos ξ

16πεmp r � Rð Þ2 þ 18ηR sec θ

Cc ρp � ρair
� �

d2pt
log 1� 2�I
� �

: ð2:99Þ

Next, g¼ g(I) since sedimentation is taking place but also since this sedimentation

connects to the acceleration of gravity. The fact that the two variables are correlated

is manifested on the phenomenon of sedimentation. Therefore, the spatial-temporal

conditions (gravity, time, etc.) serve as substrate for the correlation of gravity g and
information I. In the case of a dust particle that has diameter d¼ 1 μm and density

ρ¼ 1,300 kg/m3 on the surface of the Earth, we obtain that the information related

to the sedimentation has a dependence on the acceleration gravity g that is given by
the equation below:

I ¼ �1:4427ln 1� e�0:000377267 3:8742�10�14þ0:80411gð Þ� 	
ð2:100Þ

From Eq. (2.85) we that if the acceleration of gravity g changes the probability of

sedimentation and therefore changes the information contained in the random

variable, as it is decoded by the pulmonary system. Thus we say that the pulmonary

system is a receiver and a decoder of information. Therefore, the environment is the

sender as it sends information on the human body, in other words the biophysics of

sedimentation equals to the a communication channel. This communication chan-

nel can be designed and based on parameters such as gravity to change. Therefore

gravity in our case controls how to transmit the information signal. The pulmonary

system is the biological decoder in which information is received and as primordial

information it interacts with the structural information of the system, producing a

new kind of information which could be interpreted as a kind of meta-information
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information of the interaction. This can be thought as a way in which gravity enters

the cognitive processes of the system (processing of information) in the cybernetic

sense. The “Shannon” approach to sedimentation is a new different approach that is

related to the main approach adopted in the paper through the probability of

sedimentation. This is a first step towards an approach that aims in a deeper

understanding and mathematical and structural description of information

processing in human organisms in variable gravitational background.

Conclusions

We have studied the effect of the acceleration of gravity on the deposition

probability due to sedimentation. In doing so, on the surface of the Earth and

Mars we have corrected the acceleration of gravity for the zonal harmonic

coefficients of both planets as well as for their rotation. On the surface of the

Earth/Mars, have found that deposition probability due to sedimentation at

the poles is higher that that at the equator. For 1 μm particles of density

1,300 kg/m3 with residence time of 0.2 s exhibit a 0.4 % percentage differ-

ence, where on Mars the corresponding percentage difference is 0.9 %. When

orbiting around a planet equatorial orbits result to higher deposition proba-

bilities than the polar ones. In particular for a spacecraft orbiting at 300 km

above the Earth in a circular orbit we find that 1 μm particles with

corresponding residence times of 0.0272 and 0.2 s exhibit �0.1 and

�0.09 % percentage difference in the deposition probabilities between

polar and equatorial orbits. Similarly elliptical orbits of eccentricity e¼ 0.1

exhibit a percentage difference equal to �0.17 % and �0.09 %, respectively.

On the surface of Mars and for the residence time of 0.2 s the deposition

probability of 1 μm particles demonstrates an approximately 0.9 % percent-

age difference between poles and the equator. Similarly, and for the same

particles there is a 0 % difference between circular/elliptical polar and

equatorial orbits. We have also found that high eccentricity elliptical orbits

result to higher deposition probabilities. Finally, as an alternative framework

for the study of interaction and the effect of gravity in biology the term

information according to Shannon has been used, and in particular gravity

and respiratory system. This can be thought as a way in which gravity enters

the cognitive processes of the system (processing of information) in a

bio-gravitational cybernetic sense, introducing the possibility of a multidis-

ciplinary approach of the study of the effects of gravity on humans. This may

be important also because it could open interesting perspectives to project

new kinds of missions having both biological and fundamental physics and

bio-engineering goals.
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Chapter 3

Sequence Patterns Mediating Functions
of Disordered Proteins

Konstantinos P. Exarchos, Konstantina Kourou, Themis P. Exarchos,

Costas Papaloukas, Michalis V. Karamouzis, and Dimitrios I. Fotiadis

Abstract Disordered proteins lack specific 3D structure in their native state and

have been implicated with numerous cellular functions as well as with the induction

of severe diseases, e.g., cardiovascular and neurodegenerative diseases as well as

diabetes. Due to their conformational flexibility they are often found to interact with

a multitude of protein molecules; this one-to-many interaction which is vital for

their versatile functioning involves short consensus protein sequences, which are

normally detected using slow and cumbersome experimental procedures. In this

work we exploit information from disorder-oriented protein interaction networks

focused specifically on humans, in order to assemble, by means of overrepresenta-

tion, a set of sequence patterns that mediate the functioning of disordered proteins;

hence, we are able to identify how a single protein achieves such functional

promiscuity. Next, we study the sequential characteristics of the extracted patterns,

which exhibit a striking preference towards a very limited subset of amino acids;

specifically, residues leucine, glutamic acid, and serine are particularly frequent

among the extracted patterns, and we also observe a nontrivial propensity towards

alanine and glycine. Furthermore, based on the extracted patterns we set off to infer

potential functional implications in order to verify our findings and potentially

further extrapolate our knowledge regarding the functioning of disordered proteins.
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We observe that the extracted patterns are primarily involved with regulation,

binding and posttranslational modifications, which constitute the most prominent

functions of disordered proteins.

Keywords Disordered proteins • Pattern extraction • Posttranslational modifica-

tions • Human diseases

3.1 Introduction

Intrinsically disordered proteins, which are also referred to as intrinsically unstruc-

tured, or natively unfolded, have lately attracted growing interest. They are char-

acterized by lack of specific 3D structure either in long stretches of amino acids or

in their entirety [1]. Specifically, in their native state they exist in an ensemble of

formations with considerable abundance in living organisms. Especially, in the case

of eukaryotes, there is a prevalent enrichment of their proteome with disordered

proteins, compared to the proteomes of bacteria and archaea, thus pinpointing their

essentiality and importance [2].

Disordered proteins can adopt a diverse set of structural conformations with

transitions between the states, owed to their inherent disorderliness. Due to this

flexibility they are able to interact with multiple partners and have, therefore, been

associated with several distinguishable functions [3, 4]. Specifically, numerous

disordered regions have been implicated with molecular recognition and binding,

and consequently with protein-protein interactions [5]; typically, they are involved

in the regulation and signaling of pathway interactions that require high specificity/

low affinity. Another crucial functional involvement of disordered proteins is

related to transcription regulation as indicated by the abundance of disorder in

transcription factors, especially within eukaryotic organisms. Moreover, a high

preponderance of disordered regions in sites of posttranslational modifications

such as phosphorylation, acetylation and many others has been reported [6].

The implication of disordered proteins in a very broad range of functions, makes

them a good candidate for disease associations; indeed, several disease-related

pathways have been proven to be affected by disordered proteins, in a manner

originating from misidentification, misregulation and missignaling subsequently

followed by misfolding [7]. The role of disordered proteins in cancer has been

specifically emphasized as several crucial cancer-associated proteins—such as p53,

AFP, and BRCA1—contain long stretches of disorder [8]. Furthermore, numerous

disordered proteins have shown considerable propensity towards cardiovascular

diseases, neurodegenerative diseases (e.g., Parkinson’s disease, Alzheimer’s dis-

ease, dementia with Lewy bodies), as well as diabetes [9].

Consequently, the inherent interaction promiscuity of disordered proteins and

their subsequent functional anthology as well as disease implications, provides an

excellent “target group” for extracting and studying linear motifs (or recognition

peptides), i.e. short peptide regions (comprised approximately from three to eight
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residues) which frequently exhibit a particular pattern crucial for a wide range of

cellular functions [10, 11]. In [10], linear motifs of this kind have been systemat-

ically identified, however, by considering a wide set of proteins, without a specific

orientation. As previously noted, such functionally important patterns are fre-

quently observed in regions of proteins characterized by intrinsic disorder. Specif-

ically, patterns located in disordered protein regions have been proven to dictate a

multitude of critical processes such as cell signaling and regulation, gene expres-

sion and others. In general, recognition motifs have been proven to reside primarily

in sequence segments characterized by disorder and local flexibility [12].

This work specifically focuses on human-encoded disordered proteins and their

interactome. We have specifically focused on disordered proteins due to their

binding promiscuity and high content in terms of linear motifs. Subsequently, we

put together a set of disordered proteins and additionally formulate their

interactome. The driving idea is that among a set of proteins interacting with a

common partner—a rather frequent situation in disordered proteins—their protein

sequences could well share a common pattern that mediates binding or interaction

in general. Our primary aim is to discover those patterns, which serve as recognition

peptides and are responsible for the subsequent interaction, as well as to study their

sequential characteristics. Thus, we assemble a set of protein patterns, in the form of

regular expressions that provides insight into the molecular mechanism mediating

the abundance of interactions and functions exhibited by disordered proteins. The

proposed methodological analysis may as well serve as a means to systematically

identify recognition peptides implicated in the functioning of any protein set.

3.2 Materials and Methods

The steps of the proposed methodological analysis are depicted in Fig. 3.1. Initially,

we assemble a set of seed proteins, that are all either partially or completely

disordered or are additionally encoded in humans; subsequently we exploit infor-

mation from repositories of protein interactions in order to formulate the

interactome among the employed seed proteins. From the resulting network, we

identify the disordered nodes that exhibit a relatively higher degree of connectivity

and retrieve the sequences of all its interacting partners. Within those sequences we

aim to discover overrepresented linear motifs, in the form of regular-expression-

type patterns that mediate a variety of cellular functions; prior to the pattern

discovery process the employed sequences are subject to a series of

preprocessing/filtering steps. The discovered patterns are further validated and

compared against negative control sets in order to maintain only a limited number

of non-redundant patterns. The retained patterns are then analyzed in terms of

sequential composition as well as functional implications.
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3.2.1 Seed Proteins

In order to assemble the initial set of proteins for the construction of the interaction

network, we employ the Disprot database [13]. Disprot is currently the largest

publicly available database of disordered proteins. Out of this dataset we exclude

proteins that are not encoded in humans resulting in 193 proteins. For the remaining

list we retrieve the respective genes using the UniProt [14] ID mapping function-

ality, in order to provide them as input to the next step of our methodological

analysis. These proteins/genes (seeds) comprise the core of the disorder-network

and are available online as supplementary material (https://sites.google.com/site/

disordernet/).

Fig. 3.1 Flow chart of the proposed methodological analysis
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3.2.2 Network Construction

Although assembling a comprehensive set of disordered proteins is quite useful, we

go one step further and elucidate the interactions among the involved proteins; for

the construction of the network the MimI [15] repository is employed, which is

actually a meta-database of binary interactions merging several resources, such as

HPRD [16], IntAct [17], datasets from the Center for Cancer Systems Biology at

Harvard [18], as well as many others. Specifically, for the network expansion, we

retrieved interacting partners for each of the seed-proteins that we provided as

input. The resulting interaction network consists of 3,955 nodes connected with

52,678 edges.

3.2.3 Preprocessing and Pattern Discovery

After constructing the network, we calculate the degree for each of the initial

disordered genes/proteins, and retain only the nodes that exhibit a relatively higher

degree of connectivity, i.e., the so-called hubs; specifically, we assemble a set of

43 disordered proteins comprising the top 20 % of the nodes, in terms of degree.

The value of 20 % does not pose a “hard” threshold, and has been used elsewhere

[19] for the identification of hubs in a protein interaction network. The resulting set

of proteins/genes is relatively manageable and all retained hubs exhibit quite high

degree of connectivity (i.e. >57 interacting partners) to be considered as hubs.

Next, we retrieve from UniProt [14] the sequences that correspond to the interacting

partners for each of the 43 proteins under consideration; Table 3.1 contains the

names of the retained genes and the respective degree value, i.e., the number of

interacting partners.

Table 3.1 The set of maintained genes and their degree of connectivity

Gene Degree Gene Degree Gene Degree Gene Degree

MYC 986 NCBP1 169 RPA1 102 HMGA1 70

MAX 950 NCBP2 164 NFKBIA 96 BCL2L1 68

TP53 305 AR 162 CD4 94 VHL 66

GRB2 231 CCNH 147 GSK3B 92 MDM2 64

ESR1 214 HNRNPA1 141 HRAS 90 POU2F1 63

POLRH 208 SHC1 135 PLK1 87 FOS 60

RAC1 206 RAF1 116 BCL2 87 NCOA3 60

EGFR 205 CDKN1A 116 RXRA 82 CTDP1 60

RELA 198 SP1 104 CCNB1 82 SRF 58

SMAD4 184 ETF1 103 ARHGAP1 79 CDKNA 57

BRCA1 178 NR3C1 103 CDKB 78
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Upon each set of interacting partners we perform a series of preprocessing

steps: first, we compare sequences to one another, and among the ones that

feature more than 25 % sequence identity, we maintain only one representative;

thus, we remove any factor (e.g., homology) that would affect the representation of

a sequence segment in a biasedmanner. Next, using Pfilt [20], we remove sequence

regions that are unlikely to contain motifs or patterns, but might as well hinder

the motif discovery process yielding misleading overrepresentations; such regions

are globular domains, transmembrane segments, coiled-coil, and collagen

regions [20].

The outcome of the previous step is comprised of 43 “bins,” containing the

sequences of the interacting partners for each identified hub, after having been

stripped off from all redundant regions that would hinder or bias the next steps of

our analysis. According to our initial hypothesis, protein sequences that share a

common interacting partner (hub), will also share a small region that mediates

interaction and thus allowing for the detection of common features [10]. To this

end, we employ the filtered sets of sequences, extracted using the aforementioned

analysis, in order to identify protein patterns, in the form of regular expressions, that

are overrepresented among the sequences that share a common interacting partner.

In the present work, we provide each set of unaligned protein sequences in turn as

input to the TEIRESIAS algorithm [21]; during the flow of operation of

TEIRESIAS, elementary patterns that exceed a certain support threshold (in our

analysis minimum support K¼ 3) are identified and are progressively combined in

order to formulate larger and more specific patterns. It should be noted that

TEIRESIAS guarantees that all retrieved patterns are maximal, i.e., given a set of

threshold and restrictions all conforming patterns have been reported. Specifically,

we search for short linear peptide regions spanning from three to eight residues,

from which at least three positions need to be occupied by literal characters in order

to ensure convergence of the TEIRESIAS algorithm. The reported patterns need to

be observed at least three times in the input set (minimum support K¼ 3) and each

position may be occupied either from a specific amino acid or the dot (“.”) wild-

character which represents any of the 20 standard amino acids.

In the next step, the patterns reported from TEIRESIAS are subject to an

evaluation process which is twofold. First, we assess the representation of each

pattern in the initial input set, i.e., the number of sequences that actually contain the

pattern under consideration; each pattern in order to be maintained must be present

in at least 40 % of the initial input set. The threshold is defined as a percentage of

the input set, since there are significant perturbations in the number of constituents

across the 43 sets. As there is no golden standard, in order to decide upon the

representation of a pattern within a set of sequences, the employed threshold has

been chosen so that the retained patterns are represented in an adequately large

subset of sequences of the input set. Furthermore, we assess the significance of

each pattern retrieved from TEIRESIAS by performing a chi-square test (Eq. 3.1),
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in order to identify those patterns that are significantly represented in the partners of

a certain hub, compared to a control group of random sequences:

x2¼
Xn

i¼1

Oi � Eið Þ2
Ei

ð3:1Þ

where Oi and Ei denote the observed and expected values, respectively, and n is the
number of cells in the contingency table. In order to estimate the expected frequency

of observation for each extracted pattern, we have assembled a control set of proteins

containing approximately 7,000 proteins sequences, randomly chosen from the

Protein Data Bank [22]. All sequences in the control set were subject to the same

preprocessing procedure as the initial pool of proteins employed for extracting the

patterns. In order to retain the most prominent sequence patterns, we keep only the

top scoring ones (i.e., patterns yielding the lowest p-values) but also omit patterns

with p-values higher than 10�2 [10], thus scrutinizing further the reported patterns.

3.2.4 Functional Implications

In the next step of our methodological analysis we compare in turn each retained

pattern against a major repository of functionally annotated protein patterns. More

specifically, we provide the retained patterns as input to the Comparimotif algo-

rithm [23], in order to search and procure potential functional implications of the

extracted patterns by comparing them against the patterns deposited in the ELM

repository [24]. ELM is a well-structured and constantly updated repository that

contains experimentally validated and annotated protein patterns in terms of four

functional classes, namely localization/targeting (TRG), posttranslational modifi-

cations (MOD), binding/ligand (LIG), and cleavage (CLV). For each pattern-

pattern comparison, Comparimotif calculates a score representing the degree of

overlap between the patterns; besides exact matches, Comparimotif can identify a

series of relationships between two patterns by employing a sliding window

comparison which takes into account and rates all possible overlaps between

variants of the patterns under consideration.

3.3 Results and Discussion

From the aforementioned methodological analysis, a set of patterns have emerged

which mediate interactions of disordered proteins that involve a multitude of

different interacting partners. It should be noted that our primary aim is to identify

a set of patterns that are overrepresented among the interacting partners of disor-

dered proteins, in a systematic manner, without delving into the cumbersome and

normally slow discovery process of linear motif discovery.
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3.3.1 Patterns

From the extensive list of retrieved patterns we omit the ones that are represented in

the input set less than 40 %; moreover, we sort the remaining patterns according to

the p-value returned from the chi-square test and discard patterns yielding a p-value

higher than 10�2. However, for cases that several patterns are maintained even after

posing the aforementioned restrictions, we report only the top-five patterns. There

are also some cases where none of the retrieved patterns fulfilled those restrictions

(e.g., gene ETF1); therefore no patterns are reported as significantly represented.

Table 3.2 contains an indicative list of the most overrepresented patterns yielded

after the restrictions. Specifically, the top four hubs are shown along with the

respective patterns and their p-values. The selection was made concerning the

patterns’ representation percentage observed in the input set of sequences. We

only report those patterns that show a representation percentage more than 50 %.

The complete list of patterns detected from the TEIRESIAS algorithm as well as

specific statistical details such as p-value and representation percentage, are avail-

able in the following URL: https://sites.google.com/site/disordernet/.

In the subsequent discussion, all remarks refer to the analysis of the entire list of

patterns maintained for each hub, and not to the subset shown in Table 3.2. It is

noteworthy that even though we deal with a variety of genes/proteins, we observe

that similar patterns have been deduced in their majority, maybe due to their

common characteristic which is partial or complete disorder. Overall, we observe

that some amino acids clearly stand out among the entire list of patterns, for all

hubs. Specifically, leucine (L), serine (S), and glutamic acid (E) appear quite replete

in almost all patterns.

Although the extracted patterns are limited in length between three to eight

residues in order to detect short linear motifs, there is a clear tendency towards

repetitive leucine residues, resembling partially peptide regions of leucine-rich

repeats (LRRs) [25]. LRRs are sequence motifs that are primarily involved with

protein-protein interactions and have been found to be constituents of recognition

Table 3.2 Top four hubs with their most overrepresented patterns

Hub Pattern p-Value Re.*(%) Hub Pattern p-Value Re.*(%)

ARHGAP1 ELL 1.36E�24 79 HRAS L..L. . .L 4.05E�16 65

L.E.L 9.23E�19 79 L. . .L..L 1.28E�14 61

E.E. . .E 4.48E�56 79 L.L..L 2.11E�21 61

L.L.E 1.07E�25 76 LL. . .L 3.72E�18 59

L.EL 1.22E�18 76 L....LL 1.51E�19 57

RAC1 L.L....L 1.17E�34 64 SRF S..SS 2.54E�26 61

L.....LL 1.09E�33 64 GS.S 1.48E�24 61

L. . .L..L 2.97E�22 61 S.SS 6.50E�24 57

L..LL 1.10E�24 61 S.S..S 7.18E�29 57

LL..L 4.64E�25 61 S. . .SS 2.22E�26 57
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and binding peptides. Therefore, the highly reactive nature of disordered proteins,

which tend to have multiple interacting partners, is partly attributed to the LRR

group comprising a common pattern mediating a series of interactions.

3.3.2 Functions

Next, we aim to infer the functional propensities of the extracted patterns. Specif-

ically, we compare the list of patterns extracted for each of the 43 disordered hubs

against the ELM repository and calculate the propensities towards each of the four

functional classes/groupings considered in ELM, i.e., CLV, LIG, MOD, and TRG.

In Fig. 3.2, we present average propensity values of the entire list of extracted

patterns towards the ELM functional classes.

Specifically, there is a major thrust towards TRG and LIG functional classes;

indeed, the strong association between disordered proteins and functions related to

ligand binding and targeting has been well characterized and established. These

findings are further verified by our analysis which additionally aims to identify and

analyze the specific sequence patterns that mediate those functionalities.

Regarding the MOD class, a slightly decreased yet considerable prevalence is

observed in both plots; post-translational modifications have been proven to be

strongly correlated with peptide regions where intrinsic disorder is quite abundant.

To this end, posttranslational modification sites, besides the grouping in terms of

molecular mechanism, are grouped according to their conformational state; specif-

ically, modifications that are primarily associated with disordered regions involve

mainly phosphorylation, acetylation, acylation, adenylylation, ADP ribosylation,

Fig. 3.2 Functional propensities exhibited by the extracted patterns for all hubs
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amidation, carboxylation, formylation, glycosylation, methylation, sulfation,

prenylation, ubiquitination, and Ubl-conjugation. Those modifications rely largely

on low-affinity, high-specificity interactions between a specific enzyme and a

substrate [6]. As for the CLV class, we observe that it is represented to a very

limited extent and in several cases not at all; the trivial association with disordered

regions, as pinpointed by our methodological analysis is further validated by the

literature where no significant relationship has been reported.

Conclusions

A significant number of cellular processes are dictated by short sequence

segments, which have been proven to reside quite frequently in disordered

regions of proteins. In this work we propose a methodological analysis for the

identification of such patterns by utilizing information from interaction net-

works, thus, avoiding the normally slow and demanding discovery process.

Specifically, we discover sequence patterns that mediate interaction between

a single disordered protein and a set of different partners. The extracted

patterns exhibit a striking preference towards residues leucine, glutamic

acid and serine, as well as alanine and glycine, however, to a far lesser extent.

It is noteworthy that the patterns are mostly comprised by exclusive repeats of

a single residue or from a couple of residues at most, rather than forming

more complex patterns. Those patterns can serve as a reference point for

experimental studies in order to verify their potential role in the interaction

and functioning of the disordered protein, as well as their specific implication

in the induction of diseases where disorder is abundant.
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Chapter 4

Management and Modeling of Balance
Disorders Using Decision Support Systems:
The EMBALANCE Project

Themis P. Exarchos, Christos Bellos, Iliana Bakola, Dimitris Kikidis,
Athanasios Bibas, Dimitrios Koutsouris, and Dimitrios I. Fotiadis

Abstract In this work, we present the concept, the methodological ideas and the

architecture of the EMBALANCE platform. EMBALANCE platform extends

existing but generic and currently uncoupled balance modeling activities, leading

to a multi-scale and patient-specific balance Hypermodel, which is incorporated to

a Decision Support System (DSS), towards the early diagnosis, prediction and the

efficient treatment planning of balance disorders. Various data feed the intelligent

system increasing the dimensionality and personalization of the system. Human

Computer Interaction techniques are utilized in order to develop the required

interfaces in a user-intuitive and efficient way, while interoperable web services

enhance the accessibility and acceptance of the system. The platform will be

validated using both retrospective as well as prospective experimental and clinical

data. The final tool will be a powerful web-based platform provided to primary and

secondary care physicians across specialties, levels of training and geographical

boundaries, targeting wider clinical acceptance as well as the increased confidence

in the developed DSS towards the early diagnostic evaluation, behaviour prediction

and effective management planning of balance problems. Currently we focus and

present the management and modeling of the balance disorders.
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4.1 Introduction

Human balance is achieved and maintained by a complex set of sensorimotor

systems that include sensory input from vision, proprioception and the vestibular

system (motion, equilibrium, spatial orientation); integration of the sensory input

and motor output to the muscles of the eye and body. Failure at the level of the

sensory inputs or at the integration of the sensory information by the central

nervous system may lead to a variety of age spanning diseases which affect balance.

This complexity leads to undiagnosed or under-treated patients with balance dis-

orders for long periods and results in large socio-economic costs.

Postural balance is achieved through the integration of visual, vestibular and

somatosensory systems, which detect balance deviations, and the generation of

corrective motor output through the muscles. According to numerous research

articles, the visual system is the primary sensory system used to maintain upright

postural control [1–3]. The vestibular system interacts with the proprioceptive

system coupled with corollary discharge of a motor plan, allowing the brain to

distinguish active from passive head movements [4]. In addition, both visual and

proprioceptive systems interact with the vestibular system throughout the central

vestibular pathways and are essential for gaze and postural control. The somato-

sensory system contributes to maintain normal quiet stance and to safely accom-

plish the majority of activities of daily living.

Currently, there are a few proposed models for human postural balance [5–7], in

the scientific literature, combining state feedback control with optimal state esti-

mation. State estimation uses an internal model of body and sensor dynamics to

process sensor information and determine body orientation, taking into account the

(assumed) uncertainty of the several sensory modalities. Three sensory modalities

are usually modelled in [8]: joint proprioception, vestibular organs in the inner ear

and vision. The resulting model may be useful for predicting which sensors are

most critical for balance, and how much they can deteriorate before posture

becomes unstable. Nevertheless, currently existing models of balance are too

generic, while the complexity of the balance system calls for both multi-scale

modeling and personalized models.

The innovation of the EMBalance DSS is multi-level and the final integrated

solution goes beyond state of the art of existing Clinical DSS tools and services, by

addressing the following issues:

1. The EMBalance DSS can provide support to clinicians at various stages in the

care process, from the early diagnosis of the balance disorders to monitoring,

evaluation and prevention of the balance disorders behaviour evolution as well

as to follow-up activities, treatment planning and effective management.

2. Publishing the DSS to the web and developing web services to interact with the

system and access the generated decision and feedback. Such web-services

enhance the accessibility and re-usability of the system by providing: (1) use

in rural/smaller/primary care healthcare units; (2) elimination of unnecessary

referrals to distant centres of excellence, but also assurance that patients who
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need these referrals will receive them; (3) distance-collaboration of clinicians for

better diagnosis; (4) equal access to expert healthcare of the whole population;

(5) a common universal database; (6) secure user authentication with different

access levels depending on the role of the users and (7) universal standardized

data collection for research.

3. The EMBalance introduces the next generation of clinical DSS systems, which

will become even more sophisticated when the required expertise is incorporated

as part of the system’s functionality. This expert would consult with the user to

provide an effective and customized use of operations according to the user’s

specific context information. This would provide an opportunity for the user to

employ an expert software agent for managing web assets and performing the

desired tasks with minimum effort and time.

4. Address security and privacy issues that are crucial in dealing with sensitive

personal data. Healthcare systems that operate with sensitive clinical data

require particular attention and procedures to ensure authorized access in order

to prevent privacy and security breaches of clinical data residing in the CDSS.

There has been a dramatic increase in reports of security breaches. In particular,

since most healthcare systems (including CDSS) are web and service based

(e.g. Mashups), preserving the integrity, security and privacy of patient data

has utmost importance. Therefore, a research challenge is to target security and

privacy issues.

4.2 Methodology

4.2.1 Description of the Methodology

Upright stance and locomotion are subject to many disturbances, including gravity,

Coriolis and centrifugal forces, the body’s own inertia, pushes and pulls exerted

from the outside and motion of the support surface. In view of all these hazards, one

might assume that postural control must be very complicated.

The EMBALANCE hypermodel extends and personalizes existing models by

the multi-scale modeling of the three sensory systems/factors of balance (i.e. visual,

vestibular and joint proprioceptive) that will be simulated, incorporating to the

analysis various physiologic and pathologic data. The different inputs of the

EMBALANCE hypermodel are shown in Fig. 4.1. The developed hypermodel is

used as input to the Decision Support System, which provides a useful tool to the

balance and human posture experts.
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4.2.2 Multi-dimensionality of the Input Feature Vector

Various quantitative and qualitative data are taken under consideration to assist the

clinician’s diagnosis and decision on appropriate treatment. In addition, the param-

eters acquired from the EMBalance Hypermodel, the conceptual model of the

inhibitory commissural system and the mathematical model of the semi-circular

canals (i.e. geometry malfunctions, pressure acquired from fluid dynamics, possible

bifurcations) are fused with existing data and indicative parameters provided by the

clinicians, to form the Feature Input Vector of the DSS. The features will be

annotated in time and the input vector will be accompanied by multi-annotations

provided by clinicians that are characterizing the instances of existing data

(i.e. normal, ear problem, severe neurological problem).

Moreover, it should be noted that these crucial factors will be recorded under

various different conditions increasing the dimensionality of the data. This hetero-

geneity of the input parameters increases the complexity of the data mining

problem and leads to the necessity of the decision support system.

4.2.3 Decision Support System Intelligence Core Engine

As being depicted in Fig. 4.2, after forming the Feature Input Vector, annotating

each instance with clinicians’ assessment and performing secondary but crucial

functionalities (i.e. missing values replacement, error probability, sensitivity anal-

ysis, feature selection), the DSS is triggered. Several different classification

schemes will be studies and a sophisticated system will be developed, incorporating

Mathematical model
of the semi-circular

canal

Visual Model

Coupled Conceptual 
Model

Vestibular
Model

Proprioceptive
Model

Patient-specific EMBalance 
Hypermodel

•Geometry
•Pressure acquired
  from fluid dynamics
•Possible Bifurcations

Modeling
parameters

Modeling of the
inhibitory 

commissural system 

Visualization Tool and 
web-based platform

Fig. 4.1 The input data of the EMBALANCE hypermodel
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intelligent algorithms, to address the multi-factorial problem. The decisions that

can be formulated by the DSS are four age-spanning related decisions.

(a) Examinations Recommendation: Towards this outcome, an avatar and the

necessary tools of the DSS will be developed in order to guide the clinicians

to perform the right tests/assessments.

(b) Early Diagnosis of Balance Disorders: Quantification and weighting of the

contribution of the individual system’s input pathology for the observed

impairment (i.e. visual problem, malfunction of the semicircular canal), and

the combination of deficits and impairments in light or current scientific

knowledge (literature reviews) will guide the development and further

research activities undertaken in order to provide a diagnostic decision of

balance disorders to clinicians users.

(c) Prediction of Balance Disorders Behaviour: Range and duration of symptoms

can be predicted according to patterns that DSS will process and provide. This

can guide on possible referral to other specialties or need for rehabilitation as

well as to a potential need for an excellence centre.

(d) Treatment Planning: Efficient treatment planning is achieved at multiple

levels (i.e. Medication, Psychological, Rehabilitation and Additional

Measures).

4.2.4 Patient-Specific Feedback Engine

The final decision for patients of all adult ages will be provided as a feedback to the

clinicians, closing the loop and assisting the healthcare professionals on diagnosing

any possible balance disorders on their patients, assessing their patients’ balance

disorders status and evolution, planning efficient treatment and management. Fur-

thermore, the DSS will be utilized as a training and educational tool, by selecting

some appropriate and representative case studies, for medical students and residents

Decision 
Evaluation

EMBALANCE Data and
Models Repository

Sensitivity
Analysis

Decision Support System

Feature SelectionFeature Extraction
and Fusion

Patient-specific EMBalance
Hypermodel

Add Multi-Annotations 
(i.e. normal, ear
problem, severe

neurological problem)

Visualization Tool and
web-based platform

Fig. 4.2 High-level architecture of the decision support system
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alike to consolidate their knowledge and clinical skills on the management of

vestibular disorders.

4.2.5 Web Service Interfaces and Access Engine

It should be noted that the DSS will be structured and developed using an open

architecture, addressing a three-layer design that is required to incorporate new

follow-up data and predict the behaviour of the human posture and the evolution of

the related impairments. The Rich Internet Applications and web services as well as

the adoption of standards to encode healthcare data (i.e. Clinical Data Architecture)

and knowledge (i.e. Predictive Model Markup Language will be developed.

4.3 Validation Plan

A careful and detailed plan has been defined for the validation of the

EMBALANCE platform. The validation includes three phases, as shown also in

Fig. 4.3: (1) the clinical validation cycle, (2) the clinical trials cycle and (3) the

proof of concept and clinical evaluation.

Clinical Validation Cycle

Utilization of Existing Data already
possessed by partners

Clinical Validation of the generic
models

Clinical Validation of the Decision
Support System Feature Input Vector

Clinical Validation of the preliminary
Decision Support System Outcomes

Validation of the DSS system with
data obtained from cosmonauts

Clinical Trials Cycle

Small scale clinical trials at the
premises of the participating
partners

Recruit healthy volunteers and
patients suffering from different
pathologic balance-related disorders

Refine the ModelingParameters and
Clinical Validation of the patient-
specific models

Clinical Validation of the DSS final
Outcomes based on new recorded
balance related data

Proof of Concept and
Clinical Evaluation

Usability Testing of the platform and
Tools

Efficiency testing (i.e. response time,
accuracy)

User acceptance and effectiveness
Testing

Overall Proof of Concept Report

Fig. 4.3 The three phases of the EMBALANCE planned validation
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Conclusions

Several statistics show the high incidence of balance disorders. A majority of

individuals over 70 years of age report problems of dizziness and imbalance,

and balance-related falls account for more than one-half of the accidental

deaths in the elderly (the American National Institute of Health Statistics).

Furthermore, in a sample of persons age 65–75, one-third reported that

dizziness and imbalance degraded the quality of their lives, while 40 % of

the population over age 40 will experience a dizziness disorder in their

lifetime. Also, this impairment is prevalent across life time enhancing the

complexity of the required solutions to be patient and age specific.

EMBALANCE platform targets the early and accurate diagnosis and predic-

tion of the complex balance disorders as well as the efficient, multifactorial

and personalized treatment planning, proving major impact in the patients,

the caregivers, the society and the healthcare system.

Acknowledgments This research is partly funded by the European Commission as part of the

project EMBALANCE “A Decision Support System incorporating a validated patient-specific,

multi-scale Balance Hypermodel towards early diagnostic Evaluation and efficient Management

plan formulation of Balance Disorders” (Grant Agreement no 610454).

References

1. Campbell AM, Heyer LJ (2007) Discovering genomics, proteomics and bioinformatics.

Benjamin Cummings, San Francisco, CA

2. Kapoula Z, Le T (2006) Effects of distance and gaze position on postural stability in young and

old subjects. Exp Brain Res 173:438–445. doi:10.1007/s00221-006-0382-1

3. Shaffer S, Harrison A (2007) Aging of the somatosensory system: a translation perspective.

Phys Ther 87(2):194–207

3. Uchiyama M, Demura S (2009) The role of eye movement in upright postural control. Sport Sci

Health 5:21–27. doi:10.1007/s11332-009-0072-z

4. Angelaki D, Cullen K (2008) Vestibular system: the many facets of a multimodal sense. Annu

Rev Neurosci 31:125–150. doi:10.1146/annurev.neuro.31.060407.125555

5. Mergner T, Schweigart G, Fennell L, Maurer C (2009) Posture control in vestibular loss

patients. Ann N Y Acad Sci 1164:206–215

6. Maurer C, Mergner T, Peterka RJ (2006) Multisensory control of human upright stance. Exp

Brain Res 171:231–250

7. van der Kooij H, de Vlugt E (2007) Postural responses evoked by platform perturbations are

dominated by continuous feedback. J Neurophysiol 98:730–743

8. Kuo AD (2005) An optimal state estimation model of sensory integration in human postural

balance. J Neural Eng 2(3):S235–S249, Epub 2005 Aug 31

4 Management and Modeling of Balance Disorders Using Decision Support. . . 67

http://dx.doi.org/10.1007/s00221-006-0382-1
http://dx.doi.org/10.1007/s11332-009-0072-z
http://dx.doi.org/10.1146/annurev.neuro.31.060407.125555


Chapter 5

A Computer-Aided Diagnosis System
for Geriatrics Assessment and Frailty
Evaluation

Charalampos Vairaktarakis, Vasilis Tsiamis, Georgia Soursou,
Filippos Lekkas, Markella Nikolopoulou, Emmanouilia Vasileiadou,

Konstantinos Premtsis, and Athanasios Alexiou

“the sixth age shifts into the lean and slipper’d pantaloon,
with spectacles on nose and pouch on side, his youthful hose
well sav’d, a world too wide, for his shrunk shank . . .”

—Shakespeare in As You Like It

Abstract It is a common knowledge that frailty is a condition associated with

getting older, and it has been considered as highly prevalent as far as falls,

disability, hospitalization, and mortality are concerned. At the present time a

standardized definition has not yet been established. With that in mind and for

frailty being of a vital importance as a term identifying geriatric symptoms, we

pursued to embody the well-known 70-scale CSHA Frailty index of the Canadian

Study of Health and Aging in a Clinical Decision Support System, after categoriz-

ing and expanding it. The proposed categorization in this chapter can be helpful for

usage by patients and their relatives, care givers, and medical doctors.
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5.1 Introduction

Frailty is a common geriatric syndrome that embodies an elevated risk of cata-

strophic declines in health and function among elderly people. As our population

ages, a central focus of geriatricians and public health practitioners is to understand,

and then beneficially intervene on, the factors and processes that put elders in the

community at such risk, in particular the increased vulnerability to stressors that

characterizes many older adults. Worldwide, at least 35.6 million people have

various geriatric symptoms, with just over half (58 %) living in low- and middle-

income countries. Every year there are 7.7 million new cases. The estimated

proportion of the general population aged 60 and over with geriatric symptoms,

centralized by their frailty condition at a given time, is between 2 and 8 per

100 people. The total number of people with geriatric symptoms is projected to

almost double every 20 years to 65.7 million in 2030 and 115.4 million in 2050

[1]. Much of this increase is attributable to the fact of the rising numbers of elderly

people among the world. Thus, the need for their cure and care is of a highly

concern. With no corresponding Clinical Decision Support System (CDSS) in

geriatric’s discipline, we find it crucial to develop a CDSS to help those in need.

A CDSS is a Computer-Aided Diagnosis (CAD) program application that analyzes

clinical data and presents it so that users can make clinical decisions more easily.

CDSS is interactive decision support computer software, which is designed to assist

physicians and other health professionals with decision making tasks, such as

determining diagnosis of a patient’s data. Physicians, nurses, and other health

care professionals can use a CDSS to prepare a diagnosis and to review the

diagnosis as a mean of improving the final result. Data mining may be conducted

to examine the patient’s medical history in conjunction with relevant clinical

research. Considering that, the widespread usage of CDSS is already registered

[2] and is being used as a means to improve health care and well-being. In this

chapter, we extended the well-known 70-scale CSHA Frailty index of the Canadian

Study of Health and Aging [3] and formulate a 7-category of elderly geriatric

characterization and assessment (7-CoEGCA), in order to evaluate and integrate

future clinical studies and identify new biomarkers and correlations, through an

intelligent web-based system. Moreover, a website which embodies the

7-COEGCA symptoms and simultaneously considers the patient’s risk factors, so

as to make the diagnosis more reliable and valid, is under development by our team.

Both the website and this new classification of frailty symptoms, which characterize

the CDSS as analyzed below, could aid the activity of patients, care givers, medical

doctors, and geriatricians in general.
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5.2 Methods and Materials

5.2.1 Frailty 7-CoEGCA Symptoms Analysis

As we have already mentioned, frailty has a biologic basis and is a distinct clinical

syndrome. More specifically, estimates of frailty prevalence in older populations

may vary according to a number of factors. By taken into consideration some of the

latest researches on geriatric medicine and frailty [3–6], we present elderly health as

a 7-subsystem living organism according to the following hierarchy (Fig. 5.1):

This hierarchy shows the factors that emerge from elderly health. We classified

them from psychological, behavioral, and daily functions to genetic, environmental,

cardiovascular, and aging, as well as comorbidities, and neurodegeneration ones.

5.2.2 A New CDSS Framework

These entries of the general structure are the seven categories that we propose while

disjointing the already expanded 70-scale CSHA Frailty index of the Canadian

Study of Health and Aging. The following figure is a sample of the way we

analyzed the 7-CoEGCA (Table 5.1). Indicatively, level I factors are analyzed in

several symptoms (level II) in order to define the CDSS. For example, a set of

factors that we took into consideration, as depicted in the above table is the genetic

one. A genetic symptom could be derived from the background of one’s family.

Particularly, we considered the family’s history for degenerative, malignant dis-

eases, and relevant to cognitive impairment or loss. All the above can assist to

define the genetic impairments of an older person. Additionally, for what concerns

the categorization of cardiovascular diseases having in mind the [7], we basically

combined every heart disease from the already expanded 70-scale CSHA Frailty

index considering two standpoints. The first one affects heart diseases that are

mainly caused due to the buildup of a substance called plaque in the wall of the

arteries just like myocardial infarction .On the other hand, the second standpoint,

derived from the heart’s incompetence of not pumping enough blood through

to meet the body’s needs for blood and oxygen. Last but not least, the

neurodegeneration term refers to the progressive loss of function or structure of

Fig. 5.1 The general structure of the proposed categorization
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neurons, including neuronal death and is related to a big group of disorders and

diseases. Neurodegeneration diseases can be classified according to their causes.

Several diseases are caused by genetic mutation, others by protein misfolding

which leads to abnormal intracellular functions and mechanisms.

More detailed, diseases caused by protein misfolding are called proteopathies.

Each proteopathy can be classified according to the protein that is being misfolded

to tauopathies (for example Alzheimer disease) and synucleinopathies (for example

Parkinson disorder) [8]. It is commonplace that more and more neurodegeneration

Table 5.1 The general structure of the analyzed 7-CoEGCA

Categories—Level I Symptoms—Level II

Psychological, behavioral, and daily

functions

Changes in everyday activities

Clouding or delirium

Depression

Feeling sad, blue, depressed

Mood problems

Paranoid features

Restlessness

Restlessness

Sleep changes

Genetic Family history of degenerative disease.

Family history relevant to cognitive impairment or loss.

Malignant diseases.

Environmental Gastrointestinal or abdominal problems due to nutrition

or medicines

Lung problems

Malignant disease

Respiratory problems

Skin problems due to living conditions

Cardiovascular disease Myocardial infarction

Arrhythmia

Arterial hypertension

Aging Head and neck problems

Skin problems

Tiredness all the time

Urinate incontinence

Comorbidities Abdominal problems

Other medical history

Skin problems due to pathological reasons

Neurodegeneration Memory changes

Tremor at rest

Onset of cognitive symptoms

Irregular gait patterns

Seizures
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diseases tend to appear in elderly people, and while elderly population is increasing,

care givers, medical doctors, and geriatricians in general are assigned to provide

medical care for them, with increasing frequency. According to the symptoms of

neurodegeneration diseases [8–19], we classified them into two categories, the

general mental function symptoms and the general impaired mobility symptoms.

As a result of our research, among the symptoms of the expanded 70-scale CSHA

Frailty index, in the first neurodegenerative category we classified symptoms such

as memory changes and onset of cognitive symptoms, while in the second one we

classified symptoms such as tremor at rest and irregular gait patterns. Seizures have

mixed symptoms in both categories.

5.2.3 The 7-CoEGCA and a User-Friendly Interface

A website is under development and testing by our team. Here are some technical

characteristics. As far as tools are concerned, the site was developed in the web

developing language HTML. All the distinguished pages were in the form of PHP

files for better connectivity between them. The language PHP was also utilized to

include functions in the site in order to calculate a frailty score. The formatting and

styling of the site was implemented with CSS. JavaScript was also utilized in order

to make some of the functional parts of the site such as the navigation bar.

Furthermore, bootstrap contributed to make the site responsive for all web plat-

forms and screen resolutions.

As far as operation is concerned, in the index page we can see the general

information for the project and the team. Using the button labeled “Start the

questionnaire” the user is transferred to a page with an initial set of questions to

establish his medical history (Fig. 5.2). As a final question the user is being asked

whether he/she wants to store his/her data anonymously, for research purposes only,

or not. After pressing the “Submit” button he/she is transferred to a list of ques-

tionnaires that can be taken in order to calculate the frailty score (Figs. 5.3, 5.4, 5.5,

and 5.6). For each completed test, a result is produced and presented to the user in a

new page giving him/her also the opportunity to return to the list of questionnaires

and take another one.

5.3 Result and Discussion

Undoubtedly, frailty is a term that is hard to define. As population ages, the former

plays a significant role in elderly people as a term identifying geriatric symptoms.

Overall, there is an outstanding amount of data for geriatric symptoms which makes

it challenging to categorize them. We postulate that the already expanded 70-scale

Canadian research could face a further extension. As a result, our 7-CoEGCA could

also be expanded to 8, 9 or more categories. Future work in our interface also needs
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to be done. In the next update of the web platform of this project the user will be

able to create an account in order to see past results and compare them with the new

ones. Thus, the user interface will become more user friendly. Additionally, the

algorithms calculating the frailty score will be improved in order to achieve more

reliable and according to new clinical studies scorings. Finally, geriatricians will be

able to create an account and manage their patient’s scores. As an ultimate

perspective, the proposed CDSS in this chapter, which consists of both the

Fig. 5.2 The user is prompted to complete his/her health record history including Pathophysio-

logical Biomarkers, Electrophysiology Measurements, and Heavy Metals Measurements

Fig. 5.3 The user is choosing to complete the Cardiovascular Disease questionnaire
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7-CoEGCA and the website, is an attempt to present those geriatric symptoms in a

simple and understandable way to patients, care givers, and medical doctors and to

users regardless of specialty and knowledge so as to help those in need.

Fig. 5.4 The user is choosing Myocardial Infarction category

Fig. 5.5 The user fills in the various symptoms of the desired category and then he/she can press

the submit button at the bottom of the web page. Subsequently, a frailty score is being calculated
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Chapter 6

Exploiting Expert Systems in Cardiology:
A Comparative Study

George-Peter K. Economou, Efrosini Sourla,

Konstantina-Maria Stamatopoulou, Vasileios Syrimpeis,

Spyros Sioutas, Athanasios Tsakalidis, and Giannis Tzimas

Abstract An improved Adaptive Neuro-Fuzzy Inference System (ANFIS) in the

field of critical cardiovascular diseases is presented. The system stems from an

earlier application based only on a Sugeno-type Fuzzy Expert System (FES) with

the addition of an Artificial Neural Network (ANN) computational structure. Thus,

inherent characteristics of ANNs, along with the human-like knowledge represen-

tation of fuzzy systems are integrated. The ANFIS has been utilized into building

five different sub-systems, distinctly covering Coronary Disease, Hypertension,

Atrial Fibrillation, Heart Failure, and Diabetes, hence aiding doctors of medicine

(MDs), guide trainees, and encourage medical experts in their diagnoses centering a

wide range of Cardiology. The Fuzzy Rules have been trimmed down and the

ANNs have been optimized in order to focus into each particular disease and

produce results ready-to-be applied to real-world patients.
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6.1 Introduction

Single analysis techniques [7] for many years have been the bases with which

engineers worldwide tried to equip Medical Doctors (MDs) with computational

means inasmuch has to improve their performance. Yet, those techniques only

enhanced Medical Data provided by various examinations and methods; they

could not support MDs with their diagnoses. On the other hand, Artificial Intelli-

gence (AI) methodologies have proven to be crucial in utilizing the knowledge of

specialized experts in various fields of human activities [10].

Artificial Neural Networks (ANNs), in particular, have been employed so that to

process medical information and classify symptoms into diseases and proper

treatment, hence reaching correct diagnoses. The general and flexible structure of

a Medical Decision Making System (MDMS), composed of ANNs, is capable of

being adjusted to different areas of either medical interest or where human knowl-

edge and reasoning prevails simply by providing applicable learning data [10]. Sim-

ilarly, Fuzzy Logic is considered to be one of the most suitable approximations of

decision making, since it deals with reasoning that is approximate rather than fixed

and exact, thus closer to human reasoning [2]. Therefore, both AI domains are

capable of modeling complex phenomena [8, 12].

In this work, an Adaptive Neuro-Fuzzy Inference System (ANFIS) was devel-

oped for the MDMS to be trained, tested, and applied in the field of Cardiovascular

Diseases (CDs). The team of MDs also decided that five different and medically

critical CDs were to be the focus of the project and five distinctive sub-systems, one

for each particular disease, were to be developed. The CDs, namely Coronary

Disease, Hypertension, Atrial Fibrillation, Heart Failure, and Diabetes, were chosen

due to the number of real-world clinical data that could be analyzed.

Thus, for the MDMS presented in this paper, medical data from real clinical

cases were used to model both learning patterns for its ANNs and its fuzzy rules.

Medical data, the inputs of the five sub-systems, were converted to the different

members of the associated membership functions based on their value, so as to be

fuzzy-fied and hence be exploited by the Stage 1 of the MDMS. Stage 2 exploits the

necessary fuzzy rules, a direct mapping of MDs expertise, to treat the inputs of the

previous stage. Each rule provides for a (fuzzy) output. Stage 3 combines all partial

(fuzzy) outputs and Stage 4 de-fuzzy-fies the output into a more medical response.

All stages have been implemented by ANNs.

The rest of the paper is organized as follows: Related work to the proposed

project is presented in Sect. 6.2. Section 6.3 approaches the implemented ANFIS

via a thorough description, followed by the system evaluation and comparison data

in Sect. 6.4. Finally, Sect. 6.5 hosts conclusions and future work.
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6.2 Related Work

A large number of joined MDs and engineers teams’ research projects nowadays

reflect the manifold integration of artificial intelligence in medicine. MDMSs

combined with genome information and biomarkers [10]; cancer biomarker dis-

covery and multiplexed nanoparticle probes for cancer biomarker profiling [14];

molecular diagnosis and individualized therapy of human diseases [9]; identifica-

tion of potential responders to a certain medication therapy using random forests

algorithms [13]; classification of electroencephalogram signals through feature

extraction, using the wavelet transform [7].

Most of the abovementioned MDMSs concentrate on MDs requirements for

educational reasons or to serve plain advisory roles. More vigorous efforts have also

been proposed [4] upon which ANNs play dominant roles, as well as technology

evolution and “smart” devices features and potential [3]. As far as it concerns

MDMSs in CDs, there are also a number of research projects. One treating

hypertension [15] recommends two separate ANNs propagating medical data

regarding healthy and possible patients’ symptoms and extrapolating the diagnosis

by comparing their outputs. Another one employs a multi-layered perceptron neural

network and support vector machine, determining Coronary Artery Disease by

being fed exercise stress testing data [1]. In [16], ANNs are used as most suitable

to outcome prediction trends in post-operative cardiac patients.

Guidi et al. [6] operated a system to assist non-specialists in the analysis of heart

failure patients’ data. ANNs compete with a support vector machine, a decision

tree, and a fuzzy expert system whose rules are produced by a Genetic Algorithm,

all AI-techniques contributing to the final outcome. ANNs achieved the best

performance with an accuracy of 86%. Health care systems are proposed in [5]

that allow patients to self-record Electrocardiograms (ECGs) with “smart” portable

devices that analyze the signal inputs and through a set of rules and risk factors can

estimate the severity and the condition of life threatening heart episodes. These

projects needed extra hardware in order to produce the ECGs and export the final

results.

6.3 Description of the MDMS

In this section, the proposed MDMS is described. First though, we present an

introduction to Fuzzy Logic and ANNs.

6 Exploiting Expert Systems in Cardiology: A Comparative Study 81



6.3.1 Introduction to Fuzzy Logic

All computational machines can process crisp data such as either (logical) “0” or

“1.” In order to enable them to handle vague language input, the crisp input and

output must be converted to linguistic variables, thus forming fuzzy components. A

crisp input will be converted to the different members of the associated membership

functions based on its value. From this point of view, the output of a fuzzy logic

controller is based on its memberships of the different membership functions,

which can be considered as a range of inputs [2].

Generally, fuzzy-fication involves two processes: derive the membership func-

tions for input and output variables and represent them with linguistic variables. In

practice, membership functions can have multiple different types, such as the

triangular waveform, trapezoidal waveform, Gaussian waveform, etc. [2]. In the

proposed ANFIS triangular membership functions are used, since significant

dynamic variation in a short period of time is needed.

Then, for the Fuzzy Inference Process to begin, fuzzy inputs, and membership

functions utilization along with the control rules are combined to derive the fuzzy

output. The control rules are the core of the fuzzy inference process and are directly

related to a human being’s intuition or expertise [2]. MDs were asked to assess the

severity of every rule, according to their experience and knowledge. To make the

fuzzy output available to real applications, a de-fuzzy-fication process is needed. A

fuzzy output is still a linguistic variable, hence it needs to be converted to the crisp

variable via the de-fuzzy-fication process. All proposed CDs sub-systems function

on the weighted average de-fuzzy-fication method [2]. Figure 6.1 shows an example

of a stored membership function.

6.3.2 Introduction to ANNs

ANNs consist of a large number of Artificial Neurons (ANs), similar or not to each

other, that form networks by the way they are combined. ANs vary in structure and

function and, because of their connections (called Synapses), exhibit different

characteristics. Figure 6.2a shows a typical AN [4, 11]. Its inputs and outputs

generally obey the equation:

ψ ¼ ϕðΣn
i¼1βi � χiÞ ð6:1Þ

An AN can accept large number of (digital or analogue) inputs (χ1, χ2, . . . , χn),
multiply them by the factors β1, β2, . . . , βn (called weights), and extract an output

that can feed similar, or not, neurons. The outputs can be made discrete or analogue

and when they have a non-zero value the neuron is said to have fired. The weighted
inputs sum up and are expressed in a non-linear function ϕ(� ). The non-linear
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function ϕ(� ) corresponds to biological models’ performance and is called Sigmoid
due to its shape (similar to the Hellenic capital letter Σ). Figure 6.2a shows a usual
AN, whereas Fig. 6.2b a typical ANNs architecture (feed forward—fANNs).

In a fANN, the connections are only allowed between ANs belonging to adjacent

architecture levels (“Slabs”). Between input and output Slabs and depending on the

application, a number of hidden Slabs of ANs intervene in which input vectors do

not have access and they do not contribute directly to the output ones.

The number of hidden Slabs/ANs defines the fANNs performance and effec-

tiveness. ANNs can be taught by feeding typical data to their inputs and forcing

their outputs to appropriate ones by means of learning algorithms that calculate

their weights’ values [11]. Those Input/Output vectors are referred to as learning

patterns and each time all ANNs weights are calculated anew denotes an epoch.

6.3.3 The ANFIS

Systems integrating the parallel computation and learning capabilities of ANNs

with the human-like knowledge representation of fuzzy systems form neuro-fuzzy

systems. Those have far better explanation abilities supporting their outputs (and in

the case of CDs, medical diagnoses) than either separate AI methodologies. As a

result, neural networks mode of operation becomes more understandable and

additionally fuzzy systems become adroit of adaptation and of learning.

Fig. 6.1 Membership

function

Fig. 6.2 (a) Typical AN and (b) ANNs Feed forward architecture
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A neuro-fuzzy system (ANFIS) basically is an ANN which is functionally

equivalent to a fuzzy inference model. Moreover, as already stated, it can adapt

to virtually every area of human expertise provided with the necessary training

patterns (representative pairs of vectors of inputs/outputs used in their learning

phase). Thus, an ANFIS can be trained to develop IF-THEN fuzzy rules and

determine membership functions for input and output variables of a particular

area. Therefore, building the fuzzy inference engine is avoided, which not only

entails a substantial computational burden but also depends on experts’ subjectivity

and knowledge-extraction methodology (see also Sect. 6.4).

The structure of an ANFIS is similar to a multi-layer ANN (Fig. 6.2b): it has

input and output slabs; the number of each slab’s ANs is dictated by the expert.

Also, it is generally provided with three hidden slabs that represent membership

functions and fuzzy rules. Each slab in an ANFIS is associated with a particular step

in the fuzzy inference process. The first slab is the input layer (or Stage 1 of the

MDMS). Each of its ANs is input data that have been through a fuzzy-fication

procedure. The second slab (Stage 2) determines the degree to which this input

vector belongs to the ANs fuzzy set; the appropriate AN, then fires and its output

propagates to the ANs of the next hidden layer, up to the output slab (Stage 3). ANs

of that Stage are also especially aggregated (always under an expert’s guide when

building this whole infrastructure) to produce the closing vector of fuzzy outputs.

Lastly, the final AN slab (Stage 4) operates as the de-fuzzy-fication operand, being

set to “transform” the MDMS data into an actual diagnosis.

6.3.3.1 The MDMSs

• The Coronary DiseaseMDMS sub-system (cMDMS) has five vectors of inputs,

namely Family History, Risk Factors, Myocarditis Probability, Other Reasons
for the disease, and (older) Clinical Examinations Results (CEx). Its outputs are
No Further Evaluation, Re-Evaluation after 3 Months, Perform a Computerized
Tomography (CT), Perform a Magnetic Tomography (MRI), and Perform Sur-
gery -percutaneous coronary intervention (PCI), all set by experts.

The severity of the above factors is fuzzy-fied into three membership func-

tions min, med, and max (as shown in Fig. 6.1). The rules constructed for the

cMDMS are close to 300 and are established similarly to the following one:

IF Family History IS min AND Risk Factors IS med AND Myocarditis
Probability IS min AND Other Reasons for the disease IS min AND CEx IS

med THEN Outcome IS MRI.
• The Hypertension MDMS sub-system (hMDMS) has three vectors of inputs,

namely Risk Factors, Performed Echocardiogram (Echo), and Other (older)
Clinical Examinations Results (CEx). Its outputs are No Further Evaluation,
Re-Evaluation after 3 Months, Re-Evaluation after 12 Months, Two Consecutive
Weeks Evaluation, and Therapy, all set by experts.
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The severity of the above factors is fuzzy-fied into three membership func-

tions min, med, and max. The rules constructed for the hMDMS are close to

30 and are established similarly to the one of the cMDMS.

• The Atrial Fibrillation MDMS sub-system (afMDMS) has five vectors of

inputs, namely Family History, Risk Factors, CHA2DS2VASC Score Results,
(various) Symptoms Assessment (SA), and Documentation of Arrhythmia. Its
outputs are Regular Assessment of Performed Electrocardiography (ECG),
Holter Use, Perform Echocardiogram (Echo), Perform Cardioversion-Ablation,
Treatment Underlying Disease, Rhythm Control, Rate Control, Aspirin Use, and
Oral Anticoagulant Use, all set by experts.

The severity of the above factors is fuzzy-fied into three membership func-

tions min, med, and max (as shown in Fig. 6.1). The rules constructed for the

afMDMS are close to 200 and are established similarly to the one of the

cMDMS.

• The Heart Failure MDMS sub-system (hfMDMS) has four vectors of inputs,

namely Family History, Risk Factors, Symptoms Assessment (SA), and

Performed Echocardiogram (Echo). Its outputs are No Heart Failure, Heart
Failure (HF) Class I (NYHA), HF Class II (NYHA), HF Class III (NYHA), and
HF Class IV (NYHA), all set by experts.

The severity of the above factors is fuzzy-fied into three membership func-

tions min, med, and max (as shown in Fig. 6.1). The rules constructed for the

hfMDMS are close to 80 and are established similarly to the one of the cMDMS.

• The Diabetes MDMS sub-system (dMDMS) has four vectors of inputs, namely

Family History, Risk Factors, (older) Clinical Examinations results (CEx), and
(existing) Cardiovascular Problem. Its outputs are No Further Evaluation,
Periodical Fasting Glucose, Fasting Glucose and 2 Hours Postprandial Glucose
Every 2 Years, Fasting Glucose and 2 Hours Postprandial Glucose Every Year
and HgbA1C, all set by experts.

The severity of the above factors is fuzzy-fied into three membership func-

tions min, med, and max (as shown in Fig. 6.1). The rules constructed for the

dMDMS are close to 80 and are established similarly to the one of the cMDMS.

6.3.4 Choosing the Proper Fuzzy Method

There are two types of fuzzy methods widely accepted for capturing expert knowl-

edge: Mamdani and Sugeno. Mamdani method allows for the description of exper-

tise in more intuitive, human-like manner, but it entails a substantial computational

burden. On the other hand, Sugeno method is computationally efficient and works

well with optimization and adaptive techniques, which makes it very attractive in

control problems, particularly for dynamic non-linear systems. These adaptive

techniques can be used to customize the membership functions [12].
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6.4 Evaluation and Comparison Data

6.4.1 ANFIS vs. Previous Work

In [17] previous work on building a working MDMS in the field of CDs was

presented. Its performance was evaluated by three different teams of experts,

specifically Group A (expert MDs that did not participate the design of the

MDMS), Group B (general MDs), and Group C (medical students). All groups

were asked to grade the system on its Medical Reliability, Assistance in Work, and

Usability.

The former MDMS received good/very good grades regarding Medical Reli-

ability and medium/good rating on Assistance in both Work and Usability. The

newly proposed MDMS strives to overcome the difficulties and reservations users

may have towards handling the system, mostly by the design of a new MDs-to-

machine interface and by the application of ANNs to add to its adaptation capabil-

ities and decision support aspects of an expert system designed for MDs.

Since MATLAB [12] was the tool used for developing the former MDMS, it was

kept to also design the proposed one. Typical comparison data and diagrams

showing divergences between the two systems follow in Table 6.1.

The reader promptly realizes that the performance of the ANFIS is somewhat

“worse” of the former one, at least comparing the two systems’ numerical data. Yet,

one should carefully contemplate the typical diagrams in Fig. 6.3a, b.

It is clear that no ANFIS was left to generalize its learning inputs into the

outputs. The various MDMSs have some epochs left in order to reach their minima.

Still, it was decided their number to be kept similar to the previous ones.

6.4.2 Fuzzy Rules Reduction

The numbers of fuzzy rules that were employed for the previous MDMS, as already

stated (Sect. 6.3), were 300 for the cMDMS; 30 for the hMDMS; 200 for the

afMDMS; 80 for the hfMDMS; and 80 for the dMDMS. The engineer team reduced

those numbers by first sorting the rules out with respect to their outputs; then, they

eliminated the redundant ones that only differed in one of their vector inputs

preserving the other vectors, i.e.:

Rule 1 IF a1 IS min AND a2 IS med AND . . . THEN Outcome IS d11.
Rule 2 IF a1 IS med AND a2 IS med AND . . . THEN Outcome IS d11.
Rule 3 IF a1 IS max AND a2 IS med AND . . . THEN Outcome IS d11.
Winning Rule IF a2 IS med AND . . . THEN Outcome IS d11.
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The input that got all the range of possible values, though the other inputs

retained theirs, was eliminated. Figure 6.4 shows the differences between the two

cMDMSs when left to generalise un-trained (testing) input patterns into the appro-

priate output ones.

Table 6.1 Typical comparison data of former/ANFIS MDMSs

Hypertension Heart failure Diabetes

Former ANFIS Former ANFIS Former ANFIS

Max error 0.3010 0.3458 0.0514 0.0540 0.0382 0.0446

Min error -0.3462 -0.7775 -0.0582 -0.0631 -0.0545 -0.0557

Standard deviation 0.0031 0.0039 1.9145e-04 1.9145e-04 8.2153e-05 1.0326e-05

Fig. 6.3 (a) hMDMS’s learning and (b) hfMDMS’s learning

Fig. 6.4 cMDMSs’

generalization errors
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Conclusions and Future Work

A new MDMS is proposed in the field of Cardiovascular Diseases. The new

system is an improvement of a former one, both in potential and in less

computing requirements, whereas its performance is comparable to it. In its

next phase, its evaluation by MDs is scheduled, over some period of time, and

several aspects of its design architecture are going to be optimized: MDs-to-

machine interface, training data, number and quality of fuzzy rules, program-

ming code portability, and porting to “smart” devices using the Android

Operating System, thus ensuring its acceptance by MDs on an everyday

working basis.
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Chapter 7

Modeling Protein Misfolding
in Charcot–Marie–Tooth Disease

Georgia Theocharopoulou and Panayiotis Vlamos

Abstract Charcot–Marie–Tooth (CMT) disease is the most common inherited

neuromuscular disorder. Recent advancements in molecular biology have eluci-

dated the molecular bases of this genetically heterogeneous neuropathy. Still, the

major challenge lies in determining the individual contributions by malfunctions of

proteins to the disease’s pathology. This paper reviews the identified molecular

mechanisms underlying major forms of CMT disease. A growing body of evidence

has highlighted the role of protein misfolding in demyelinating peripheral neurop-

athies and neurodegenerative diseases. Several hypotheses have been proposed to

explain how misfolded aggregates induce neuronal damage. Current research

focuses on developing novel therapeutic targets which aim to prevent, or even

reverse the formation of protein aggregation. Interestingly, the role of the cellular

defence mechanisms against accumulation of misfolded proteins may play a key

role leading to novel strategies for treatment accelerating the clearance of their

toxic early aggregates. Based on these findings we propose a model for describing

in terms of a formal computer language, the biomolecular processes involving

proteins associated with CMT disease.

7.1 Introduction

Charcot–Marie–Tooth disease (CMT) refers to the inherited peripheral neuropa-

thies named for the three investigators who described them in the late 1800s (Jean-

Martin Charcot, Pierre Marie, Howard Henry Tooth). CMT is also known as

hereditary motor and sensory neuropathy (HMSN) and peroneal muscular atrophy

(PMA). As CMT diseases affect approximately one in 2,500 people, equating to

approximately 23,000 people in the United Kingdom and 125,000 people in the

USA, they are among the most common inherited neurological disorders. Most

patients show slowly progressive distal and symmetrical muscle weakness and

G. Theocharopoulou (*) • P. Vlamos

Department of Informatics, Ionian University, Corfu, Greece

e-mail: zeta.theo@ionio.gr; vlamos@ionio.gr

© Springer International Publishing Switzerland 2015

P. Vlamos, A. Alexiou (eds.), GeNeDis 2014, Advances in Experimental Medicine

and Biology 820, DOI 10.1007/978-3-319-09012-2_7

91

mailto:zeta.theo@ionio.gr
mailto:vlamos@ionio.gr


atrophy that affects the intrinsic foot and peroneal muscles in combination with

sensory problems [3, 47]. Later in the disease, muscles of hands and forearms

become affected. Over the past decade remarkable progress has been made toward

understanding the genetic causes of many types of CMT. More recently, advances

in cell biology have provided clues as to how particular mutations are linked to the

disease.

In 1968, CMT was subdivided based on pathologic and physiologic criteria into

two types, CMT1 and CMT2; a predominant demyelinating process resulting in low

conduction velocities (CMT1) and a predominant axonal process, resulting in low

potential amplitudes (CMT2) [11]. Slowing of conduction in motor and sensory

nerves was believed to cause weakness and numbness. Scientific studies suggested

that neurological dysfunction and clinical disability in CMT1A are caused by loss

or damage to large-diameter motor and sensory axons [21]. Nerve signals are

conducted by an axon with a myelin sheath wrapped around it. Myelinating

Schwann cells wrap around axons of motor and sensory neurons to form the myelin

sheath. Schwann cells and neurons exchange molecular signals that regulate cell

survival and differentiation. These signals are disrupted in CMT [5]. Demyelinating

Schwann cells cause abnormal axon structure and function. They may cause axon

degeneration, or they may simply cause axons to malfunction [21]. The degree of

axonal damage and loss of fibers are reflected in a reduction in amplitude of

compound muscle action potential (CMAP) for motor nerves, and of sensory

nerve action potential (SNAP) for sensory nerves. Both axonal and demyelinating

CMT eventually result in loss of axons.

7.2 Gene Mutations Associate with CMT Disease

As disease-causing mechanisms unravel, there is growing evidence that the dis-

tinction between demyelinating and axonal CMT is somewhat artificial.

Researchers have identified an increasing number of mutations of the same genes

that may result either in a demyelinating type with slow conduction or in an axonal

type of the disease. CMT is caused by mutations in genes that produce proteins

involved in the structure and function of either the peripheral nerve axon or the

myelin sheath. Although different proteins are abnormal in different forms of CMT

disease, all of the mutations affect the normal function of the peripheral nerves.

Consequently, these nerves slowly degenerate and lose the ability to communicate

with their distant targets. Based on molecular diagnosis CMT has been further

subdivided and can be regarded as a collection of hereditary peripheral neuropa-

thies. With the advent of genetic testing, all of the different diseases that fall under

the heading of CMT syndrome eventually are likely to become distinguishable.

Genetic testing allows for definitive diagnosis, even in asymptomatic individuals.

Only 50–60% of cases, however, will be positive. The other 40–50% of patients

with CMT has another genetic type. Approximately 60% of CMT patients show a

predominantly demyelinating peripheral neuropathy and are classified as CMT1
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[19]. The main subtype is CMT1A, accounting for 40–50% of all CMT cases,

which is associated with an autosomal dominant duplication on chromosome

17p11.2 that includes the peripheral myelin protein 22 gene (PMP22), expressed

predominantly in the compact myelin of Schwann cells of the PNS [4, 29]. Research

studies revealed that a mechanism of gene dosage (duplicated or deleted PMP22)

gives rise to demyelinating neuropathies and secondary axonal loss or abnormali-

ties. When overexpressed in cultured cells or in transgenic mice gene PMP22

reaches late endosomes and forms protein aggregates that are ubiquitinated

[15]. Removal of pre-existing aggresomes formed by endogenous PMP22 is aided

by autophagy [14]. Although demyelination is the pathological and physiological

hallmark of CMT1A, the clinical signs and symptoms of this disease, progressive

weakness, and sensory loss are produced by axonal degeneration [21]. CMT1B,

which accounts for 5% of patients, is caused by mutations in the major myelin

protein zero gene (MPZ), which comprises approximately 50% of myelin protein,

and is necessary for both normal myelin structure and function [12, 16]. The

mutation may cause abnormal production of myelin and may result in segmental

demyelination, leading to uniform slowing of conduction velocity. To date there are

more than 150 different mutations in MPZ known to cause CMT1B in patients,

which include missense, nonsense, small insertion/deletion, and splice site muta-

tions [19]. Studies in a CMT1B mouse model showed that the unfolded protein

response (UPR), activated by overload of misfolded proteins in the endoplasmic

reticulum (ER), is associated with demyelination [32].

A key question is whether all these mutated genes associated with CMT play a

role which converges at common intermediates and/or crosstalk with one another,

or, alternatively each different gene leads to a dysfunctional pathway by a distinct

mechanism. Obviously, dysfunction can result from the absence, or accumulation

of a specific protein involved in the mechanisms regulating myelination in the

peripheral nervous system. Furthermore the canonical protective cell responses to

stresses caused by mistargeting of key macromolecules can, in certain circum-

stances, become accidentally detrimental by activating pathways leading to

unregulated programmed cell death. In a recent CMT1B mouse model scientists

have reported that mutated MPZ protein is retained in the endoplasmic reticulum of

Schwann cells and provokes a transitory, canonical UPR [40]. UPR activation aims

to reduce the load of unfolded proteins through upregulation of chaperones and

global attenuation of protein synthesis. Moreover, when endoplasmic reticulum

stress is overwhelming, the UPR uses destructive outputs to trigger programmed

cell death. In this study authors conclude that less activation of the UPR would

enable increased myelination to occur in these mice. Identifying which CMT

mutations activate the UPR signaling and the mechanisms by which myelination

is affected will give us information about therapeutic modulation of ER chaperones

and UPR components.

Recent findings suggest that demyelinating CMT may be a protein-misfolding

disease of Schwann cells [10, 24]. Misfolded myelin proteins, such as PMP22, MPZ

and other proteins such as SIMPLE, which have been identified to cause CMT, have

a tendency to sequester chaperones, and hence to induce a prolonged UPR at the
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endoplasmic reticulum (Fig. 7.1). When refolding is not possible, these aberrant

proteins in the ER lumen are exported back to the cytosol and degraded by the

proteasome, in a process known as ER-associated degradation (ERAD). When

proteasome is impaired or overwhelmed, misfolded proteins accumulate and form

soluble oligomers with potentially toxic effects and may impair Schwann cell

functions including myelination [28, 38]. The aggresome-autophagy pathway

sequesters and delivers toxic protein aggregates to autophagy for clearance.

Aggresomal pathway has emerged as another crucial protein quality control system

in Schwann cells that degrades misfolded and aggregated proteins [9, 38].

Several studies indicate that Schwann cells handle misfolded PMP22 and SIM-

PLE by sequestering them into perinuclear aggresomes through a mechanism

requiring microtubule-dependent retrograde transport [23, 38]. There must be a

critical balance in the protein quality control, between retaining and degrading

potentially harmful aggregated proteins. The accumulation of misfolded PMP22

and MPZ at the ER suggests that impaired ERAD function and subsequent ER

stress may be involved in causing demyelinating CMT [20, 22]. Moreover,

proteasome inhibition could contribute to demyelinating CMT pathogenesis.

Another major contributing factor of demyelinating peripheral neuropathies is the

inhibition of the aggresome-autophagy pathway due to the overload of impaired

proteins.

Fig. 7.1 Hypothesized model of how misfolded MPZ arrests or slows myelination
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7.3 Modeling and Simulating

Over the last years a formal computer language has been proposed for describing

the biomolecular processes underlying protein networks. The pi-calculus, a process

algebra, originally developed for describing computer processes, has been used to

model biomolecular processes [1, 2, 26, 35]. Abstracting biomolecular systems, at

the cellular level, as concurrent computation, is a system of interacting molecular

entities which is described and modeled by a system of interacting computational

entities. Multiple computational processes (molecules, molecular domains) com-

municate with each other on complementary channels that are identified by specific

names. Thus, chemical interaction and subsequent modification are modeled as

communication and channel transmission. Two different types of communications

can be defined in the pi calculus [34, 35]. In the first type, processes can send empty

messages to one another, only if they share the same communication channel.

Following communication, each process may either iterate or change its state,

becoming another process with different channels and behavior. The second type

of communication is more complex. In this case, the content of a message is one or

more channel names, which can be used by the receiving process to communicate

with other processes. As before, following communication the processes may either

iterate or change state. Moreover, the process acquires communication capabilities

dynamically that were not specified a priori in its explicit program. Such a change in

future communication capabilities as a result of passing messages is termed mobil-

ity [34, 35]. Since biochemical interactions may occur in sequence, in parallel with

other independent events, or in a mutually exclusive, competitive fashion, there are

several alternative interactions in which a molecule may participate. A sequence of

interactions is abstracted as a sequence of input and output offers, separated by the

coma sign, “,”. Mutually exclusive offers are summed together, using the choice

operator (“+” or, “;”). Finally, the case where several interactions may occur in

parallel, without directly affecting each other, is handled by composing different

offers in parallel. Another basic operator is the new operator, indicated by ν
followed by name or a set of channel. Operator ν introduces private channels

with restricted communication scopes, i.e. the private channel lives at the scope

of that process. A system of processes denotes a collection of molecule processes,

occurring in parallel (parallel composition, j PAR operator).

The aim of this work is to provide a theoretical framework of a model that will be

able to give insights into the mechanisms underlying the experimental results and

will allow to test the validity of several hypotheses that have been proposed. In a

recent study scientists have generated a mouse knock-in model of CMT type 1B,

where a mutation encoding R98C was targeted to the mouse Mpz gene [40]. This

study suggests that less activation of the UPR would enable increased myelination

to occur in these mice. However, the mechanisms through which the UPR affects

myelination are likely to be distinct. The UPR has been implicated in a variety of

diseases including metabolic disease, neurodegenerative disease, inflammatory
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disease, and cancer. Targeting various signaling components of the UPR are

emerging as potential targets for intervention and treatment of human disease.

Using simulation techniques, our overarching aim is to unravel key cellular

mechanisms and their distortions, in order to define novel molecular markers for

diagnosis and therapeutic intervention. One of the challenges in development of

models is the aim to reduce a model’ s complexity which affects the level of detail

at which subsystems are described. Moreover, the ability to compose complex

entities from constituent parts according to pre-defined rules offers a unique way

to handle such entities (Table 7.1).

In this model we describe in terms of formal language pi-calculus the UPR

induced by the accumulation of mutated protein MPZ to the endoplasmic reticulum.

To date, three ER-resident transmembrane proteins have been identified as

proximal sensors of the presence of ER stress: inositol requiring enzyme IRE1,

the PERK kinase, and the transcription factor ATF6 [37]. Three parameters are

usually used to detect UPR activation: XBP1 splicing as an indicator of IRE1

pathway activation, ATF6 cleavage and increase in the levels of the transcription

factor CHOP and its translocation to the nucleus, as an indicator of PERK pathway

activation [39]. Studies with CMT1B mice showed that ablation of CHOP

improved the neuropathy, suggesting that reducing UPR activation caused by

endoplasmic reticulum stress is a viable therapeutic strategy for at least some

cases of CMT1B [30, 31]. Activation of ATF6, IRE1, and PERK in response to

ER stress is thought to occur in parallel, but the timing or duration of each may

differ, while the mechanistic details are not yet resolved. In unstressed cells these

proteins appear to form complexes with the ER chaperone BiP [41, 42]. The system

of biomolecules driving the UPR is implemented as process SYSTEM, given by the

parallel composition of seven processes that represent their homonymous

molecules:

Table 7.1 The pi calculus consists of three components: simple syntax for formal descriptions;

congruence laws; operational semantics

Processes-

channels Events Process syntax Structural congruence

P,

Q. . .process
x yð Þ receive y
along x

P1 j P2 parallel

processes

P jQ�Q jP

x, y,. . .
channel

xy send y along

x

π.P1 sequential

prefixing by

communication

P+Q�Q+P

x
co-channel

(new x)P new

communication

π1 � P1þ π2 � P2
mutually exclusive com

newxð ÞP scope of inert process

0 inert process newxð Þ newyð ÞP � newyð Þ newxð ÞP
multiple communication scopes
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IRE1; PERK; ATF6; CHAPERONE; MISFOLDED; BIP; EIF2A:

A pathway is defined as a collection of concurrently operating molecules, seen as

processes with potential behavior. Concurrency is denoted by the PAR operator.

UPRpathway ::¼ IRE1jPERKjATF6jBIPjMISFOLDEDjEIF2A

Each constituent molecule in the pathway is a process, as are its domains. For

example, the extracellular, intra-cellular and transmembranal domains of the recep-

tor molecule will be denoted by Extra, Transmem, and Intra processes. In this

model we have called MISFOLDED the pathogenic mutated protein. When

misfolded proteins accumulate in the ER, they bind to and sequester BiP, activating

the sensors [6, 41]. MISFOLDED process sends a private name to-bip to the process

BIP via the shared channel bind-to-bip. The result of this interaction is the complex

MISFOLDED-BIP.

MISFOLDED ::¼ ðνto� bipÞ bind� to� bipð to� bipÞ: MISFOLDED� BIPðto� bipÞ

The interactions of BiP with IRE1 and with PERK are disrupted. Activated

PERK phosphorylates eIF2, which in turn attenuates general protein translation to

reduce the ER protein-folding load. For simplicity, we handle the enzymatic

reaction as a “single-step” reaction, rather than an elaborate model. Protein Kinase

PERK sends p-eIF2a as message on to-eIF2a channel. The eIF2 offers to receive on

to-eIF2a channel, interacts with PERK and is phosphorylated with the received

message. Activation of the PERK-eIF2P branch of UPR causes a general inhibition

of protein synthesis, but at the same time increases translation of specific mRNAs,

such as transcription factor 4 (ATF4) synthesis, which in turn induces the transcrip-

tion of genes that facilitate adaptation of cells to stress, through increasing the anti-

oxidant capacity of the cell, or eliminating it, by activating apoptosis.

More specifically ATF4, induced by the PERK-eIF2 pathway up-regulates the

expression of a proapoptotic factor, CHOP. CHOP is a member of the C/EBP

family of bZIP transcription factors and upregulates a number of proapoptotic

factors, including GADD34. CHOP seems to be a key player linking the accumu-

lation of misfolded proteins to oxidative stress and apoptosis [33]. Results from

further studies showed that ATF4 is the key signal for autophagy induced by

ER-stress. Moreover, autophagy is switched to apoptosis by subsequent CHOP

up-regulation, suggesting that the changeover switch between autophagy and apo-

ptosis is located between ATF4 to CHOP in the PERK pathway [25]. However, the

signal for selection of one of these two protective responses is unknown. The

functional relationship between autophagy, ATF4, and CHOP, and the shift mech-

anism between autophagy and apoptosis are not sufficiently understood. On the

other hand, eliminating the PERK-mediator CHOP does not ameliorate the pheno-

type of R98C mutant mice [40]. Interestingly, translational control of ATF4

mediated by GCN2eIF2 phosphorylation appears important for hippocampal syn-

aptic plasticity and memory, as targeting inactivation of ATF4 can enhance
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synaptic plasticity and memory storage [8]. After exposure to ER stress, the

pathway activated most rapidly is translational repression mediated by PERK.

Cleavage of ATF6 also follows fairly rapidly after exposure to stress. However,

expression of the genes controlled by this sensor protein requires nuclear translo-

cation of its cytoplasmic domain, the induction of transcription and protein

synthesis [37].

IRE1 also initiates a pathway of transcriptional induction, but the full activation of

this response is delayed, relative to the activation of the ATF4 and ATF6 pathways

[46]. IRE1 pathway activation induces XPB1 splicing. IRE1 cleaves XBP1 mRNA to

a spliced form of XBP1 that translates XBP1s to up-regulate UPR genes encoding

factors involved in ER protein folding and degradation [45]. When activated, Ire1

oligomerizes and this promotes trans-autophosphorylation and activation of the

RNase [44].

Process IRE1 sends Release message to BiP via the shared channel bind-toIRE1.

The splicing event of XBP1 creates a translational frameshift in XBP1 to produce

an active transcription factor. IRE1 is also suggested to be a contributor to apoptosis

during certain ER stress arrangements [42]. IRE1 can bind the scaffolding protein

TRAF2, which serves to activate JNK, a potent inducer of apoptosis [36, 43]. Sci-

entists in studies with a mouse model of early-onset CMT noted increased expres-

sion of JNK, a potential activator of c-Jun transcription. There is not full

comprehension of how the MpzR98C arrests or slows myelination but it most likely

involves regulation of the transcription factors c-Jun and Krox-20. Thus, authors

assumed that induction of the UPR could promote the increased expression of

c-Jun, an inhibitor of myelination, in R98C Schwann cells and drive their

de-differentiation [40]. In order to model this hypothesis we define the processes

JNK, C-JUN, KROX. Process IRE1 abolishes Xbp1 mRNA splicing and in com-

bination with signalling mediated by ASK1 activates JNK [27]. Activated JNK

phosphorylates c-Jun and can stimulate and maintain its expression [18]. Due to the

complexity of the reactions we only present an elementary reaction model, shown

in Fig. 7.2.

Further studies with additional crossing of R98C or R98C-CHOP null mice with

Ire1-null animals could help define the sequence of reactions and test this

assumption.

ATF6 is a type II ER transmembrane protein. Under conditions of ER stress,

ATF6 is released from BiP and transported from the ER to the Golgi apparatus,

where it is cleaved by Golgi-resident proteases, first by S1P (site 1 protease) and

then in an intramembrane region by S2P (site 2 protease) to release the cytosolic

DNA-binding portion, ATF6f (f for fragment) [17]. From there, ATF6f moves to

the nucleus and works synergistically or separately with XBP1s to regulate UPR

gene [36]. The process by which ATF6 translocate from the ER to the Golgi for

cleavage to produce functional forms is termed regulated intramembrane proteol-

ysis (RIP) [7]. In Fig. 7.3 is presented a multi-step communication between ATF6

and cleaved-ATF6.

In conclusion, an important question raised is why two transcription factors

(ATF6 and XBP1) are involved in induction of ER chaperone. Probably with two
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transcriptional induction systems mammalian cells have become capable of coping

with ER stress more effectively regardless the amount of unfolded proteins accu-

mulated. It is suggested that mammalian protection cells have gained versatility by

developing IRE1-dependent and -independent signaling pathways for activating the

UPR [25].

Conclusion
Our aim is the development of an integrated model which will be able to

interpret biological data and lead to new insights linking protein misfolding

and clearance to demyelinating peripheral neuropathies. Our goal for future

work will concentrate on developing models that will simulate biological

functions in order to find new potential targets for improved diagnostics and

treatment. The behavior of biomolecular systems is traditionally studied with

Dynamical Systems Theory (described via differential equations) [13], which

abstracts the cell and its molecular constituents to their quantifiable properties

(e.g., concentration, position) and their couplings. In this work, we began to

model this abstraction with the pi-calculus, a process algebra for the

(continued)

Fig. 7.2 Activation of the IRE1 pathway leads to splicing of XBP1. Induced Jnk activity alters the

expression of C-JUN and KROX, which regulate myelin gene expression

Fig. 7.3 UPR activations induces ATF6 cleavage
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(continued)

representation and study of concurrent mobile systems. The development of a

model will provide a framework to guide our research from theory to hypoth-

eses. As a first step we tried to identify the basic entities of biomolecular

systems and the events in which they participate. The next step is to develop

general guidelines for the abstraction of these entities to the mathematical

domain of the pi-calculus, which will then be employed for the modeling and

study of real complex biomolecular systems. While the function of certain

biomolecular systems may be abstracted in a qualitative or semi-quantitative

way, the functionality of others critically depends on quantitative aspects.

Moreover, different communications have different rates, and communica-

tions are selected based on probabilistic conditions. Thus, in order to study

the stochastic behavior of specific systems, a stochastic extension of

p-calculus will be used. A computable abstraction allows both the simulation

of dynamic behavior and qualitative and quantitative reasoning on a biomo-

lecular systems’ properties. The only limitation of this computer language is

when abstracting systems for which knowledge is limited and cannot be

broken down to elementary processes. Recent evidence has implicated that

protein misfolding and aggregation are implicated in the pathogenesis of

CMT disease. Future studies will be able to identify how misfolding of

these membrane proteins, with different topologies, contributes to demyelin-

ating neuropathy.
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Chapter 8

The Effect of the Shape and Size of Gold
Seeds Irradiated with Ultrasound
on the Bio-Heat Transfer in Tissue

Ioannis Gkigkitzis, Carlos Austerlitz, Ioannis Haranas, and Diana Campos

Abstract The aim of this report is to propose a new methodology to treat prostate

cancer with macro-rod-shaped gold seeds irradiated with ultrasound and develop a

new computational method for temperature and thermal dose control of hyperther-

mia therapy induced by the proposed procedure. A computer code representation,

based on the bio-heat diffusion equation, was developed to calculate the heat

deposition and temperature elevation patterns in a gold rod and in the tissue

surrounding it as a result of different therapy durations and ultrasound power

simulations. The numerical results computed provide quantitative information on

the interaction between high-energy ultrasound, gold seeds and biological tissues

and can replicate the pattern observed in experimental studies. The effect of

differences in shapes and sizes of gold rod targets irradiated with ultrasound is

calculated and the heat enhancement and the bio-heat transfer in tissue are

analyzed.

8.1 Introduction

Available methods to kill cancer cells may involve X-rays [36], γ-rays [7], beta rays
[34], neutrons [38], high-energy electrons [15], protons [40], light and photosensi-

tizers [24], light and gold nanoparticles, surgery, cryosurgery [16], chemicals [39],

and hyperthermia [44] and thermoablation [17]. Hyperthermia is heating of certain
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organs or tissues to temperatures between 41 and 48 �C as a treatment of cancer.

Thermoablation is the attempt to heat tissues to temperatures above 47 �C (up to

56 �C). Thermoablation is characterized by acute necrosis, coagulation, or carbon-

ization of the tissue. In clinical hyperthermia, thermoablation is mostly undesired

[33]. Many institutions have used a target dose 42–43 �C for 60 min at some point

within the tumor volume [6]. However, the goal of hyperthermia is to raise the

entire tumor volume to 43 �C or above [6]. In ultrasound surgery the cancerous

tissue can be destroyed by rising the temperature to cytotoxic level. The desired

temperature in tumor is often 50–60 �C. Although lower temperatures could also be

used, the use of high temperatures can reduce the treatment time significantly.

Hyperthermia cancer treatment has proven to be an effective method in cancer

treatment compare to surgery, chemotherapy and radiation. Hyperthermia has been

used on the treatment of many types of cancer, including sarcoma, melanoma, and

cancers of the head and neck, brain, lung, esophagus, breast, bladder, rectum, liver,

appendix, cervix, peritoneal lining, and prostate [12, 32, 48]. Hyperthermia may

include local, regional, and whole-body hyperthermia [3, 48]. In local hyperther-

mia, heat is applied to a tumor by using external applicators positioned around or

near the appropriate region, and energy focused on the tumor to raise its temper-

ature; intraluminal or endocavitary probes placed inside the cavity and inserted into

the tumor to deliver energy and heat the area directly [13]; and interstitial probes or

needles [4, 5, 13] inserted into the tumor. In this case, the heat source is inserted into

the probe. Radiofrequency ablation (RFA) is a type of interstitial hyperthermia that

uses radio waves to heat and kill cancer cells. In regional hyperthermia, external

applicators may be positioned around the body cavity or organ to be treated, and

microwave or radiofrequency energy is focused on the area to raise its temperature.

Whole-body hyperthermia is used to treat metastatic cancer that has spread

throughout the body.

Hyperthermia in cancer treatment has been achieved by magnetic fluid [23],

interstitial microwave probe [13, 14, 41], long frosted contact probe [29], magnetic

nanoparticles [22], near-infrared-absorbing nanoparticles [28], gold nanospheres

[45], gold nanorods [19], gold iron oxide [30], gold nanoshells [43], gold-coated

brass [35], double-doped magnetic silica nanospheres [31], plasmonic

photothermal [20], nonradioactive ferromagnetic seed [18] interstitial microwave

antenna [26], interstitial laser [8], radiofrequency [41], ultrasound [9], diffuse focus

ultrasound [25], focused ultrasound [46], and laser [42].

All such methods described so far make use of needles, probes, nanoparticles,

optical fibers, and ferromagnetic alloys plated with gold. However, there is no find

in the consulted literature about the use of macro gold rods irradiated with ultra-

sound to treat cancer tumor. Also, there is no find about hypothermia of normal

tissue or organ near the lesion treated with hyperthermia.

This work has the objective to investigate a method and an analytical formalism

to provide the optimization of the amount of pure solid gold rods implanted in

prostate in terms of heat propagation when it is being irradiated with ultrasound, by

measurements and/or analytical calculation, while avoiding hyperthermia of the

urethra. The use of ultrasound is largely an effort to reduce the use of chemotherapy
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and radiotherapy for treating cancer. Chemotherapy is considered to impose diffi-

culties because drugs often produce harmful side effects. And radiotherapy is also

problematic because X-rays travel through normal tissue to arrive at the tumor site

and it is known that the X-rays sometimes damage normal tissue. Ultrasound has

the ability to noninvasively concentrate energy into a controllable volume deep in

tissue [47].

8.2 Material and Methods

The insufficiency of the response of single nanospheres to energy sources for the

production of controllable hyperthermia and the need to use ensembles of

nanoparticles to augment the contribution have been theoretically demonstrated

[11, 19]. Heating of surrounding matrix becomes possible if particle size is large

enough (in the presence of an amplified electric field enhancement). Gold seeds are

the “hot” spots where the heating intensity is greatly enhanced. In this study, the

attempt is to initiate a theoretical computational analysis for the optimization of

spatiotemporal temperature distribution due to hyperthermia induced by gold seeds,

macro-rods and macrospheres, heated through ultrasound, over a square matrix

domain. Heat conduction is described by partial differential heat diffusion equa-

tions. These macroscopic equations are no longer applicable in scales where the

temperature fields are not considered continuous (length scale comparable to or

smaller than the mean free path of the material) [19, 21]. However, the equations

are applicable and describe the heat diffusion at larger scales, such as mm scale.

Modeling ultrasound heating of a single macro-rod surrounded by a water

medium is a first step towards understanding the thermal processes of macro-rod

heating in relation to possible imaging parameters. Ultrasound directed to a dissi-

pative medium leads to energy transfer, partial absorption, and conversion to heat.

At the power level considered in this study (less than 1 W/cm2), heating contribu-

tions due to direct linear and nonlinear absorption of ultrasonic pressure by water or

tissue will be neglected. Phenomenological models for ultrasound wave amplitude

attenuation account for wave amplitude loss due to various mechanisms (absorp-

tion, scattering, mode conversion) as ultrasound travels through materials. The

higher the frequency, the more energy is consumed in the increase of molecular

motion, and the less energy for the sound beam to propagate. However, since

therapeutic ultrasound has a frequency range of 0.7 and 5.0 MHz and we are

interested in tissue penetration of a few centimeters (prostate cancer), for simplic-

ity, attenuation is described by a constant (attenuation coefficient) in the power rate

equation. These effects will be considered in detail in future studies.

A temperature distribution model for either a fluid or tissue containing a heating

source (gold Nano spheres heated by a laser beam) based on the Pennes’ bio-heat

equation was introduced in [11] and we adjust this model to our domain:
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ρ Cp

∂T
∂t

¼ ∇ k∇Tð Þ þ Qþ QVh þW ð8:1Þ

where t is time, T is the temperature, Cp is the heat capacity, k is the thermal

conductivity, ρ is the density, Q is the heat source, QVh is the viscous heating, and

W is the work pressure. The last two terms can be set equal to 0 for simplicity. The

metabolic heat generation is considered negligible. Since the heat conductivity of

gold is high, temperature gradients across the rod are weak so that temperature

inside it should remain essentially constant. An initial temperature, TI¼ T is

assigned on the entire domain and the appropriate boundary condition for the tissue

inward heat flux q0 is

q0 ¼ �n
! ∇ k ∇Tð Þ ¼ h TEXT � Tð Þ ð8:2Þ

The heat transfer coefficient h enters the equation, as unit power per Kelvin and unit
area (SI unit: W/m2K1). The exterior temperature of the cooling fluid is TEXT. The
heat transfer problem is solved with appropriate boundary conditions knowing that

healthy tissues (urethra) surrounding the infected region should be preserved and its

temperature should be maintained constant. The value of h depends on the geom-

etry and the ambient thermal conditions. Since metabolic heat generation is negli-

gible in this model, Q is determined by the absorbed ultrasound energy in the tissue

given by [2]

Q ¼ a
Pj j2
ρ c

ð8:3Þ

where c is the speed of sound in the medium, a is the attenuation coefficient and P is

the acoustic pressure which is the time harmonic ultrasound field solution of the

Helmholtz equation in an inhomogeneous medium [2]:

∇
1

ρ
∇P

� �
� 1

ρ c2
∂2

P

∂t2
¼ 0 ð8:4Þ

where k, the wave number, is given by k¼ (ρ c)� 1/2. It has been generally accepted

that it is an extremely challenging task to solve the Helmholtz equation even

numerically, in particular, for the high-frequency cases and for arbitrary domains

and boundary conditions. For ultrasound solution waves, the acoustic pressure is

related to quantities and properties such as the underlying wave velocity, the

characteristic acoustic “impedance,” the particle velocity (particles of the medium

that are set into oscillation by the frequency associated with the wave) and organ

characteristic scatter signature due to its structure (scattered echoes originating

from relatively small, weakly reflective, irregularly shaped objects such as blood

cells) and the variable compressibility of the domain. The lack and/or uncertainties

of measurements practically constrain the identifiability of these parameters and we
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choose a simple pattern oriented thermal modeling of the bio-heat transfer

equation where we sample over different values of the gold rod heat source values

Q because it gives good agreement with the main features of the experimental

data as described later in this section. Results on the applications of ultrasound have

been published by other authors for 600, 300, 60, and 10 s into the heating

procedure [21] and simulations have been obtained for 180–300 s [49]. The

COMSOL Multiphysics program ([48] Royal Institute of Technology in Stock-

holm, Sweden) is used to compute the temperature spatial distribution at the nodes

of a 2-D finite element mesh. The heat source Q (unit power per unit volume)

describes heat generation within the domain.

Comparisons between experimental measurements and the heat transfer-

predicted values are available in the literature [19] for models of hyperthermia

induced by gold nanoparticle dispersions in different laser energy levels (0.008,

0.016, and 0.032W/mm3) with good agreement in most cases, and the same scale of

ultrasound energy levels is used for the simulations but results for higher and lower

energies are analyzed. All constants and material properties used in the solution of

the bio-heat diffusion can be found in the “built-in” databases of predefined

materials for COMSOL Modules.

In the figures (Figs. 8.1a, b, 8.2a, b, 8.3a, b, 8.4a, b, 8.5a, b, 8.6a, b, 8.7a, b,

8.8a, b, and 8.9a–d) the corresponding simulations can be found for different sizes

and shapes of gold seeds. One side of the domain corresponds to a cooling boundary

(Fig. 8.10).

8.3 Results and Discussion

A theoretical computational analysis for the determination of the pattern of the

spatiotemporal temperature distribution due to hyperthermia induced by gold

seeds (macro-rods and macro-spheres) heated through ultrasound has been carried

out. A 2-D simulation of the ultrasound induced hyperthermia in the tissue is

demonstrated. The temperature distributions resulting from the heating of gold

seeds are calculated using the bio-heat equation. For ultrasound generated heat at

the gold seed of rates 105–106 W/m3 plots of temperature raise against time and

against radial and axial coordinate, have shown that the endpoint temperature

depends on the gold target size. The bio-heat transfer partial differential equation

has been simulated over a square domain, with a side boundary condition to

describe the cooling of the urethra that leads to minimal side effect of ultrasound-

gold seed heating of the surrounded healthy tissue. Different irradiation times up

to 1,000 s have been monitored, and the dimensions of the domain and the seed

can vary according to the desired design. Relative deviations have now been

studied in detail as in the case of 1 mm� 10 mm gold rod (with the experiment).

When the heat of the gold seeds was raised to appropriate temperatures, the

bio-heat transfer in tissue in the parallel axis of the rods to reach 43 �C was found

to be in the order of 0.5–1 cm for the 1 mm� 10 mm rod . In the case of the
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Fig. 8.1 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate 6� 106 W/m3 and a run time

of 600 s, for gold sphere of radius 0.8 mm in a 30 mm � 30 mm square domain
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Fig. 8.2 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate 6� 106 W/m3 and a run time

of 600 s, for gold rod of 0.8 mm� 10 mm in a 30 mm� 30 mm square domain
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Fig. 8.3 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate 6� 105 W/m3 and a run time

of 600 s, for gold rod of 1.6 mm� 10 mm in a 30 mm� 30 mm square domain
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Fig. 8.4 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate 6� 105 W/m3 and a run time

of 600 s, for gold rod of 1.0 mm� 10 mm in a 30 mm� 30 mm square domain
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Fig. 8.5 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate Q¼ 6� 106W/m3 and a run

time of 600 s, for gold rod of 1.0 mm� 10 mm in a 30 mm� 30 mm square domain
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Fig. 8.6 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate Q¼ 3�105W/m3 and a run

time of 1,000 s, for gold rod of 2.6 mm� 10 mm in a 30 mm� 30 mm square domain
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Fig. 8.7 (a and b) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate Q¼ 6� 105W/m3 and a run

time of 1,000 s, for gold rod of 6 μm� 50 μm in a 30 mm� 30 mm square domain
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Fig. 8.8 (a and b) Temperature distribution plot of the temperature field of the temperature field

in the target area at volumetric heat generation rateQ¼ 2.4� 106W/m3 and a run time of 600 s, for

gold rod of 1 mm� 10 mm in a 30 mm� 30 mm square domain
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Fig. 8.9 (a–d) Contour plot and temperature distribution plot of the temperature field of the

temperature field in the target area at volumetric heat generation rate Q¼ 2.2� 105 W/m3 and a

run time of 1,000 s, for gold rod of 1 mm� 10 mm in a 30 mm� 30 mm square domain. No

boundary condition for this graph. Comparison of theoretical results (left column) vs. experimental

results (right column) (communicated by Austerlitz, experiment with gold rod inserted in chicken

breast and irradiated with ultrasonic energy of the given heat generation rate and run time)
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orthogonal axis, the radial distances to reach this same temperature were more

than 10 mm, respectively. Within 10 %, the radial temperature distribution in

tissue emanating from the 1 mm� 10 mm rod, agrees with predicted experimen-

tal data (personal communication, Austerlitz). As expected, the radial temperature

distribution for the 0.8 mm diameter sphere was less than that observed for the

parallel axis of the 0.8 mm diameter but with 10 mm height rod. The simulations

indicate that the methodology of ultrasound heated gold seeds may have thera-

peutic powers similar to radioactive substances. With the use of gold seed gun

and needles of appropriate lengths and curvatures, uniform distributions of seeds

can be obtained throughout the area of an implant, the seeds being small causing

minimal trauma, and little disturbance to the patient. This procedure can be

repeated rather easily and gold seeds are reusable. Furthermore, sound energy is

non ionizing radiation and therefore its use does not impose the hazards, such as

cancer production, attributed to ionizing radiation. Ultrasound kinetic energy

when absorbed by tissues can also be converted into heat.

Currently, we study the use of other possible (gold-coated) materials: alumi-

num, copper, granite, high-strength alloy steel, iron, lead zirconate titanate,

silicon, silica glass, structural steel, titanium beta-21S, and tungsten. Relative

comparison will be made versus the case of nanoparticles (in preparation). The

Cancer
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 water
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 water
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Fig. 8.10 One side of the

domain corresponds to a
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use of ultrasonic vibrations in heat-treating metals and alloys is based on the

transmission of elastic vibrations to the parts either through the surrounding

medium (water, oil, emulsion, molten metal, or salt) or by firm contact with the

wave guide. It has been shown that in austenite, the influence of elastic vibrations

and the absorption of part of the energy of elastic vibrations leads to a certain

increase in the temperature of samples. As was shown in [1], samples may heat

up greatly under the influence of ultrasonic vibrations. In [1] the possibility of any

influence of elastic ultrasonic vibrations on diffusion, ionic mobility, viscosity, or

thermal diffusion was denied. The mechanism of the action of ultrasonic vibra-

tions probably consists of changes in the conditions of evaporation on the

surfaces of the parts being treated. The use of ultrasonic vibrations is especially

effective for parts made of steels with low hardenability. The passage of ultra-

sonic vibrations through a solid body is accompanied by a series of effects such

as intense heating of the samples to the melting temperature, the appearance of

traces of residual deformation, and accumulations of structural fatigue and even

fatigue destruction. Application of high-power 20 kHz ultrasound resulted in

temperature increases of the order of 200 �C occurring 20–30 s after initiation

of insonation in resonant specimens of fine-grained polycrystalline brass, copper,

and steel [27]. Typically, the nanoparticles have a size of the order of a few tens

of nanometers, because as mentioned above the particle has to be small for the

SPR effect. If the radiation pulse width is short enough, heating is limited to the

vicinity of the nanoparticle. Thus generally a large number of nanoparticles

would be needed to effectively heat an entire cell, for example, the size of

which can be of the order of microns to tens of microns. Recent studies have

suggested the complementary use of sub-micron silicon carbide (SiC) particles as

photothermal agents for the heating of bacteria by pulsed mid-infrared (MIR)

radiation [37]. If a material is a good conductor of heat then the heat will move

quickly. Metals are widely used for heat transfer purposes because they have

properties which allow for propagation (movement in a line) of heat while being

able to withstand the temperature extremes sometimes associated with heating.

Conduction is when the heat moves through an object or from one object to

another because the two objects are in contact with one another. It is the only

mode of heat travel throughout solids. The ability to transfer heat within an object

is called thermal conductivity “k” (measured in W/m K). It varies for different

materials. Gold, silver, and copper have high thermal conductivity.

The spatial temperature distribution in a multi-tissue arrangement is computed at

three different frequencies and simulation times. Figure 8.1b shows a contour plot

of the temperature distribution in the skin, breast and tumor tissues at 0.75 MHz at

the end of 180 s. The maximum temperature (hot spot) occurred in the tumor and

decreased when moving farther in other tissues. Increasing the time allowed for

ultrasound therapy up to 300 s raised the temperature observed in the tumor and the

surrounding tissues (Fig. 8.1a). The temperature distribution, employing a thera-

peutic transducer at a higher frequency of 1.5 MHz, at the end of 180- and 300-s
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ultrasound therapy is shown in Figs. 8.2a and 8.3a. The highest temperature

observed in the tumor was 45 �C which is suitable for destroying cancerous cells

without a noticeable damage to the surrounding tissues. Simulation results using a

transducer at a frequency of 2.75 MHz and at the end of 180 and 300 s, respectively

is illustrated in Figs. 8.3a and 8.4a. It is observed that the temperature predicted in

the tumor is about 51.04 �C. The surrounding area near the tumor has been affected

by higher temperatures compared to previous simulation results at lower fre-

quencies. Increasing the time allowed for ultrasound raised the temperature of the

tumor as well as the surrounding tissues. This rise in the temperature of

the surrounding healthy tissue leads to their destruction, which is a drawback of

the therapeutic process. In addition, the temperature distribution is observed to

be more localized, thus indicating better transducer focusing capabilities at higher

frequencies. Numerical computations and analytical calculations of temperatures

in various tissues are summarized. A good agreement was only observed at a

frequency of 1.5 MHz.

First, we validated our model by simulating the heating of spherical particles

and comparing the results with the lattice expansion measurements of Austerlitz

(work in progress). Numerical simulations are compared with analytical results.

An elevation in the temperature (hot spot) of the skin tissue was observed in all

computations. Thus, a bolus of degassed water of temperature 10 �C is used as a

cooling system in farther simulations. It acts as a heat sink, so as to avoid any

pain or burning of the skin. In order to calculate the temperature field in the

multi-tissue system, the uniform pressure of ranges from 0.045 to 0.0354 MPa is

assumed to be applied on the surface of the breast tissue at the time from 180 to

300 s, so the spatial temperature profiles are very similar for both solutions. The

numerical results show that employing a transducer at a frequency of 1.5 MHz

is the most suitable for a successful ultrasound therapy. At this frequency, the

highest temperature observed in the tumor was 45.5 �C which is favorable for

destroying cancerous cells without a noticeable damage to the surrounding

tissues. On the other hand, analytical results show that the highest temperature

predicted in the tumor was 47.77 �C. The two solutions are considered in good

agreement. The difference between the two solutions is minimized when a

lower thermal conductivity value (e.g., k less than 0.5 W/m �C) for the tumor

in the FEM computations is used. The discrepancy between the numerical and

analytical results is more noticeable at the two other frequencies. This is caused

by the fact that heat conduction is ignored in the analytical method. As the

frequency of simulation increases, the ultrasound intensities increases and the

specific absorption rate increases. Thus, the heat generation in tissues is

increased, and the surrounding area near the tumor has been affected by higher

temperatures, but the temperature distribution is more localized, as shown in

Figs. 8.3a and 8.4a.
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Conclusion

Computer modeling has been used to determine the likely temperature dis-

tribution of a given treatment and to plan the future of hyperthermia treat-

ments. So, the goal of computer simulation is extremely useful in providing a

firm scientific basis for the future of clinical investigation of focused

ultrasound.

In this report, we propose a methodology that has the goal of sustaining

hypothermia in the urethra and treat prostate cancer with macro-rod-shaped

gold and ultrasound. Experimental studies that monitor the interaction of

therapeutic ultrasound with heat-conducting material such as gold seeds in

biological tissues can be a demanding research task. Numerical modeling of

bio-heat transfer resulting from gold seed irradiation and seed size effect

comparison can be very important and useful in non-invasive cancer therapy.

A model-based analysis of these interactions and the corresponding temper-

ature distribution was carried out, for time and irradiation rate found in

current literature. Therapy design can be integrated into a predictive treat-

ment planning model for prostate cancer ultrasound hyperthermia-

hypothermia therapy by specifying the most appropriate ultrasound and

gold seed parameters based on desired levels of temperature distribution

both on tumor and healthy tissue. Utilization of this optimization model

will enable a physician to evaluate tumor hyperthermia treatment and to

better design a patient-specific therapy to achieve maximum destruction of

the tumor and injury minimization of healthy tissue by controlling size,

shape, and location of gold seeds implanted in tissue, and ultrasound param-

eters. In order to fully make use of numerical modeling results for the

application of ultrasound on tissue containing seeds, and generation of hyper-

thermia to cancer control, physiological factors such as pH, oxygen consump-

tion, nutrients, and blood flow of both tumor and normal host tissue should be

measured in vivo and the analysis of these factors needs to be documented not

only at normal temperatures but also under hyper thermic conditions to

further elucidate the proper conditions for a selective destruction of tumor

tissue with normal tissue sparing. Heating tissues using ultrasound decreases

the viscosity of fluid elements, increases metabolic rate, increases blood flow

which assists in the reduction of swelling, and stimulates the immune system.

All these factors might play a significant role in the final outcome.

The experimental study of the interaction of therapeutic ultrasound with

biological tissues and the monitoring of the temperature distribution is a very

expensive and difficult task. Thus, numerical modeling of ultrasound hyper-

thermia treatment at different simulation frequencies and therapy durations is

a very important therapeutic demand. A model-based analysis of the interac-

tion of ultrasound intensity with breast tissue including a tumor was carried

out in an effort to predict the path of the sound waves and the temperature

(continued)
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(continued)

field in the regions of interest. Numerical and analytical calculations of

temperature in various tissues were in good agreement at a certain frequency

of 1.5 MHz. The computed results form a foundation for a better understand-

ing of the interaction of ultrasound with biological tissues. More complex and

extensive analytical methods including all aspects of heat conduction and

wave attenuation should be considered in the future.
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Chapter 9

Clinical Decision Support System
for the Diagnosis of Adolescence Health

Irene Moutsouri, Amalia Nikou, Machi Pampalou, Maria Lentza,

Paulos Spyridakis, Natassa Mathiopoulou, Dimitris Konsoulas,

Marianna Lampou, and Athanasios Alexiou

Abstract It is common that children confront psychological problems when they

reach puberty. These problems could easily be overcome, but in many cases they

could be severe, leading to social estrangement or worse in madness or death.

According to information collected we designed a questionnaire about the psychol-

ogy of adolescents in order to help people in that age or their elders find out if they

have health issues. We used already published researches and material concerning

all the psychological problems a child can confront in order to make a reliable

questionnaire and to develop the clinical decision support system. Our main

objective is to publish and administrate a web-based free tool for sharing medical

knowledge about any psychological disease a child can already have or develop

during puberty.

Keywords Adolescence health • Psychological disorders • Daily functions • Addic-

tion • Neurological disorders • Computer-aided diagnosis systems • Clinical deci-

sion support systems

9.1 Introduction

There are various severe neurological disorders that can present during childhood

or birth and affect the psychological health of the child when reaching puberty.

Some of the disorders are extremely severe like Autism, Huntington’s, epilepsy,
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and Down syndrome that will cause social estrangement and ultimately psycholog-

ical problems during puberty.

Excluding birth and childhood traumas and diseases, the main factors for getting

a disease/disorder during puberty are neuropsychological and psychological. These

particular disorders can be caused by specific events during adolescence or by

external factors such as the family environment, other interpersonal relationships

and habits among others. A number of disorders of this classification (depression,

schizophrenia, alcoholism, sleeping disorders etc.) affect one another, sometimes

having identical or similar symptoms.

There is an ongoing momentum with increasing research regarding adolescent

psychological health; Adolescents behave in ways that have been proved harmful in

the past by acting without thinking, while even more disciplined adolescents can

have a dangerous behavior when around peers of their own age. There are a number

of occasions and incidences in modern societies which affect how adolescents

behave, such as family crises including separation and divorce, traditional media

showing images of behavior which teenagers mimic, the generation gap and lack of

communication between them and their parents [1–12].

Severe conditions affect only around 15–20 % of teenagers, the rest being

healthy or facing adolescence issues that are easily dealt with. However, numerous

studies regarding 15-year-old adolescents have provided crucial, yet overwhelming

results. In a recent study about Internet usage [7–10], 53.4 % were sexually inactive

and used the Internet as a means to engage in sexual activities, while 28.6 % were

already sexually active. Additionally, a study looking into substance dependence

[10–12] concluded that 42.1 % had smoked a cigarette at least once, 10 % smoke at

least 6 cigarettes and 7.2 % have used cannabis. It has to be noted that the above

older statistics are merely an indication and it is probable that today’s responses

would be more overwhelming. Our paper seeks to find ways to reduce the numbers

of adolescents facing psychological health issues by reaching out to parents and

other parties in an adolescent’s environment sometimes far away the psychiatry’s

office.

This paper aims to introduce an integrated questionnaire (Appendix) based on a

web-based clinical decision support system (CDSS) and well-known published

symptoms [13–15, 21–38] where anonymous or registered users, interested in a

specific disorders’ group (psychological disorders, neurological disorders, daily

functions and addictions), can search through indicated symptoms or risk factors.

Consequently, based on the symptoms selected, the user can get causes and

treatments for the specific disease or disorder.

Based on latest researches, concerning any possible disease or disorder an

adolescent can develop during puberty, we classified these diseases/disorders

(Fig. 9.1) that emerge from a neurotransmitter disorder, certain brain section

damage, genetic disorders, psychological problems, environmental factors, behav-

ioral and social problems or even an addiction, using ontology-based modeling on

the Protégé platform [16].
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9.2 Disorders and Risk Factors

Based on information collected regarding the psychological health of adolescents,

we have designed a multi-task questionnaire via which the users can effortlessly

ascertain whether they suffer from a disease or disorder, as well can get information

on the causes and any options for treatments through different medical doctors. We

have created four different groups (Fig. 9.1), each of which comprises diseases and

treatments with identical or similar symptoms. Disorders that are congenital,

meaning they develop during pregnancy or at birth, are caused by neurological or

other factors; examples of such conditions include autism, dyslexia, alexia, and

Down syndrome among others. Children with such conditions may suffer from a

number of apparent symptoms but there are cases where symptoms are not as

evident and children can be superficially healthy.

However, in cases where there are a number of severe symptoms, a child’s

psychology and character can be affected. The group which includes these disorders

in our CDSS is neurological disorders (Fig. 9.2). Most of these conditions are

caused by neurological or genetic factors; for example, in the case of alexia the

user can select some of the evident symptoms and can consequently find possible

causes, such as brain or parietal lobe damage, and finally find possible treatments.

On the other hand, there are some conditions that develop during adolescence

due to external factors such as family environment, other inter-personal relation-

ships and formed habits. Examples, among others, include depression, schizophre-

nia, alcoholism, and anorexia. Such conditions are grouped into psychological

disorders (Fig. 9.3), daily functions, and addictions. Depression, which falls

under psychological disorders, is caused by a number of events such as sorrow

from losing a close person through death, divorce or separation of parents

and symptoms can include social isolation or feelings of being deprived, radical

lifestyle changes, conflicts with professors or other superiors, and addictions or

obsessive habits. Recommended treatments of depression include medical selective

serotonin reuptake inhibitors (SSRIs), which work on increasing the amount of

serotonin in the brain, and as researches have proven [13–15], these medications

Fig. 9.1 The four groups of

Adolescence Mental health
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improve mood. Other medications that can be helpful include nefazodone, trazo-

done, bupropion, and abilify.

Alternatively, there are many different types of effective therapeutic approaches

used for the treatment of depression, including behavioral therapy, behavioral

therapy ala Lewinsohn, interpersonal therapy, and rational emotive therapy

[13–15]. Also individual and group are both used, depending on the severity of

the depressive episode. In case of suicide attempts or of serious suicidal ideation the

patient has to put in hospitalization in order to minimize the danger of harming

himself or others [13–15].

Fig. 9.2 Neurological disorders

Fig. 9.3 Psychological disorders
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The group of Daily Functions (Fig. 9.4) includes anorexia, which is caused by

factors such as perfectionism, personality factors including being eager to please

other people and high expectations for oneself, family history of eating disorders,

living in an industrialized society, difficulty communicating negative emotions

such as anger or fear, difficulty resolving problems or conflict, and low self-esteem.

If the affected person’s medical condition has deteriorated, hospitalization may be

required. There are no medications to treat anorexia and treatment for this disorder

is often long term. Initially, treatment objectives are focused on reversing behav-

ioral abnormalities and nutritional deficiencies. Any emotional support and the

reassurance that eating as well as caloric restoration will not make the person

overweight, are essential components during initial treatment sessions [24–26]. Psy-

chosocial (both psychological and social) issues and family dysfunction are also

addressed, which may reduce the risk of relapsing behaviors. Relapsing behaviors

occur when an individual goes back to the old. At present, there is no standardized

psychotherapeutic treatment model to address the multifactorial problems associ-

ated with anorexia. Cognitive-behavioral therapy (CBT) may help to improve and

modify irrational perceptions and overemphasis of weight gain. Current treatment

usually begins with behavioral interventions and should include family therapy

(if age appropriate) [24–26]. Psychodynamic psychotherapy (also called explor-

atory psychotherapy) is often helpful in the treatment of anorexia [24–26].

Finally, in the case of addictions (Fig. 9.5), such as alcoholism, causes include

the behavior of others and their attitude towards consumption of alcohol, namely

the encouragement or criticism, pressure from peers, as an aid to relaxation and free

Fig. 9.4 Daily functions
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expression of emotions [27–29]. There is also a biological component, a neuro-

transmitter in the brain, dopamine, which plays an important role in the continued

use of alcohol. Genetically, there is a gene that may cause alcohol dependence and

usually transferred from fathers to sons [27–29]. Regarding the treatment of

addictions, it has to be stressed that each case being different and there is no

standardized treatment. The treatment has two parts, the first is detoxification,

namely the elimination of the toxic effects of the body, and the second is restora-

tion, that is, to stay healthy and avoid relapse [29]. Support worldwide groups like

the Anonymous Alcoholics and use of CBT can also be helpful, as well as the use of

drugs to reduce the craving for drink, like acamprosate and tonaltrexone. Other

complementary therapies include dialogue, hypnotherapy, and support from family

and friends [29].

There are increasing numbers of adolescents suffering from disorders and

diseases and our project can facilitate the spread of knowledge effortlessly and

each adolescent or their family can find out information about specific conditions

and consequently learn about the causes and treatments. This process will be carried

out through our website, the demo of which is illustrated below (Fig. 9.6).

9.3 The Clinical Decision Support System

In general computer-aided diagnosis (CAD) systems aim to enhance the ability to

detect pathological structures in medical examinations and to support evaluation of

pathological findings during the diagnostic procedure [17, 18]. CDSS are very

Fig. 9.5 Addictions
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challenging and innovating interactive systems, designed to help doctors and other

health professionals to take decisions regarding the condition a patient is facing, as

well as to aid in keeping an updated patient record. As such, the principal function

of the CDSS is to enable the doctor to interact with the system and consequently

help in the diagnosis and analysis of patient data [19, 20]. The system we propose,

however, has a fundamental modification as to its usage; apart from doctors and

professionals, third parties such as a patient’s family can use the system in order to

identify possible symptoms, risk factors, unusual attitudes or to help the patient in

dealing with a specific condition. The proposed CDSS website can be used by

anyone who wants to find out more about a specific condition. The website will

offer the ability for signing up, so that users can be able to directly communicate

with a specialized doctor, should they wish to do so. After choosing one of the four

condition groups, the user will choose the disease or treatment that they wish to

learn more about.

As each group of conditions contains diseases and disorders with similar or

identical symptoms, the users might have to engage into the process more than

once, in order to be sure of their condition. As shown below, if the users select one

of the following conditions, they will have to choose only the symptoms that apply

Fig. 9.6 The adolescent mental health CDSS
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in their case. Consequently, when the users finish the symptoms’ selection process,

a new window appears, advising for the possible causes and treatments for the

specific condition. In the example of mania shown below, after the user has selected

their symptoms, a result like the one in Fig. 9.7 will appear. As seen in Fig. 9.7, a

user has selected a number of symptoms regarding a manic episode, like increased

activity or physical restlessness, increased talkativeness, difficulty in concentration

or distractibility, decreased need for sleep and mild spending sprees, or other types

of reckless or irresponsible behavior. As a result, the user can view possible causes

and treatments of the conditions they have chosen, in this case, the output concerns

manic episode. At first, the causes of manic episode (Fig. 9.8) could be many and

different. Manic episodes in adolescents are more likely to include psychotic

features and may be associated with school truancy, antisocial behavior, school

failure, or substance use [33–35]. A significant minority of adolescents appear to

have a history of long-standing behavior problems that precede the onset of a frank

Fig. 9.7 Choosing symptoms of manic episode

Fig. 9.8 CDSS output
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manic episode. It is unclear whether these problems represent a prolonged prodro-

mal to bipolar disorder or an independent disorder [19]. Frequently manic episodes

occur following psychosocial stressors. The biological mechanism by which mania

occurs is not yet known [33–35]. Based on the mechanism of action of antimanic

agents (such as antipsychotics, valproate, tamoxifen, lithium, carbamazepine, etc.)

and abnormalities seen in patients experiencing a manic episode the following may

theorized to be involved in the pathophysiology of mania such as dopamine D2

receptor overactivity (which is a pharmacologic mechanism of antipsychotics in

mania), GSK-3 overactivity, protein kinase C overactivity, inositol

monophosphatase overactivity, increased arachidonic acid turnover, and increased

cytokine synthesis [36]. Also, the user could learn about the treatment of manic

episode. Manic episodes in bipolar I disorder require treatment with drugs, such as

mood stabilizers and antipsychotics, and sometimes sedative-hypnotics (benzodi-

azepines such as Ativan or Klonopin) [37]. Taking medicine on a regular basis can

help to prevent future manic or depressive episodes. Regular therapy sessions with a

psychologist or social worker can help people to identify factors that can destabilize

mood (such as sleep deprivation, drug or alcohol abuse, and poor stress manage-

ment), leading to fewer hospitalizations and feeling better overall [37, 38].

Conclusion
In this chapter an integrated questionnaire concerning adolescent mental

health is presenting, in order to categorize every possible illness or symptom

can be diagnosed in teen population. Neurological lesions, simple daily

unusual symptoms, comorbidities, or other risk factors have been classified

for the designing of the architecture of a web-based CAD system, easily to be

accessible by patients, relatives, or medical doctors. Few examples have been

presented in order to describe the importance and the usage of this free CDSS

application. Our future study will concern clinical study in association with

medical staff for the application of our tool in real time.

Appendix: Questionnaire

1. Psychological Disorders

1.1 Hypomania

(a) Irrational euphoric for at least 4 days.

(b) Non-use of psychoactive substances.

(c) Absence of organic mental disorder.

• At least three of the following must be present:

– Increased activity or physical restlessness.

– Increased talkativeness.
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– Difficulty in concentration or distractibility.

– Decreased need for sleep.

– Increased sexual energy.

– Reckless or irresponsible behavior.

– Increased sociability or over-familiarity.

1.2 Mania without psychotic symptoms

(a) Abnormal elevated, expansive or irritable mood that is prominent for at

least a week.

(b) Non-use of psychoactive substances.

(c) Absence of organic mental disorder.

• At least three of the following must be present:

– Increased activity or physical restlessness.

– Increased talkativeness.

– Rapid flow of thought.

– Loss of normal social inhibitions resulting in misbehavior.

– Decreased need for sleep.

– Inflated self-esteem or grandiosity.

– Distractibility or constant changes in activity or plans.

– Ignorance of the risk of reckless and daredevil acts.

– Marked sexual energy or sexual indiscretions.

1.3 Mania with psychotic symptoms

(a) Irrational euphoric for at least 4 days.

(b) Noncondition of schizophrenia.

(c) Existence of delusions or hallucinations.

• At least three of the following must be present:

– Increased activity or physical restlessness.

– Increased talkativeness.

– Difficulty in concentration or distractibility.

– Decreased need for sleep.

– Increased sexual energy.

– Reckless or irresponsible behavior.

– Increased sociability or over-familiarity.

1.4 Bipolar affective disorder

1.4.1. Bipolar affective disorder, current episode hypomanic

(a) Irrational euphoric for at least 4 days.

(b) Non-use of psychoactive substances.

(c) Absence of organic mental disorder.

(d) Existence of at least one other affective episode in the past, such

as hypomanic or manic episode, depressive episode, or mixed

affective episode.
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• At least three of the following must be present:

– Increased activity or physical restlessness.

– Increased talkativeness.

– Difficulty in concentration or distractibility.

– Decreased need for sleep.

– Increased sexual energy.

– Reckless or irresponsible behavior.

– Increased sociability or over-familiarity.

1.4.2. Bipolar affective disorder, current episode manic without psychotic
symptoms

(a) The depressive episode should last for at least 2 weeks.

(b) Nonexistence of hypomanic or manic symptoms.

(c) Non-use of psychoactive substances.

(d) Absence of organic mental disorder.

(e) Existence of at least one other affective episode in the past, such

as hypomanic or manic episode, or mixed affective episode.

• At least two of the following three symptoms must be present:

– Abnormal and constant depressed mood for at least

2 weeks.

– Loss of interest or pleasure in activities that normally are

pleasurable.

– Decreased energy or increased fatigability.

• At least one of the following three symptoms must be present:

– Loss of confidence and self-esteem.

– Unjustified feelings of guilt.

– Recurrent thoughts of death or suicide.

– Lack of concentration and indecision.

– Change in psychomotor activity.

– Sleep disturbance.

– Change in appetite with corresponding weight change.

1.4.3. Bipolar affective disorder, current episode severe depression without
psychotic symptoms

(a) Existence of at least one other affective episode in the past, such as

hypomanic ormanic episode ormixed affective episode in the past.

(b) Nonexistence of hallucinations, delusions, or depressive stupor.

(c) Nonexistence of hypomanic or manic symptoms.

(d) Non-use of psychoactive substances.

(e) Abnormal and constant depressed mood for at least 2 weeks.

(f) Loss of interest or pleasure in activities that normally are

pleasurable.
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(g) Decreased energy or increased fatigability.

(h) Loss of confidence and self-esteem.

(i) Unjustified feelings of guilt.

(j) Recurrent thoughts of death or suicide.

(k) Lack of concentration and indecision.

(l) Change in psychomotor activity.

(m) Sleep disturbance.

(n) Change in appetite with corresponding weight change.

1.4.4. Bipolar affective disorder, current episode severe depression with
psychotic symptoms

(a) Existence of at least one other affective episode in the past, such as

hypomanic ormanic episode ormixed affective episode in the past.

(b) Nonexistence of hypomanic or manic symptoms.

(c) Noncondition of schizophrenia.

(d) Non-use of psychoactive substances.

(e) Abnormal and constant depressed mood for at least 2 weeks.

(f) Loss of interest or pleasure in activities that normally are

pleasurable.

(g) Decreased energy or increased fatigability.

(h) Loss of confidence and self-esteem.

(i) Unjustified feelings of guilt.

(j) Recurrent thoughts of death or suicide.

(k) Lack of concentration and indecision.

(l) Change in psychomotor activity.

• At least one of the following symptoms must be present:

– Existence of delusions or hallucinations.

– Depressive stupor.

1.4.5. Bipolar affective disorder, current episode mixed

(a) Rapid alternation of hypomanic, manic and depressive mood for

at least 2 weeks.

(b) Existence of at least one hypomanic or manic episode, depressive

or mixed affective episode in the past.

1.4.6. Bipolar affective disorder, currently in remission

(a) Noncondition of manic episode in any severity, or for any other

mood disorder.

(b) Existence of at least one well-authenticated hypomanic or manic

episode in the past.
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1.5 Depressive episode

1.5.1. Mild depressive episode

(a) Nonexistence of hypomanic or manic symptoms.

(b) Non-use of psychoactive substances.

(c) Absence of organic mental disorder.

• At least two of the following three symptoms must be present:

– Abnormal and constant depressed mood for at least

2 weeks.

– Loss of interest or pleasure in activities that normally are

pleasurable.

– Decreased energy or increased fatigability.

• At least one of the following seven symptoms must be present:

– Loss of confidence and self-esteem.

– Unjustified feelings of guilt.

– Recurrent thoughts of death or suicide.

– Lack of concentration and indecision.

– Change in psychomotor activity.

– Sleep disturbance.

– Change in appetite with corresponding weight change.

1.5.2. Moderate depressive episode

(a) Nonexistence of hypomanic or manic symptoms.

(b) Non-use of psychoactive substances.

• At least two of the following three symptoms must be present:

– Abnormal and constant depressed mood for at least

2 weeks.

– Loss of interest or pleasure in activities that normally are

pleasurable.

– Decreased energy or increased fatigability.

• At least six of the following seven symptoms must be present:

– Loss of confidence and self-esteem.

– Unjustified feelings of guilt.

– Recurrent thoughts of death or suicide.

– Lack of concentration and indecision.

– Change in psychomotor activity.

– Sleep disturbance.

– Change in appetite with corresponding weight change.
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1.5.3. Severe depressive episode without psychotic symptoms

(a) Nonexistence of hallucinations, delusions, or depressive stupor.

(b) Nonexistence of hypomanic or manic symptoms.

(c) Non-use of psychoactive substances.

(d) Abnormal and constant depressed mood for at least 2 weeks.

(e) Loss of interest or pleasure in activities that normally are

pleasurable.

(f) Decreased energy or increased fatigability.

(g) Loss of confidence and self-esteem.

(h) Unjustified feelings of guilt.

(i) Recurrent thoughts of death or suicide.

(j) Lack of concentration and indecision.

(k) Change in psychomotor activity.

(l) Sleep disturbance.

(m) Change in appetite with corresponding weight change.

1.5.4. Severe depressive episode with psychotic symptoms

(a) Nonexistence of hypomanic or manic symptoms.

(b) Noncondition of schizophrenia.

(c) Non-use of psychoactive substances.

(d) Abnormal and constant depressed mood for at least 2 weeks.

(e) Loss of interest or pleasure in activities that normally are

pleasurable.

(f) Decreased energy or increased fatigability.

(g) Loss of confidence and self-esteem.

(h) Unjustified feelings of guilt.

(i) Recurrent thoughts of death or suicide.

(j) Lack of concentration and indecision.

(k) Change in psychomotor activity.

• At least one of the following symptoms must be present:

– Existence of delusions or hallucinations.

– Depressive stupor.

1.6 Recurrent depressive disorder

1.6.1. Recurrent depressive disorder, current episode mild

(a) Existence of at least one previous episode, mild, moderate, or

severe depression episode, lasting for a minimum of 2 weeks and

separated from the current episode by at least 2 months.

(b) Nonexistence in the past or present hypomanic or manic episode.

(c) Nonexistence of hallucinations, delusions, or depressive stupor.

(d) Non-use of psychoactive substances.

(e) Absence of organic mental disorder.
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• At least two of the following three symptoms must be present:

– Abnormal and constant depressed mood for at least

2 weeks.

– Loss of interest or pleasure in activities that normally are

pleasurable.

– Decreased energy or increased fatigability.

• At least one of the following seven symptoms must be present:

– Loss of confidence and self-esteem.

– Unjustified feelings of guilt.

– Recurrent thoughts of death or suicide.

– Lack of concentration and indecision.

– Change in psychomotor activity.

– Sleep disturbance.

– Change in appetite with corresponding weight change.

1.6.2. Recurrent depressive disorder, current episode moderate

(a) Existence of at least one previous episode, mild, moderate, or

severe depression episode, lasting for a minimum of 2 weeks and

separated from the current episode by at least 2 months.

(b) Nonexistence in the past or present hypomanic or manic episode.

(c) Nonexistence of hallucinations, delusions, or depressive stupor.

(d) Non-use of psychoactive substances.

(e) Absence of organic mental disorder.

(f) Non-use of psychoactive substances.

• At least two of the following three symptoms must be present:

– Abnormal and constant depressed mood for at least

2 weeks.

– Loss of interest or pleasure in activities that normally are

pleasurable.

– Decreased energy or increased fatigability.

• At least six of the following seven symptoms must be present:

– Loss of confidence and self-esteem.

– Unjustified feelings of guilt.

– Recurrent thoughts of death or suicide.

– Lack of concentration and indecision.

– Change in psychomotor activity.

– Sleep disturbance.

– Change in appetite with corresponding weight change.
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1.6.3. Recurrent depressive disorder, current episode severe without psy-
chotic symptoms

(a) Existence of at least one previous episode, mild, moderate, or

severe depression episode, lasting for a minimum of 2 weeks

and separated from the current episode by at least 2 months.

(b) Nonexistence in the past or present hypomanic or manic

episode.

(c) Nonexistence of hallucinations, delusions, or depressive stupor.

(d) Non-use of psychoactive substances.

(e) Absence of organic mental disorder.

(f) Non-use of psychoactive substances.

(g) Abnormal and constant depressed mood for at least 2 weeks.

(h) Loss of interest or pleasure in activities that normally are

pleasurable.

(i) Decreased energy or increased fatigability.

(j) Loss of confidence and self-esteem.

(k) Unjustified feelings of guilt.

(l) Recurrent thoughts of death or suicide.

(m) Lack of concentration and indecision.

(n) Change in psychomotor activity.

(o) Sleep disturbance.

(p) Change in appetite with corresponding weight change.

1.6.4. Recurrent depressive disorder, current episode severe with psychotic
symptoms

(a) Existence of at least one previous episode, mild, moderate, or

severe depression episode, lasting for a minimum of 2 weeks and

separated from the current episode by at least 2 months.

(b) Nonexistence in the past or present hypomanic or manic

episode.

(c) Non-use of psychoactive substances.

(d) Non-use of psychoactive substances.

(e) Abnormal and constant depressed mood for at least 2 weeks.

(f) Loss of interest or pleasure in activities that normally are

pleasurable.

(g) Decreased energy or increased fatigability.

(h) Loss of confidence and self-esteem.

(i) Unjustified feelings of guilt.

(j) Recurrent thoughts of death or suicide.

(k) Lack of concentration and indecision.

(l) Change in psychomotor activity.

(m) Sleep disturbance.

(n) Change in appetite with corresponding weight change.
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1.6.5. Recurrent depressive disorder, currently in remission

(a) Existence of at least one recurrent depressive episode in the past.

(b) Nonexistence of depressive episode in the present.

1.7 Persistent mood [affective] disorders

1.7.1. Cyclothymia

(a) Instability of mood for at least 2 years.

(b) Several periods of both depression and hypomania.

(c) Nonexistence of manic episode or depressive episode in the last

2 years.

• During the depression stage at least three of the following

should be present:

– Decreased energy or activity.

– Insomnia.

– Loss of self-confidence or feelings of inadequacy.

– Difficulty concentrating.

– Social withdrawal.

– Loss of interest or enjoyment in sex and other pleasurable

activities.

– Less talkative.

– Pessimism.

• During the mood elevation stage at least three of the following

should be present:

– Increased energy or activity.

– Decreased need for sleep.

– Inflated self-esteem.

– Sharpened or unusually creative thinking.

– Excessive sociability

– Increased spirituality or talkativeness

– Increased interest and involvement in sexual and other

pleasurable activities.

– Over-optimism.

1.7.2. Dysthymia

(a) A period of at least 2 years of constant or constantly recurring

depressed mood.

(b) Nonexistence of hypomanic episode.

(c) None or very few episodes of recurrent mild depressive disorder

in the last 2 years.
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• During the depression stage at least three of the following

should be present:

– A reduction in energy or activity.

– Insomnia.

– Loss of self-confidence or feelings of inadequacy.

– Difficulty concentrating.

– Often in tears.

– Loss of interest or enjoyment in sex and other pleasurable

activities.

– Feeling of hopelessness or despair.

– Failure to adapt the routine responsibilities of everyday life.

– Pessimism.

– Social withdrawal.

– Less talkativeness.

2. Neurological disorders

2.1 Autism

(a) Social adjustment difficulties.

(b) Breakdown in communication.

(c) Limited interests.

(d) Repetitive kinetics behavior.

(e) Eating certain foods.

(f) Unresponsive on hearing their name.

(g) Lack of visual contact.

(h) Problematic interpersonal relationships.

(i) Delayed speech and voice development.

(j) Repetitive and stereotyped behaviors.

2.2 Dyslexia

(a) Difficulties in writing skills.

(b) Difficulty in speaking.

(c) Difficulties in writing.

(d) Problems in spelling.

(e) Delay in learning to read.

(f) Difficulties in mathematics.

(g) Problems with memory.

(h) Problems in reading.

(i) Reciprocating skills event.

(j) Problems in the estimation of distance and space.

(k) Confusion with directions.

(l) Time management problems.

(m) Confusing similar-sounding words.
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2.3 Mental retardation

(a) Attention disorder.

(b) Hyperactivity.

(c) Impulsiveness.

(d) Psychoses.

• Existence of the following disorders:

– Anxiety disorders.

– Eating disorders.

– Mental disorders.

– Mood disorders.

2.4 Aphasia

(a) Difficulty in speaking and hearing.

(b) Difficulty in understanding and writing skills.

(c) Difficulty in mathematical calculations.

(d) Difficulty in communicating.

2.5 Attention-Deficit Hyperactivity Disorder

(a) Inattention.

(b) Distractibility.

(c) Hyperactivity.

(d) Nervousness.

(e) Impulsiveness.

(f) Impatience.

2.6 Dyspraxia

(a) Tension.

(b) Hyperactivity.

(c) Poor mobility.

(d) Absence of risk perception.

(e) Confusing.

(f) Trouble in body balance.

(g) Distractibility.

(h) Tendency to isolation.

(i) Disturbances in speech.

2.7 Dysphasia

(a) Difficulty with speech.

(b) Difficulty in understanding.

(c) Difficulty in hearing.

(d) Difficulty in writing.

(e) Difficulty in mathematical calculations.

(f) Difficulty in communicating.
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2.8 Huntington disease

(a) Changes in personality.

(b) Changes in physical skills.

(c) Changes in cognitive function (loss of memory , abstract thinking).

(d) Spasmodic random and uncontrollable movements (called chorea).

(e) Lack of coordination.

(f) Delayed eye movements.

(g) Stiffness.

(h) Volatility.

(i) Difficulties in chewing, swallowing, and speech.

(j) Difficulty feeding.

(k) Sleep disorders.

(l) Anxiety.

(m) Depression.

(n) Aggression.

(o) Egocentrism.

(p) Deterioration addictions.

(q) Hallucinations.

(r) Psychosis.

(s) Dementia.

2.9 Tourette Syndrome

(a) Physically teak.

(b) Blinking eye.

(c) Shaking head.

(d) Lifting shoulder.

(e) Grimacing face.

(f) Leaps.

(g) Swirled around himself.

(h) Vocal tics.

(i) Cleaning neck.

(j) Sucking nose.

(k) Shouts.

(l) Irrelevant words.

(m) Suicidal behavior.

(n) Hyperactivity.

• Existence of the following disorders:

– Coprolalia.

– Echolalia.

– Palilalia.

– Obsessive–compulsive disorder.

– Attention-deficit disorder.

– Learning disorders.

– Sleep disorders.
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2.10 Paralysis of Bell (Bell’s Palsy)

(a) Backlash.

(b) Paralysis of one or both sides of the face.

(c) Slowness of lower eyelid and corner of the mouth.

(d) Inability to fully closing the eye.

(e) Escape saliva.

(f) Problems in taste.

(g) Dry eyes or mouth.

(h) Eye tearing.

(i) Pain in the ear.

(j) Headaches.

(k) Difficulty chewing and swallowing.

2.11 Down Syndrome

(a) Mental retardation.

(b) Low stature.

(c) Psychological disorders.

(d) Tendency to obesity.

(e) Damage to the digestive tract.

(f) Congenital cardiac defects.

(g) Endocrinopathies.

(h) Musculoskeletal abnormalities.

(i) Respiratory vulnerability.

(j) Low-average life expectancy.

(k) Eye problems.

(l) Reproductive disorders.

(m) Remote features in face.

(n) Wide and flat face.

(o) Microcephaly.

(p) Small and round ears.

(q) Hypoplastic pug nose.

(r) Slant eyes with odd folds of skin.

(s) No middle groove of the tongue.

(t) Narrow and high palate.

(u) Short lower jaw.

(v) Short neck with an extra skin fold neck.

(w) Flexibility.

(x) The hands are near and wide.

(y) Low stature.

(z) Hyperkinesis.

(aa) Depression.
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2.12 Charcot Marie Tooth

(a) Influence motor and sensory nerve.

(b) Weakness of the muscles of the lower limbs.

(c) Deformation of the legs.

(d) Weakness in arms.

(e) Abnormal and unreasonable pain.

(f) Hammertoes.

(g) Reduced ability to run.

(h) Sensory disturbances.

(i) Disorder mobility.

(j) Erectile impotence.

(k) Disorders of urination.

(l) Diarrhea.

2.13 Alexia

(a) Inability in reading and oral expression.

(b) Partial or total blindness.

(c) Problems in understanding and writing skills.

(d) Failure or substituting words.

(e) Transfer of letters in words.

(f) Problems with spelling.

(g) Delay in speech.

(h) Confusion with directions.

(i) Confusion with the opposite.

(j) Problems in math.

2.14 Multiple Sclerosis Center

(a) Problems in speech.

(b) Problems in vision.

(c) Problems in memory.

(d) Weakness in arm or leg.

(e) Loss of urine.

(f) Numbness in face or arm or leg.

(g) Vertigo.

(h) Instability.

2.15 Epilepsy and seizure disorders

(a) Loss of awareness.

(b) Moving disorders.

(c) Sensation disorders.

2.16 Schizophrenia

(a) Somatic hallucinations.

(b) Auditory hallucinations.
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(c) Disorganized speech and thinking.

(d) Disorganized behavior.

(e) Catatonic behavior.

(f) Blunted or flattened affect.

(g) Alogia.

(h) Avolition.

(i) Anhedonia.

(j) Anosognosia.

(k) High rates of substance-abuse disorders.

(l) High risk of suicide.

3. Daily functions

3.1. Anorexia

(a) Constant starvation.

(b) Data suggesting alterations in brain size.

(c) Neurotransmitter unbalance.

(d) Abnormal hormonal secretion signals originating from the brain.

(e) Genital dysfunction.

(f) Problem amenorrhea.

(g) A chronic weakening of the heart.

(h) Bradycardia.

(i) Arrhythmias.

(j) Digastric motility and delayed gastric emptying.

(k) Bloating.

(l) Constipation.

(m) Problematic bone growth.

(n) Development of osteoporosis.

(o) Cold hands and feet.

(p) Dry skin.

(q) Hair loss.

(r) Headaches.

(s) Fainting.

(t) Dizziness.

(u) Lethargy.

(v) Develop lanugo on the face or back.

(w) Inability to concentrate.

(x) Irascibility.

(y) Depression.

(z) Socially withdrawn.

(aa) Obsessively avoid food.

(bb) Hypothermia.

(cc) Lowered glucose and white blood cell rates.

(dd) A loss of muscle mass.
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3.2. Bulimia

(a) Nausea.

(b) Abdominal distension.

(c) Cramping.

(d) Slowed digestion.

(e) Weight gain.

(f) Self-induced vomiting.

(g) Erosion of tooth enamel.

(h) Enlargement of the salivary glands.

(i) Scars and calloused areas on the knuckles from contact with the

teeth.

(j) Irritation of the throat and esophagus from contact with

stomach acid.

(k) Tearing of mucous membranes in the upper gastrointestinal tract or

perforation of the esophagus and stomach wall.

(l) Perforation of part of the digestive tract.

(m) Loss of fluids.

(n) Depletion of hydrogen chloride, potassium, sodium, and

magnesium.

(o) Hypokalemia.

(p) Irregular menstrual periods.

(q) Petechiae in the skin around the eyes and rectal prolapse.

3.3. Nonorganic sleep disorders

3.3.1. Nonorganic insomnia

(a) Difficulty in falling asleep.

(b) Frequent sleep disturbances.

(c) Awaken too early in the morning.

(d) Too light sleeping.

(e) Reduced ability to concentrate or pay attention.

(f) Decreased alertness.

(g) Mental sluggishness.

3.3.2. Nonorganic hypersomnia

(a) Problems with the morning waking.

(b) Staying awake during the day.

(c) Sleep for 18 or more hours a day.

(d) Irascibility.

(e) Indiscriminate sexual advances.

(f) Eat uncontrollably.

(g) Rapidly gain weight.
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3.3.3. Sleepwalking:

(a) No memory of the sleepwalking events.

(b) Great difficulty to awaken.

• During the sleep:

– Sitting up in bed.

– Looking around and walking.

– Attempts at communication.

– Eyes open.

– Dilated pupils.

– A blank stare.

– Not respond to another’s attempts at communication.

3.3.4. Nightmare disorder

(a) Symptoms of anxiety or fear.

(b) Prominence of the dream images in the person’s mind.

(c) Waking from the nightmare with a profound sense of fear.

(d) Good recall of the dream and what was so frightening about it.

(e) Avoid going to sleep after a particularly intense.

(f) Decreased mental clarity.

(g) Problems paying attention.

(h) Excessive daytime sleepiness.

(i) Irritability.

(j) Mild depression.

(k) Problems with falling.

• During the sleep:

– The sleeper may moan, talk, or move slightly.

– Increased heart rate.

– Sweating.

3.4. Stress

(a) Withdrawing from social activities.

(b) Avoiding stimuli associated with the revival of the event.

(c) Increased heart rate.

(d) Alternations in the rhythm of the heart.

(e) Release of extra clotting factors into the blood.

(f) Release of fat into the bloodstream.

(g) Diarrhea.

(h) Constipation.

(i) Bloating.

(j) Irritable bowel syndrome.

(k) Abnormal weight loss or gain.
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(l) Chronic pain of arthritis and other joint disorders.

(m) Tension-type headaches.

4. Addiction

4.1. Addiction to Caffeine

(a) Feeling nervousness.

(b) Feeling excitement.

(c) Feeling restlessness.

(d) Sleep disturbances.

(e) Diuresis.

(f) Gastrointestinal disorders.

(g) Muscle contractions.

(h) Disturbed heartbeat.

(i) Immunity to caffeine.

(j) Ringing in the ears.

(k) Flashes of light.

(l) Seizures.

(m) Respiratory failure.

(n) Headache.

(o) Fatigue.

(p) Depression.

(q) Difficulty concentrating.

(r) Trouble sleeping.

(s) Constipation.

(t) Problems in school.

(u) Flu-like symptoms such as stuffy nose and vomiting.

(v) Inability in everyday responsibilities.

4.2. Addiction to computers

(a) Lack of sense of time.

(b) Problems in their daily obligations.

(c) Great change in progress at school.

(d) Isolation from friends and family.

(e) Creating a sense of joy and euphoria during use computers.

(f) Carpal tunnel syndrome.

(g) Pain in the neck and back.

(h) Changes in sleep hours.

(i) Severe headaches.

(j) Blurred vision.

(k) Intense weight change.

(l) Unsuccessful attempts to restrict its use.

(m) Telling lies for the reason that sits on the computer.

(n) Excessive cash outlays for the purchase of products for the computer.

(o) Possible disruption of school.
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(p) Lack of personal hygiene.

(q) Many hours of isolation.

(r) Withdrawal symptoms and anxiety when they do not use computers.

4.3. Addiction to Drugs

(a) Red eyes.

(b) Frequent nose bleeds.

(c) Itchy nose and runny.

(d) Changes in sleeping routine.

(e) Changes in appetite.

(f) Changes in body weight.

(g) Changes in clothing

(h) Lack of personal hygiene.

(i) Usual chills.

(j) Changes in speech.

(k) Loss of concentration.

(l) Weakness.

(m) Unusual hyperactivity.

(n) Sudden irritability.

(o) Outbursts.

(p) Memory loss.

(q) Nervousness.

(r) Absenteeism at school.

(s) Large change in behavior at school.

(t) Drop in grades.

(u) Indifference for extracurricular activities and a hobby.

(v) Suspicious secretive behavior.

(w) Sudden change in relationships with friends.

(x) Sudden change on mood.

(y) New friendships.

(z) Unusual odor on breath.

(aa) Unusual odor on body.

(bb) Unusual odor on clothes.

(cc) Signs of needles into specific points on the body.

(dd) Abnormal heartbeat.

(ee) Dry cough.

(ff) Nausea.

(gg) Vomiting.

(hh) Sudden need for more money.

(ii) Sudden secretive about things.

(jj) Stays out unusually late.

(kk) Unreasonable use of air conditioning.

(ll) Cough
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• When the use of drugs is already known.

– Need a higher dose of drug to have the same result as before.

– Theft to find money for drugs.

– The use of drugs to withstand the deprivation of the substance.

– Frequent respiratory infections.

– Possible mental health decline.

– Constipation.

– Endocarditis.

– Hepatitis.

– HIV.

– Inability to stop using.

– Possession of various ancillary drug paraphernalia.

– Fatal overdose.

– Weight loss.

– Insomnia.

– Cardiac or cardiovascular complications.

– Stroke.

– Seizures.

– Sleep disturbances.

– Depression.

– Impaired memory.

– Hyperthermia.

– Anxiety.

– Tremors.

– Numbness.

– Memory loss.

– Nausea.

– Flashbacks.

– Hallucinogen persisting perception disorder.

– Hypertension.

– Blood clotting.

– Cholesterol changes.

– Liver cysts.

– Hostility.

– Aggression.

– Acne.

– Stoppage of growth.

– In males—prostate cancer.

– In males—reduced sperm production.

– In males—shrunken testicles.
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– In males—breast enlargement.

– In females—menstrual irregularities.

– In females—development of beard and other masculine

characteristics.

4.4. Addiction to food

(a) At least three of the following symptoms must be present:

• For certain foods, eat more than planned.

• Eating certain foods even when not hungry.

• Eating without limits.

• Stress because of the lack of certain food.

• Stress and depression for the act-eating.

• Combat of negative feelings and euphoria because of eating certain

foods.

• Inability to control the amount of food and passion for some food.

• Failed attempts with various weight loss diets.

• Eating in secret.

• Pay more attention to the food than to friends and relatives.

• Eating all day or at short intervals several times.

• Avoiding social events.

• Embarrassment about the body image.

• Steal food from others.

• Inability to stop the large amount in particular foods.

• Use of laxatives and diuretics.

• Self-induced vomiting.

• Fasting and excessive exercise to eliminate the food.

• Unable to stop overeating even if wants to.

• Weight loss or weight gain.

• Determination of the mood by the appearance and the weight.

• Frequent use of mirror and scale.

• Use clothing that is loose.

• Buying clothes in a different size than normal.

• Fear for weighing.

• Negative comments about their body to others.

• Check for various defects in the body.

• Removal from various activities due weight.

• Hiding food in strange places.

• Eat faster than normal.

• Extreme emotions when eating addictive substances.

• Reduce energy and intense fatigue.

• Difficulty in concentration.

• Sleep disorder.

• Headache.

• Digestive disorders.
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• Low self-esteem.

• Heart problems.

• High cholesterol.

• Diabetes.

• Hypertension.

• Kidney disease.

• Arthritis.

• Obesity.

• Panic attacks.

• Isolation from other people.

• Unstable progress at school.

4.5. Addiction to lie

(a) Lack of confidence and low self-esteem.

(b) Deservedness.

(c) Propensity to say realistic and persuasive stories.

(d) Ability to cover lies.

(e) Successful declaimer by blaming others.

(f) Looking into other’s eyes while lying.

(g) Defensiveness.

4.6. Addiction to nicotine

(a) Unsuccessful attempts to quit smoking.

(b) Continued smoking despite health problems.

(c) Chronic lung disease.

(d) Cardiovascular disease.

(e) Stroke.

(f) Cancer of the mouth.

• Health problems in:

– Pharynx.

– Larynx.

– Esophagus.

– Stomach.

– Pancreas.

– Cervix.

– Kidney.

– Bladder.

– Heart.

(g) Acute myeloid leukemia.

(h) Adverse pregnancy outcomes.

(i) Problems increase in blood pressure.
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(j) Change habits and fun time to consistent with the possibility for

smoking.

(k) Smoking becoming priority.

(l) Continues increase of the amount of nicotine.

(m) Use of a greater amount than originally calculated for cigarettes.

• During the break in their use:

– Anxiety.

– Frustration.

– Anger.

– Sleep disturbance.

– Weakness concentration.

– Increased appetite.

– Weight gain.

– Depression.

– Decreased heart rate.

– Headache.

– Panic.

– Redirecting.

– Fatigue.

– Constipation.

– Loss of performance.

4.7. Alcohol addiction:

(a) Alcohol use until drunkenness.

(b) Display problems in family, friendships, and school.

(c) Immunity to alcohol.

(d) Memory gaps after the drunkenness.

(e) Refusal problems.

(f) Unsuccessful attempts to quit drinking.

(g) Distant from extracurricular activities.

(h) Hidden alcohol use at school.

(i) Emotional and physical problems.

(j) Increased violence after drinking.

(k) Hostility when they need to answer questions about alcohol.

(l) Consume alcohol alone.

(m) Excuses for drinking.

(n) Engaging in dangerous and illegal situations.

(o) Spend large amounts of money buying alcohol.

(p) No clear speech.

(q) Unbalance.

(r) Reduction of reflexes.

(s) Emotional volatility.

(t) Change in appearance.

(u) Changes in food and sleep routine.
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(v) Slow or uncontrollable eye movements.

(w) Impaired vision.

• During drunkenness:

– Facial redness.

– Delusions.

– Hallucinations.

– Insomnia.

– Strong heartbeat.

– Fever.

– Nausea.

– Tremors.

– Nightmares.

– Dilated pupils.

– Anxiety.

– Nervousness.

– Depression.

– Fatigue.

– Pain.

– Sweating.

4.8. Gambling addiction

(a) Persistence for gambling.

(b) Lack of time for family and friends.

(c) Use the entire tip for gambling.

(d) Theft of money.

(e) Non-control of the money and the time spending by playing.

(f) Failed attempts to stop it.

(g) Changes in lifestyle.

(h) Differences in food and personal hygiene habits.

(i) Persistence thoughts of finding money.

(j) Lies to parents and friends.

(k) Daily playing.

(l) Relationship with “dangerous” people.

(m) Puts aside his daily school obligations to play.

(n) Anxiety.

(o) Depression.

(p) Alcohol and drug use.

(q) A sudden desire to learn the value of the house.

(r) Asking money from friends and family.

(s) Thoughts or attempts of suicide.

(t) Sleep deprivation.

(u) Weight gain or loss.
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(v) Dark circles under the eyes.

(w) Willing to play even when he have no money.

(x) Irascibility.

(y) Angriness.

(z) Nervousness.

4.9. Internet addiction

(a) Internet use for extended periods.

(b) Inability to stop using Internet.

(c) Distance from family and friends.

(d) Feelings of pleasure when using the Internet.

(e) Major changes in grades.

(f) Distance from school.

(g) Lack of sleep.

(h) Fatigue.

(i) Change in external appearance.

(j) Weight changes.

(k) Headache.

(l) Back pain syndrome carpal tunnel.

(m) Not fed properly.

(n) Lack of personal hygiene.

(o) Reduce functionality outside Internet.

(p) Reduced interest in hobbies.

(q) Denial of reality.

(r) Lies to close people.

(s) When removed from the Internet have feelings of

nervousness and melancholy.

4.10. Kleptomania

(a) Repeated theft of objects that are unnecessary.

(b) Before the act of theft there is increasing excitement

(c) During the theft feels pleasure and relief.

(d) After the act feels shame and remorse.

(e) Cravings for theft.

(f) Inability to stop this desire after many attempts.

(g) These products are not used to and sometimes returned back.

4.11. Sex addiction

(a) Large number of partners.

(b) Cybersex or phone sex.

(c) Excessive masturbation.

(d) Resumption of sexual intercourse several times in a day.

(e) Recurrent thoughts about the sexual act and everything has to do

with this.

(f) Nervousness and anxiety in idleness.
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(g) Often one-night stands.

(h) Feeling demonstration and contacts with prostitutes.

(i) Exhaustion.

(j) Physical injuries.

(k) Addiction to porn and voyeurism.

(l) Cases of rape and sexual harassment.

(m) Lies to friends and family for sexual acts.

(n) Thoughts and fantasies about the sexual act.

(o) Irresponsibility resulting unwanted pregnancies and aphrodisiac

diseases.

(p) Failure to stop and continued despite the adverse impact on it.

(q) Isolation from friends and family.

(r) Disregard for the school and its progress.

(s) Unable to resist even in extreme and bizarre sexual acts.

(t) Inability to control the wills.

(u) Domination sense of insecurity for abandonment.

(v) Constantly changing relationships.

4.12. Shopping addiction

(a) At least four symptoms must be present:

• Large cash outlays.

• Overcoming the initial budget.

• Continuous buying of a product in a particular period.

• Lies to parents.

• Buying things on credit cards which they cannot cover.

• Obsession with money.

• Guilt and remorse at the end of a purchase.

• Buy things every day or every week.

• Feelings of joy and euphoria during operation.

• Buying unnecessary things.

• Repeated failed attempts to stop it.

• Financial problems.

• Defensive behavior when someone asks for shopping.

• They spend more than they can financially.

4.13. Video games addiction

(a) Non-control of playing time.

(b) Distance from friends and family.

(c) Neglect of personal hygiene.

(d) Feeling indifference to the complaints of friends and family for

dereliction.

(e) Spend large amounts of money for games.

(f) Feelings of joy and elation when playing.

(g) Feeing sadness, anger, and anxiety when cannot play.
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(h) Unusually weight increase and decrease.

(i) Unsociality.

(j) Conflicts with parents and friends.

(k) Problems in school and grades.

(l) Musculoskeletal disorders of the upper limb.

(m) Fatigue.

(n) Headache.

(o) Red or dry eyes.

(p) Syndrome carpal tunnel.

(q) Changes in sleep schedules.

(r) Lies for real-time playing.

(s) Personality change.

(t) Pain in the back.

(u) Playing marathon games.

(v) Not engaged in other activities.

(w) Unable to stop a game in order to do the homework.

(x) New online friends.

(y) Increasing communication with Internet friends.

(z) Wearing diapers for adults not to interrupt the game.

(aa) Spend all the spare time in games.

(bb) Dreams just for the game.

(cc) Talking for the games even when not playing.

4.14 Addiction to prescription drugs

(a) Increased dose.

(b) Continuous use.

(c) Visits to numerous doctors to get more recipes.

(d) Borrowing drugs.

(e) Abnormal use.

(f) Lying to friends and family.

(g) Problems with friends and family.

(h) Theft or forgery of prescriptions.

(i) Theft drugs.

(j) Mood swings depending on the use or not of drugs.

(k) Changes in sleep.

(l) Changes in food.

(m) Unstable weight.

(n) Sale of drugs for money.

(o) Not convincing answers to doctors for the use of recipes.

(p) Difficulty making decisions.

(q) Appearing intoxicated or excessive energy or is lethargic.

(r) Fear of the different.
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(s) Believing that without the substance cannot function properly.

(t) Lack of interest in hobbies.

(u) Unconsciousness and amnesia.

(v) Continued use despite its impact on their health.

(w) Immunity to drugs.

• Depending on the drugs may result in health problems such as:

– Slowed breathing.

– Tolerance.

– Withdrawal.

– Lowered pulse and blood pressure.

– Unconsciousness.

– Increased heart rate.

– Metabolism disorders.

– Reduced appetite.

– Nervousness.

– Insomnia.

– Seizures.

– Increased heart rate.

– Dizziness.

– Nausea.

– Vomiting.

– Confusion.

– Paranoia.

– Distorted visual perceptions.

– Impaired motor function.
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Chapter 10

Mitochondrial Fusion Through Membrane
Automata

Konstantinos Giannakis and Theodore Andronikos

Abstract Studies have shown that malfunctions in mitochondrial processes can be

blamed for diseases. However, the mechanism behind these operations is yet not

sufficiently clear. In this work we present a novel approach to describe a biomo-

lecular model for mitochondrial fusion using notions from the membrane comput-

ing. We use a case study defined in BioAmbient calculus and we show how to

translate it in terms of a P automata variant. We combine brane calculi with (mem)

brane automata to produce a new scheme capable of describing simple, realistic

models. We propose the further use of similar methods and the test of other

biomolecular models with the same behaviour.

10.1 Introduction

During the last few decades, interdisciplinary research between the fields of Com-

puter Science and Biology has brought forth a wide variety of results. Biological

systems and their functions involve large numbers of (nested) components with

complex, highly intrinsic parallel and stochastic behaviour. It is well known that

biomolecular processes play an essential role for the regular function of an organ-

ism, whereas cells are the basic unit of life. In particular, mitochondria and their

functions in eukariotic cells are under constant study [5, 13, 14, 20] in various

scientific fields aside from biology and medicine. Furthermore, recent studies have

revealed that malfunctions in mitochondrial processes such as fusion and fission can

potentially be a factor to blame for neurodegenerative diseases [5, 14],

e.g. Alzheimer’s disease [21].

Mitochondria typically consist of enzymes, ribosomes, mitochondrial DNA and

RNA, among others. They are surrounded by two membranes, the inner one and the

outer one. Their main responsibility is the production of adenosine triphosphate

(ATP), that is essential for the organism. The preservation of their population in a
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cell is crucial for the wealth of the whole organism. The main functions mitochon-

dria perform in order to regulate their population in a cell are fusion are fission.

As far as the mitochondrial fusion is concerned, it can be depicted as a parallel

structure where several units operate concurrently interacting with one another.

Formal methods of modeling are used to simulate these intrinsic concurrent systems

and in general they include typical mathematical methods to describe the behaviour

of parallel structure. For example, many of them include stochastic models, such as

Markov processes [12].
In this paper we consider P automata and their implementation on modeling a

biological function (mitochondrial fusion) based on a previously described model

in [2]. P systems (indicative references can be found in [17, 18]) and P automata

[6–8, 10] are formal tools originating from the concept of membrane computing,

with enhanced power and efficiency. Previous related work can be found in [4]

where the membrane computing was combined with concepts from brane calculus

[3], a process calculus of the same family with BioAmbients calculus.

The contribution of this paper lies on the fact that for the very first time P

automata are combined with the BioAmbients calculus. We discuss the pros and

cons of using our approach in describing biological models of this kind. Moreover,

we demonstrate our proposed scheme using a realistic biomolecular model of

mitochondrial fusion as a case study demonstrating the potential of our method.

The use of P automata notions in describing a mitochondrial model is, also, a

novelty of our study. The motivation behind our work is the importance of biomo-

lecular functions for human’s health, as stated above.

In Sect. 10.2, we introduce the concept of P automata and in Sect. 10.3 we briefly

present the summary of Alexiou et al. [2] model which is described in BioAmbients

calculus [19]. In Sect. 10.4 our main contribution is being analysed and finally in

Sect. 10.5 we summarize our conclusion and directions for future work.

10.2 P Systems and P Automata

In this section we present a short review of notions inspired from the concept of

membrane computing [15, 17, 18]. We start by introducing P systems, presenting

the most notable works on them in relation with our study and, then we proceed into

the analysis of P automata.

Computer science has a long tradition of getting inspiration from physical and

biological processes and the bioinspired models are widely used. P systems and

membrane computation, inspired from organic cells and their membranes, were

used to model several systems and problems in computer science. When one uses P

systems to model biological processes, he sees them in terms of dynamical systems.

The focus of our work is on the (deterministic or probabilistic) evolution of these

systems.

In brief, membrane computing was initiated in the late 1990s by G. Păun

[17]. Since then, the field has widely spread and many variants have been proposed
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(e.g. [15, 17, 18]). Current literature has identified three main types of P systems:

cell-like P systems, tissue-like P systems and neural-like P systems. In general,

objects are represented by symbols from a alphabet. In addition, there are evolution

rules on these objects, acting in specified compartments or even membranes.

There are different types of evolution rules in P systems. The most common type

are rewriting rules on multisets imitating natural chemical reactions in biological

system. These rules are of the form u! v (u, v are multisets of objects). On the

other hand, there are transport rules (e.g. symport and antiport rules). Moreover, the

hierarchical status of membranes can evolve by constantly creating and destroying

membranes, by membrane division, etc. Similarly to rules, objects themselves can

be of various types usually denoted by letters from an alphabet.

The outer membrane is called skin and the space which surrounds the membrane

system is called environment. Membranes can contain other membranes creating an

hierarchical structure. In addition, each membrane contains a series of objects and

rules. Objects can be proteins or whatever can be inside a cell-like system (in our

case a mitochondrion). Figure 10.1 shows a simple example of a P system.

P systems evolve via non deterministic, parallel rules, while the system being

synchronized by a global clock. Current literature is full of P systems’ variants and

extensions. There are three fundamental characteristics that membrane systems

possess: the membrane structure, multisets of objects, and rules [17, 18]. Mathe-

matically P systems can be represented by a string of labelled matching parentheses

and objects are on the region of each membrane (Fig. 10.2).

Membrane communication defines the passing of an object through a membrane.

By using rules, transitions among configurations are made and a sequence of

transitions is interpreted as computation. Accepted computations are those which

halt and a successful computation can be associated with a result. There are three

types of rules: objects evolving rules, objects communicating rules through mem-

branes and membranes handling rules.

A membrane structure can be represented either by a Venn diagram or by a

tree where the root represents the skin membrane. The main variants of P systems

are P systems with active membranes, P systems with symport/antiport rules,

Fig. 10.1 A figure

depicting a general

hierarchical nested

membranes as a Venn

diagram
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communicating P systems, and tissue P system. There are two main types of

communication rules among membranes: symport rules (the passing through a

membrane strictly in the same direction) and antiport rules (the passing through a

membrane in opposite directions).

P automata are variants of P systems with automata-like accepting behaviour

[6–8, 10]. The first variants of P automata were one-way P automata having only

symport rules [8], and analysing P systems, which accept a computation by halting

configurations [11]. Nevertheless, the generic model of P automata is a P system

with antiport rules. An input sequence is a sequence of multisets of objects which

enters the system from the environment.

The computation starts from an initial configuration and acceptance is defined by

a set of final states as in classic automata theory, except that these states define an

computable set of configurations satisfying certain conditions. The language

accepted by a P automaton is obtained from the set of accepted input sequences,

like classic automata [7]. A configuration of a (simple) P automaton having

n membranes at a step of the computation process is defined a n-tuple of multisets

of object presented in each membrane space.

A run of a P automaton is defined as a process of altering its configurations in

each step. This state changing is driven by a transition function which directly

depends on the computational mode that is used. For example, there is the maxi-

mally parallel mode (which constrains the system to consume all the available

resources during a single transition), the sequential mode, etc.

Another variant of the accepting P system is the analyzing P system introduced

in [11]. A lot of variants of accepting P systems or P automata have been developed

and studied; for detailed information the reader is referred to the survey [6] and

the textbook of [18]. A Ppp automaton is a P automaton with marked membranes.

In this model the system accepts objects as inputs from its surrounding

Fig. 10.2 The membrane

structure of Fig. 10.1,

containing simple objects

and rules. These objects

may represent proteins,

catalysts, etc.
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environment. Using non-empty marking of the skin membrane the system absorbs

objects (e.g. proteins) from the environment.

10.3 A Mitochondrial Fusion Model

There are plenty of tools and mechanisms to choose from in order to formally

describe biomolecular models. We chose the work of Alexiou et al. in [2] where a

simple biological model of mitochondrial fusion was suggested. In future, our

approach can be adapted to other similar models. In [2] the authors proposed a

model describing the fusion of two mitochondria. In particular, they used the

BioAmbient calculus [19], a process calculus based on the pi-calculus proposed

by Milner in the early 1990s [16]. They investigated the distribution of mitochon-

drial fusion in the renewal of mitochondrial population within an eukariotic cell.

Their model tries to explain the fusion process and it is described in terms of

BioAmbients calculus.

BioAmbient calculus uses the notion of hierarchical compartments

(i.e. Ambients) and their mobility mechanisms inside a cell. The morphology of

the cell is divided into nested ambients under a predefined hierarchical structure.

Specifically, proteins, membranes and communication channels take the role of

separated and (if necessary) nested ambients. The four main characteristics of

BioAmbients calculus are actions, directions, capabilities and processes, where

capabilities and communications are synchronous.

Three mammalian proteins are required (Mfn1, Mfn2 and OPA1) for the suc-

cessful fusion process [5, 20]. There are two ways fusion can occur. Firstly and

most typically is by the merging of two membrane-bound segments, where two

separated segments become one, with their contents shared. Merging is also divided

in complete and transient fusion (known as kiss-and-run) [1]. Secondly, segments

may enter or exit one another (e.g. mitophagy) or entry of a complex molecule into

an organelle can occur. Synchronized capabilities that can alter the ambients’

current state are entry, exit, or merge of other compartments.

To sum up, in this model, the proteins Mfn1 and Mfn2 in the outer mitochondrial

membrane and OPA1 in the inner mitochondrial membrane are initially created.

Then, OPA1 is being activated by Mfn1 and Mfn2 and finally, the merge of two

independent mitochondria is occurred completing the process of mitochondrial

fusion. At first, the creation of the Mfn1–Mfn2 begins with the transcription of

DNA into mRNA. At the same time RNAMfn1–Mfn2 is able to react with Transl

which contributes to the translation process. The mRna translation is completed in

two steps and the production of protein OPA1 follows a similar process. Note that

the production process of the above two proteins is independent. Afterwards, the

activating of protein OPA1 follows. It must be noted that the above procedure takes

place using specific communication channels in each step (and sub steps) which are

included in the definition of the model in BioAmbient calculus.
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10.4 Our Approach

A first attempt to connect membrane computing notions with a biological process

calculus was described in [4, 9]. In [3] brane calculi were proposed, a variation of

process calculi aiming to describe biomolecular models with focus on membrane

structures and membrane mobility, rather than the compartments they surround.

Both have in common the fact that they are inspired by the same cell section

(membranes) but they differ in their core functions. Membrane computing is a pure

computing model (using automata and language theoretic tools) motivated from the

structure and the functioning of the biological cell, whereas brane calculi focus on

the fidelity of the biological reality, thus having as a primary target strictly

biological systems. In membrane computing, membranes are just separators of

compartments and the main data structure used is the multiset of abstract objects

whereas in the case of brane calculi the structure, properties, and evolution of

membranes themselves matter.

The procedure of modeling particular biological activities through P systems’

notions is neither obvious nor straightforward. Different variants of P systems

simulate different aspects of the cellular biology depending on their behaviour

and characteristics (types of rules, attention on skin’s boundaries, etc.).

In [3, 4] six biological operations are discussed (pino, exo, phago, drip,mate and
bud) acting among membranes. It turns out that the latter three operations (drip,

mate and bud) can be expressed in terms of the other three operations using the

appropriate sequence of pinos/exos/phagos.

In [4] the six different biological operations of brane calculi are transformed into

membrane computing terms. Specifically, they analyze the pino (and its comple-

mentary process exo) and mate (and its complementary process drip). In our case

study’s model there is a mitochondria fusion mechanism that includes specific

actions and communications. A main characteristic in a such procedure is the

attachment of different objects’ membranes. These objects are mitofusins and

other proteins.

We demonstrate the transcription of some indicative parts of the model stated in

Sect. 10.3 expressed in BioAmbient calculus in terms of P automata using notions

from brane calculi and brane automata. Firstly, every ambient has to be translated

into a membrane subsystem. The fact that the fusion process of a mitochondrion

includes many parts whose membranes have to merge enhances our symbolism and

our concept. Also, biomolecular rules have to be transformed from Bioambient

calculus to P automata rewriting rules in an appropriate way. While there are other

works with similar goal, our work is the first that combines BioAmbient calculus

with a type of P automata.

Our test model consists of three mammalian proteins named Mfn1, Mfn2

and OPA1. As we briefly described in the previous section, fusion occurs in two

ways. Either two segments merge, mixing their contents or one individual segment

enters to (or exits from) another compartment (e.g. mitophagy). There are three

actions that are capable of altering the ambients’ state, namely entry, exit or merge.
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Next we represent the schematic depiction of the model using the membrane

system’s mode. The partition into membrane-like segments is similar to the hier-

archical structure of ambient.

Consequently, we have the following initial configuration of the system, where

each pair of “[]” states a distinct membrane and the symbols in its right corner

define its abbreviated name. For simplicity we ignore the transcription and trans-

lation processes that occur using the ambients Transcr and Transl in the model.

½½½½½½�AO1½�K�PM1M2�RM1M2�GM1M2�OMOM1M2 ½½½½½�BO1�PO1�RO1�GO1�IMOM1M2�skin=cell

Where Table 10.1 explains the abbreviations used.

The final configuration of the model would look like:

½½�PM1M2½�RM1M2½�GM1M2½�OMOM1M2½�PO1½�RO1½�GO1½�IMOM1M2½�K½�AO1½�BO1�skin=cell

The fact that most of the activation processes are independent to each other

increases the use of a mechanism with intrinsic parallel, non-deterministic behav-

iour. Now we show how one can describe the production of the protein Mfn1–

Mfn2. The procedure to create the OPA protein follows a similar methodology. The

system begins in the initial configuration and after consecutive use of appropriate

rules the system reaches a final configuration and halts. In the same way the

subsystem responsible for the production of the OPA runs.

Initial configuration: ½½½½�PM1M2�RM1M2�GM1M2�OMOM1M2

Final configuration: ½�PM1M2½�RM1M2½�GM1M2½�OMOM1M2

The rules to obtain the halting configuration include consecutive exo operations

of the nested membranes, one in each step of the computation. In BioAmbient

calculus the exit/expel actions are used for the unfolding of the nested ambients.

Table 10.1 Table explaining

the abbreviations used
Abbreviation Full name

PM1M2 ProteinMfn1–Mfn2

RM1M2 RNAMfn1–Mfn2

GM1M2 GeneMfn1–Mfn2

OMOM1M2 OuterMembraneOfM1& M2

RD RNAdeg

PD Proteindeg

K Kinase

PO1 ProteinOPA1

RO1 RNAOPA1

GO1 GeneOPA1

IMOM1M2K InnerMembraneOfM1& M2

BO1 BountOPA1

AO1 ActiveOPA1
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The exo operation is complementary to the pino operation in Ppp automata. Com-

munication channels in the biomolecular model can be treated as objects acting as

catalysts in the evolution of the model over time. The exo operation is not included

in [9] semantics but through [4] it can easily be constructed. In every configuration

we omit the skin membrane of the system which includes all the nested membranes

and it represents the outer membrane of the mitochondrion. Thus, we have:

½½½½�PM1M2�RM1M2�GM1M2�OMOM1M2!
exo

½½½�PM1M2�RM1M2�GM1M2½�OMOM1M2!
exo

½½�PM1M2�RM1M2½�GM1M2½�OMOM1M2!
exo

½�PM1M2½�RM1M2½�GM1M2½�OMOM1M2

In a similar manner the rest of the biomolecular model described previously

can be expressed in another way besides BioAmbient calculus. We use membrane

computing notions (specifically P automata with marked membranes) and parts of

the brane calculus (Figs. 10.3 and 10.4).

10.5 Conclusion and Future Work

There are several features of P systems that make them ideal models of biological

processes. Most important among them are the inherent compartmentalization, the

easy extensibility and the direct intuitive appearance for biologists (through Venn

diagrams). Moreover, membrane systems are particularly suitable in cases of few

number of objects involved in the process or slow reactions, which is not rare in the

study of biological phenomena.

Fig. 10.3 The initial

configuration for the

production of protein

Mfn1–Mfn2
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In this work we combined P systems and a biological calculus in order to present

a novel version of an already defined biomolecular model from the current litera-

ture. The wealth of many membrane computing models leaves ample space for

future work in this direction. Besides the modeling capabilities of these mecha-

nisms, they can potentially act as computation devices, especially the automata-like

variants of membrane systems with accepting behaviour. The fact that these

computation devices are inspired from the biomolecular world is obviously a factor

in favour of this approach.

Our case study was a model of mitochondrial fusion. The need for deeper

understanding of these natural processes is vital in studying plenty of diseases

and malfunctions in the human neurodegenerative systems. As we briefly described

in our introduction, mitochondria processes and their population dynamics play an

important role and bioinformatics can be a useful tool towards the study of these

phenomena.

Fig. 10.4 The step by step process through consecutive uses of the exo operation
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The intrinsic infinite behaviour of similar biomolecular functions should be

further investigated by implementing and using elements from the computation

theory on infinite objects, searching the most appropriate structure in each case.

This proposal can be combined with the probability theory since many biological

functions are of stochastic nature.
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Chapter 11

A Mathematical Model for the Blood Plasma
Flow Around Two Aggregated Low-Density
Lipoproteins

Maria Hadjinicolaou

Abstract The rheological behaviour of low-density lipoprotein (LDL) particles

within the blood plasma and their role in atherogenesis, as well as their ability to

aggregate under certain circumstances, is the subject of many clinical tests and

theoretical studies aiming at the prevention of atherosclerosis. In the present study

we develop a mathematical model that describes the flow of the blood plasma

around two aggregated LDLs. We consider the flow as a creeping steady incom-

pressible axisymmetric one, while the two aggregated LDLs are described by an

inverted oblate spheroid. The mathematical methods of Kelvin inversion and the

semi-separation of variables are employed and analytical expressions for the stream

function are derived. These expressions are expected to be useful for further model

developing and screening as well as the theoretical justification and validation of

laboratory results.

Keywords Low-density lipoproteins (LDL) • Atherogenesis • Inverted oblate

spheroid • Mathematical model • Stokes flow • Kelvin inversion • Analytical

solution

11.1 Introduction

Lipoprotein aggregation and deposition in artery walls initiates atherosclerosis

which is a serious cardiovascular disease [1–4]. The molecules of lipoprotein

allow the transportation of lipids such as cholesterol, phospholipids, and triglycer-

ides, within the plasma. Low-density lipoprotein (LDL) is one of the five categories

of lipoproteins, which are, with respect to their molecular size and in ascending

order: arechylomicrons, very low-density lipoprotein (VLDL), intermediate-

density lipoprotein (IDL), LDL, and high-density lipoprotein (HDL). Studies

have shown that higher levels of type-B LDL particles (as opposed to type-A
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LDL particles) are associated with health problems, including cardiovascular

diseases [2, 3]. In atherogenesis, molecules of low-density lipoprotein (LDL,

diameter 22 nm) accumulate in the extracellular space of the arterial intima forming

aggregates of lipid droplets (droplet diameter up to 400 nm). The effects of various

modifications on LDL aggregation and fusion were studied in [5].

Through scanning force microscopy, it has been shown that Lipoprotein(a),

Lp(a), consists of low-density lipoprotein (LDL) and apolipoprotein(a), apo(a), in

a “belt-like structure with two ends”. Apo(a) bounds the LDL sphere at two distant

sites. In certain cases, these are attached to two touching spheres of LDL [6]. The

roles of apoA and apoB are discussed in [7], where some pictures of the LDLs and

HDL structure are also available. The non-destructive identification of the physical

characteristics of small coated spherical particles can be achieved through

low-frequency inverse scattering techniques, as it is shown in [8]. Recent results

indicate that the absorbent of lipoproteins in the sub-endothelium initiates the

development of atherosclerosis, but the involved molecular mechanisms are not

well understood. More accurate techniques such as Trp-fluorescence and NMR

(nuclear magnetic resonance) have shown that apolipoprotein B (apoB) in electro-

negative LDL(�) conforms in an abnormal configuration (misfolding). Therefore it

is believed that LDL(�) could play a pertinent role in atherogenesis by stimulating

the lipoprotein aggregation [9, 10].

Aiming for a better understanding of the role that LDL plays to atherogenesis,

we present in this manuscript a model that describes the blood plasma flow around

two aggregated LDLs. The flow of blood plasma around a fixed red blood cell

(RBC) has been studied analytically in [11], while the sedimentation of RBCs is

modelled an analytically solved in [12]. In these studies, the RBC is described

mathematically as an inverted prolate spheroid having its axis of symmetry along

the direction of the flow. Taking into account the physical characteristics and scales

involved, the plasma flow was considered to be uniform, steady and creeping,

i.e. Stokes flow. In the present work, analogous physical assumptions have been

made. Accordingly, the method of the Kelvin inversion for Stokes flow [13], as it is

applied to non-convex domains [14–16] along with the method of semiseparable

and the R-semiseparable decomposition of Stokes flow operators [17, 18], is also

employed.

In the present work, the two aggregated molecules of LDL are described as an

inverted oblate spheroid. Then the flow around them is obtained as follows. First,

we derive the analytical solution for the Stokes flow in the interior of an oblate

spheroid. Then, through the Kelvin transformation, we obtain the stream function

for the plasma flow at the exterior of two aggregated molecules of LDL.

The structure of the manuscript is as follows: the statement of the flow problem

in the interior of the oblate spheroid is presented in Sect. 11.2. The Kelvin inversion

method and the necessary mathematical background are presented in Sect. 11.3.

The solution of the transformed and of the original problem is given in Sect. 11.4,

along with sample calculations. Concluding remarks are summarized in Sect. 11.5.
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11.2 Statement of the Problem

We consider the plasma axisymmetric creeping flow around two aggregated sta-

tionary, isolated LDL molecules, represented by an inverted oblate spheroid,

having its centre at the origin of a Cartesian coordinate system (x1, x2, x3), as it
shown in Fig. 11.1. The blood plasma is assumed to flow with an approaching

uniform velocity of magnitude U, which is parallel to the x3-axis in the negative

direction. Taking into account the size of the LDL molecule, we may also assume

that the fluid is unbounded. In what follows, the prime quantities stand for the

problem at hand, while the unprimed ones stand for its image under the Kelvin

inversion. The governing equation of the steady, axisymmetric, creeping flow of an

incompressible, viscous fluid [19] is

E
04
ψb r

0
� �

¼ 0, r
0 2 V

0
; ð11:1Þ

where V0 is the exterior fluid domain, ∂V0 denotes the surface of the aggregated

molecules of LDL (Ag-LDL), V stands for the interior of the inverted oblate

spheroid, E02 is the Stokes operator, E04¼E02 ∘E02 and ψb is the stream function.

The surface of the Ag-LDL is assumed to be non-slipping and impenetrable;

therefore the boundary conditions [19] are

ψb r
0

� �
¼ 0, r

0 2 ∂V
0
; ð11:2Þ

∂ψb r
0� �

∂n
¼ 0, r

0 2 ∂V
0
: ð11:3Þ
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Fig. 11.1 Two aggregated

LDLs—statement of the

problem
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Due to the characteristic dimensions of the quantities involved in the physical

problem (i.e. size of the proteins, velocity of the plasma, viscosity), we further

impose that the presence of the neighbouring molecules do not affect the flow field

and thus V0 is assumed to be unbounded. The condition to be satisfied then, from

[19], is

ψbðr0 Þ ! 1

2
ϖ

02
U, r

0 ! þ1; ð11:4Þ

where U is the fluid velocity and ϖ0 is the radial cylindrical coordinate. The

problem at hand is described through Eqs. (11.1)–(11.4). A classical method for

solving the problem is to use the spectral decomposition of the differential operators

E2, E4, as these are expressed in the appropriate system of coordinates. This method

is adopted here.

11.3 Mathematical Methods and Background

11.3.1 Kelvin’s Inversion

Let V denote the interior of a closed, bounded, smooth surface S in ℝ3. Considering

a sphere of radius b> 0, located at the centre of the system, as being the sphere of

inversion, the Kelvin inversion K of any point r in ℝ3 is defined [11, 13, 16] as

K : ℝ3 ! ℝ3, r
0
:¼ K rð Þ :¼ b

r

� �2

r, r 6¼ 0; ð11:5Þ

where |r|¼ r. Hence K¼K�1. The origin is mapped to infinity, the surface S is

mapped to the surface S0 and V0 is the image of V.
The effect of the Kelvin inversion on the stream and the bistream operators E2

and E4 is thoroughly presented by Dassios [13]. The basic result is that every stream

function ψ in Ω�ℝ3 with enough smoothness can be obtained from the analogous

form of the stream function in Ω0 modified appropriately through the relation

E4ψ rð Þ ¼ r
05

b5
E

04 r
03

b3
ψ

b2

r02
r
0

� �" #
, r 2 Ω, r

0 2 Ω0; ð11:6Þ

where r0 is given by the Kelvin transformation,Ω0 �ℝ3 denotes the Kelvin image of

Ω, E4 is the bistream operator in Ω and E04 is the bistream operator in Ω0.
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11.3.2 The Inverted Oblate Spheroidal System of Coordinates

The position vector r of every point (x1, x2, x3) in Cartesian coordinates [19] can be

represented in the modified inverted oblate spheroidal coordinates (λ0, ζ0, φ), by

r ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ
02 þ 1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ

02
q

cosφ, c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ
02 þ 1

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ

02
q

sinφ, cλ
0
ζ
0

� �
; ð11:7Þ

where c > 0 denotes the semifocal distance and 0�φ< 2π.
Using the modified oblate spheroidal coordinates (λ, ζ, φ) the position vector

yields

r ¼ b2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 þ 1

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ2

p
cosφ

c λ2 � ζ2 þ 1
� � ,

b2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 þ 1

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ2

p
sinφ

c λ2 � ζ2 þ 1
� � ,

b2λζ

c λ2 � ζ2 þ 1
� �

 !
;

ð11:8Þ

where λ2ℝ, � 1� ζ� 1, b> 0, while the radial cylindrical coordinate ϖ0

becomes

ϖ
0 ¼ b2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 þ 1

p ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ2

p
c λ2 � ζ2 þ 1
� � : ð11:9Þ

Also, we can easily prove that

ζ
0
λ
0 ¼ b2

r2
ζλ ð11:10Þ

and

1� ζ
02

� �
λ
02 þ 1

� �
¼ b4

r4
1� ζ2
� �

λ2 þ 1
� �

: ð11:11Þ

Furthermore, the Stokes stream operator in the inverted oblate system is

E
02 ¼ c2 λ2 � ζ2 þ 1

� �
b4 λ2 þ ζ2
� � 2λ λ2 þ 1

� � ∂
∂λ

þ λ2 þ 1
� �

λ2 � ζ2 þ 1
� � ∂2

∂λ2

(

�2ζ 1� ζ2
� � ∂

∂ζ
þ 1� ζ2
� �

λ2 � ζ2 þ 1
� � ∂2

∂ζ2

)
:

ð11:12Þ
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11.4 Solution

11.4.1 The Transformed Problem

Due to the geometry of the (Ag-LDL), the problem (11.1)–(11.4) is formulated in

the inverse modified oblate spheroidal coordinates. Thus it is written as

E
04
ψbðλ

0
, ζ

0 Þ ¼ 0, ðλ0
, ζ

0 Þ 2 V
0
; ð11:13Þ

ψbðλ
0
, ζ

0 Þ ¼ 0, ðλ0
, ζ

0 Þ 2 ∂V
0
; ð11:14Þ

∂ψbðλ
0
, ζ

0 Þ
∂λ

0 ¼ 0, ðλ0
, ζ

0 Þ 2 ∂V
0
; ð11:15Þ

ψb !
1

2
c2ðλ02 þ 1Þð1� ζ

02ÞU, r
0 ! þ1; ð11:16Þ

where ψb(λ0, ζ0) is the stream function in the inverted spheroidal system. Further-

more, due to the imposed symmetry of the flow with respect to the x
0
3x3 axis, the

stream function is also azimuthally independent.

As it is stated in (11.6), that the stream function in the inverted system, ψb(λ0, ζ0)
is related to the stream function in the oblate spheroidal coordinate system ψ(λ, ζ),
through the relation

ψbðλ0
, ζ

0 Þ ¼ b3

r3
ψ λ; ζð Þ; ð11:17Þ

where the relations between λ, ζ and λ0, ζ0 are given in [20] and are derived through
(11.10) and (11.11).

Therefore the problem (11.13)–(11.16) which solves Stokes flow in the exterior

of the inverted oblate spheroid, expressed in the system (λ, ζ,φ), is translated to

E4ψ λ; ζð Þ ¼ 0; ð11:18Þ
ψ λ0; ζð Þ ¼ 0; ð11:19Þ

∂ψ λ; ζð Þ
∂λ

				
λ¼λ0

¼ 0; ð11:20Þ

ψ λ; ζð Þ ! 1

2

bc 1� ζ2
� �

λ2 þ 1
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 � ζ2 þ 1

p U, as λ; ζð Þ ! 0; 1ð Þ; ð11:21Þ

where λ¼ λ0¼ constant denotes the surface of the oblate spheroid.

The solution of the problem (11.18)–(11.21) is derived explicitly in the

Appendix. The obtained analytical expression for the stream function is then
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ψ λ; ζð Þ ¼
X1
n¼1

g2n iλð ÞG2n ζð Þ; ð11:22Þ

where G2n are Gegenbauer functions of the first kind and g2n is a sum of products of

order n� 2, n, n+ 2 Gegenbauer functions [19] of angular and radial dependence,

of the first and the second kind Gn and Hn respectively.

Next we depict various streamlines for the Stokes flow problem in the interior of

oblate spheroid, using only the first term of the series, assuming dimensionless

plasma velocity U¼ 0.01, radius of the sphere of inversion b¼ 4 and axes ratio 5/3

(Fig. 11.2).

11.4.2 The Original Problem

Following the proposed methodology, the stream function of the original problem is

obtained by substituting (11.22) in to (11.17) and it assumes the form

ψb λ
0
; ζ

0
� �

¼ b3

c3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 � ζ2 þ 1

p 3

X1
n¼1

g2n iλð ÞG2n ζð Þ; ð11:23Þ

where g2n(iλ) have been calculated in the Appendix.

-4 -2 0 2 4

-4

-2

0

2

4

Fig. 11.2 Streamlines in

the plane x2¼ 0. From the

surface of the oblate

spheroid to the centre, the

stream function values are:

10� 4, 3� 10� 4,

5� 10� 4, 7� 10� 4,

9� 10� 4, 10� 3
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11.4.3 Sample Calculations

Next we demonstrate streamlines for the flow around an Ag-LDL with plasma

velocity U¼ 0.01, sphere radius b¼ 4, and different length/thickness ratio, i.e. axes

ratio, k, assumed in each graph. We use the first three terms of the stream function in

order to have better accuracy, so we define

ψ 3ð Þ
b λ

0
; ζ

0
� �

¼ b3

c3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 � ζ2 þ 1

p 3
g2 iλð ÞG2 ζð Þ þ g4 iλð ÞG4 ζð Þ þ g6 iλð ÞG6 ζð Þ½ �:

ð11:24Þ

In Figs. 11.3 and 11.4 we present the streamlines assuming stream function values

equal to 0.03, 0.05, 0.07, 0.09, 0.11, depicted from infinity towards the surface of

the inverted oblate spheroid respectively by using three terms of the series.
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Fig. 11.3 Streamlines in

the plane x2¼ 0 with k¼ 5/3
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Fig. 11.4 Streamlines in

the plane x2¼ 0 with k¼ 4
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Conclusions

A serious problem that may cause cardiovascular diseases is the atheroscle-

rosis. Many studies and experimental works along with clinical tests are

focused on the prevention of this formation. Towards this direction, we

developed a mathematical model aiming for a better understanding of the

rheological behaviour of two aggregated LPL. The aggregated molecules

were mathematically described as an inverted oblate spheroid while the

plasma flow around it was considered to be creeping, steady and azimuthally

independent, i.e. Stokes flow. This is justified by taking into account the

characteristic scales of the problem. The governing equation for the stream

function is a fourth order partial differential equation with respect to two

variables. Non-slip conditions have been assumed on the surface of the LDLs,

while an asymptotic one holds away from the molecules. An analytical

solution of the problem is obtained using the Kelvin inversion method and

the concept of R-semi-separation of variables. First we solve the analogous

problem in the interior of an oblate spheroid, and then, the solution of the

original problem results as its image under the Kelvin transformation. The

stream function is expressed through a series expansion of Gegenbauer

functions of even order. Sample stream lines are depicted showing the flow

field patterns at two different stages of aggregation. The analytical solution is

expected to be useful in studying transport phenomena regarding apolipopro-

teins apoA and apoB and their role in atherogenesis. The obtained results can

be also used for other medical, biological as well as physical problems.
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Appendix

From [21] we have that

1

r
¼ 1

c

X1
n¼0

�1ð Þn 4nþ 1ð Þ 2nð Þ!
22n n!ð Þ2 iQ2n iλð ÞP2n ζð Þ: ð11:25Þ

Employing the relations connecting the Legendre functions with the Gegenbauer

functions [22], using recurrence relations and after performing calculations, we

arrive at
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1� ζ2
� �

λ2 þ 1
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 � ζ2 þ 1

p ¼ �2G1 iλð Þ � 18

5
H2 iλð Þ � 12

5
H4 iλð Þ


 �
iG2 ζð Þ

þ
X1
n¼2

wn�1en�1dn�1H2n�2 iλð Þ iG2n ζð Þ

þ
X1
n¼2

�wn�1e
2
n�1 � wnd

2
n

� �
H2n iλð Þ iG2n ζð Þ

þ
X1
n¼2

wndnenH2nþ2 iλð Þ iG2n ζð Þ; ð11:26Þ

where

dn ¼ 2n 2n� 1ð Þ
4nþ 1

, en ¼ 2 2nþ 1ð Þ nþ 1ð Þ
4nþ 1

, wn ¼ �1ð Þn 4nþ 1ð Þ 2nð Þ!
22n n!ð Þ2 :

ð11:27Þ

We know from [17] that the solution of (11.18) is

ψ τ; ζð Þ ¼ g0 iλð ÞG0 ζð Þ þ g1 iλð ÞG1 ζð Þ þ
X1
n¼2

gn iλð ÞGn ζð Þ þ hn iλð ÞHn ζð Þ½ �; ð11:28Þ

with

g2 τð Þ ¼ A2G2 τð Þ þ B2H2 τð Þ þ C2G0 τð Þ þ D2G1 τð Þ þ E2G4 τð Þ þ F2H4 τð Þ;
ð11:29Þ

and

g2n τð Þ ¼ A2nG2n τð Þ þ B2nH2n τð Þ þ C2nG2n�2 τð Þ þ D2nH2n�2 τð Þ
þ E2nG2nþ2 τð Þ þ F2nH2nþ2 τð Þ, n� 2: ð11:30Þ

Using orthogonality arguments in (11.28) from (11.26) we can calculate coeffi-

cients B2n, D2n, F2n, while we have to calculate A2n, C2n, E2n and we have only

two equations to apply. Therefore we need one more condition. We use the fact that

the oblate spheroid becomes a sphere when the semifocal distance tends to zero, so

the solution in the oblate coordinates becomes the solution in the spherical coordi-

nates. This allows us to find the solution of which is given in (11.24) with
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g2 iλð Þ ¼ A2G2 iλð Þ þ i
9bcU

5
H2 iλð Þ þ ibcUG1 iλð Þ

þ E2G4 iλð Þ þ i
6bcU

5
H4 iλð Þ;

ð11:31Þ

g2n iλð Þ ¼ A2nG2n iλð Þ þ i
b cU

2
wn�1e

2
n�1 þ wnd

2
n

� �
H2n iλð Þ

� i
b cU

2
wn�1en�1dn�1H2n�2 iλð Þ þ E2nG2nþ2 iλð Þ

� i
b cU

2
wndnenH2nþ2 iλð Þ; ð11:32Þ

A2 ¼ �i bcU

9

5
H2 iλ0ð Þ þ G1 iλ0ð Þ þ 6

5
H4 iλ0ð Þ G4 iλ0ð Þ

9

5
H

0
2 iλ0ð Þ þ G

0
1 iλ0ð Þ þ 6

5
H

0
4 iλ0ð Þ G

0
4 iλ0ð Þ

								

								
G2 iλ0ð Þ G4 iλ0ð Þ
G

0
2 iλ0ð Þ G

0
4 iλ0ð Þ

					
					

; ð11:33Þ

E2 ¼ �i bcU

G2 iλ0ð Þ 9

5
H2 iλ0ð Þ þ G1 iλ0ð Þ þ 6

5
H4 iλ0ð Þ

G
0
2 iλ0ð Þ 9

5
H

0
2 iλ0ð Þ þ G

0
1 iλ0ð Þ þ 6

5
H

0
4 iλ0ð Þ

								

								
G2 iλ0ð Þ G4 iλ0ð Þ
G

0
2 iλ0ð Þ G

0
4 iλ0ð Þ

					
					

; ð11:34Þ

A2n ¼ �i
bcU

2

wn�1e
2
n�1 þ wnd

2
n

� �
H2n iλ0ð Þ � wn�1en�1dn�1H2n�2 iλ0ð Þ

� wndnenH2nþ2 iλ0ð Þ G2nþ2 iλ0ð Þ
wn�1e

2
n�1 þ wnd

2
n

� �
H

0
2n iλ0ð Þ � wn�1en�1dn�1H

0
2n�2 iλ0ð Þ

� wndnenH
0
2nþ2 iλ0ð Þ G

0
2nþ2 iλ0ð Þ

											

											
G2n iλ0ð Þ G2nþ2 iλ0ð Þ
G

0
2n iλ0ð Þ G

0
2nþ2 iλ0ð Þ

				
				

;

ð11:35Þ

and

E2n ¼ �i
bcU

2

G2n iλ0ð Þ wn�1e
2
n�1 þ wnd

2
n

� �
H2n iλ0ð Þ

� wn�1en�1dn�1H2n�2 iλ0ð Þ � wndnenH2nþ2 iλ0ð Þ
G

0
2n iλ0ð Þ wn�1e

2
n�1 þ wnd

2
n

� �
H

0
2n iλ0ð Þ

� wn�1en�1dn�1H
0
2n�2 iλ0ð Þ � wndnenH

0
2nþ2 iλ0ð Þ

											

											
G2n iλ0ð Þ G2nþ2 iλ0ð Þ
G

0
2n iλ0ð Þ G

0
2nþ2 iλ0ð Þ

				
				

: ð11:36Þ
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Chapter 12

Translation of Two Aggregated Low-Density
Lipoproteins Within Blood Plasma:
A Mathematical Model

Maria Hadjinicolaou and Eleftherios Protopapas

Abstract Arteriosclerosis is a disease in which the artery walls get thicker and

harder. Atherosclerosis is a specific form of arteriosclerosis which allows less blood

to travel through the artery and increases blood pressure. Low-density lipoproteins

(LDLs) and their ability to aggregate are important in atherosclerosis. In the present

study we develop a mathematical model that describes the translation of two

aggregated LDSs through blood plasma. We model the two aggregated LDLs as

an inverted oblate spheroid and the flow as a creeping steady incompressible

axisymmetric one. The mathematical tools that we used are the Kelvin inversion

and the semi-separation of variables in the spheroidal coordinate systems. The

stream function is given as a series expansion of even order terms of combinations

of Gegenbauer functions of angular and radial dependence. The analytical solution

is expected to give insight into the study of the various chemical precipitation

methods used for the precipitation of lipoproteins, as this is the first step for the

measurement of their concentration within blood plasma.

Keywords Stokes flow • Aggregation • Low-density lipoproteins (LDLs) • Blood

plasma flow • Mathematical model • Stream function • Precipitation of lipoproteins

• Inverse oblate spheroid

12.1 Introduction

According to [1], aggregates of low-density lipoprotein (LDL) are formed by

subjecting small vortexes to LDL molecules. The role of high-density lipoprotein

(HDL) or apolipoprotein A-I in preventing LDL aggregation and in inhibiting the

atherosclerosis is presented in [2, 3]. LDL aggregation along with fusion and the

formation of lipid droplets are considered to be the initial state for atherogenesis.

A summary of the relevant up-to-date studies concerning the in vivo and in vitro
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mechanisms that are leading to these formations is presented in [3–5]. The effects of

various modifications on LDL aggregation and fusion are studied in [4, 5].

As it is shown in [6], apolipoprotein(a), apo(a), bounds the LDL sphere at two

distant sites in a belt-like structure and in certain cases, LDLs are attached and thus

are modelled as two touching spheres. All this knowledge is expected to be helpful

in establishing new therapeutics. Towards this aim, we developed in [7] a mathe-

matical model for the blood plasma flow around two aggregated LDLs employing

inverted oblate spheroidal coordinates and assuming steady, creeping axisymmetric

flow. In the present study we further modify our previous model in order to describe

the translation of two aggregated LDSs through blood plasma. The two aggregated

LDLs are modelled again as an inverted oblate spheroid and the blood plasma flow

as Stokes flow. Analogous assumptions have been made for the study of the relative

blood plasma flow around a red blood cell, through mathematical models

[8–10]. The Kelvin transformation method as it is applied to Stokes flow [11] is

also employed here. The Stokes steam function is given through Gegenbauer

functions as in [7]. For a further study on the Kelvin inversion in various curvilinear

systems one can see [12–14], while on the structure of the eigenspace of the Stokes

operators E2 and E4, one may read [7, 15, 16].

In the present study, we provide analytical expression for the stream function.

This is expected to give an insight into the chemical precipitation methods used for

the separation of lipoproteins in order to be measured in laboratories.

The structure of the manuscript is as follows. The mathematical formulation of

the problem and its solution is given in Sect. 12.2. A brief discussion and further

possible applications of the obtained results are included in Sect. 12.3.

12.2 The Mathematical Model and Solution

The physical statement and the mathematical formulation of the problem is similar

to the one presented in [7]. Specifically, we consider that the two aggregated

molecules of LDLs are represented geometrically by an inverted oblate spheroid.

Moreover, we assume that its centre coincides with the origin of a Cartesian

coordinate system (x1, x2, x3), as it shown in Fig. 12.1. The two aggregated LDLs

are moving through an unbounded quiescent fluid V0, with constant velocity U,
parallel to the x3-axis in the positive direction. We denote by ∂V0 the surface of the
aggregated molecules of LDL (Ag-LDL) while the interior of the inverted oblate

spheroid is denoted by V.
The Stokes operator in axisymmetric low Reynolds number flow is the fourth-

order partial differential operator, E04, with E04¼E02 ∘E02, and the problem at hand

reads
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E
04
ψ t r

0
� �

¼ 0, r
0 2 V

0
; ð12:1Þ

ψ t r
0

� �
þ 1

2
ϖ

02
U ¼ 0, r

0 2 ∂V
0
; ð12:2Þ

∂
∂n

ψ t r
0

� �
þ 1

2
ϖ

02
U

� �
¼ 0, r

0 2 ∂V
0
; ð12:3Þ

ψ t r
0� �

r02
! 0, r

0 ! þ1; ð12:4Þ

where ψ t is the stream function and ϖ0 is the cylindrical coordinate. Specifically,

Eq. (12.1) is the governing equation of the flow, relation (12.2) denotes that there is

no relative tangential velocity component on the surface of the aggregated LDLs,

relation (12.3) implies that the aggregated LDLs are impenetrable (n here denotes

the radial coordinate of any axisymmetric system) and relation (12.4) expresses the

assumption that the blood plasma extends to infinity where it is at rest.

Using the modified inverted oblate spheroidal coordinate system (λ0, ζ0), the
problem (12.1)–(12.4), becomes

E
04
ψ t λ

0
; ζ

0
� �

¼ 0, λ
0
; ζ

0
� �

2 V
0
; ð12:5Þ

ψ t λ
0
; ζ

0
� �

¼ �1

2
c2 λ

02 þ 1
� �

1� ζ
02

� �
U, λ

0
; ζ

0
� �

2 ∂V
0
; ð12:6Þ

∂ψ t λ
0
; ζ

0� �
∂λ

¼ �U

2

∂
∂λ

c2 λ
02 þ 1

� �
1� ζ

02
� �h i

, λ
0
; ζ

0
� �

2 ∂V
0
; ð12:7Þ

Fig. 12.1 Translation

of two aggregated

LDLs—statement

of the problem
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ψ t λ
0
; ζ

0� �
r02

! 0, r
0 ! þ1; ð12:8Þ

where ψ t(λ0, ζ0) is the stream function in the inverted system, c > 0 is the semifocal

distance, (λ0, ζ0)2∂V0 denotes the surface of the aggregated LDLs and

r
0 ¼ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ
02 � ζ

02 þ 1

q
: ð12:9Þ

It is known from [17] that the stream function ψb(λ0, ζ0) for the Stokes flow past a

stationary solid and the stream function ψ t(λ0, ζ0) for the translating solid satisfy the
relation

ψ t λ
0
; ζ

0
� �

¼ ψb λ
0
; ζ

0
� �

� ψ1 λ
0
; ζ

0
� �

; ð12:10Þ

where ψ1(λ0, ζ0) is the stream function for the unperturbed flow at infinity, which in

our case is

ψ1 λ
0
; ζ

0
� �

¼ b4 λ2 þ 1
� �

1� ζ2
� �

2c2 λ2 � ζ2 þ 1
� �2 U; ð12:11Þ

where (λ, ζ) denote the modified oblate spheroidal coordinates. Using results from

[7] we arrive to

ψ t λ
0
; ζ

0
� �

¼ b3

c3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 � ζ2 þ 1

p 3

X1
n¼1

A2nG2n iλð Þ þ E2nG2nþ2 iλð Þ½ �G2n ζð Þ; ð12:12Þ

where G2n are the Gegenbauer functions of the first kind [18], λ¼ λ0 denotes the
surface of the oblate spheroid and

A2 ¼ �i bcU

9

5
H2 iλ0ð Þ þ G1 iλ0ð Þ þ 6

5
H4 iλ0ð Þ G4 iλ0ð Þ

9

5
H

0
2 iλ0ð Þ þ G

0
1 iλ0ð Þ þ 6

5
H

0
4 iλ0ð Þ G

0
4 iλ0ð Þ

							
							

G2 iλ0ð Þ G4 iλ0ð Þ
G

0
2 iλ0ð Þ G

0
4 iλ0ð Þ

					
					

; ð12:13Þ
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wn ¼ �1ð Þn 4nþ 1ð Þ 2nð Þ!
22n n!ð Þ2 , dn ¼ 2n 2n� 1ð Þ

4nþ 1
, en ¼ 2 2nþ 1ð Þ nþ 1ð Þ

4nþ 1
:

ð12:17Þ

In all the above relations, the modified oblate spheroidal coordinates (λ, ζ) are

related to the modified inverted oblate spheroidal coordinates ones, (λ0, ζ0) via the

following relations, that are taken into account for the calculations.

λ2 ¼
b4 � c2r

02 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b4 � c2r02

� �2

þ 4b4c4λ
02
ζ
02

r
2c2r02

; ð12:18Þ

ζ2 ¼ 2c2b4λ
02
ζ
02

r02 b4 � c2r02 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b4 � c2r02

� �2

þ 4b4c4λ
02
ζ
02

r" # : ð12:19Þ
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In the next graphs, we demonstrate sample streamlines, assuming U¼ 0.01 and

radius of the sphere of inversion b¼ 5, for various values of the aspect ratio

k (length/thickness). Since the series solution converges fast, we next use only the

first term of the series, so the stream function which is

ψ 1ð Þ
t λ

0
; ζ

0
� �

¼ b3

c3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2 � ζ2 þ 1

p 3
A2G2 iλð Þ þ E2G4 iλð Þ½ �G2 ζð Þ: ð12:20Þ

In Figs. 12.2 and 12.3 we illustrate indicatively, for aspect ratio of the axis of the

oblate spheroid k¼ 2.5 and k¼ 4 sample streamlines, when the stream function gets
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Fig. 12.2 Streamlines in

the plane x2¼ 0 with k ¼ 5
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Fig. 12.3 Streamlines in

the plane x2¼ 0 with k¼ 4

190 M. Hadjinicolaou and E. Protopapas



successively the values: �0.2, �0.3, �0.4. These are shown respectively as they

emanate from the surface of the inverted oblate spheroid towards infinity, and by

employing only the first term of the series.

12.3 Discussion

Aiming in the better understanding of the processes induce atherogenesis, and in

particular the hydrodynamic behaviour of aggregated LDLs, we solve analytically

the axisymmetric Stokes flow problem for an inverted oblate spheroid that moves

with constant velocity within a Newtonian fluid. The fluid resembles the blood

plasma which, moreover, is assumed to be at rest far away of the spheroid. We used

an inverted oblate spheroid to model the two aggregated LDLs. This is a quite new

approach, since the only geometry used so far was the spherical one which was not

adequate to describe aggregated spherical objects.

We derive the stream function, employing the methods and some results devel-

oped in previous works of the authors [11, 12], where the stream function for Stokes

flow past a stationary inverted oblate spheroid was derived explicitly.

Employing the stream function, we can calculate important hydrodynamic

quantities, such as the drag force exerted by the fluid on the surface of the inverted

oblate spheroid, the drag coefficient and the terminal settling velocity. Thus we aim

to contribute to the studies concerning HDL and LDL measurements and the

chemical precipitation methods for the separation of HDL. The proposed analytical

expressions may also help to validate relative laboratory practices and quantitative

methods. To this end, the provided analytical results are expected to be useful not

only for the aggregated LDLs but also for any similar flow problem involving

inverted oblate spheroid of various geometrical characteristics.
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Chapter 13

Chaotic Attractors in Tumor Growth
and Decay: A Differential Equation Model

Michael Harney and Wen-sau Yim

Abstract Tumorigenesis can be modeled as a system of chaotic nonlinear differ-

ential equations. A simulation of the system is realized by converting the differen-

tial equations to difference equations. The results of the simulation show that an

increase in glucose in the presence of low oxygen levels decreases tumor growth.

13.1 Introduction

Cancer growth and decay can be modeled as a system of chaotic nonlinear differ-

ential equations. The system is based on a reaction-diffusion cancer growth model,

expressed by

∂n
∂t

¼ dn∇2 � ρ∇ � n∇fð Þ ð13:1Þ
∂f
∂t

¼ αη m� fð Þ ð13:2Þ
∂m
∂t

¼ dm∇2mþ κn� σm ð13:3Þ
∂c
∂t

¼ dc∇2cþ νf � ωn� ϕc ð13:4Þ

The above model will be simplified by Ivancevic et al. [1] so as to allow useful

parameters to be applied for simulation and then recreated in C/Java, to directly

compare with its predecessor project created by Ivancevic et al. (simulated in

Wolfram CDF and Mathematica).
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Varying input parameters of glucose and oxygen levels will be examined to

determine chaos behavior. Ultimately, the result will be the development of a

bifurcation graph to characterize the chaotic behavior of the system.

13.2 Methodology

From the reaction-diffusion cancer growthmodel above, a simplified non-dimensional

nonspatial derivative model was found. This model was further modified by adding

four additional parameters (α, β, γ, δ) which represent tumor cell volume, glucose

level, number of tumor cells, and diffusion saturation level from the surface, respec-

tively. The starting point of the generation C/Java simulations is expressed by

_n ¼ 0 ð13:5Þ
_f ¼ αη m� fð Þ ð13:6Þ

_m ¼ βκnþ f γ � cð Þ � m ð13:7Þ
_c ¼ νfm� ωn� δϕc ð13:8Þ

Calculations can be found in Appendix 1. For a unit dimensionless time change, the

following was solved for fnew, mnew, and cnew:

f new ¼ 1� αηð Þf old þ αηmold ð13:9Þ
mnew ¼ βκnþ f old γ � cð Þ ð13:10Þ

cnew ¼ 1� δϕð Þcold þ νf oldmold � ωn ð13:11Þ

The methodology in finding a chaotic system is to analyze the set of constant

parameters that describe the system. The constants hypothesized to exhibit chaotic

behavior include α, β, γ, δ, η, β, κ, γ, ν, ω, δ, ϕ, where α¼ tumor cell vol-

ume, β¼ glucose level, γ¼ number of tumor cells, δ¼ diffusion saturation, and

η, β, κ, γ, ν, ω, δ, ϕ are non-dimensional constants.

13.3 Implementation

The equations in (13.9)–(13.11) are translated into a high-level programming

pseudo-code:

// Set initial conditions

n ¼ 50; // tumor cell density in the simulation

m ¼ 0; // matrix-degradative enzyme concentration

f ¼ 0; // matrix–metalloproteinases concentration

c ¼ 0; // Oxygen concentration
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// Start the simulation loop for N loops

Start Loop

f[i+1] ¼ (1-alpha * eta)*f[i] + alpha * eta* m[i];

m[i+1] ¼ beta * kappa * n + f[i]*(gamma – c[i])

c[i+1] ¼ (1 – delta * phi)*c[i] + nu * f[i] * m[i] – omega * n

End Loop

Sample C and Java source codes are provided in Appendix 2.

13.4 Software

Three programming software packages were utilized:

• The C simulation was written and compiled using Pelles C, version 6.50 (http://

www.smorgasbordet.com/pellesc/).

• The Java simulation was written and compiled with Java SE Version 6 Update

27 and Java SE Development Kit (JDK) 6, provided by Oracle (http://www.

oracle.com/technetwork/java/javase/downloads/index.html).

• Wolfram Alpha CDF (http://www.wolframalpha.com/cdf-experiment/) and

Wolfram Alpha Mathematica.

13.5 Summary

Case 1: Gamma¼Delta¼ 0

As it has been found from our C and Java simulation that decreasing Gamma and

Delta increases bifurcations for an increase in tumor cell density, we start the CDF

simulation with Gamma and Delta set to 0 and we use the m,f phase plot results in
Fig. 13.1 for comparison.

Case 2: Gamma¼Delta¼ 0, decreased oxygen

By decreasing oxygen (variable c), we find that the average m,f phase plot has a

lower trajectory density than in Fig. 13.1. This would be expected—decreasing

oxygen slows growth and moves trajectories away from the attractor. Note that the

two trajectory points in Fig. 13.1 have decreased to one trajectory in Fig. 13.2. Also,

the ( f,c) phase plot shows reduced activity, which is to be expected as c is the

oxygen concentration variable.

Case 3: Gamma¼Delta¼ 0, decreased oxygen, decreased glucose

Starting with Case 2 and decreasing glucose (variable beta), we find that the second

trajectory point returns in the m,f phase plot of Fig. 13.3, showing an increase in

attractor stability.
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Fig. 13.1 Case 1, Gamma¼Delta¼ 0

Fig. 13.2 Case 2, Gamma¼Delta¼ 0 with decreased oxygen levels
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Case 4: Gamma¼Delta¼ 0, decreased oxygen, increased glucose

Starting with Case 3 and increasing glucose significantly, we find that the lower left

trajectory point in Fig. 13.4 of the m,f plot is decreasing in size and density. This may

indicate that the attractor is becoming less stable. The f,c phase plot also shows reduced
activity, similar to when oxygen concentration was initially decreased in Case 2.

Fig. 13.3 Case 3, Gamma¼Delta¼ 0 with decreased oxygen and glucose

Fig. 13.4 Case 4, Gamma¼Delta¼ 0 with decreased oxygen and increased glucose

13 Chaotic Attractors in Tumor Growth and Decay: A Differential Equation Model 197



Case 5: Glucose maximized

For comparison to the above simulations where gamma and delta were set equal to

0, we restore gamma, delta and the oxygen concentration to significant values and

we also increase glucose. The results show a robust attractor with two well defined

trajectory points in the m,f plot of Fig. 13.5. This is typical of a textbook definition

of tumor growth—high oxygen and glucose concentration yield strong tumor

growth.

Case 6: Glucose minimized

From Case 5 settings, we decrease glucose and find that the trajectory points in the

m,f plot of Fig. 13.5 shows some reduction (as expected from a standard cell growth

model) but not as significant a reduction as shown in Case 3, where gamma and

delta where set to 0 and glucose was increased (Fig. 13.6).

13.6 Validation

To validate the C/Java/CDF model used in this study, the 3D chaotic attractor

generated by Ivancevic et al. was recreated. The original attractor taken in Fig. 13.1

from Ivancevic is shown in Fig. 13.7.

By inserting the original conditions in the C/Java/CDF model, the following 3D

model was generated, illustrated in Fig. 13.8.

By manipulating the values of the constants of gamma and delta (in the C/Java

source code found in Appendix 2), which represent the number of tumor cells and

Fig. 13.5 Case 5, maximized glucose
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the diffusion from the surface respectively, the system was found to produce

increasing bifurcations as is shown in Fig. 13.9, which shows bifurcation levels

for matrix-degradative enzyme concentration (MDE), matrix–metalloproteinases

concentration, and oxygen concentration (which hypothetically changes due to

rapid and then slower growth rates). The system modeled with the C and Java

simulation produces results that approach the plots in Fig. 13.1 of the CDF time

domain simulations.

Fig. 13.7 3D Lorenz-like

chaotic attractor from

Ivancevic

Fig. 13.6 Case 6, minimized glucose
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Fig. 13.9 C/Java Simulation Results with gamma¼ 0.265 (low), delta¼ 0.4 (low), and

beta¼ 0.05 (low)

Fig. 13.8 Validation (m,f,c) phase plot
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Conclusions

Bar-Yam’s definition of a chaotic system is a deterministic system that is

difficult to predict. Chaotic systems are often associated with the butterfly

effect or “sensitivity to initial conditions.” Both characteristics stem from the

behavior of chaotic systems to evolve into unpredictable paths. This study

aimed to characterize the chaotic behavior in the case of cancer tumor growth

and decay. The terms “deterministic” and “characterize” may seem out of

place when referring to chaotic systems, especially for tumor growth. Using a

simplified non-dimensional non-spatial differential equation model, a stable

(non-chaotic) system was found by manipulating the system parameters:

δ, β.
A bifurcating system that approaches a chaotic system was found by

defining decreased values of gamma (number of tumor cells) and delta

(diffusion constant): γ¼ 0.265, δ¼ 0.40. In this modified system, a key

finding was that the increased glucose in the presence of lowered oxygen

levels decreased the tumor growth. Biologically speaking, this deviates from

the current literature that argues that increase in glucose levels leads to

increase of tumor growth, which is shown for comparison in Case 5

(Fig. 13.5) and Case 6 (Fig. 13.6). Annibaldi and Widmann show that glucose

deprivation can activate oncogenes which can up-regulate proteins involved

in aerobic glycolysis which can in turn render tumor cells more resistant to

apoptosis [5]. It is therefore reasonable to assume that a downregulation in

these same proteins initiated by an increase in glucose concentration could

render the same cells vulnerable to apoptosis, decreasing tumorigenesis,

which supports the results from the simulations in Sect. 13.5. The decrease

in the number of tumor cells and the decrease in the diffusion constant are

expected to decrease tumor growth, but it would still be assumed that an

increase in glucose would increase tumor growth and there is evidence from

Case 1–4 examples that this is not the case. Our C/Java simulation also

provides evidence of an increase in activity as glucose is decreased when

gamma and delta have low values.

Appendix 1: Calculations for DE Model

The derivations for the C/Java model are provided below:

Z
dn

dt
dt ¼ 0

_f ¼ f new � f old
t

¼ αη m� fð Þ
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_m ¼ mnew � mold

t
¼ βκnþ f γ � cð Þ � m

_c ¼ cnew � cold
t

¼ νfm� ωn� δϕc

For a unit time change of 1, solve for fnew, mnew, and cnew:

f new ¼ 1� αηð Þf old þ αηmold

mnew ¼ βκnþ f old γ � cð Þ
cnew ¼ 1� δϕð Þcold þ νf oldmold � ωn

Appendix 2: Sample Source Code

C Programming Language

#include <math.h>

#include <stdio.h>

#include <stdlib.h>

#define ITERATIONS 900

int main ()

{

inti;

FILE *F1;

floatn_old ¼ 0.50; // tumor cell density 50

floatf_old ¼ 0.0; // matrix–metalloproteinases concentration

floatf_new ¼ 0.0;

floatm_old ¼ 0.0; // matrix-degradative enzyme concentration

floatm_new ¼ 0.0;

floatc_old ¼ 0.0; // Oxygen concentration

floatc_new ¼ 0.0;

float alpha ¼ 0.06; // tumor cell volume

float beta ¼ 0.05; // glucose level

float gamma ¼ 0.265; // number of tumor cells 26.5

float delta ¼ 0.40; // diffusion from the surface 40

floatdn ¼ 0.0005;

float dm ¼ 0.0005;

float dc ¼ 0.5;

float rho ¼ 0.01;

float eta ¼ 0.50; //was 50

float kappa ¼ 1.0;
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float sigma ¼ 0;

float nu ¼ 0.5;

float omega ¼ 0.57;

float phi ¼ 0.025;

F1 ¼ fopen("chaotumor.txt","w");

for (i ¼ 0; i< ITERATIONS; i++)

{

f_new ¼ alpha*eta*(m_old - f_old) + f_old;

m_new ¼ beta*kappa*n_old - f_old*c_old + gamma*f_old;

c_new ¼ nu*f_old*m_old - omega*n_old - delta*phi*c_old + c_old;

f_old ¼ f_new;

m_old ¼ m_new;

c_old ¼ c_new;

fprintf (F1,"%f",m_new);

fprintf (F1," %f\n",f_new);

fprintf (F1," %f\n",c_new);

}

fclose(F1);

}

Java Programming Language

importjava.util.Scanner;

import java.io.*;

importjava.lang.Math.*;

importjava.util.Random;

importjava.util.*;

public class ChaosTumor

{

// initialize system parameters

static double alpha ¼ 0.06; //tumor cell volume

static double beta ¼ 0.05; // glucose level

static double gamma ¼ 0.265; // number of tumor cells, 26.5

static double delta ¼ 0.40; // diffusion from surface, 40

// initalize system constants

static double n ¼ 50;

static double dn ¼ 0.0005;

static double dm ¼ 0.0005;

static double dc ¼ 0.5;

static double rho ¼ 0.01;
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static double eta ¼ 50;

static double kappa ¼ 1.0;

static double sigma ¼ 0;

static double nu ¼ 0.5;

static double omega ¼ 0.57;

static double phi ¼ 0.025;

public static void main (String[] args)

{

// initialize parameters

double f; // matrix-metalloproteinases concentration

double m; // matrix-degradative enzyme concentration

double c; // oxygen concentration

// ask user input for growth, capacity, and initial population

Scanner scan ¼ new Scanner (System.in);

System.out.println("Chaos in Tumor Growth Dynamics Study");

System.out.println("*****************************");

System.out.print("Enter MM concentration, f: ");

f ¼ scan.nextDouble();

System.out.print("Enter MDE concentration, m: ");

m ¼ scan.nextDouble();

System.out.print("Enter the oxygen concentration, c: ");

c ¼ scan.nextDouble();

System.out.println("*****************************");

// open file

try

{

// open output file

File outFile ¼ new File("ChaosTumor.txt");

BufferedWriter writer ¼ new BufferedWriter(new FileWriter

(outFile));

// print out the inital condition

writer.write("Initial conditions :"+m+" "+f+" "+c);

System.out.println("Initial population: "+m+" "+f+" "+c);

writer.newLine();

double [] temp ¼ new double[3];

for(inti¼1; i<51; i++)

{

temp ¼ compute(m,f,c);

f ¼ temp[0];

m ¼ temp[1];

c ¼ temp[2];
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// remove negative values

if(m<0)

m¼0;

if(f<0)

f¼0;

if(c<0)

c¼0;

writer.write("Iteration "+i+": "+m+" "+f+" "+c);

writer.newLine();

System.out.println("Iteration "+i+": "+m+" "+f+" "+c);

}

// close output file

writer.close();

}

catch (IOException e)

{

System.err.println(e);

System.exit(1);

}

// close file

} // end main

/**

* method: compute(float m, float f, float c)

* computes an array containing [m,f,c] at t+1

* @param: float m, float f, float c

* @precondition: none

* @postcondition: none

* @return: returns m, f, and c concentrations at t+1

**/

public static double[] compute(double m, double f, double c)

{

double[] array ¼ new double[3];

array[0] ¼ (1-alpha*eta)*f + alpha*eta*m;

array[1] ¼ beta*kappa*n +(gamma-c)*f;

array[2] ¼ (1-delta*phi)*c + nu*f*m - omega*n;

return array;

}

}
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Chapter 14

Modeling k-Noncrossing Closed RNA
Secondary Structures via Meandric
Compression

Antonios Panayotopoulos and Panayiotis Vlamos

Abstract In this chapter we present the transformation of a meander to its com-

pression and we apply this new formulation for the modeling of k-noncrossing
closed RNA secondary structures. We obtain this by using curves which consist

parts of their meandric curve. We prove basic properties and produce generating

procedures. Two new types of meanders arise: the simple and the perpendicular, in

order to be used as representatives of k-noncrossing closed RNA secondary

structures.

14.1 Introduction

The ultimate goal of RNA structure prediction problem is to obtain the three-

dimensional structure of these bimolecules through computation. The key concept

for solving the above problem is the appropriate representation of the biological

structures. RNA secondary structure is often assumed to be sufficient for being able

to predict the RNA function. RNA secondary structure has already been studied as

k-noncrossing set of partitions, which corresponds to the base pairs and no base

pairs, respectively [1]. In this chapter, we present the mathematical formulation for

modeling of k-noncrossing closed RNA structures with meandric compression.

A closed meander of order n is a closed self-avoiding curve crossing an infinite

horizontal line 2n times [2]. The meanders were also independently introduced as

planar permutations by P. Rosenstiehl [3]. Considered as planar permutations,

meanders have been studied with nested sets and parentheses [3], Motzkin words

[4], and polygons [5].
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Our motivation for introducing the compression of a meander was considered

both in mathematical and physical context. Each meander has a unique compres-

sion, thus we can create representatives of large classes of meanders of different

orders. If the representative compressions of these classes could be decompressed,

then we could obtain significant results on the problem of enumerating meanders.

From the biological point of view, it is clear that a given RNA sequence has many

potential structures which grow exponentially with the length of the RNA sequence

[1]. The challenge is to identify whether structure plays a functional role for a given

RNA sequence and, if yes, to predict this functional RNA structure. Using the

proposed meandric compression classes we reduce the RNA k-noncrossing set of

partitions, which is the starting point of many combinatorial-based algorithms for

the RNA structure prediction problem [6].

In this chapter, we obtain the compression as the determination of a unique

simple meander. In Sect. 14.2, we cut the RNA k-noncrossing set of partitions

vertically at a given position and create two specific forms of meanders: the simple

and the perpendicular. We study the properties of their numbers of cuttings and

cutting degree [5]. In Sect. 14.3, we define the compression geometrically, using the

flow of curves of the meander. In order to deduce the simple meander, we need a

total order on the set of the curves and then, after suitable transformations, with the

help of the perpendicular meander, we obtain the compression.

14.2 Meanders

The set of all the meanders of order n is denoted byM2n. Let μ2M2n be a meander

crossing a horizontal line. Following [5], for any i2 [2n� 1] we consider the

vertical line, which shall be called the i-line, passing through the middle point of

the segment (i, i+ 1) of the horizontal line of the meandric curve. The number of

those arcs of the meandric curve, which are intersected by the i-line and lie above

and beneath the horizontal line of μ, is called the numbers of cuttings θi) and θ0i),
respectively.

The sum εi)¼ θi) + θ0i) of the number of those arcs of the meandric curve which

are intersected by the i-line is called the cutting degree of the meander at i. We

notice that θi) and θ0i) are of the same parity; hence εi) is always even.
The meandric curve always has points of intersection with the i-line, which we

call traces. Obviously, the number of the traces is equal to εi). Starting below the

horizontal line, we label the traces with the numbers 1, 2, 3, . . ., εi), knowing that θi)
(resp. θ0i)) of them are lying above (resp. beneath) the horizontal line.

From now on, we will consider that the traces are identical to their corresponding

labels. For example, for the meander of Fig. 14.1 and for i¼ 14, we have θ(14)¼ 4,

θ0(14)¼ 6 and ε(14)¼ 10.

Beginning from trace 1 and moving clockwise upon the meandric curve, fol-

lowing its “natural flow”, we obtain the set of open curves Ci)¼ {ci1, c
i
2, . . ., c

i
εiÞ},
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where each cik, k2 [εi)], belongs entirely in one of the two semiplanes defined by

the i-line and has as its ends two traces, i.e. the “entrance” trace denoted by τi(k) and
the “exit” trace denoted by τi(k+ 1).

We observe that for a curve cik, if k is odd (resp. even), then the curve lies on the
left (resp. right) of the i-line. All the curves of the set Ci) do not cross each other.

In Fig. 14.1, we denote the curve cik by (k).

At each curve cik, k2 [εi)], we correspond a number bik such that

bi
k ¼ 1, if the curve c ik crosses the horizontal line at an odd number of points

2, if the curve c ik crosses the horizontal line at an even number of points

�

The set Ci) can be partitioned into three classes C1i), C2i) and C
0
2i):

The set C1i) consists of the curves c
i
k with bik ¼ 1; that is, their traces lie the one

above and the other beneath the horizontal line.

The set C2i) (resp. C
0
2i)) consists of the curves c

i
k with b

i
k ¼ 2; that is, their traces

lie both above (resp. beneath) the horizontal line.

We classify the curves cik of Ci) by comparing their traces with the number of

cuttings θ0i):

1. If θ0i)< τi(k), τi(k+ 1), then cik 2C2i).

2. If τi(k), τi(k+ 1)� θ0i), then cik 2C
0
2i).

3. If τi(k)� θ0i)< τi(k + 1) or τi(k+ 1)� θ0i)< τi(k), then cik 2C1i).

The meanders for which there exists at least one i2 [2n� 1], such that every

curve of the sets C1i) (resp. C2i), C
0
2i)) has exactly one point (resp. two points) on

the horizontal line, which will be called simple at i. For example, the meander of

Fig. 14.2 is simple at i¼ 8.

Fig. 14.1 Representation of a k-noncrossing closed RNA structure as a meander of order 14
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Following the “natural flow” of the meander μ, through its open curves cik,
described as before, its traces τi(k), k2 [εi)], define a self-avoiding closed curve

by neglecting its isotopies on the plane; that is, they form a meander τi of

order εi)/2. Indeed, this meandric curve is deduced by the open curves cik which

are non-crossing.

The i-line of μ is the line of τi and the line of μ is the ‘-line of τi, where ‘¼ θ0i).
So, at each pair (μ, i) corresponds a meander τi, which we call perpendicular

meander of μ at i, due to the relation of perpendicularity between the i-line and the

‘-line.
For example, the meander of Fig. 14.3 is the perpendicular of the meander of

Fig. 14.1 at i¼ 14, where the pair {τi(k), τi(k+ 1)} is denoted by (k).

We denote the numbers of cuttings of the meander τi byeθ ‘ð Þ,eθ 0
‘ð Þ and its cutting

degree by eε ‘ð Þ. We can easily obtain that:

1. eθ ‘ð Þ ¼
X

k2Kb
i
k, where K¼ {k2 [εi)] : bik ¼ 1 and k odd}

2. eθ 0
‘ð Þ ¼

X
k2K0bi

k, where K
0 ¼ {k2 [εi)] : bik ¼ 1 and k even}

3. eε ‘ð Þ ¼
X

k2K[K0bi
k

For example, considering the meander of Fig. 14.1 and taking i¼ 14, we have

that ‘¼ θ0(14)¼ 6, whereas for the meander of Fig. 14.3 and for ‘¼ 6, we have thateθ 6ð Þ ¼ 2, eθ 0
6ð Þ ¼ 0 and eε 6ð Þ ¼ 2.

Following Proposition 3.1 of [5], we obtain:

Proposition 1 For the numbers of cuttings eθ ‘ð Þ, eθ 0
‘ð Þ we have that:

1. ‘, eθ ‘ð Þ and eθ 0
‘ð Þ have the same parity

Fig. 14.2 A meander of order 9, simple at i¼ 8
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2. max eθ ‘ð Þ,eθ 0
‘ð Þ

n o
� min θ ið Þ, θ0

ið Þ� �
3.

��eθ ‘þ 1ð Þ � eθ ‘ð Þ�� ¼ ��eθ 0
‘þ 1ð Þ � eθ 0

‘ð Þ�� ¼ 1

This meander is defined by the permutation τ¼ τ(1)τ(2) � � � τ(2ν). The set T(‘) of
the pairs {τ(k), τ(k+ 1)} is partitioned into the classes T1(‘), T2(‘) and T

0
2(‘),

according to the following relations:

1. τ(k)<‘< τ(k+ 1) or τ(k+ 1)<‘< τ(k)
2. ‘ < τ kð Þ, τ k þ 1ð Þ
3. τ kð Þ, τ k þ 1ð Þ < ‘

respectively.

14.3 Compression

Let μ2M2n be a meander who is not simple at n, and let C(n)¼ {c1, c2, . . ., c2ν} be
its already defined set of open curves, where 2ν¼ ε(n) (and ck¼ cnk for simplicity).

Each curve ck2C(n) starts from the trace τ(k) (where τ(k)¼ τn(k) for simplicity)

and ends at the trace τ(k+ 1). We distinguish two points of ck on the horizontal line:
the first after the entrance trace τ(k) and the last before the exit trace τ(k+ 1). From
these two points, the one which is the most distant from the n-line for

k2 I1¼ {1, 3, . . ., 2ν� 1} (resp. the closest to the n-line for k2 I2¼ {2, 4, . . ., 2ν})
is called the compression point (c-point for simplicity) of the curve ck2C(n),
k2 [2ν].

Fig. 14.3 The

perpendicular meander of

the meander of Fig. 14.1

at i¼ 14
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For each curve ck2C(n), we denote by γk, k2 [2ν], the closed interval of [2ν]
with ends the traces τ(k), τ(k+ 1). Given a pair of curves ck, cλ2C(n), k, λ2 I1 or
k, λ2 I2, with γλ� γk, then the curve cλ is called internal of the curve ck, and the

curve ck is called external to the curve cλ. We can easily deduce that the number of

the internal curves of a curve ck2C(n) is equal to 1
2

��τ kð Þ � τ k þ 1ð Þ��� 1
� �

.

If we transform the curves ck, k2 [2ν], of the meander μ into curves having only

one point (resp. two points) on the horizontal line if bk¼ 1 (resp. bk¼ 2) (where

bk¼ bnk for simplicity), by cutting and rejecting the extra arcs of the corresponding

curves of the set C(n) (similarly to the topological method of surgery), then at least

one simple meander is deduced.

Each simple meander defined as above is of order 1
2

X
k2 2ν½ �bk (since its

curves have one or two points of intersection with the horizontal line) and simple

at u ¼
X

k2I1bk (counting the points of intersection with the horizontal line to the

left of the n-line). The result of the above transformation is the set of open curves

C uð Þ ¼ c1; c2; . . . ; c2νf g (where ck ¼ cuk for simplicity), for which a bijection is

established with the set C(n); that is, each open curve ck corresponds to a unique

open curve ck passing from the same traces and reversely, for every k2 [2ν].
We denote with a dash the corresponding elements which characterize

this simple meander. The set C uð Þ can be partitioned into the classes C1 uð Þ,
C2 uð Þ, C0

2 uð Þ corresponding to the classes C1(n), C2(n), C
0
2(n) of the set C(n).

We notice that u, n are of the same parity. Indeed, if n is odd, then there exists an

odd number of curves of C1(n) to the left, so the same will hold for C1 uð Þ and

u is odd.

We can easily deduce that

(a) ε uð Þ ¼ 2ν, θ uð Þ ¼ θ nð Þ, θ0
uð Þ ¼ θ

0
nð Þ

(b) Their perpendicular meanders at n for the meander μ and at u for the

corresponding simple meander, respectively, coincide. This common perpen-

dicular meander is denoted by τ.

(c) If ck2C2(n) (resp. ck2C
0
2(n)) and |τ(k)� τ(k+ 1)|¼ 1, then its corresponding

ck 2 C2 uð Þ (resp. ck 2 C
0

2 uð Þ ) contains one short pair of L (resp. U ). If

ck2C1(n), then its corresponding curve ck 2 C1 uð Þ is an arc with ends the

traces τ(k), τ(k+ 1).

Now, we will confront the problem of finding the curves of the set C uð Þ. If we
follow the flow s of the meander μ, then the creation of these curves, will produce

many difficulties. For example, for the meander of Fig. 14.1, the points of the pair of

curves c1 and c3 must be properly selected so that the two curves do not cross each

other. The same holds for the pairs c5 and c7, c3 and c9, c4 and c10.

Hence, we introduce in the set C uð Þ, the binary relation “≺” of preceding for its

curves, i.e. cp≺cq, with p, q2 I1 or p, q2 I2, when the c-point of the curve cp
precedes the c-point of the curve cq (i.e. the c-point of cp lies at the left of the c-
point of cq at the horizontal line).
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From the above, we can easily deduce the following (1)–(4) results:

1. If cp2C1(n), cq2C(n), with γq� γp and p, q2 I1 (resp. p, q2 I2), then cp≺cq
(resp. cq≺cp), since the curve cq is internal of the curve cp.

2. If cp2C2(n)[C
0
2(n), cq2C1(n), with γq\ γp¼∅ and p, q2 I1 (resp. p, q2 I2),

then cp≺cq (resp. cq≺cp), since this is imposed by the nature of the meander.

3. If cp, cq2C2(n)[C
0
2(n), with γq� γp and p, q2 I1 or p, q2 I2, then cp≺cq, since

the curve cq is internal of the curve cp.
4. If cp, cq2C2(n), with γq\ γp¼∅, min γq<min γp and p, q2 I1 (resp. p, q2 I2),

then cp≺cq (resp. cq≺cp), since this is imposed by the nature of the meander. The

case where cp, cq2C
0
2(n) is similar.

Obviously, the above results do not cover the cases of two curves, the one

belonging to the set C2(n) and the other to the set C
0
2(n), where none of them

corresponds to a curve which is internal to some other curve. Consequently, we

can deduce more than one solutions, from the perpendicular meander.

In order to obtain a unique solution, we have to make the following choice:

5. If cp2C2(n), cq2C
0
2(n), with p, q2 I1 or p, q2 I2 and the c-point of the curve cp

precedes the c-point of cq, then cp≺cq. For these curves, we always have

γp\ γq¼∅.

We observe that the internal curves of every curve ofC(n) should remain internal

of the corresponding transformed curve of C uð Þ.
The above relation of preceding gives, together with the conditions (1)–(4) and

the previous conclusions for the internal curves, a total order cr 1ð Þ, cr 2ð Þ, . . . , cr 2νð Þ,
for the curves of the set C uð Þ. We can easily understand that the ν first elements

(resp. the ν last elements) of the permutation r¼ r(1)r(2) � � � r(2ν) on [2ν] belong to
the set I1 (resp. I2).

For example, applying the above conditions (1)–(5) for the meander of Fig. 14.1,

we obtain two total orders: c1≺c3≺c9≺c5≺c7 and c8≺c6≺c4≺c10≺c2. Indeed, c1
≺c3, c5, c7, c9 due to the condition (1), c3≺c5 due to the condition (2), c3≺c9 due to
the condition (5), c5≺c7 due to the condition (1) and finally c9≺c5 due to the

condition (2). Similarly, we obtain the ordering for the right curves.

In the general case, the ordering is deduced from a Hamiltonian path of the

directed graphs with vertices the elements of the set I1 (resp. I2) and edges the pairs

( p, q)2 I21 (resp. ( p, q)2 I22) such that cp≺cq.
For the permutations τ and r of [2n], which correspond to each meander μ of

M2n, we can easily deduce the following proposition:

Proposition 2 The permutations τ and r of a meander μ of M2n define a unique
simple meander μ.

The pair ; μ; uð Þ is called central compression or simply compression of the

meander μ. The simple meander μ has as same invariants with the meander μ the

traces and the flow of curves, and hence they have the same perpendicular meander,

while μ has the minimum possible order. Obviously, many meanders of the same or
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different order can have the same compression. Two meanders μ1, μ2 of order n1, n2,
of the same parity, respectively, are called equivalent according to their compres-

sions (for simplicity c-equivalent) iff they have as compression the meander μ of

order n, simple at u.
Practically, the whole procedure of finding the meanderμof the compression can

be significantly simplified with the help of the perpendicular meander τ, according
to the following scheme:

Indeed, we have that each curve ck 2 C1 uð Þ coincides with the arc (k) joining the
pairs {τ(k), τ(k+ 1)} of the set T1(‘). The curves of the set C2 uð Þ (resp. C0

2 uð Þ) are
deduced from the pairs of the set T2(‘) (resp. T

0
2(‘)), if we connect them by

extending their arcs in order to intersect the horizontal line on the remaining pairs

of points, according to the total order of the curves of the set C uð Þ.
For example, if we apply the above procedure to the total orders

c1≺c3≺c9≺c5≺c7 and c8≺c6≺c4≺c10≺c2;

we deduce from the perpendicular meander τ (Fig. 14.3) the meander μ of the

compression (Fig. 14.2).

We complete the above construction with

Proposition 3 For the order n of the meander μ, we have that νþ 1 � n � n.

Proof For the meander μ we have

2ν ¼ ��C1 nð Þ��þ ��C2 nð Þ��þ ��C0
2 nð Þ��

and for the meander μ

2n ¼ ��C1 uð Þ��þ 2
��C2 uð Þ��þ 2

��C0

2 uð Þ��
Hence,

2n ¼ ��C1 nð Þ��þ ��C2 nð Þ��þ ��C0
2 nð Þ�� ¼ 2νþ ��C2 nð Þ��þ ��C0

2 nð Þ�� � 2νþ 2

given that μ is simple and has n � 2, so |C2(n)|, |C
0
2(n)| cannot be equal to zero. The

relation n � n is the result of the definition of the meander of the compression.
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Corollary 1 If n¼ ν + 1, then the meander μ is incompressible.

Obviously, the inverse argument is not always true.

Proposition 4 If n is even, then there do not exist meanders of M2n having
compression with n ¼ 1.

Proof A compression of order n ¼ 1means that θ(n)¼ θ0(n)¼ 1, which holds only

if n is odd, which is a contradiction.

Proposition 5 If n is odd, then

1. There do not exist meanders of M2n having compression with n ¼ 2 and u¼ 2.

2. There exist M2
nþ1
2

meanders of M2n having compression with n ¼ 1.

Proof

1. A compression of order n ¼ 2 at u¼ 2 means that θ(n)¼ 2 and θ0(n)¼ 0, or

θ(n)¼ 0 and θ0(n)¼ 2, which holds only if n is even, which is a contradiction.

2. A compression of order n ¼ 1 means that θ(n)¼ θ0(n)¼ 1. Since the meandric

curve is separated at n, then two open meanders (where an open meander of

order n is a self-avoiding curve that travels from left to right, crossing an infinite

horizontal line n times [2]) are formed. Each one of those meanders needs one

extra point in order to become a closed meander of order nþ1
2
. Thus, we haveMnþ1

2

meanders from each part of the n-line sewed to produce the compression.

14.4 Conclusion

We have introduced the compression of a meander geometrically. We also applied

this mathematical formulation for the representation of k-noncrossing closed RNA

secondary structures. The uniqueness of the compression is established by the

ordering of the corresponding open curves, which is deduced according to the

flow of the meander. The preservation of invariants gives us new types of meanders:

the simple and the perpendicular.

In this way, we have a two-level classification of all the meanders of order n,

according to their perpendicular meander with or without information on the

ordering of its corresponding open curves. This classification could be a topic of

future study. In parallel, the next step of our research is the algorithmic interpreta-

tion of the compression directly from the meandric permutations.

Finally, the main open problem is the reverse procedure of compression. The

decompression of a meander to others of larger order having the same traces,

number of cuttings and flow, seems to be the final step for integrating the pro-

cedures of cutting and compressing meanders, and in parallel being very promising

not only for enumeration results but also for applications in the related biological

problems.
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Chapter 15

Exploring the Online Satisfaction Gap
of Medical Doctors: An Expectation-
Confirmation Investigation of Information
Needs

Panos E. Kourouthanassis, Patrick Mikalef, Margarita Ioannidou,

and Adamantia Pateli

Abstract This research explores the satisfaction gap between the expectations of

medical doctors when using the Internet to search for health-related information,

and the confirmations they receive following the use of specific information sources

to meet their information needs. We executed a quantitative study on 303 medical

doctors to capture their online information-seeking behavior. Results suggest that

authoritative online information sources are strongly related with the derived

satisfaction of medical doctors’ online information needs, whilst expectation ful-

fillment is not related with usage of non-authoritative sources. Nevertheless, doc-

tors’ perceptions regarding the information quality of online sources, and

discerning personal constraints regarding Internet use, moderate the relationship

between online source usage and the effectuation of their expectations.

15.1 Introduction

Extant research on the online information-seeking behavior of doctors primarily

emphasizes around three interweaved themes: (a) exploring the needs or motives

that underpin the use of the Internet by medical professionals, (b) pinpointing the

online information sources utilized by doctors and their frequency of use, and

(c) framing the barriers or obstacles that hinder the use of digital sources. Research

findings in these themes suggest that there are commonalities in the online search

behavior of doctors and in the factors that discourage Internet usage. In effect,

doctors primarily use the Internet to retrieve information that would help them in
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work-related activities (such as medication, treatment, and expanding their knowl-

edge and awareness on new protocols and prescriptions), education, or research

activities [1, 2, 3, 5]. Search engines, scientific journals, and medical databases

comprise the most popular and frequently used online information sources by

professionals to supplement their expertise and to keep themselves up to date

[4–6]. Interestingly, scholars also report a growing use of social media by medical

professionals in order to expand their knowledge and develop more effective

communication bridges with their patients [7].

However, the online search behavior of doctors is influenced by a variety of

inherent factors that deter the use of digital sources. Personal barriers (i.e., com-

puter illiteracy, lack of time, and difficulty in searching or comprehending infor-

mation in a language other than the native one of the user) are important reasons

that diminish Internet use [8]. Likewise, the quality of online information (i.e.,

information credibility, accuracy, and timeliness) plays an important role in the

selection of digital sources. Because professionals express concerns regarding the

existence of inaccurate health-related information on the Web, they tend to down-

play the value of sources that they do not perceive as trustworthy or credible

[9, 10]. This behavior creates a paradox on the information search behavior of

doctors. On the one hand, doctors tend to seek authoritative information on the

Internet when they exhibit low perceptions of personal skills and available online

information quality [5]. On the other hand, this hinders a narrowly restrictive

approach in their online search strategies since they will most likely visit on a

recurring basis sources that they are familiar with or they trust [10, 11].

Whilst our theoretical understanding of the online needs and search strategies of

medical professionals has been well documented, the relation between the overall

information seeking behavior of doctors and the degrees of derived satisfaction

from the consumed information remains largely understudied. Arguably, medical

professionals will select their online sources based on their information needs. The

combination of information needs, coupled with the selected information sources,

will generate expectations, which will be confirmed (or disconfirmed) following the

use of online sources by medical professionals. Confirmation of the perceived

expectations will result to post-usage satisfaction and subsequent reuse intention

of the Internet [12]. Drawn on the above, this study attempts to shed light on the

following research questions:

– Are there discrepancies between the expectations of doctors from using the

Internet and the actual post-usage satisfaction that they receive?

– What is the relation between usage intensity of the Internet and post-usage

satisfaction of doctors’ online information needs?

– Are there variations between the online satisfaction paths of medical doctors as a

result of their perceived barriers of accessing and using the Internet?

To address these questions we performed a quantitative study on 303 medical

doctors in Greece. Our theoretical model was grounded on established theories

from such disciplines as psychology, management science, and information sys-

tems. The structure of this chapter delineates the research questions in the
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following. Section 15.2 briefly discusses the theoretical models that underpin our

analysis space. Section 15.3 outlines the research design and profile of the study

respondents. Section 15.4 presents the results of our empirical study. Section 15.5

concludes the chapter with a discussion of the practical and theoretical

implications.

15.2 Theoretical Grounding

We rely our investigation lenses on two models that have been extensively used in

information science and information systems literature to capture individuals’

information behavior and perceived satisfaction when using information resources.

15.2.1 Wilson’s Macro-Model Model of Information
Seeking Behavior

Wilson’s [13, 14] model posits that the information behavior of individuals is

decomposed to three elements: (a) capturing the information goals that direct a

certain seeking behavior (commonly referred to as ‘information needs’);

(b) identifying personal, social, or environmental interventions that reinforce or

create resistances to the information seeking behavior; and (c) framing the proper-

ties of the information acquisition process (i.e., which information channels or

sources are used, whether individuals follow passive or active usage behavior, and

so on). The model has been used to explain the online information-seeking behavior

of individuals on several usage contexts [15, 16].

15.2.2 Expectation-Confirmation Theory

The expectation-confirmation theory was originally proposed by Oliver [17] to

explain loyalty behavior for consumer products or services. According to the

theory, consumers form initial expectations of products or service which are then

confirmed (or disconfirmed) following the purchase and consumption processes.

Expectations are considered key satisfaction goals because they provide consumers

with the reference level for the configuration of alternative evaluations. The impact

of positive or negative disconfirmation leads to post-purchase satisfaction

(or dissatisfaction), which determines the subsequent behavior. Hence, satisfied

consumers are likely to formulate repurchase intentions. Dissatisfied consumers are

likely to shift to other alternative products or services. The expectation-

confirmation theory has been adapted from Bhattacherjee [12] to explain
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individuals’ continuance intention to use information systems and services. In this

case, expectations are met through the perceived performance of the information

system or service. In accordance to the original model, positive disconfirmations

are likely to lead to satisfied users. The model has been extensively employed by

information systems scholars to explain post-usage satisfaction and reuse behavior

of various online information services (e.g., [18, 19]).

Table 15.1 summarizes the operationalization of our investigation directions

under the prescriptions of the underlying theoretical models.

15.3 Research Design and Profile of Respondents

To understand how the usage of online information sources impacts the confirma-

tion of expectations regarding medical knowledge, we collected primary data

through questionnaires distributed to doctors of medicine (M.D.). The question-

naire was developed specifically for the purpose of this study and comprised four

main parts. The first part contained questions relating to demographic and profes-

sional information. Part two revolved around the expectations that doctors develop

regarding the potential value of information sources and to what degree these are

fulfilled. The third part measured the frequency of use for a number of authoritative

and non-authoritative information sources, whilst the final part of the questionnaire

contained questions asking respondents to evaluate the perceived barriers they face

when searching for medical information.

Table 15.1 Operationalization of the study investigation lenses

Theoretical articulations Operationalization

Information needs expectations

and confirmations

Work-related information needs related to epidemiology,

diagnosis, and therapy.

Knowledge expansion information needs related to drugs/

medicine, scientific developments and developments in the

field of medical equipment.

Research information needs related to scientific studies and

educational work.

Information barriers Personal barriers: Individual shortcomings that discourage

Internet usage (computers illiteracy, information processing

illiteracy, lack of time).

Information quality barriers: Perceptions that online infor-

mation sources provide incomplete, inaccurate or outdated

information.

Information sources Authoritative sources: Regulated medical information

sources that adhere to predefined quality criteria or standards

(e.g., scientific databases, medical associations’ websites).

Non-authoritative sources: Unstructured or non-regulated

medical information sources (e.g., blogs, search engines, web

portals).
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The questionnaire was distributed to four major hospitals operating in Greece in

order to be filled out by medical doctors of varying specializations. Respondents

were given the choice to fill out the questionnaire either in printed form, or through

an online survey. The data collection was open between November 2013 and

January 2014. Out of the 800 questionnaires handed out, a total of 310 were

returned, from which 303 were rendered as suitable for further analysis, yielding

a valid response rate of 37.8 %. Table 15.2 outlines the demographic profile of the

study respondents.

The majority of responses were from male doctors (61.7 %), with female doctors

accounting for the remaining 38.3 %. The age group with the largest proportion of

responses belonged to doctors aged below 40 years (62.4 %), with the next in

sequence being the age group ranging from 40 to 50 (25.1 %). In our sample there

was an approximately even dichotomization between respondents with an addi-

tional related degree (Masters 20.1 % and Doctoral 20.1 %) to ones with no further

education (53.5 %) or unrelated further studies (6.3 %). Most subjects were

currently employed in public hospitals (41.3 %), and the vast majority were very

Table 15.2 Demographics of

study (n¼ 303)
Gender

Male 61.7 %

Female 38.3 %

Age

<40 62.4 %

40–50 25.1 %

50–60 8.9 %

>60 3.6 %

Additional education

Related master degree 20.1 %

Related doctoral degree 20.1 %

Unrelated master degree 4.6 %

Unrelated doctoral degree 1.7 %

None 53.5 %

Current work facility

University hospital 23.4 %

Public hospital 41.3 %

Primary healthcare unit 3.3 %

Public medical office 0.7 %

Private hospital 0.7 %

Healthcare services group 1.0 %

Private medical office 27.1 %

Other 2.6 %

Internet usage frequency for medical information search

Never 0.3 %

Once a month 3.0 %

Once a week 17.2 %

Everyday 79.5 %
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frequent users of online medical information sources (79.5 %). The most appeared

specializations in our sample were cardiologists (20.5 % n¼ 62), pathologists

(12.5 % n¼ 38), and orthopedists (7.3 % n¼ 22).

In order to examine the effectiveness of various online information sources on

satisfying doctors’ knowledge requirements, questionnaire items developed on the

basis of the expectation-confirmation model were formulated. Respondents were

asked to evaluate on 9-point Likert scale (1—Not at all, 9—Totally) the degree to

which they expected their professional requirements to be fulfilled by online

information sources (expectation), and then the level to which these expectations

were realized (Confirmation). To capture the full range of requirements we distin-

guished between elements relating to: (1) work, (2) knowledge, and (3) research

needs. Additionally, for each type of information source, questions measuring the

frequency of use were employed. These questions followed a 9-point Likert scale,

from 1—Never use, to 9—Always use, with items being grouped into Authoritative

and Non-Authoritative sources (Table 15.3).

Table 15.3 Descriptive statistics for frequency of usage and expectation–confirmation

Frequency of information source usage

Expectation–confirmation of information

requirements

Expectation Confirmation

Mean

Std.

Dev. Mean

Std.

Dev. Mean

Std.

Dev.

Authoritative Work

Scientific digital

databases

6.87 1.98 Epidemiology 6.84 1.95 6.41 1.96

Medical corporation

websites

6.40 2.29 Diagnosis 6.50 1.94 6.09 2.02

Online scientific journals

(specialized)

6.35 2.35 Therapy 7.06 1.72 6.57 1.88

Online scientific journals 6.21 2.32 Knowledge

Digital books 5.24 2.50 Drugs/

medicine

7.48 1.53 6.96 1.76

Public authorities

websites

5.11 2.35 Scientific

developments

8.00 1.44 7.41 1.71

Non-authoritative Medical

equipment

7.11 1.68 6.36 1.92

Search engines 7.72 1.71

Medical portals 5.31 2.41 Research

Pharmaceutical company

Websites

4.16 2.20 Scientific

studies

7.23 1.79 6.62 1.94

Medical equipment pro-

vider websites

4.00 2.19 Educational

work

6.80 1.75 6.32 1.86

Social networking

websites

3.88 2.73

Online forums 3.52 2.56

Medical doctors personal

websites

3.39 2.29
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15.4 Results

15.4.1 Disconfirmations of Doctors’ Online Information
Expectations

The first step of our analysis was aimed at determining whether the expectations of

medical doctors regarding the fulfillment of their requirements are actually con-

firmed. To do so, we calculated the difference between expectation and confirma-

tion for a number of requirements relating to the medical profession. For each of

these requirements we performed a paired difference t-test in which the value of

[Expectation�Confirmation] is computed and then evaluated on the degree of its

significance. Results depicted in Table 15.4, indicate that for requirements

pertaining to each of the three categories, expectations are significantly different

from confirmations. Since t-values are positive, this signifies that when searching

on online information sources for medical information, expectations are not satis-

fied. This outcome provided a basis for further examination as to which types of

information sources fulfill the different classifications of requirements.

15.4.2 Relating Online Information Sources with Post-usage
Satisfaction

We employed partial least squares (PLS) analysis to obtain path weights for relation-

ships, and coefficients of determination for the dependent variables that measure

doctors’ post-usage satisfaction. Significance of associations was determined by

Table 15.4 Paired samples t-test for all medical requirements

Paired differences

t-value dfMean Std. Dev.

95 % Confidence interval

of difference

Lower Upper

Work

Epidemiology 0.428 1.501 0.258 0.597 4.968** 303

Diagnosis 0.414 1.446 0.251 0.578 4.997** 303

Therapy 0.490 1.340 0.339 0.641 6.378** 303

Knowledge

Drugs/medicine 0.516 1.300 0.370 0.663 6.928** 303

Scientific developments 0.586 1.177 0.453 0.718 8.674** 303

Medical equipment 0.743 1.567 0.567 0.920 8.272** 303

Research

Scientific studies 0.618 1.460 0.454 0.783 7.386** 303

Educational work 0.474 1.653 0.287 0.660 4.997** 303

**p< 0.01
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running a bootstrapping procedure with 500 samples. Using two-tailed significance

values, significance intervals are set as p< 0.05 (t� 1.968), p< 0.01 (t� 2.592), and

p< 0.001 (t� 3.323) for 303 degrees of freedom.

Prior to empirically examining our associations we performed an evaluation of

measurement model. We conceptualized the constructs by using formative indicators

since each item represents a unique facet of the underlying factor. In contrast to

reflective measurement models in which reliability, convergent and discriminant

validity are assessed, formative measures require a different approach. Since items

comprising a formative construct are considered as being an integral part of the overall

construct, it is imperative that content validity is covered. This requires that every

facet of the construct is included through the various items to measure

it. We established content validity through an extensive literature review, and based

on an aggregation of past studies that conceptualized each latent variable we devel-

oped items accordingly. Additionally, we tested for multicollinearity, which in con-

trast with reflective constructs is a problem for formative measures [20]. We assessed

multicollinearity through the Variance Inflation Factor (VIF). For all constructs VIF

was slightly above 1 and below 3, thus indicating an absence of collinearity between

items [21]. With absence of multicollinearity, and content validity of constructs

confirmed, we proceeded to analyze the structural model. The results of the PLS

algorithm with significance of weights are depicted in Fig. 15.1 below.

The outcomes of the PLS analysis confirm the positive and significant associa-

tion between the frequency of use of authoritative information sources and confir-

mation of expectations. Contrarily, the prevalence of non-authoritative information

sources use is not found to significantly impact confirmation of expectations.

More specifically, we found that when authoritative information sources use

Fig. 15.1 Structural model with path coefficients and confidence intervals
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increases, so does the fulfillment of expectations for work-related requirements

(β¼ 0.352 t¼ 4.577). Moreover, doctors that were more inclined to use authorita-

tive information sources were found to have a greater degree of requirement

realization for aspects relating to enhancement of knowledge for their supporting

tasks (β¼ 0.341 t¼ 3.798). Finally, the positive association of authoritative infor-

mation sources use is confirmed for need fulfillment of research-related aspects

(β¼ 0.352 t¼ 4.807). Contrariwise, despite the positive association of

non-authoritative use with work (β¼ 0.143 t¼ 1.599), knowledge (β¼ 0.129

t¼ 1.462), and research (β¼ 0.077 t¼ 1.034) oriented requirement fulfilment, the

level of significance does not indicate a valid relation. Therefore, we can conclude

that non-authoritative information sources do not facilitate doctors’ expectation

realization when searching for information online. The coefficient of determination

values indicate that 18.4 % (R2¼ 0.184) of variation is explained for work related

medical information needs, 16.7 % (R2¼ 0.167) for research, and 15.1 %

(R2¼ 0.151) for research by the frequency of use of authoritative and

non-authoritative information sources. These values indicate a moderate explana-

tory power hinting that there are factors that are not included in the conceptual

model that may have a significant effect on confirmation of expectations.

Taking into account the various barriers that doctors face when attempting to

search medical information online, we perform two split sample analysis based on

(1) doctors’ perceptions of information quality, and (2) personal constraints relating

to lack of knowledge or sources. For each barrier, the sample is split into two

sub-samples of equal size, using the median as the threshold value. Hence, the

sample is split into doctors that are with high/low perceptions regarding online

medical information quality, and high/low personal barriers when seeking for such

data. The weights and significance levels for each subgroup of the two control

barriers are illustrated in Table 15.5.

Table 15.5 Split sample path coefficients, significance levels, and coefficients of determination

Information quality perceptions Personal barriers

High Low High Low

Beta R2 Beta R2 Beta R2 Beta R2

Work

Authoritative 0.492*** 0.278 0.045 0.047 0.404*** 0.309 �0.049 0.027

Non-

authoritative

0.056 0.199 0.217*** 0.170

Knowledge

Authoritative 0.409*** 0.341 0.086 0.265 0.323*** 0.284 0.376** 0.292

Non-

authoritative

0.238*** 0.483 0.280*** 0.305

Research

Authoritative 0.542*** 0.319 0.302 0.096 0.405*** 0.303 �0.286 0.085

Non-

authoritative

0.036 �0.201 0.209*** 0.165

*p< 0.05

**p< 0.01

***p< 0.001
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From the split sample analysis it is evident that there are considerable differ-

ences in the effect of frequency of online information sources usage on confirma-

tion of expectations. The outcomes show that this association is dependent on the

perceptions regarding the quality of online information as well as on personal

constraints of doctors. This indicates that fulfillment of requirements is dependent

on factors which are contingent upon personal beliefs of doctors about the value of

online medical information, and on their competence in using computers and

effectively utilizing digital repositories. Indicative of this is the finding that users

with high perceptions regarding the quality of online medical information tend to

have a stronger relation between the frequency of use of information sources and

fulfillment of their expectations than those with low perceptions. Strikingly, the

frequency of usage of information sources on fulfillment of requirements is found to

be significant only for doctors who perceive themselves as having high personal

barriers.

Conclusions
This study provides a first insight into the perceived discrepancy between

doctors’ online expectations for seeking health-related information and the

satisfaction they receive after using different types of information sources. To

our knowledge this is the first study that reports a satisfaction gap in doctors’

online information seeking behavior; expectations for meeting their informa-

tion needs through online sources are apparently higher than the satisfaction

they receive.

Delving on this observation, our research confirms that doctors replicate

their contemporary information search strategies in the online environment.

Specifically, usage of authoritative sources is likely to lead to high degrees of

satisfaction for doctors’ work-related, knowledge expansion-related, and

research- and education-related information needs. In contrast, satisfaction

of doctors’ information needs through online means does not seem to be

related with the intensity of using non-authoritative online information

sources.

This finding is contradicted if we factor for the perceived information

barriers of the sample. Interestingly, doctors that are highly discouraged to

use the Internet because of personal insufficiencies (e.g., lack of computer

skills) or low trust on the quality of available information on the Internet tend

to exhibit a match of their online information satisfaction through both

authoritative and non-authoritative sources. This outcome implies that doc-

tors perceiving high degrees of information barriers may be inclined to unveil

a restrictive online information search behavior by repeatedly visiting the

same websites and, consequently, narrowing their knowledge space. On the

opposite side, doctors that perceive they possess the necessary skills to search

and process online information tend to demonstrate an inconsistency in

(continued)
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(continued)

matching their online satisfaction through any type of information source.

This is a first indication that devising actions that mitigate the information

barriers may help medical doctors to exit from their ‘online comfort zone’ and

explore with a critical perspective the available online sources of health-

related information.
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Chapter 16

A Cloud-Based Data Network Approach
for Translational Cancer Research

Wei Xing, Dimitrios Tsoumakos, and Moustafa Ghanem

Abstract We develop a new model and associated technology for constructing and

managing self-organizing data to support translational cancer research studies. We

employ a semantic content network approach to address the challenges of managing

cancer research data. Such data is heterogeneous, large, decentralized, growing and

continually being updated. Moreover, the data originates from different information

sources that may be partially overlapping, creating redundancies as well as contra-

dictions and inconsistencies. Building on the advantages of elasticity of cloud

computing, we deploy the cancer data networks on top of the CELAR Cloud

platform to enable more effective processing and analysis of Big cancer data.

16.1 Introduction

Translational cancer research builds on incorporating multiple levels of biological

information within clinical data with aim of gaining better understanding of how

cancer works and developing new ways for identifying, preventing and treating the

disease. The first challenge in conducting translational studies is that the data is

heterogeneous, including phenotype, genotype, expression profiling, proteomics,

protein interaction, metabolic analysis data as well as physiological measurements,

etc. The second key challenge is that the data is large, decentralized, growing and

continually being updated. It originates from different sources, e.g. different
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experiments and different labs. It is also stored in different distributed databases

that are managed by different organizations. The content of such databases is thus

typically overlapping, creating redundancies as well as contradictions and

inconsistencies.

In this paper, we develop a new cancer data network (CDN) model and associ-

ated technology for constructing and managing self-organizing content in order to

support the integration of biological and clinical data with the research it is spawned

from. In addition, CDN offers the ability of track several aspects of patient care

according to genetic and molecular profiles to facilitate tailoring of treatment.

The proposed CDN architecture is based on a novel content management model

that supports end users in managing distributed, dynamic and evolving data sets.

Within CDN, we shift the view of content from being a static resource, and

introduce it as a dynamic and intelligent entity that is able to perform operations

such as linking itself to other relevant content. In doing so, the intelligent content

can discover implied relationships with other content, identifying redundancies and

overlap as well as updating its links with the ecosystem when new content is added

or old content is removed or depreciated.

Within the CDN approach, data content is represented as an active object

equipped semantic mechanisms that allow a greater degree of flexibility towards

automating the procedure of content management and organization. To this end, we

define Active Cancer Data Content as a logical container that contains the digital

data content (i.e., patient data, clinical data, research experiment data, publications,

public gene or protein databases, etc.) together with intelligent and autonomic, self-

organizing mechanisms for automating content management.

The remainder of this paper is organized as follows. Section 16.2 introduces the

underlying principles and design of the CDN; Sect. 16.3 presents the architecture of

CDN, focusing on its software components, and on the main interactions between

them, and describing how each of them is instantiated for the implementation with

EU CELAR cloud platform; Sect. 16.4 describes the related work; and finally,

“Conclusion” section provides conclusions, and describes open issues and our

planned future work.

16.2 The Design of CDN

CDN is designed to bridge the gap between translational research and targeted

patient treatment. Hence, the design goals of CDN are (1) to better analyse data

obtained dynamically from various bio-instrument sources in order to answer

biological question at a system level; and (2) to better translate data obtained

from in vitro and in vivo discoveries into the clinic.
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16.2.1 Problems and Requirements

The key challenge CDN addresses is that information stored or published over the

web and other specialized data sources is heterogeneous, decentralized, growing

and continually being updated. Furthermore, the content living or archiving on

different information sources partially overlaps creating redundancies as well as

contradictions and inconsistencies. In this section we describe the current issues of

the area of personalized medicine research.

16.2.1.1 Redundant or Irrelevant Information of Protein

and Gene Sequence

Currently, well over a thousand accessible data sources provide information

pertaining to any gene, mRNA or protein sequence (estimated by the number of

known SRS “Sequence Retrieval System”) such as polymorphisms, protein inter-

actions and expression levels. The vast majority of the data sources are specialized

and are therefore maintained and updated by different organizations. In addition,

data sources with the same emphasis (such as nucleotide or protein sequences) are

updated and curated at different intervals and with various benchmarks and stan-

dards. As a result, many databases contain outdated, redundant or irrelevant infor-

mation pertaining to the scientific question at hand.

Also, our continually expanding knowledge base adds new dimensions to the

content. For example, the cataloging and assessment of functional impact of

recently discovered mechanisms of dynamic biological regulation, including but

not restricted to microRNAs and our knowledge of protein modification types and

permutations, is incomplete. New categorical discoveries and their related infor-

mation detail will need to be progressively built into any comprehensive content

structure.

16.2.1.2 Evolving Methods of Data Generation from Multiple

Instrument Platforms

Translational cancer research requires the integration of data from state-of-the-art

technologies, for which the methods of translating and interpretating raw instru-

ment data into relevant contextualized biological outputs are continually improv-

ing. An example of this is the interpretation of mass spectrometry peptide

fragmentation data into qualitative and quantitative peptide and protein data in

proteomics experiments. Different instruments produce data with different techni-

cal characteristics, including signal-to-noise ratios, raw signal intensities, and data

accuracy, precision and resolution. These characteristics are continually changing

for the better, but will continue to vary depending on the type and generation of

instruments used, new hardware innovations, and the data acquisition and experi-

ment style.
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The bioinformatic translation of the raw fragmentation data into peptide and

protein identities is also evolving. Current strategies typically employ probabilistic,

stochastic or descriptive models to pattern match fragment ion profiles against

theoretical profiles generated against assumed protein sequences and modification

content. Personalized medicine will dictate a drift away from this data interrogation

strategy since each individual labours genomic and proteomic differences that

would not be represented in an assumed protein sequence database. This may

involve fundamental changes to the data interrogation strategy, for example a

migration towards de novo sequencing tools, or at the very least changes to scoring

of genepeptideprotein sequence assignments and the specific identification of

mutations, polymorphisms or variables specific to individuals.

16.2.1.3 Creating Genomic Networks

To elucidate the wiring of cellular information processes, current research requires

integration of quantitative and dynamic data from several sources. Such informa-

tion sources could be genomic public database-based, sequence-based or clinical

information-based and require various algorithms and software package for data

analysis. For maximal output from such data, it is important that the multidimen-

sionality is taken into account and the data can be visualized with differential

weighting of individual data sources. For example, gene mutation and gene func-

tion interactions can be measured in a static manner using techniques such as yeast

2 hybrid and complement assays as well as the dynamic and quantitative abun-

dances can be included through platforms such as COSMIC, VerScan and Meerkat

runs. While each source provides important information, the sources provide

complementary aspects of information, which is important to integrate and

visualize.

To address the above issues, we design CDN system to support:

1. Integrating heterogeneous and unstructured content. It allows scientists to

incorporate multiple levels of background information within their studies, such

as phenotype, genotype, expression profiling, proteomics, protein–protein inter-

actions, biochemical metabolic studies, and physiology measurement, etc.

2. Decentralized control and collaborative communities. The content itself

either arises from biological experiments conducted by individual groups or as

a result of data integration and analysis studies using data published by other

groups.

3. Multi-discipline. The information is highly relevant to researchers working on

other topics can be shared easily, between specialized data sources (including

scientific literature) and databases focusing on specific topics, e.g. organisms,

diseases, genes, proteins, metabolic pathways, chemical compounds or on rela-

tionships between them.
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Our special focus is on addressing the issues of overwhelming and continuous

flood of complex information generated and published on a daily basis through the

use of Semantic Web Technology. We illustrate our approach in the next section.

16.2.2 Semantic Approach

CDN aim to develop novel mechanisms for constructing and generating symbiotic,

semantically described, self-aware and self-organizing content technology that

enables distributed digital objects to be linked together into CDNs.

16.2.2.1 The CDNs

A key feature of scientific information is that it is continually evolving. For

example, new information about scientific entities (e.g. proteins, genes or diseases)

is being published on a daily basis. Furthermore, the decentralized authority over

the content, whereby scientists in different organizations publish and manage their

own findings, means that information about the same, similar or related entities,

may be stored on different sources that evolve in different ways. This inevitably

results in partial overlaps in the coverage of the data sources creating redundancies

as well as contradictions and inconsistencies at both the entity and the concept

level.

We design CDN to link individual elements of the digital content together. By

using semantic data model and ontology, we define two types of links among the

CDN nodes (i.e. content): explicit links and conceptual links.

Explicit links between different elements are typically stored with the content.

At the simplest level an entry on a specific protein on a particular data source can

make explicit references to other protein, gene or disease entries on other sources,

or to specific supporting scientific publications. Ontologies can be used to either

manually or automatically assign scientific papers, genes, proteins to different

categories.

Conceptual links between different elements are typically not stored with the

content, but can traditionally be inferred by using either statistical/probabilistic

analysis techniques or domain knowledge. At the simplest level, users may wish to

group proteins together based on the similarity of specific properties such as their

effect on the same cellular function, or their causal implication to a similar disease

phenotype.

16.2.2.2 Retrieval, Integration and Update

In [1], we developed a semantic information integration approach to integrate and

update information from distributed, heterogeneous data sources dynamically.
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CDN employs ActOn as a means to retrieve, integrate and manage the CDN

Content in an intelligent, active manner.

ActOn is an ontology-based information integration approach that is suitable for

highly dynamic distributed resources. To deal with this issue, i.e. that information

changes frequently and information requests have to be answered quickly in order

to provide up-to-date information, ActOn employs an information cache that works

with an update-on-demand policy. Due to the multitude of databases and informa-

tion sources, the most appropriate sources have to be selected for each query to

ensure optimal and relevant data retrieval. To deal with this issue that the most

suitable information sources have to be selected from a set of different distributed

information sources that can provide the information needed, ActOn adds an

information source selection step to the ontology-based information integration.

Thereby, the most suitable information source database will be selected for a user

query.

16.2.3 CDN Architecture

Figure 16.1 shows three-tier view of CDN architecture. At the core of the

middleware (in blue) lies the CDN ActOn Information Manager that represents

the Cancer Data Content and its associated information extraction tools. The CDN

ActOn contains the semantic metadata and knowledge management tools that

enable modeling and analysing its life cycle and that support reasoning about the

content. CDN also contains the workflow tools (Workflow engine) that enable the

statistical analysis of the content enabling it to self-organize when linking with

other content. Finally, the CDN also includes semantic-aware and peer-to-peer

based networking functionality that enables the content to discover other content

and communicate with it.

16.2.3.1 System Components

We use a bottom-up description of the components shown in Fig. 16.1.

CDN Semantic Model. The bottom layer represents existing and traditional data

sources that will be used within CDN. Digital content elements on the sources will

be identified and extracted and represented as Knowledge Cells (KC) that represent

the core of an Data Content object and that represent nodes in abstract CDNs. Data

sources can be accessed through the middleware and be offered to the application

platform.

ActOn Information Manager. CDN middleware employs ActOn [1, 2], a

semantic information integration system, to connect the data sources to the CDN

system in order to: (a) deploy the Data Content and place it inside CDN which

contain extra information about the content that make it both self-aware and

context-aware together, and (b) to link the Data Content in multiple Data Content
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Networks. During system operation, the links (the edges in the network graph

shown in Fig. 16.1) between Data Content entities (the nodes in the network

graph in Fig. 16.1 can be re-organized based on statistical analysis, user preferences

or other types of runtime information.

Workflow Engine. The Workflow engine enables data document access over

preprocessing, tokenization, parsing, named entity recognition to the final con-

sumer. It implements specialized workflows that support the different types of

users of the system (data publishers, curators and end users) in combining data

retrieval, integration, semantic annotation and deployment of Data Content within

data analysis tasks in end user applications. The starting point for implementing the

workflow engine is to employ Tarverna [3] workflow system (authoring tools and

execution engines) for the integration and analysis of a wide variety cancer data

(including genomic, proteomic data sets, as well as free text publications).

SemanticWebUser Interface. At the top-level, a user interface includes functions

that can be used to connect to the CDN middleware in order to: (a) Retrieve content

from the distributed data sources (shown as different databases in the bottom of

Fig. 16.1) in order to create the relevant Data Content. When Data Content is created,

it is passed to the CDNmiddleware in order to be deployed in CDNs. (b) Interact with

the user, i.e. issue user-queries and get back resultswhichCDNcan present to the users

in an advanced way, showing the Knowledge Cells (KC) inside the retrieved content.

This way, the user can use the KC in order to issue/refine further queries or even

browse based on a given KC in order to find similar KCs and iteratively refine his/her

queries within CDN in order to get satisfactory results.

Fig. 16.1 Overview of the CDN architecture
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16.3 Related Work

In the life sciences area there are several systems available that add semantic

annotations, primarily these are done through Medline or similar literature data-

bases. Some examples include iHop2, WhatIzIt3 and EBIMed4, and BioAlma5

[4–6]. Entities (such as gene names, protein names, drug names) are recognized,

and links are added, however a disadvantage is that the recognition is not active, it

is done once, off-line, and is not active in the CDN sense. Since the semantic

framework to recognize entity identity across different services is currently miss-

ing, these services all point to a small subset of the data that is available for these

entities, i.e. these systems are like isolated silos, compared to CDN’s model of self-

organizing, distributed structure. Adding semantic markups to more structured data

is a relatively new area that has not been systematically explored in the biosciences.

Such a system would take as input structured texts, such as protein sequence files, or

entire databases, such as the EMBL, PDB, etc., then would add database cross-

reference information based, in a way similar to SRS or MRS, then also add

semantic annotations, similar to iHop [6–8].

16.4 Implementation

We prototyped the CDN system (shown in Fig. 16.2) using Java Spring Framework

and RDF Jena API. Spring is a software toolkit that can be used to programweb-based

application and data management system. Jena is a Java API that can be used to create

and manipulate RDF models. By using Spring framework, we are enable to code the

system in Java following the WSRF specification. We use Jena OWL toolkit for

creating, manipulating and querying the semantic metadata of Data Content.

Given the volume of the cancer data is large, we use CELAR cloud platform, an

elastic cloud computing platform [9], to process and build the CDN networks. The

EU CELAR cloud can deliver a fully automated and highly customizable system for

elastic provisioning of resources within cloud computing infrastructures. It there-

fore can provide large-scale computation resources required by CDN. In addition,

the CELAR platform can also provision particular types of computing resources

Fig. 16.2 The CDN implementation
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required by CDN dynamically, such as windows system with large memory or large

amount CPU resources of linux systems, etc. Currently our prototype implementa-

tion is mainly for creating and managing gene mutation data and the NGS variation

detection data. The initial results are shown in Fig. 16.3.

Conclusion

In this paper we have presented CDN an active content management system

for personalized medicine research. CDN is based on a semantic content

network approach which overcomes some of the limitations of current other

content management approaches when dealing with dynamic, distributed and

redundant bio-data sources.

Our main contribution over the state of the art in content management

systems is that we have proposed Cancer Data Content architecture

supporting deployment of Cancer Data Content, defining Cancer Data Con-

tent containers and the networking capabilities that allow remote interactions

between Data Content entities. We also prototyped CDN as a cloud-based,

networking middleware for Cancer Data Content discovery and

communication.

The initial results show that CDN can facilitate both the cataloguing of

samples collected during routine research and manage datasets generated by

numerous multi-step experiments carried out from a single sample. For

example, the CDN can provide a platform whereby all tissue samples,

experimental step samples, datasets and analysis can be compiled and linked

allowing ease of access to every stage in an open manner in order to

streamline research and increase productivity.
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Fig. 16.3 An example of CDN network
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